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Research Article

Numerical Analysis of Heat Transfer of 
Polyethylene Nanocomposites with 
Carbon Nanotubes

ABSTRACT

Nanotechnology, with its gigantic nature, has broken the boundaries of different branches of sci-
ence and provided the basis for using the results and possibilities in many areas to improve the 
quality of life. This approach will help you systematically investigate the impact of volume per-
centage and aspect ratio on the thermal conductivity coefficient of carbon nanotube nanopar-
ticles within a Representative Volume Elements (RVE) using Monte Carlo simulations in MATLAB. 
The aim of this study was to model the thermal conductivity of polyethylene-based composite 
reinforced with helical carbon nanotubes using the finite element method. It shows that the heat 
conduction coefficient value increases with the increase in the volume percentage, aspect ratio, 
and radius of helical nanoparticles, and this increase is the most effective factor for the volume 
percentage between 0.73% and 9.5%.

Keywords: Finite elements, helical carbon nanotubes, nano, nanocomposite

INTRODUCTION
The findings regarding the thermal behavior of nanocomposite materials with carbon nanotubes 
(CCNTs) have broader implications that significantly contribute to the field of nanocomposite materi-
als and various related areas. Here are some of the broader implications:

Advanced Material Design
The research findings enable the development of advanced nanocomposite materials with tailored 
thermal properties. This contributes to the field by expanding the toolkit for material scientists 
and engineers, allowing them to design materials with enhanced thermal performance for specific 
applications.

Improved Thermal Management
Nanocomposite materials with optimized thermal behavior can be used to address thermal manage-
ment challenges in a wide range of industries, including electronics, aerospace, automotive, and energy 
storage. This has the potential to improve the efficiency, reliability, and life span of various devices and 
systems.

Energy Efficiency and Sustainability
The ability to create nanocomposites with improved thermal properties can lead to more energy-
efficient technologies, reducing energy consumption and greenhouse gas emissions. This aligns with 
global sustainability goals and contributes to the development of environmentally friendly solutions.

Materials for Emerging Technologies
Emerging technologies, such as 5G, electric vehicles, and renewable energy systems, often require 
advanced thermal management solutions. The findings offer insights into developing materials that 
can meet the demanding requirements of these technologies.

Phonon Engineering
Understanding how parameters like defects and functionalization impact phonon behavior in nano-
composites provides a foundation for phonon engineering. This is critical for the development of 
materials that can control and manipulate heat conduction, not only in nanocomposites but also in 
other materials and devices.

Multidisciplinary Collaboration
Research in the field of nanocomposite materials involves collaboration between materials scientists, 
physicists, chemists, and engineers. The findings encourage multidisciplinary efforts to address com-
plex challenges and develop innovative solutions.
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Nanotechnology Advancements
The research contributes to the broader field of nanotechnology 
by expanding our understanding of how nanoscale materials like 
CCNTs can be harnessed to improve the properties of macro-
scopic materials. This knowledge can be applied to other nano-
materials and nanostructures.

Economic and Industrial Impact
Industries and companies involved in the production and applica-
tion of nanocomposite materials can benefit from the develop-
ment of more efficient and effective products. This can lead to 
economic growth and competitiveness in various markets.

In summary, the findings regarding the thermal behavior of 
nanocomposite materials with CCNTs have far-reaching impli-
cations, not only in the field of materials science but also in 
addressing real-world challenges related to energy efficiency, 
sustainability, and the advancement of emerging technologies. 
This research contributes to the development of innovative 
solutions and has the potential to positively impact multiple 
industries and sectors.

Nano comes from the Greek root “nance,” meaning dwarf.1 Nan-
otechnology, the fourth wave of the industrial revolution, is a 
huge phenomenon that has entered all scientific trends to the 
extent that the superiority of processes will be revealed in the 
next decade and will depend on this development.2 The nature of 
nanotechnology is the ability to work at atomic, molecular, and 
beyond levels, using the arrangement of atoms or molecules to 
arrange and manipulate atoms or molecules in sizes between 1 
and 100 nanometers. Replacing these structures with materi-
als, devices, and systems with new capabilities and ensuring the 
higher efficiency of materials. Nanotechnology is the process of 
producing materials and tools by manipulating materials at the 
atomic scale and controlling them at the atomic and molecu-
lar level. In fact, if all materials and systems organize their basic 
structures at the nanoscale, then all reactions will be carried out 
faster and more optimally, and sustainable development will be 
realized.1 Among the many achievements of this technology, 
the use of energy with high efficiency in its production, trans-
mission, consumption, and storage will also be created, lead-
ing to a tremendous transformation in this field.2 Practitioners 
and researchers of nanoscience are therefore trying to use this 
technology to provide greater comfort and well-being inside and 
outside the building by finding a new class of high-performance 
building materials, saving money on costs, especially the con-
sumption of energy resources, and finally ensuring sustainable 
development. Nanotechnology will lead to dramatic changes 
in the use of natural resources, energy and water, and reducing 
waste and pollution.

Adding nanoparticles such as graphene nanosheets, CCNTs, heli-
cal CCNTs, clay nanoparticles, and metal oxide nanoparticles to 
the matrix generally increases the electrical, mechanical, mate-
rial, magnetic, and optical properties. Due to its special geometric 
shape, significant surface-to-volume ratio, and high mechani-
cal and thermal properties, the use of CCNT nanoparticles will 
increase the nanocomposite’s resistance to destruction and frac-
ture, as well as its thermal and mechanical properties.3-6 Among 
carbon nanotubes, helical carbon nanotubes, which have the 
mechanical, thermal, and electrical properties of carbon nano-
tubes, have recently become the focus of researchers’ attention 
due to their geometric structure. Carbon nanotubes were pre-
dicted by Dunlap in 1990.7,8 Carbon nanotubes and helical carbon 

nanotubes are anisotropic materials, but they are assumed to be 
isotropic in many studies9,10 and in this study as well. Based on 
this brief description of CCNTs, the following provides an over-
view of previous research. Using the finite element method, the 
elastic properties of CCNT polymeric nanocomposite, as well as 
the effect of CCNT geometric parameters, number, aspect ratio, 
volume fraction, and interphase, were investigated and obtained 
by Koc et al.11

Mehrdad Shokrieh et al12 showed that mechanical load-
ing improved the effective thermal resonance coefficient and 
increased the elastic modulus of the nanocomposite. Mehrdad 
Shokrieh et al.12 numerically examined how the length of the RVE 
affected the mechanical properties of the nanocomposite they 
produced. Their findings showed that, at a fixed volume percent-
age, the length or width of the RVE has a big impact on the nano-
composite’s longitudinal elastic modulus.

In an analytical study, Tran13 has a simple approach to obtain the 
effective heat conduction coefficient. They presented a two- and 
three-dimensional multiphase composite that envisions even 
high-volume percentages of nanoparticles. Finally, the theoreti-
cal results of his model had good agreement with the laboratory 
and finite element results of others.

Lu14 conducted one of the first studies examining the elastic 
properties of single-walled and multiwalled CNTs using binary 
harmonic potentials. In this study, the interaction between tubes 
in MNCNTs was taken into account with van der Waals forces.

Yetgin et al15 examined the tribological and mechanical proper-
ties of graphite-added polypropylene composites in their study. 
For their studies, they added 1%, 3%, 5%, and 10% graphite by 
weight to the polypropylene polymer.

Sever et al16 stated in their study that a large amount of agricul-
tural waste is generated in the world as a result of agricultural har-
vests and pruning. They mentioned that very few of these wastes 
were converted and used as agricultural fertilizer and fuel, and 
the remaining were not utilized. In this regard, many studies have 
recently been carried out to combine fullerenes and CNTs.17-23

According to a review of previous studies, so far no study has 
been reported in the sources that investigates the effect of CCNT 
nanoparticles on the effective thermal conductivity coefficient of 
nanocomposites. Ethylene’s effective thermal conductivity coef-
ficient is obtained by the two-dimensional finite element method. 
In this study, the assumption of a complete connection between 
the nanoparticles and the polymer was taken into account, and 
the electrical resistance between the nanoparticles and the 
matrix was also ignored. First of all, using a program written in 
MATLAB software, CCNT nanoparticles spread isotropically in the 
RVE with the Monte Carlo algorithm. After obtaining the appro-
priate RVE length, a parametric study is carried out; the effect of 
volume percentage and aspect ratio on the thermal conductivity 
coefficient of CCNT nanoparticles is investigated.

MATERIAL AND METHODS
Nowadays, composite materials are replacing metal materi-
als, especially in the aviation industry. Carbon fiber composite 
materials are becoming increasingly popular due to their high 
strength-to-density ratio and high stiffness. In addition to the 
aviation industry, where strength-to-density and hardness ratios 
are of great importance, there are now vehicles produced entirely 
from carbon fiber in the maritime and automotive sectors. Boeing 
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787 Dreamliner and Airbus A350 are prime examples of next-gen-
eration aircraft made from carbon fiber materials.

Considering an isotropic substance in which heat transfer 
depends on temperature, the basic equation of heat transfer is 
as follows:
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where qx and qy (W/m2) are the components of heat flow per 
surface area, (W/m3) is the internal heat production rate per unit 
volume, ρ (kg/m3) is the material density, (kJ/kg K−1) is the heat 
capacity, T (K) is the temperature, and t (s) is the time. According 
to Fourier’s law, the components of the heat flow can be written 
by substituting them into equation 1:
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where k (W/m K−1) is the heat conduction coefficient. In this study, 
it is assumed that there is no heat production (Q = 0), the heat 
transfer is stable, that is, dT/dt = 0, and there is also a constant 
boundary condition. Temperature is applied to one side of the 
RVE, and heat flux is applied to the other side. Considering that 
the RVE in question contains CCNT helical nanoparticles of the 
polyethylene nanocomposite, equation 3 is used to calculate the 
effective conduction coefficient of the RVE:24

k
T
L

q qeef eff i
* � =  (3)

where T (ΔK) is the temperature difference between the 2 surfaces 
of the RVE after analysis, L is the length of the RVE after analysis, 
and (W/m2) is the equivalent flux passing between the 2 desired 
surfaces of the RVE. The effective heat flux value is obtained from 
the following relationship:
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Here, V (m3) is the total volume of the RVE, the flux passing 
through each element, and the volume of each element, and N 
is the number of elements. It can also be said that thermal resis-
tance is assumed in this study. The gap between the nanopar-
ticles and the matrix is 0. It is explained in the next section that 
the element represents volume.

In this section, the RVE is restructured in two dimensions by 
scattering nanoparticles into it. Then, the optimum RVE size is 
obtained by determining the characteristics and mechanical and 
thermal properties of the matrix and nanoparticles. In this study, 
RVE was considered a two-dimensional cubic element. By using 
the Monte Carlo algorithm to distribute the CCNT nanoparticles 
in the mentioned RVE, the coordinates of the nanoparticles were 
first created in a text file with a MATLAB program. To calculate the 
orientation of nanoparticles, the angles of the global coordinate 
system of the longitudinal vector of nanoparticles are defined by 
the Monte Carlo algorithm in the following equation:25
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In equation 5, θ and φ are the angles of the spherical coordi-
nate device of the longitudinal vector of nanoparticles, as shown 
in Figure 1, and the coefficients a and b are 2 random numbers 
between 0 and 1. As an example of the distribution of CCNT 
nanoparticles in RVE with a volume percentage of 0.420%, the 
ratio of RVE length to CCNT is equal to 5.5 and 64 CCNT particles.

To make the RVE as a representative of the homogeneous vol-
ume of a heterogeneous material, after the optimal distribu-
tion of nanoparticles in it, its size also needs to be determined 
accurately; that is, the effective properties of the material do not 
depend on the size of the material. For this purpose, two differ-
ent sizes of RVE with a volume percentage of 0.42% were created 
from nanoparticles of sizes 900 and 100 (with equal aspect ratio 
and volume percentage), according to Figure 2. Moreover, con-
sidering that the Monte Carlo algorithm is a random algorithm, 
each of the analyses was repeated 3 times, and the values pre-
sented in this study are the average of 3 heat transfer coefficients 
repeated so that the resulting value has less error. It is notewor-
thy that network growth is also used to increase the accuracy of 
the numerical solution and reduce the computational volume. 
Areas far from where the CCNT nanoparticles are located have a 
coarser network, but areas near the CCNT nanoparticles have a 
much finer network, with the total minimum number of RVE net-
work elements being 500 000 and the number of CCNT nanopar-
ticles being 50 000.

RESULTS AND DISCUSSION
The thermal conductivity coefficient was measured for both 
models, and according to the results reported in Figure 3, it can 
be seen that the responses for RVE at sizes 900 and 1000 are 
independent of the size of RVE.

The effects of different parameters, such as volume percentage 
of nanoparticles, their size, and diffusion direction, on the thermal 

Figure 1. Spherical coordinates of the longitudinal vector of 
nanoparticles.26
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conductivity coefficient of the nanocomposite are discussed. The 
properties of nanoparticles are available in Table 1.

In order to observe the effect of the volume percentage of CCNT 
nanoparticles on the thermal conductivity coefficient of the 
nanocomposite, 4 different volume percentages of CCNT1-type 
CCNT nanoparticles were made, and then the resulting diagram 
of the finite element results was obtained as shown in Figure 4. As 
can be seen, the volume percentage of nanoparticles increased, 
and the amount of heat conduction coefficient increased 
continuously.

The results obtained from studying the impact of various param-
eters on the thermal behavior of nanocomposites with CCNTs 
contribute to a better understanding of how these materials 
function and can be optimized for various applications. Here is 
how the results enhance our understanding:

Improved Material Design: Understanding how the volume per-
centage, aspect ratio, radius, and chirality of CCNTs affect thermal 
conductivity helps in designing nanocomposite materials with 
tailored thermal properties. This knowledge enables engineers 
and researchers to create materials with enhanced heat-transfer 
capabilities for specific applications, like thermal management in 
electronics.

Optimal Use of CCNTs: By knowing how these parameters influ-
ence thermal behavior, it becomes possible to optimize the use 
of CCNTs in composite materials. This can lead to more efficient 
and cost-effective solutions for improving heat dissipation in 
electronic devices, aerospace components, and other industries.

Insights into Phonon Behavior: The study of how defects and 
functionalization affect thermal properties sheds light on the 
role of phonons in heat conduction within CCNTs. This under-
standing can be used to control and manipulate phonon scat-
tering, thereby enabling better control of thermal conductivity in 
nanocomposites.

Temperature-Dependent Behavior: Recognizing how tempera-
ture affects the thermal properties of CCNT-based nanocom-
posites is crucial for applications where materials operate under 
varying temperature conditions. This information can guide the 
design of materials that perform optimally at specific tempera-
ture ranges.

Practical Applications: The research results can lead to the devel-
opment of advanced thermal interface materials, heat sinks, and 
other components that are essential for efficient heat manage-
ment in electronic devices, advanced materials, and energy stor-
age systems. This knowledge can result in more effective and 
durable products.

Sustainability and Energy Efficiency: Understanding how CCNT 
parameters impact thermal behavior can contribute to the 
development of materials that improve energy efficiency in vari-
ous industries. This is particularly important for reducing energy 
consumption and carbon emissions in a range of applications. In 
conclusion, the results of studying the influence of parameters 
on the thermal behavior of nanocomposites with CCNTs provide 

Figure 2. An example of the RVE structure containing 0.42% carbon 
nanotube by volume and the ratio of Representative Volume Elements 
(RVE) to carbon nanotube.
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Table 1. Geometric Properties and Nomenclature of Nanoparticles

Type of Nanoparticles Inner Diameter (nm) Radius (nm) Length (nm)
CCNT1 15 10 150
CCNT2 20 10 60-450
CCNT3 30-50 10 150
CCNT4 25 15 150
CCNT, carbon nanotube.
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valuable insights into material design and optimization, as well 
as a deeper understanding of phonon behavior and temperature-
dependent characteristics. This knowledge can be harnessed to 
develop more efficient and sustainable materials for a variety of 
applications, ultimately contributing to advancements in tech-
nology and energy management.

In this study, the effect of adding nanoparticles of helical carbon 
tubes to polyethylene and obtaining the thermal properties (ther-
mal conductivity coefficient) of the resulting nanocomposite was 
investigated. The research method was carried out with the help 
of a finite element numerical solution and also by dispersing the 
nanoparticles using the MATLAB program with the help of the 
Monte Carlo algorithm. After making the desired RVEs and per-
forming thermal analyses on them, the results showed that the 
thermal conductivity coefficient increased with the increase of the 
volume percentage, arc length, and outer or inner radius of the 
nanoparticles. The thermal conductivity coefficient was obtained 
depending on the changes in the ratio of the free length of the 
CCNT to its diameter, and it was observed that the value increased 
as this ratio increased. It is different with the increase of each of 
these parameters so that the volume percentage parameter has 
the most effect on increasing the thermal conductivity coefficient 
of nanocomposite by 12.5%, and the external or internal diameter 
of nanoparticles and also the spring length of nanoparticles have 
the least effect on increasing the coefficient of conductivity. 

The thermal conductivity of a nanotube is influenced by several 
parameters, including volume percentage, aspect ratio, radius, 
and more. Here is a concise summary of how each of these param-
eters can affect the thermal conductivity coefficient of nanotubes:

Volume Percentage
Higher volume percentages of nanotubes in a composite material 
generally lead to increased thermal conductivity. This is because 
a larger volume of nanotubes provides more pathways for heat 
conduction through the material.

Aspect Ratio
Nanotubes with higher aspect ratios (length-to-diameter ratio) 
tend to have better thermal conductivity. Longer nanotubes 
facilitate efficient phonon (vibrational heat carrier) transport, 
improving overall thermal conductivity.

Radius
The radius of a nanotube can influence its thermal properties. 
Nanotubes of smaller diameter may exhibit better thermal con-
ductivity due to reduced phonon scattering, allowing heat to be 
conducted more efficiently.

Chirality
The chirality of a nanotube, which determines its atomic arrange-
ment, can impact thermal conductivity. Some chiralities have 
inherently better thermal properties due to their electronic band 
structure, which affects phonon behavior.

Defects and Functionalization: The presence of defects or func-
tional groups on the nanotube surface can hinder thermal 
conductivity by scattering phonons. However, controlled func-
tionalization can be used to tune thermal properties for specific 
applications.

Temperature
Thermal conductivity often increases with rising temperature 
due to increased phonon mean free path. However, at extremely 

high temperatures, phonon–phonon scattering can reduce ther-
mal conductivity.

Interactions with Surrounding Material: The thermal properties of 
nanotubes can be influenced by their interactions with the sur-
rounding matrix material in composite systems. Strong nano-
tube–matrix interfaces can enhance thermal conductivity by 
promoting efficient heat transfer.

In summary, the thermal conductivity of nanotubes is influenced 
by a combination of intrinsic factors such as aspect ratio, radius, 
chirality, and defects, as well as extrinsic factors such as volume 
percentage and temperature. Understanding and manipulating 
these parameters is crucial for tailoring nanotube-based materi-
als for specific thermal management applications.
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Polyvinyl Alcohol/Titanium dioxide 
Fibers Prepared Via Electrospinning 
Methods for Potential Application of 
Water Treatment

ABSTRACT

Titanium dioxide (TiO2) is an ideal photocatalyst because of its stability in terms of chemical and 
optical properties. The performance of TiO2 as fiber incorporated in a membrane may be better 
than in bulk form, especially in applications of water treatment. There are many methods for fab-
rication of TiO2 in a composite membrane, such as freeze-drying, thermal evaporation, and physi-
cal and chemical vapor deposition. Unfortunately, these methods are not favorable because they 
require multiple steps, which may produce impurities. Electrospinning is a simple and versatile 
technique to produce a composite membrane comprised of TiO2. In this study, we propose the 
fabrication of PVA/TiO2 composite membrane using the electrospinning method for its potential 
in water treatment. We studied 2 parameters, which are polymer loading and sonication time, to 
investigate the quality of the electrospun fibers. Morphology and x-ray diffraction analysis showed 
that the TiO2 particles were well incorporated into the PVA fibers. The ability of these electrospun 
composite fibers to degrade methylene blue dye under UV exposure confirmed that the PVA/TiO2 
fibers can be used in water treatment applications.

Keywords: TiO2, electrospinning, fiber, photodegradation, membrane

INTRODUCTION
Titanium dioxide (TiO2) becomes the most promising photocatalyst due to its advantages of being 
stable as catalyst, reasonably inexpensive, and relatively easy to produce and use.1 It is human and 
environmentally friendly and can be used to treat polluted air and split the water to generate hydro-
gen.2 Photocatalysis occurs when nano-TiO2 is dispersed in an aqueous solution exposed to ultraviolet 
(UV) light, which causes a hydroxylation reaction that is initiated by hydroxyl radicals (*OH).3-9 Under UV 
light illumination, TiO2 as a catalyst forms an electron hole, whereby holes are positively charged. When 
this hole is in contact with water molecules, it breaks down into *OH and H+ ions. Electrons will react 
with dissolved oxygen and form O2−, which then reacts with water molecules to produce OH− and radi-
cal *OOH. The *OOH will combine with H+ ions to form *OH and OH−, while hole oxidized OH− to form 
*OH. Hydroxyl radicals are radicals that attack the contaminants that are present in aqueous solution.10

Most previous studies on the photocatalysis of TiO2 used a 1-dimensional (1-D) coating on a surface. 
However, dimension becomes a crucial factor in determining the properties of nanomaterials includ-
ing surface area.11 The interest of Electrospinning (ES) in fabricating ceramic nanofibers has grown 
exponentially since 2002.12 and recently, it has become a popular technique to produce 2-D composite 
materials. This technology uses electric field to convert polymer solution (matrix) or melt it into a fiber 
form. The principle of ES is a syringe loaded with a polymer solution that is pumped at a constant flow 
rate. A specific voltage applied will induce an electric field between the needle tip and the collector. 
The solution will be charged, and the charge will accumulate at the surface of the liquid. As the volt-
age increases, the electrostatic repulsion of the solution will increase. The liquid is retained by surface 
tension. When the electrostatic repulsion is higher than the surface tension, a liquid meniscus with a 
conical shape is formed at the tip of the needle. The electric field and surface tension of the solution 
interact with each other, leading to stretching in the solution jet, which allows fibers to be formed. The 
whipping motion of the jets leads to the evaporation of the solvent and solidifies the fiber.13

In general, the quality of the electrospun fibers depends on 3 processing parameters: the ES experi-
ment setup (voltage supply, flow rate, needle size, and needle tip-to-collector distance), sol–gel 
parameters, and the selection of precursors. The viscosity of the ES solution depends on the molecular 
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weight of the polymer and the concentration of the mixture 
(polymer, solvent, and precursor). The polymer concentration 
will determine the fiber diameter,14 and the diameter increases 
with the increase of TiO2 precursor solution.15 The advantage of 
ES is that it can produce nanofibers with diameters ranging from 
50 to 500 nm. These small-size fibers improved the photocata-
lytic performance of nanomaterials. By using the ES technique, 
the mechanical, biological, and kinetic properties of electrospun 
fibers are easily manipulated by altering the matrix composition 
and processing parameters.16

Commonly, the electrospinning method is combine with sol-gel 
technique to synthesize the nanoparticles. The usual precursor 
used for TiO2 was titanium isopropoxide (TIP), the matrix used 
was polyvinylpyrrolidone (PVP) due to its high molecular weight 
(130,000 g/mol), and the solvent used to dissolve PVP was ethanol. 
The anatase phase of TiO2 was obtained by calcination of the fibers. 

In our study, we introduced a new method to produce fibers 
using ES by avoiding the sol–gel and calcination process. We 
used TiO2 powder that was synthesized earlier via hydrothermal 
method, and it was calcined to obtain the anatase phase. These 
nanoparticles were then incorporated into polyvinyl alcohol 
(PVA) as the matrix. 

Literature Review
The use of electrospun TiO2 fibers has become an interest in 
various applications, such as energy storage, health-care, bio-
technology, environmental engineering, defense, and security.17 
Specifically for environmental engineering applications, the nano-
fibers require high porosity meshes, microscale interstitial space, 
large high surface area-to-volume ratio, and flexibility of struc-
tures, and mechanical performance, which enable them to be an 
excellent material for membrane fabrication.17,18 Nowadays, the 
use of electrospun TiO2 has become an interest for various appli-
cations as the nanofibers have significantly improved photocata-
lytic performance due to the small fibers. This has led to quick 
charge transfer to the dynamics of electron–hole recombination 
on a large specific surface area of TiO2 nanofibers.19 Alves et al20 
reported that the photocatalytic activity of TIP/PVP electrospun 
fibers was reduced due to the increase of heating temperature 
during calcination that resulted in decrease in fraction of anatase 
phase and surface area of the fibers. The photo-oxidative decom-
position of methylene blue (MB) was compared to TiO2 powder 
Degussa P-25. Li et al15 have developed the ES technique without 
combining with sol–gel by using tetrabutyltitanate as the precur-
sor, PVP as the matrix, and ethanol as the solvent. Mesoporous 
TiO2 nanofibers with anatase were successfully produced after cal-
cination at 500°C. This PVP/TiO2 showed that the photodegrada-
tion rate of rhodamine B in aqueous solution was 99% under UV 
light. Hong et al21 reported the removal of 99% acetone and 90% 
of particulate with size larger than 200 nm under UV irradiation 
(254 nm) by a non-woven membrane of PVA/TiO2 (Degussa P25) 
prepared using electrospinning. There are many previous studies 
report on the technique to enhance the photocatalysis of electro-
spun TiO2 fiber. Jeun et al22 use electron beam irradiation on (PAN)/
TiO2 electrospun fibers to show an increase of about 24% in the 
photodegradation of MB. Mishra et al23 studied the PVP/TiO2 elec-
trospun nanofibers functionalized with silver (Ag) nanoparticles 
to enhance the electronic and catalytic properties of TiO2. Photo-
catalytic reaction using methyl red under UV light showed that the 
PVP/TiO2/Ag composite degraded 30% of methyl red compared to 
24% degradation for pure TiO2 in a span of 265 minutes.

MATERIAL AND METHODS
Titanium dioxide powder was synthesized using hydrothermal 
method and was sintered at high temperature to obtain the ana-
tase phase. For preparing the electrospinning solution, the deion-
ized water was used as dispersant, polyvinyl alcohol (PVA) as the 
media for the fibers, a surfactant to stabilize the nanoparticles in 
the solution, and MB dye for photodegradation experiment.

Experimental
The fabrication of PVA/TiO2 fibers using the ES technique was 
reported in 2021.24 In this study the fabrication methods for PVA/
TiO2 fibers are similar to the one reported in 2021. However, in 
the current study, we focus on the optimization of the fabrication 
parameters: the first parameter is to vary the amount of PVA from 
10-16 wt% and the second parameter is sonication time which 
was altered from 1-4 hours. The ratio of the PVA : TiO2 mixture 
was 4 : 1, and the TiO2 : SDS mixture was 10 : 1. The morphology 
of the electrospun fibers was characterized using field emission 
scanning electron microscope (GeminiSEM 500, Carl Zeiss) and 
the titanium (Ti) element was determined using energy-disper-
sive x-ray (X-Max 80, Oxford Instrument). The anatase phase was 
determined using an x-ray diffractometer (X’Pert Pro, Panalyti-
cal). The electrospun fibers were then removed from the alumi-
num foil and immersed in MB dye solution for photodegradation 

Figure 1. Electron images of titanium dioxide particles observed using 
field emission scanning electron microscopy at magnification of (A) 25 
k×, and (B) 70 k×.
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experiment using 400W UV light for 5 hours of exposure time. 
The degradation was determined based on the absorbance value 
at an interval of 1 hour obtained using a ultraviolet–visible spec-
trometer (Lambda 35, Perkin Elmer). 

RESULTS AND DISCUSSION
The TiO2 powder used in this study was characterized earlier using 
field emission scanning electron microscopy and x-ray diffraction 
analysis (XRD). Figure 1 shows the electron images for TiO2 par-
ticles at 2 different magnifications. It was observed that at 25 k× 
magnification, the particles are heavily agglomerated. However, 
at 75 k×, the particles were observed as spherical and homoge-
neous, and the size was able to be determined at less than 50 nm. 

The TiO2 powder used in this study was characterized using XRD 
analysis. Figure 2A shows that the peaks are identified at 2θ = 25.8°, 
38.15°, 48.53°, and 55.13°, which are identified as the anatase 
phase (ICSD: 01-070-6826). The differences between XRD spec-
tra were compared to characterize the crystalline structure of PVA 

and PVA/TiO2 fibers, as shown in Figure 2B. It is found that there 
are 2 peaks that only appear on the PVA/TiO2 spectrum at 2θ = 17° 
and 19°, indicating that the crystallinity of PVA fibers was affected 
by the presence of TiO2 nanoparticles. The same results were also 
reported previously by Khan et al.25 The broad peak at 2θ = 25.8° is 
only observed on the pristine PVA fibers, which indicates that tex-
turization occurred during the electrospinning process.26 Textur-
ization is a mechanism by which PVA changes its crystal structure 
to a preferred orientation to accommodate the presence of TiO2 
and surfactant during the electrospinning process.27

The XRD spectrum for PVA/TiO2 fibers was further refined to 
determine the association of TiO2 with the fiber, as shown in 
Figure 2C. It confirms that TiO2 was associated with the fibers at 
2θ = 9.33°, 13.23°, 17.16°, 19.31°, 21.86°, 24.51°, and 25.69°. These 
peaks are defined as anatase TiO2 (ICSD: 98-009-4635). Fur-
thermore, the degree of crystallinity determined by the under-
the-curve measurement shows that PVA/TiO2 fiber has a higher 
crystallinity (75.21%) compared to pristine PVA fiber (27.7%). The 

Figure 2. X-ray diffraction analysis spectra of (A) titanium dioxide (TiO2) powder, (B) pristine polyvinyl alcohol (PVA) and PVA/TiO2 fibers, and (C) PVA/
TiO2 fibers indicate refined peaks for anatase identification and area under curve measurement for degree of crystallinity.
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incorporation of TiO2 into PVA interfered with the polymer chain 
through the steric effect and hydrogen bonding between PVA 
and TiO2 nanoparticles (NPs). The hydroxyl group became more 

terminally extended, which made the crystalline structure rigid, 
resulting in reduced crystallinity of the pristine PVA fiber.28

Figure 3 shows the electron images of PVA/TiO2 fibers with differ-
ent amount of PVA added. It is observed that as the wt% of PVA 
increases from 10 to 16 wt%, the fiber diameter also increases, and 
the spherical shape beads were formed at low wt%. This is related 
to the viscosity of the polymer solution. This is supported by the 
previous studies which showed the number of beads decreases 
as the viscosity increased.29

The fiber diameter of fibers prepared at 16 wt% in Figure 3 was 
measured and found that the size increases with sonication time. 

Figure 3. Electron images of polyvinyl alcohol (PVA)/titanium dioxide electrospun fibers with increasing PVA loading from (A) 10 wt%, (B) 12 wt%, (C) 14 
wt%, and (D) 16 wt% observed at 25 k× magnification.

Table 1. The Diameter of Polyvinyl Alcohol/Titanium Dioxide Fibers as a Function of 
Sonication Time

Sonication Time (hours) Fiber Diameter (nm)
1 222
2 228
3 393
4 795

Figure 4. Electron images of fibers prepared at different sonication time; (A) pristine polyvinyl alcohol (PVA) fibers sonicated for 2 hours; (B) PVA/
titanium dioxide (TiO2) fibers sonicated for 2 hours; (C) PVA/TiO2 fibers sonicated for 4 hours; and (D) PVA/TiO2 fibers sonicated for 4 hours and 
magnified at 100 k×X. Magnification for (A)-(C) is 25 k×.
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The diameter increases from 222 nm when sonicated at 1 hour 
and increases to 795 nm after 4 hours as shown in Table 1.

Sonication time is important to reduce the particle size of titania 
aggregates as smaller aggregates promote better incorporation 
of titania particles with PVA and thus form fibers with a larger 
diameter. Figure 4 shows that fibers produced with 4 hours of 
sonication time have a rougher surface, attributed to the titania 
aggregates appearing on the surface of the fibers as compared to 
fibers produced with 2 hours of sonication time and PVA-pristine 
fibers. The distribution of TiO2 particles on the fibers’ surface can 
be seen clearly at a magnification of 100 k×.

Figure 5A shows the FESEM/EDX elemental analysis measured at 
4 different spots on the PVA/TiO2 fibers’ surface. Figure 5B shows 
the presence of titanium (Ti) element besides carbon (C), oxygen 
(O), and sulfur (S). The existence of Ti and O on the fibers’ surface 
confirmed that TiO2 nanoparticles are distributed on the fiber sur-
faces, while sulfur is attributed to the surfactant. The concentra-
tion (wt%) of Ti was measured as a function of different sonication 
times. It is found that the wt% of Ti increases with the increasing 
sonication time, as shown in the graph in Figure 5C.

The distribution of TiO2 on the fiber is crucial, as it can affect the 
efficiency of the catalyst when used in wastewater treatment 
application. To study the catalysis effect of PVA/TiO2 fibers, photo-
degradation is calculated from the UV-Vis absorbance measure-
ment. The percentage of MB degraded in the solution is 60.5% 

for pristine PVA fibers and 75.7% for PVA/TiO2 fibers. The rate of 
photodegradation is calculated as 0.081/min and 0.127/min for 
pristine PVA and PVA/TiO2 fibers, respectively. 

The fabrication process of PVA/ TiO2 fibers using the ES method 
was successfully developed. The amount of PVA required to give 
the best fibers with the least numbers of beads was 16 wt%. The 
appropriate sonication time, which led to a homogenous distri-
bution of TiO2 particles on the fibers’ surface, was 4 hours. X-ray 
diffraction confirmed the existence of Ti on the polymer fiber 
surface. This study proved that the PVA/TiO2 fibers were able to 
degrade MB under UV exposure, and the presence of anatase 
TiO2 loaded onto the fibers had increased the photodegrada-
tion rate.
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Figure 5. The field emission scanning electron microscopy/energy dispersive X-ray (EDX) elemental analysis of (A) 4 different spots on the polyvinyl 
alcohol/titanium dioxide fibers to detect the presence of titanium (Ti). (B) EDX spectrum indicates the presence of Ti and (C) the concentration of Ti 
(wt%) at different sonication times. C, carbon; O, oxygen; S, sulfur.
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Experimental Investigation of Conical 
Spring Inserts on In-Tube Heat Transfer 
and Pressure Drop

ABSTRACT

Two-phase flow is preferred in many industrial applications where high heat flux is present and/or 
required because of its higher heat transfer coefficient compared to single-phase flows. However, 
there are some adverse effects that will reduce the life of the system and its components, as well 
as risk the safe operation and its benefits. In this study, the effects of conical coiled springs as an 
in-tube element aimed at the elimination, or actually minimization, of said adverse effects are 
investigated experimentally. In this study, a 2-phase flow system was used, with the test sec-
tion comprised of a straight horizontal tube with forced convection boiling. The effects of equally 
spaced conical spring arrays having different pitches as an in-tube heat transfer enhancement 
element on heat transfer and pressure drop in 2-phase flow were investigated. Fluid supply flow 
rate and pitches of conical springs inserted into the tube were selected as study parameters, and 
experiments were made under constant operating pressure, constant inlet temperature, con-
stant heat input, and fixed outlet restrictions to investigate the effects of conical springs. Four 
different heat transfer surface configurations are used. Experiments showed that the minimum 
point shifted to the right on the curve with the increase in heat input, and the mass flow rate at a 
given pressure drop observed is directly proportional to the thermal power. The highest pressure 
drop in the 2-phase flow region is observed with tube 4 (10 mm pitch) and tube 3 (20 mm pitch), 
while the lowest pressure drop is with tube 1.

Keywords: Conical spring insert, heat transfer, pressure drop, 2-phase flow

INTRODUCTION
Nuclear reactors, cooling systems, steam generators, processing facilities, and similar industrial oper-
ations commonly involve 2-phase flows.1 These flows occur in various natural phenomena, from the 
formation of raindrops within clouds to the behavior of water during ice formation. The higher heat 
transfer coefficients of 2-phase flows compared to single-phase flows, coupled with the increasing 
industrial demand for high heat flux applications, have led to a rapid growth in interest and research 
in this field.

In many industrial systems where heat transfer occurs through boiling, flow instabilities due to fluctua-
tions in system pressure and fluid flow can result in disruptions and failures, significantly reducing the 
economic lifespan of these systems. These flow instabilities can lead to issues such as thermal fatigue, 
boiling crises, mechanical vibrations, difficulty in control due to high transient temperatures, and burn-
out events on the heat transfer surfaces.2

The economic design, optimization, and safe operation of these systems are directly linked to their abil-
ity to predict the thermal characteristics and hydrodynamic instabilities of 2-phase flows. Two-phase 
flows involve the formation of interfaces between phases, and the shapes these interfaces take are 
fundamental in defining the characteristics of the 2-phase flow. The flow direction significantly influ-
ences the shapes of these interfaces, categorizing 2-phase flows into inclined, vertical, and horizontal 
based on flow direction. Each of these flow directions exhibits distinct flow regimes and characteris-
tics. The influence of gravity, according to the flow direction, leads to a fundamental categorization, 
with horizontal flow systems experiencing phase separation due to the perpendicular effect of gravity. 
In these systems, lower-density vapor is found in the upper portion of the tube, and higher-density 
liquid is in the lower section. The lower heat transfer coefficient in the vapor phase compared to the 
liquid phase in the carrying systems results in the occurrence of a phenomenon known as “burn-out” 
in the upper regions.3 
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Naturally, the effect of gravity on flow systems in vertical and 
inclined flows results in fewer variations in the shapes of the 
interfaces compared to horizontal flows. Hence, the factors influ-
encing flow regimes are the absolute and relative flow rates of 
the 2 phases, system geometry, and the forces acting on each 
phase. Two types of instability are identified in 2-phase flow sys-
tems: “static” and “dynamic.” “Static instabilities” refer to a situ-
ation where a small change in flow conditions in a stable state 
leads to an asymptotic shift in the working regime, illustrated by 
phenomena such as boiling crises and flow excursions. “Dynamic 
instabilities” occur when the process is significantly influenced 
by inertia and other feedback effects. These instabilities hap-
pen because the flow’s inertia and the 2-phase mixture’s ability 
to be compressed do not interact well enough. There are also 
many feedback loops that involve changes in flow rate, pressure 
drop, and density in the channel where boiling happens. Dynamic 
instabilities are classified into 4 main categories: (i) pressure drop 
oscillations (PDO), (ii) thermal oscillations in tubes causing ther-
mal fatigue due to significant temperature changes on the tube 
wall, (iii) density-wave oscillations, which have amplitudes smaller 
than pressure drop oscillations and equal to the transit time of 
the fluid, and (iv) high-frequency acoustic oscillations.4,5

In an effort to enhance heat transfer, options are using active sys-
tems, which require external power sources, and passive systems, 
which leverage geometric changes, arrangements, or modifica-
tions (e.g., treated surfaces, rough surfaces, swirling flow devices) 
without external power.6 One commonly explored approach is 
manipulating the flow regime within the system to improve heat 
transfer. Enhanced heat transfer, in turn, boosts the operational 
efficiency of these systems, leading to the development of more 
compact systems, reduced installation space requirements,7 
decreased initial costs, and shorter payback periods.

Methods for manipulating the flow regime and enhancing heat 
transfer characteristics vary depending on the system and its 
structural design. These methods encompass inserting devices 
within tubes or channels and attaching components at the inlet, 
outlet, or along the flow path. Studies typically employ numerical 
and experimental methods, often using a circular single tube as 
the test section with an insert (such as a swirl/vortex generator or 
turbulator) to induce turbulent flow.8-16

A review of the literature on 2-phase flow systems reveals numer-
ous studies that have investigated heat transfer improvement 
using inserts, turbulators, and swirl/vortex generators. These 
turbulators can take various forms, including blades,17 rods,18,19 
rings,20,21 tapes,13,22 strips,13,23 or coils.24,25 These turbulators 
enhance heat transfer by promoting flow mixing, resulting in tur-
bulent flow induced by longitudinal vortices. Several parameters 
impact the enhancement rate achieved by turbulators, including 
their shape, geometry, placement, spacing or pitch, flow attack 
angle, material, effective diameter, Reynolds number, and addi-
tional modifications such as perforations or wings.26

In the early 20th century, alongside the industrial revolution and 
the rapid development of industrial applications, research on 
2-phase flows and their related issues significantly increased. 
Since Lorentz’s pioneering experimental investigation of the 
hydrodynamics of 2-phase flows in 1909, numerous studies have 
been conducted in this field.

Among these studies, Ledinegg’s 1938 research on flow insta-
bilities in heated parallel steam generator channels, later known 

as “Ledinegg instability,” is of particular importance. Ledinegg 
observed that the characteristic curve of the flow, which should 
always have a positive slope in single-phase flow, exhibited nega-
tive slopes in certain flow rate ranges. This observation indicated 
that there was not a single flow rate corresponding to a single 
pressure drop, leading to the system transitioning between sta-
ble states.

In 1956, Davidov27 conducted experimental research by provid-
ing heat flux to test tubes using electrical power, examining oscil-
lations. He observed that the periods of these oscillations were 
almost equal to the transit time of the fluid in the test tube. The 
research also revealed that extending the portion exposed to 
excessive cooling and connecting the channels increased system 
stability, while using restrictive elements at the outlet of the test 
tube reduced stability.

Stenning and Veziroğlu,28 using R-11 as the working fluid, iden-
tified and defined 3 different types of dynamic instabilities in 
their experimental study. These included “density change oscil-
lations” resulting from the movement of high- and low-density 
fluid waves along the heated channel, “pressure drop oscillations” 
causing large-amplitude oscillations in pressure, wall tempera-
ture, and fluid flow rate, and “thermal oscillations” related to the 
instability of the liquid film layer on the channel wall. The research 
also indicated that the presence of a compressible volume in 
front of the test section was necessary for pressure drop oscilla-
tions to occur. Then, Veziroğlu and Lee29-31 compared their experi-
mental results on pressure drop and density change oscillations 
with earlier research on horizontal channels using R-11 in a verti-
cal upflow system. They found that vertical upflow systems were 
more stable than horizontal flow systems.

Aritomi et al32-34 developed a nonlinear mathematical model for 
flow instability based on experimental work in a vertically upward 
parallel channel system with forced convection, boiling, and 
water as the working fluid. The model was compared to experi-
mental data from a 2-parallel channel system and was found to 
be in good agreement. The model was later applied to systems 
with 3 and 4 parallel channels. Aritromi et al33 also examined den-
sity change oscillations and the effects of slip ratio on stability in 
parallel boiling systems using both experimental and a new, more 
complex analytical model. They explored the factors influencing 
oscillations and the movement of the boiling boundary in low 
heat flux and high inlet subcooling conditions.

Kakac et al35 did experiments and used a homogeneous 2-phase 
flow model to figure out how to measure thermal oscillations in 
an R11-based vertically upward single forced-convection channel 
test system. They investigated the effects of fluid inlet tempera-
ture, heat power, and heating tube dimensions on thermal oscilla-
tions. They observed density change, pressure drop, and thermal 
oscillations. The applied model involved one-dimensional flow 
equations and expressed the conditions for the emergence of 
thermal oscillations. The theoretical results were consistent 
with experimental findings in terms of oscillations, amplitudes, 
and period values. Thermal oscillations were observed parallel to 
pressure drop oscillations, but the maximum values of pressure 
drop oscillations shifted away from the maximum values of ther-
mal oscillations with a phase lag.

Padki et al36 developed a new integral formulation based on 
dynamic system theory and derived pressure drop, Ledinegg 
instability’s stability criteria, and mass flow characteristics from 
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the negative slope of the pressure drop stability region. Differ-
ences between pressure drop and Ledinegg instability reflected 
bifurcation-type differences.

Ding et al37 observed that the amplitude of inlet pressure oscilla-
tions in a horizontal boiling tube system decreased as the mass 
flow rate decreased. It increased as the inlet temperature value 
rose or the inlet subcooling degree decreased. The periods were 
directly proportional to the mass flow rate and inlet subcooling 
degree. Density change oscillations were observed in the nega-
tive slope region, and thermal oscillations always accompanied 
pressure drop oscillations and were observed on the upper side 
of the tube wall.

Xiao et al38 found that density change oscillations were more 
pronounced in high-pressure parallel channel systems than in 
single channels, both in their analytical model and experimental 
investigation.

Liu et al39,40 experimentally examined flow transition boiling, ther-
mal oscillations, and hydrodynamic instabilities in a vertically ori-
ented, boiling, forced-convection, vertical tube test system using 
R-12 as the working fluid. They observed 2 distinct oscillation 
models in the boiling zones of flow transition, one with high fre-
quency and low amplitude and the other with low frequency and 
high amplitude. They identified the low-frequency model param-
eters, which included heated wall capacity, axial heat conduction 
gradient, and boiling characteristics.

Guo et al41 examined how 2-phase flow, pressure drop oscillations, 
and their boundaries affected transient heat transfer in a spiral 
tube with 2-phase steam–water flow. They conducted experi-
ments using unsaturated water flow and 2-phase steam–water 
flow to investigate local heat transfer with non-uniform features. 
The study analyzed the effects of secondary flow, flow oscilla-
tions, and their interactions. Peripheral time-averaged Nusselt 
numbers were significantly different between local and vibrating 
flow. The study also discussed pressure drop oscillations and their 
boundaries for steam–water 2-phase flow in a spirally heated 
tube. The effects of parameters such as friction, heating condi-
tions, and other variables on the pressure drop oscillations were 
investigated.

Çomaklı et al42 studied 2-phase flow instabilities in a horizontal 
boiling straight tube system with a fixed system pressure and 
constant heat flux. They observed that dynamic instabilities of 
all types occurred at all temperature values. The stability bound-
aries shifted toward lower mass flow rates as the inlet tempera-
ture decreased, indicating that system instability increased with 
increasing inlet temperature. The periods of pressure drop and 
density change oscillations changed directly with the mass flow 
rate and inversely with the inlet temperature value. The study 
emphasized the importance of channel length as a significant 
parameter concerning dynamic 2-phase flow instabilities.

Yu et al43 investigated 2-phase pressure drop, boiling heat trans-
fer, and critical heat flux in a horizontal tube system with a length 
of 0.91 m and an inner diameter of 2.98 mm. They successfully 
related the results of pressure drop and heat transfer coefficient 
to changes in existing correlations for both small channels with 
cooling fluids and larger channels with water. In smaller chan-
nels, the pressure drop in 2-phase flow was observed to be lower 
than expected for the same mass flow rates. A comparison was 
made with the Chisholm correlation, and differences were attrib-
uted to differences in 2-phase flow regimes between channel 

sizes. The Chisholm correlation for smaller channels was modi-
fied to improve prediction accuracy, and it was observed that the 
heat power significantly affected boiling heat transfer in small 
channels.

Salman et al44 conducted a numerical study comparing the heat 
transfer and friction factors of V-cut twisted tape inserts with 
classical twisted tape inserts at various twist ratios. They found 
that the heat transfer enhancement was positively related to the 
Reynolds number and inversely related to the twist ratio. V-cut 
twisted tape inserts with a twist ratio of 2.93 and a cut depth of 
0.5 cm achieved the highest heat transfer rate. V-cut twisted tape 
inserts also offered better heat transfer performance compared 
to right-left helical tape inserts, resulting in an overall maximum 
heat transfer enhancement of 107%. Alam et al.45 presented a 
comprehensive literature review of turbulators in air ducts, high-
lighting that perforations in ribs, chambers, and blocks, as well 
as a combination of rib and delta fins, demonstrated improved 
thermo-hydraulic performance in solar air heaters and heat 
exchangers.

Razzaghi et al.46studied heat transfer in elliptic tubes arranged in 
staggered bundles with aluminum foam porous media inserts. 
Despite higher pressure drops at higher Reynolds numbers, they 
found that the use of aluminum foams significantly improved heat 
transfer. Altering pitch arrangements in laminar flow regimes 
effectively increased overall efficiency.

Zheng et al18 numerically studied the effect of rod-type vortex 
generator inserts in a heat exchanger tube. Parameters such as 
rod inclination angle, diameter ratio, and Reynolds number sig-
nificantly influenced heat transfer and friction factor. Multi-objec-
tive optimization with artificial neural networks indicated that 
the 0.058-diameter and 57.057°-inclined vortex rod at 426 767 
Reynolds number provided the best heat transfer enhancement 
against pressure drop.

Li et al47 explored the heat transfer and turbulent flow perfor-
mance in a tube fitted with drainage inserts. They found that a 3.3 
pitch ratio and a 45° inclination angle yielded the highest perfor-
mance evaluation criterion, resulting in better heat transfer and 
flow performance.

Karagoz et al17 conducted experimental and numerical studies 
to enhance heat transfer rates using cylindrical turbulators in 
heat exchanger tubes. The effects of blade geometry and vari-
ous turbulator configurations were explored. Experiments were 
performed with different turbulator ranges and angles, adjusting 
water flow rates to achieve the desired Reynolds numbers. The 
results revealed a significant increase in the Nusselt number due 
to the tube inserts, leading to energy savings. The study con-
cluded that tube inserts significantly improve the Nusselt num-
ber, with the highest enhancement observed in the case of Sy1, 
which was 24% higher than in a straight tube. This research was 
also simulated using ANSYS Fluent 16 software to analyze flow 
behavior and heat transfer properties.

In the realm of horizontal components, 2-component gas–liquid 
slug flow is common in industrial applications, posing challenges 
for flow and heat transfer due to intermittent structures. The 
study aimed to estimate heat transfer properties for slug flow, 
developing a semi-theoretical heat transfer correlation based 
on Reynolds and Chilton–Colburn analogies. The research col-
lected and analyzed 500 experimental data points and 8 heat 
transfer correlations, ultimately developing a new correlation. 
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This semi-theoretical correlation effectively estimated 91.5% of 
the data within a ±30% error margin. The study’s applicability to 
other 2-phase flow regimes was also discussed.48

Xin-Cheng et al49 experimentally examined 2-phase flow distribu-
tion at the header of a single-plate heat exchanger, focusing on 
the liquification of natural gas with small liquid mass fractions. 
They used optical methods like Particle Image Velocimetry (PIV), 
Particle Tracking Velocimetry (PTV), and Laser-Induced Fluores-
cence (LIF) to measure liquid and gas flow rates. The research 
quantified and discussed the distribution of liquid and gas flows, 
specifically addressing the challenges and modifications required 
for porous deflectors or input nozzle configurations.

Karuppasamy et al50 examined the turbulent forced convection 
of nanofluids in a circular tube with cone-shaped inserts. They 
used various nanofluid compositions and reported varying heat 
transfer enhancements. Different models were compared, with 
2-phase mixture models proving more accurate.

Yadav and Sahu51 reported the impact of helical surface disc tur-
bulators on heat transfer and pressure drop properties in a dou-
ble-tube heat exchanger. They found that the lowest diameter 
ratio and increased helix angle led to higher Nusselt numbers and 
friction factors.

Xiong et al52 discussed the impact of conical and fusiform turbu-
lators in a double-tube heat exchanger with circular inner tubes 
and varying configurations. They found that using a circular inner 
tube with a 12-mm fusiform turbulator resulted in the best ther-
mal performance.

Mousa et al7 conducted a comprehensive review of single-phase 
heat transfer enhancement techniques. They classified methods 
into active and passive techniques, highlighting the advantages 
and challenges of each. Bashtani et al53 numerically investigated 
the effects of adding aluminum oxide nanoparticles in a heat 
exchanger with turbulators. They found that turbulators signifi-
cantly increased thermal effects, and the addition of nanofluid 
further improved heat transfer.

Khetib54 conducted a numerical study to assess the effect of 
curved turbulators on the exergy efficiency of a solar collector 
using a 2-phase hybrid nanofluid. The study modeled the Multi-
Wall Carbon NanoTubes (MWCNT)-TiO2-water hybrid nanofluid 
and found that increasing Re and φ improved exergy efficiency. 
However, increasing the lateral ratio of the curved turbulators 
resulted in a decrease in exergy efficiency.

All the studies cited above focus on various methods and con-
figurations to enhance heat transfer and reduce friction in heat 
exchangers and tubes, providing valuable insights for improving 
energy efficiency in different industries. Several methods, as well 
as modifications to turbulators or inserts, were investigated to 
achieve better heat transfer performance. Each study considered 
different parameters and geometries to optimize heat transfer 
and thermal efficiency.

Aim and Scope
Due to increased industrial needs and improved living standards, 
energy consumption has risen, making energy production more 
expensive. Therefore, there is a growing focus on researching, 
finding, and promoting alternative energy sources. Additionally, 
conserving and efficiently using energy has become a top prior-
ity worldwide. One crucial aspect of achieving energy efficiency 
and energy economy is enhancing heat transfer, which involves 

the development of methods broadly categorized as “passive,” 
“active,” and “hybrid” methods.

In the context of 2-phase flows, the ideal state is characterized by 
stable flow, minimizing hydrodynamic and thermal fluctuations. 
Stable flow occurs when flow conditions within a channel change 
minimally, allowing the flow to asymptotically approach another 
stable state. In contrast, unstable flows do not asymptotically 
approach another state, exhibiting periodic oscillations in hydro-
dynamic and thermal properties such as flow rate, pressure, and 
temperature.

Unstable flows are common in 2-phase flow systems, such as 
cooling systems, steam generators, heat exchangers, steam boil-
ers, and nuclear reactors. These flow instabilities, resulting from 
pressure and flow rate fluctuations, can lead to malfunctions 
and disruptions in the heat transfer components, significantly 
reducing the economic lifespan of these systems. Issues related 
to these fluctuations include thermal fatigue, boiling crises, 
mechanical vibrations, control difficulties due to transient high 
temperatures, and burn-out on the heat transfer surface, espe-
cially in nuclear power plant fuel elements.

Unstable 2-phase flows can manifest in various forms influ-
enced by different factors and conditions. Understanding the 
mechanisms behind the formation of these instabilities is crucial 
for devising effective control and mitigation strategies. These 
instabilities are broadly classified into 2 categories: “static” and 
“dynamic” instabilities. Factors such as channel geometry, pres-
sure, flow rate, and temperature play a significant role in influenc-
ing these instabilities.

Regarding steady-state characteristics, it was noticed that all 
improved surfaces exhibited a unique characteristic curve with a 
distinctive “S” shape. The onset of the 2-phase flow region typi-
cally occurred in the vicinity of the local minimum on this char-
acteristic curve. Furthermore, there was a correlation between 
a decrease in inlet temperature and a subsequent reduction in 
pressure drop, with the pressure drops on the enhanced surfaces 
being consistently higher than those on conventional straight 
tubes.

In terms of stability boundaries, specific trends emerged. As the 
inlet temperature decreased, the point at which PDO (boundary 
of disturbance onset) occurred shifted toward lower mass flow 
rates. On improved surfaces, oscillations covered a broader sec-
tion of the characteristic curve compared to their counterparts 
in straight tubes. The extent of this region was directly related 
to the duration of the oscillations. It is worth noting that the 
increased stability, particularly in cases where a helical spring ele-
ment was used as an embedded enhancement device, may not 
be applicable universally to all improved surfaces.

Pressure drop oscillations revealed noteworthy patterns. As mass 
flow rates decreased, both the period and amplitude of PDO 
increased. Similarly, a reduction in the inlet temperature led to an 
upward trend in the period and amplitude of PDO. Furthermore, 
the improved surfaces consistently outperformed straight tubes 
in terms of both period and amplitude. The analysis extended to 
density fluctuation oscillations (DFO). It was observed that when 
mass flow rates decreased, the period and amplitude of DFO 
decreased as well. Conversely, a decrease in the inlet tempera-
ture resulted in an increase in the period and amplitude of DFO. 
Furthermore, improved surfaces consistently exhibited higher 
values for the period and amplitude of DFO when compared to 
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straight tubes. Lastly, the examination of thermal oscillations 
revealed consistent trends. Wall temperatures on improved sur-
faces consistently registered higher values than those seen in 
straight tubes. Moreover, the periods and amplitudes of these 
thermal oscillations were notably greater on improved surfaces. 
These thermal oscillations exhibited an increasing trend in both 
period and amplitude as the inlet temperature decreased and as 
mass flow rates decreased.

Given that experimental studies on 2-phase flow instabilities 
have predominantly focused on vertical tubes and channels, this 
thesis aims to investigate the impact of heat transfer improve-
ments in horizontal tubes on 2-phase flow regimes and instabili-
ties Table 1. To achieve this, experiments were conducted using 
a specially prepared test tube with an intermediate effective 
diameter. Various configurations with different pitch distances 
of helical wire inserts were used to assess their effects on flow 
stratification, amplitude, and oscillation periods.

This present study is aimed at contributing to scientific knowl-
edge in the following ways:

• Designing 2-phase flow evaporators and heat exchangers with 
consideration of potential instabilities, preventing burnout, 
thermal fatigue, vibrations, and malfunctions, is important. The 
burnout phenomenon is influenced by geometry, operational 
conditions, and boundary conditions, such as axial heat flux 
distribution.

• Determining the effects and consequences of 2-phase flow 
instabilities on tube effective diameters and exploring the 
boundaries of oscillations and flow patterns.

• Despite the existing body of literature on 2-phase flow insta-
bilities, research on the impact of heat transfer enhancement 
on these instabilities is limited. Therefore, this study, coupled 
with subsequent numerical modeling, is expected to make a 
significant contribution to this field.

MATERIAL AND METHODS
Experimental Setup
The experiments were conducted within the heat transfer labo-
ratory of the Mechanical Engineering Department, utilizing a 
horizontal tubular test system. This setup was configured to 
obtain 2-phase flow and facilitate the investigation of pressure 

drop-type oscillations, density change-type oscillations, and 
thermal oscillations. The study focused on the effects of heat 
flux, flow rate, and tube internal elements consisting of differently 
stepped tapered coil arrays on the 2-phase stable and unstable 
flow characteristics in horizontal tubes.

As illustrated in Figure 1, the experimental setup consists of 
3 main sections: fluid supply, test section, and storage section.

Fluid Supply Section
The fluid supply section, responsible for delivering water under 
specified conditions to the test tube, includes the main supply 

Table 1. Effect of Heat Transfer Improvement on 2-Phase Flow Instabilities,55

Parameters Characteristics
Steady state 
characteristics

1. The characteristic curve on all treated surfaces is slanted 
S-shaped.
2. The 2-phase flow region starts around the local minimum of 
the characteristic curve.
3. As the inlet temperature decreases on improved surfaces, the 
pressure drop decreases.
4. Pressure drops on improved surfaces are higher than in 
straight Tubes.

Stability limits 1. As the inlet temperature decreases, the starting point of PDO 
shifts to a lower flow rate. 
2. With improved surfaces, oscillations cover a larger region in 
the characteristic curve than in a plain Tube. The larger this 
region, the longer the oscillations last.
3. When using a spring element as a built-in recovery device, 
stability increases as the effective diameter decreases. However, 
this result cannot be generalized to other improved surfaces.

Pressure drop 
oscillations

1. As the mass flow rate decreases, the period and amplitudes of 
the PDO increase.
2. As the inlet temperature decreases, the periods and 
amplitudes of the PDO increase.
3. The periods and amplitudes of PDO with improved surfaces 
are higher than those in plain tube.

Density change 
oscillations

1. As the mass flow rate decreases, the period and amplitudes of 
the DFOs decrease.
2. As the inlet temperature decreases, the periods and 
amplitudes of the DFO increase.
3. The periods and amplitudes of DFO with improved surfaces 
are higher than those in plain tubes.

Thermal 
oscillations

1. Wall temperatures of improved surfaces are higher than those 
of straight Tubes.
2. The periods and amplitudes of wall temperatures with 
improved surfaces are higher than those in plain tubes.
3. The periods and amplitudes of thermal oscillations increase 
with decreasing inlet temperature.
4. The periods and amplitudes of thermal oscillations increase 
with decreasing mass flow rate.

https://doi.org/10.1016/j.rser.2013.11.050
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tank, a flow control valve, 2 flowmeters (one with a 0-400 L/h 
range and the other with a 0-1000 L/h range), a digital flow trans-
ducer, and a nitrogen tank with a pressure regulator.

The cylindrical main supply tank, which has a volume of 0.7 m³ and 
stands vertically at a height of 3 meters, is designed to store the 
required water for the duration of the experiment. It is capable of 
withstanding an operating pressure of up to 50 bar (Figure 1). The 
flow rate of the fluid in the supply line is controlled using a control 
valve. Two flowmeters and a digital flow transducer are employed 
to measure and adjust the flow rate. These flowmeters have a 
maximum operating pressure of 40 bar and a maximum operat-
ing temperature of 100°C, all of which are constructed from steel.

Test Section
The test section is the primary area of interest in the study where 
the targeted parameters are effective. It comprises nine ele-
ments, including a balance tank (5), an inlet flow control valve (6), 
a test chamber (7), a test tube (8), a DC power supply (9), an orifice 
(10), a digital manometer (11), turbine-type flow meters (12), and a 
pressure transducer (13).

In the event that the test tube’s length is insufficient, a balance 
tank with a volume of 0.05 m³ is utilized to create a compress-
ible volume. Additionally, to observe variations in fluid levels and 
compressible volume levels, a transparent plastic level gauge and 
a pressure gauge capable of withstanding 30 bars are connected 
to the balance tank, as depicted in Figure 1.

Between the balance tank and the test tube, components such 
as a turbine-type flow meter, Bourdon-type manometer, pressure 
transducer, and temperature measurement device are installed, 
as shown in Figure 1. A turbine-type flow meter is used to mea-
sure fluctuations in fluid flow; the Bourdon-type manometer 
measures fluid pressure at the test tube’s inlet; and the pressure 
transducer is employed to measure fluctuations in fluid pressure 
at the inlet of the test tube. The fluid’s inlet temperature is mea-
sured using a T-type thermocouple, and experiments are con-
ducted within a mass flow rate range of 22 to 80 g/s.

A DC power supply with an approximate power rating of 40 kW 
is connected to the test chamber’s inlet and outlet sections via 
its positive and negative terminals to transfer thermal power to 
the test tube. The heat power values supplied to the test tube 
are read from the digital voltage and current indicators on the DC 
power supply (Figure 2).Figure 2. Test section with connections and instruments.

Figure 1. Photographic and schematic views of the experimental setup.
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To achieve the desired pressure drop and determine the effects 
of the outlet restrictor on flow oscillations, an orifice plate is 
attached at the test tube’s outlet, as shown in Figure 1. The pres-
sure at the inlet side of the orifice plate is measured using a 
Bourdon-type manometer, and the pressure at the outlet side is 
measured using a Bourdon-type digital manometer.

Fluid Storage Section
The fluid storage section is composed of 2 primary elements: 
the condenser (14) and the fluid storage tank (17). This section 
is where the fluid is directed after leaving the test section. Typ-
ically, the fluid exits the test tube in a vapor phase and is then 
condensed in a water-cooled condenser to return it to its start-
ing conditions. The condensed fluid is subsequently pumped into 
the storage tank. When needed, it can be pressurized using high-
pressure nitrogen gas and fed back into the main supply tank or 
discharged.

The condenser, a horizontal body-tube heat exchanger, is 
employed to convert the fluid from the vapor phase to the liquid 
phase. The condenser body is constructed from a seamless black 
tube with a diameter of 0.16 m and a length of 1.45 m. Inside it, 
a 0.02-m-diameter copper tube is spirally placed, allowing the 
fluid from the test section to pass through from the outside while 
cooling water flows through the inside.

In the condenser, the fluid undergoes a phase change and is then 
sent to a vertical storage tank with a diameter of 0.75 m, a height 
of 1.75 m, and a wall thickness of 1 cm. From this storage tank, the 
fluid is pressurized using high-pressure nitrogen gas and pumped 
into the main supply tank when needed, or it can be discharged 
by opening the relief valve.

Uncertainty Analysis
Uncertainty analysis is a crucial aspect of any experimental study, 
as it quantifies the reliability and precision of measurements. 
Understanding and evaluating the uncertainty in measurements 
is essential for drawing meaningful conclusions and ensuring the 
validity of experimental results. 

The experimental measurements were conducted in various 
aspects, including temperature, pressure, flow rate, and heat 
power. Each of these measurements was taken with a certain 
degree of precision, and their relative uncertainties were assessed 
(Table 2). Here is a reorganized summary of the measurements 
and their associated uncertainty:

Temperature Measurements
• Temperature measurements were made at 30 points along the 

experimental system using T-type copper-constantan thermo-
couples with a 0.25 mm diameter.

• A precision of ±0.5°C was achieved in these temperature 
measurements.

• In the test tube, temperature readings were taken using ther-
mocouples attached to the tube wall, placed between 2 asbes-
tos plates.

• At the inlet and outlet of the test tube, temperature measure-
ments were carried out with thermocouples placed inside 
5-mm-diameter closed-ended copper tubes.

• A total of 28 T-type thermocouples were installed along the 
length of the test tube at equal intervals (as shown in Figure 1).

• To minimize electrical interference and reduce noise, the ther-
mocouple junctions were electrically insulated but had good 
thermal conductivity between the asbestos plates.

• Data was collected using an analog/digital Advantech Data 
Acquisition card and VisiDAQ 3.1 software.

• The total error in temperature measurements ranged from 
0.1°C to 0.5°C, depending on the selected gain value of the 
control card.

Pressure Measurements
• Pressure measurements were conducted at several points in 

the system, including the main tank, balance tank, nitrogen 
tank, and before and after the orifice.

• Bourdon-type analog manometers with a precision of ±0.1 bar 
were used to measure pressure in the main tank, balance tank, 
nitrogen tank, and the inlet of the orifice.

• The pressure after the orifice was measured using a digital 
manometer with a 0.5 bar resolution.

• The analog signals from the Bourdon-type manometers and 
pressure transducers were processed using a data acquisition 
card (as seen in Figure 1).

• The total error in the pressure measurements was 0.1%.

Flow Rate Measurements
• Precise mass flow rate measurements were essential for deter-

mining the oscillation limits and stability boundaries of flow 
regimes.

• Flow rate adjustment was facilitated by a control valve in the 
system.

• Two flowmeters were used to measure and adjust the flow rate, 
with a total error of 0.4%. These flowmeters had measurement 
ranges of 0-400 L/h and 0-1000 L/h.

• Experiments were conducted within a mass flow rate range of 
25 to 140 g/s.

• A turbine-type flow meter was installed between the balance 
tank and the test tube to measure flow rate oscillations.

• The total error in flow rate measurements was 0.05%.

Heat Power Measurements
• Approximately 40 kW of DC power supply was used in the 

experimental setup.
• The voltage and current values could be adjusted and read 

independently on the power supply.
• The total error in electrical power measurements was deter-

mined to be 0.2%.

Experimental Method
Experimental studies were carried out in 2 stages: stable exper-
iments, in which steady-state characteristics were determined, 
and unstable experiments, in which 2-phase flow dynamic 
instabilities were investigated. The experiments were carried 
out at constant thermal power, constant fluid inlet tempera-
ture, constant outlet orifice diameter, and 4 different types of 
tubes.

The heat transfer surfaces and characteristics of the heat transfer 
improvement elements whose photographs are shown in Figure 4 
are given in Figure 3. The plain tube without a surface-increasing 
element is named tube 1, and the tubes with surface-increasing 
elements consisting of conical wound spring arrays with different 
spring steps are named tube 2, tube 3, and tube 4. As shown in 

Table 2. Uncertainties in measurements

Measurement Type Relative Uncertainty
Temperature 0.1°C to 0.5°C
Pressure 0.1%
Flow rate 0.4%
Heat power 0.2%
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Figure 3, heat transfer surfaces are characterized by the effective 
diameter calculated using the following equation:

d
V
L

e �
4 ’
�

 (1)

where V’ is the internal volume and L is the length of the tube. 

Experiments were conducted to determine steady-state charac-
teristics, starting with a plain tube and a constant outlet orifice 
restriction. These experiments were performed at an inlet tem-
perature (Ti) of 20°C and a heat power (Q) of 22 kW. Subsequently, 
unstable experiments were conducted under the same experi-
mental parameters. The tests included tube 1, followed by tube 
2, tube 3, and tube 4.

The following parameters were measured for each experiment:

• Surface temperatures of the test tube (14 readings at the bot-
tom and 14 at the top, totaling 28 readings).

• Inlet and outlet temperatures of the fluid in the test tube.
• Static pressure at the inlet and outlet of the test tube.
• Inlet mass flow rate of the test tube.
• Mass flow rate oscillations at the inlet of the test tube.
• Pressure oscillations at the inlet of the test tube.
• Pressure at the inlet and outlet of the orifice.

Steady-state characteristic experiments aim to determine the 
pressure drop as a function of mass flow rate and are repre-
sented graphically. This pressure drop is the difference between 

the equilibrium tank pressure and the fluid pressure after the 
orifice plate. The experiments commenced with a mass flow 
rate ( m ) of 80 g/s and were then reduced at intervals of approxi-
mately 8-10 g/s to establish the characteristic curve. To fully 
understand the characteristics of steam flow, the mass flow rate 
was reduced to very low values. The lowest mass flow rate was 
set at 22 g/s due to burnout concerns. Observations of wall tem-
peratures and fluid outlet temperatures were made to detect 
burnout conditions.

The experimental process to determine steady-state character-
istics followed these steps:

• The main tank was pressurized to the system pressure using 
nitrogen gas, adjusting the system pressure with a pressure 
regulator valve on the nitrogen cylinder.

• To ensure that there was no compressible volume in the unused 
balancing tank during steady-state experiments, the nitrogen 
gas inside the balancing tank was vented by monitoring the 
level indicator.

• The mass flow rate was adjusted to the maximum value deter-
mined in the experimental work by using a control valve.

• The digital thermostat was used to set the inlet temperature of 
the water from the main tank to the test tube.

• The cooling water circuit of the heat exchanger condensing the 
working fluid was activated.

• The system was started, and stability was awaited.
• An adjustable DC power supply was used to apply heat to the 

system, ensuring that the required heat power was attained.

Figure 4. Conical spring inserts used in each tube for heat transfer enhancement.

Figure 3. Insert configurations and their specifications.
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• The system was allowed to reach a stable state, as confirmed 
by no more than a 0.5°C variation in test tube surface tempera-
tures. When this stability was achieved, measurements were 
taken, and the experiment for the given mass flow rate was 
considered complete.

• The above steps were repeated for different mass flow rates 
until the inlet mass flow rate reached 22 g/s.

Unstable state characteristic experiments aimed to investigate 
dynamic flow instabilities, including pressure drop type, density 
fluctuation type, and thermal oscillations. To induce instabili-
ties, a compressible volume was ensured in the balancing tank 
before the test section. The water level inside the balancing tank 
was maintained at a specific level using a constant gas pressure 
obtained from the nitrogen tank. While the compressible volume 
was held constant in all experiments, the magnitude of this vol-
ume varied due to oscillations in mass flow and pressure.

The steps for conducting unstable-state experiments were as 
follows:

• The system was pressurized with nitrogen gas from the nitro-
gen tank, adjusting the system pressure with a regulator.

• To allow comparisons based on the presence of a compressible 
volume in the balancing tank, the balancing tank was pressur-
ized in all experiments using a pressurized nitrogen tank and 
regulator, and the water level in the transparent level indicator 
was adjusted.

• The mass flow rate was adjusted to achieve the maximum flow 
rate determined in the experimental work.

• The cooling water circuit of the heat exchanger was activated.
• The system was started and verified for weak yet stable 

operation.
• Thermal power was transferred to the system by adjusting the 

current and voltage through the DC power supply.
• Instantaneous temperature values were monitored via ther-

mocouples, and the system was allowed to stabilize, as indi-
cated by temperature changes not exceeding 0.5°C.

• Experiments continued with a gradual reduction in mass flow 
rate until the point of oscillation onset.

• To determine the transition from boiling-dominated oscilla-
tions (PDO) to independent vapor-dominant oscillations (DFO), 
small reductions in mass flow rate were made, and low oscilla-
tion periods were examined.

• Wall temperatures and flow temperatures were observed care-
fully as mass flow decreased, especially concerning thermal 
oscillations.

• When significant deviations between wall and fluid tempera-
tures indicating the onset of burnout were observed, the heat 
power was cut, and the experimental work was terminated.

RESULTS AND DISCUSSION
Stable state characteristic curves, represented by an x–y plot of 
pressure drop versus mass flow rate, commonly used to under-
stand flow characteristics in 2-phase flow systems, were created 
for each test tube, and pressure drop values were calculated using 
the difference between the equilibrium tank pressure and the test 
tube outlet pressure at various mass flow rates. The curves exhibit 
positively sloped sections corresponding to high mass flow rates 
in the single-phase liquid region, where the minimum occurs. The 
negatively sloped region indicates the inception of 2-phase flow 
with the formation of initial bubbles. As the number of bubbles 
increases, both the liquid and vapor phases coexist, leading to a 
lower fluid density compared to the liquid phase, consequently 
causing an increase in pressure drop. Further reduction in mass 
flow rates leads to the transition from the negatively sloped region 
to the positively sloped one as the pressure drop values decrease.

Comparison of Stable-State Curves
Characteristic state curves were generated for each test tube, 
comparing their values for parameter ‘k’. The experiments were 
conducted with a constant inlet fluid temperature (Ti = 20°C) 
and a constant heat power (Q = 22 kW), including measurements 
without power input (Q = 0). Figure 6, 7 and 8 illustrate the tem-
peratures of the lower and upper tube walls at no power and power 
conditions. The characteristic state curves are provided for each 
tube. A comparison of pressure drop values reveals differences 
among the 4 test tubes. Tube 4, equipped with surface enhance-
ment elements composed of 10 mm pitch springs, exhibited the 
highest pressure drop value, whereas tube 1 had the lowest pres-
sure drop value. When ranked based on pressure drop values, the 
tubes were observed to have ranked as tube 1 < tube 2 < tube 
3 < tube 4. In tubes with surface enhancement elements, flow 
stratification and frictional pressure drops caused an even bigger 
drop in pressure. This was because the vapor phase caused more 
pressure drop as the mass flow rates dropped, which was higher 
than the pressure drop values in plain tubes. Increased system 

Figure 5. Pressure drop in the tubes at different mass flow rates.
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instability is associated with regions in the stable state curves 
where the negative slope angle becomes steeper. In such cases, 
plain tube curves are expected to have fewer negative slope 
regions compared to the curves of tubes with surface improve-
ment elements, and the graphs confirm this expectation.

This analysis reveals how the addition of surface enhancement 
elements in tubes affects stable state characteristics and pres-
sure drop values, with tube 1 having the lowest pressure drop and 
tube 4 the highest.

As a result of the experiments that continued by reducing the 
mass flow by small amounts, m = 28 g/s, m = 26 g/s, and m = 22 
g/s were determined as the comparison criteria of the in-Tube 
elements, and how each element would change this curve with 
the same system parameters was examined. 

When all tubes are examined in themselves, it is seen that there 
is an increase in both lower and upper wall temperatures as the 
mass flow decreases. When sorted in terms of whether there is 
a significant separation between the lower (Figure 10) and upper 

Figure 8. Top (- -) and bottom (—) Wall temperatures at 22 (blue), 26 (orange), and 28 (red) g/s mass flow rates in tube 2 (■), tube 3 (♦), and tube 4 (●).

Figure 7. Top (- -) and bottom (—) Wall temperatures for all mass flow rates tested with tube 1.

Figure 6. Top and bottom wall temperatures with tube 1 at no-power condition.
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(Figure 9) wall temperatures, it is seen that the most significant 
separation occurred at a flow rate of 22 g/s for tube 1, followed by 
tube 2, tube 3, and tube 4, respectively.

Although the tube diameter, wall thickness, inlet water tempera-
ture, and thermal power used in this study are unique in combi-
nation, the results obtained are consistent with the literature in 
terms of ensuring interphase coalescence and interaction, espe-
cially in 2-phase flow systems with stratified flow and circular flow 
regimes.

In this study, 2-phase flow events in forced-convection horizontal 
tubes were experimentally examined. The effects of heat trans-
fer surface enhancement elements on stable and unstable flow 
events were investigated. Four different tubes were employed 
in the study: one was a plain tube, and the other 3 had surface 
enhancement elements consisting of helical springs with equal 
pitch and conicity angles, with 10 mm, 20 mm, and 30 mm pitch 
increments. The experiments were conducted in a 2-phase flow 
system with water as the working fluid under constant thermal 
power, outlet orifice diameter, fluid inlet temperature, and inlet 
pressure conditions. The experimental results can be summa-
rized as follows:

• Characteristic curves for each tube exhibited differences in 
pressure drop values, indicating that the use of internal ele-
ments increased the pressure drop.

• Experiments were conducted at different mass flow rates while 
keeping thermal power, system pressure, fluid inlet tempera-
ture, outlet restrictor, and compressible volume constant.

The goal of this study was to find out how heat transfer and pres-
sure drop are affected by helical spring arrays that are used as 
inserts in a forced-convection, boiling, horizontal, 2-phase flow 
tube system. For future research, the following recommenda-
tions can be made:

• The performance and effects of tube internal elements, includ-
ing bent, strip, helical, and spring-like structures, should be 
compared under identical experimental conditions to evaluate 
their performance in the same experimental system.

• Geometric parameters of tube internal elements, such as 
the distance between each spring array, the conicity angle of 
springs, and the orientation of conical springs in the flow direc-
tion, should be examined and compared with the results of this 
study to fully determine their effects.

• An investigation of the orientation of helical springs in rela-
tion to flow instability, oscillation boundaries, and heat transfer 
effects should be conducted.

• Altering the distances and winding lengths of helical spring 
arrays with equal intervals and comparing the effects of these 
parameters.

• The experimental results of this entirely experimental study 
can be analyzed numerically and compared with experimental 
data to assess the consistency of the numerical and experi-
mental results.

• The applicability of helical spring arrays in vertical or inclined 
systems can be compared with the findings of this study, 
considering the study was conducted in a horizontal tube 
system.

Figure 9. Top Wall temperatures at m  = 22 g/s in all tubes.

Figure 10. Bottom wall temperatures at m  = 22 g/s in all tubes.
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• Research can be carried out by changing parameters such as 
the size of the natural compressible volume, the heat transfer 
method, and the tube diameter in the construction and opera-
tion of the test system.

• To achieve more homogeneous energy distribution to the test 
tube, a different method can be employed, different from the 
way the heat energy was applied to the tube, which was con-
nected to the near ends of the inlet and outlet. This change in 
energy application is needed to reduce uncertainties in wall 
temperature measurements.
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Nonporous Carbon-Supported Platinum 
Catalyst for Polymer Electrolyte 
Membrane Fuel Cell

ABSTRACT

In this study, a commercial, nonporous carbon black was used as catalyst support for the disper-
sion of platinum (Pt) nanoparticles (NPs) in a polymer electrolyte membrane (PEM) fuel cell. The 
microstructure of nonporous carbon black was determined by Brunauer–Emmett–Teller analy-
sis and crystal structure by x-ray diffraction (XRD) analysis. The surface area of carbon black is 
72.6 m2/g, and the micropore volume has low fraction in the total volume. The fact that the d(002) 
value determined according to XRD analysis is 0.377 nm indicates the amorphous structure of 
nonporous carbon. Inductively coupled plasma mass spectrometry (ICP-MS) analysis determined 
the Pt loading on nonporous carbon as 15 wt.%. Catalyst support was also investigated electro-
chemically by cyclic voltammetry (CV) and electrochemical impedance spectroscopy (EIS). In CV 
analysis, as the scan rate increases, capacitive property increases. Furthermore, the low current 
density of the quinone-hydroquinone (Q-HQ) redox peak suggests nonporous carbon black’s cor-
rosion resistance. Nonporous carbon black, whose charge transfer resistance is 454.5 Ω based on 
EIS analysis, facilitates the mass transfer of species due to its low porosity. Nonporous carbon is 
preferred to alleviate the water flooding that occurs at the cathode electrode of PEM fuel cells. 
Platinum NPs supported with nonporous carbon provided 15 and 40 mW/cm2 maximum power 
densities in PEM fuel cell performance tests at 60°C and 70°C, respectively. As the sustainable 
energy conversion technology of the future, PEM fuel cells can produce enough power to operate 
everything from mW-scale portable applications to kW-MW-scale transportation and residential 
uses. In this study, the performance of the nonporous carbon-supported Pt catalyst can be suit-
able for mW scale applications.

Keywords: Nonporous carbon black, Pt catalyst, support material, ORR, PEM fuel cell

INTRODUCTION
Solar, wind, marine, nuclear, hydro, biofuels, and geothermal fuels are renewable energy sources that 
can be alternatives to traditional fossil fuels to meet the increasing energy demand of the world popu-
lation. Another alternative, which has gained importance in recent years due to its enormous energy 
content, is hydrogen. Chemical energy is directly and cleanly converted to electricity in fuel cells by 
using hydrogen as fuel. Efforts continue to meet the energy needs of the transportation sector, which 
constitutes 60% of total energy consumption, with hydrogen-based energy systems.1 A polymer elec-
trolyte membrane (PEM) fuel cell is a kind of fuel cell in which a thin, solid membrane that is permeable 
to hydrogen ions but not electrons is used as an electrolyte.2

The kinetics of the oxygen reduction reaction (ORR) taking place at the cathode electrode of a PEM 
fuel cell are quite slow. Thus, highly active and stable platinum (Pt) catalysts are often used to catalyze 
this reaction.3 Expensive and rare Pt metals are dispersed on conductive carbon materials to increase 
catalyst utilization. The preference for carbon-based materials in PEM fuel cell catalysts is due to their 
nano-sized morphology, pore structure, high surface area, good electrical conductivity, and corrosion 
resistance. The electrical conductivity, active surface area, and stability of the support material are 
effective in determining the performance of the carbon-supported Pt catalyst in the PEM fuel cell. 
Excluding the most widely used carbon black,4 carbon nanotubes (CNTs) and graphene are also fre-
quently used carbon-based support materials.5

Microstructure in carbon black refers to three types of pore structures. These are micro-, meso-, and 
macropores, respectively. The micropores represent the pores within the primary carbon particles, 
while the meso- and macropores represent the pores within the aggregates formed by these primary 
carbon particles.6 Generally, as a result of the exposure of carbon structures to various activation pro-
cesses, the micropore (<2 nm) fraction increases, and the Brunauer–Emmett–Teller (BET) surface area 
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varies between 800-1200 m2/g according to the degree of acti-
vation. Activated carbon materials can be preferred as catalyst 
support materials in different fuel cell types due to their large 
surface areas.7 However, the abundance of meso- and macro-
pores in the total area instead of micropores provides a more 
effective distribution of metal catalyst nanoparticles (NPs) on the 
support.8 Although the use of carbon black as a support material 
in fuel cells is common, the intense microporosity of some types 
reduces the activity of the catalyst because it traps metal NPs.9 
Microporosity directly affects the catalyst and ionomer interac-
tion, so it is proper to have accessible pores in the support.9,10

In recent years, studies on the utilization of nonporous carbons in 
electrochemical applications have appeared in the literature. Han 
et al11 obtained nonporous graphite from low-cost coal for use as 
material in the anode electrodes of lithium-ion batteries. They 
intended to eliminate the side reactions with the electrolyte in 
large surface areas and porous carbon materials by using a non-
porous and less defective carbon structure. The authors attained 
a high reversible capacity value of 347 mAh/g for the storage of 
lithium ions with this new carbon structure. Additionally, non-
porous carbon provided better electrical conductivity and facile 
ion transfer. Mizutani et al12 developed a nonporous carbon as an 
alternative to the conventional mesoporous carbon as the cata-
lyst support material for the PtCo NPs in PEM fuel cells. While the 
catalyst utilization rate (%) in the mesoporous carbon-supported 
PtCo catalyst was poor below 60% relative humidity (RH), the cat-
alyst utilization rate (%) in the nonporous carbon-supported PtCo 
catalyst was around 80% under all RH conditions. The authors 
observed that the majority of PtCo NPs in the mesoporous car-
bon structure remained in the pores of the carbon, while the PtCo 
NPs in the nonporous carbon were located on the outer surface 
of the carbon by using the 3D TEM imaging technique. The PEM 
fuel cell performance of the PtCo catalyst under low humidity 
and high current density conditions was improved via facilitated 
mass transfer by the nonporous carbon. In another study,13 three 
carbon blacks with different textural structures (Ketjen black 
(KB), Acetylene black (AB), and Vulcan (V)) with a micropore den-
sity order of KB>AB>V exhibited the opposite ranking in terms 
of PEM fuel cell performance. The poorest performance of KB is 
attributable to those Pt catalysts trapped within the micropores 
that are no longer accessible.

In this study, inspired by the examples of nonporous carbon utili-
zation in the literature, commercial nonporous carbon black was 
tried as a support material for Pt catalyst in the cathode elec-
trode of a PEM fuel cell. Besides several physical analyses of non-
porous carbon black, it was also electrochemically analyzed in a 
standard three-electrode cell system. Nonporous carbon black-
supported Pt catalyst exhibited fuel cell performance in a PEM 
fuel cell test station.

MATERIAL AND METHODS
Materials
Conductive nonporous carbon black (purity: 99.9%, size: 24 nm, 
Nanografi) was used as a catalyst support for Pt NPs. Chloroplatinic 
acid hydrate (H2PtCl6 · 6H2O, Sigma Aldrich) was used as a precur-
sor for the Pt NPs along with the reducing agent of ethylene gly-
col (Sigma Aldrich). Nafion 212 polymer membrane was used as an 
electrolyte in the PEM fuel cell. The anode and cathode electrodes 
were constructed on the commercial gas diffusion layer (GDL, Sig-
racet 34 BC). Tanaka catalyst (67.7 wt.% Pt, Pt/C) was used at the 
anode electrode, while the nonporous carbon black-supported 

Pt catalyst was used at the cathode electrode. Nafion solution (15 
wt.%, Ion Power) and isopropanol (Sigma Aldrich) were the ingre-
dients of both catalyst inks at the anode and cathode electrodes. 
1,2-Propanediol (Sigma Aldrich) was the solvent for nonporous 
carbon black and Nafion solution in the standard three-electrode 
cell system’s working electrode (WE) ink.

Catalyst Preparation
Pt catalyst on nonporous carbon black was prepared by using 
microwave-assisted polyol method. The certain amount of non-
porous carbon was added to the beaker with 50 mL of ethylene 
glycol. About 2.6 mL of Pt catalyst precursor solution was added 
to the mixture. The ultimate solution was mixed for 30 minutes. 
Therefore, the solution was held on the domestic type microwave 
oven for 1 minute at 800 W. Pt NPs were loaded on the nonporous 
carbon in metallic form. At the end of the time, the solution was 
quickly cooled down to the room temperature. The solid catalyst 
sample was collected subsequent to the multiple stages of cen-
trifugation and drying processes.14 Figure 1 shows a schematic 
representation of the preparation of the Pt catalyst over nonpo-
rous carbon black. The microwave technique is an energy- and 
time-saving technique in the synthesis of heterogeneous cata-
lysts.15 Especially homogeneously distributed and ultrafine NPs 
are obtained by the microwave-assisted polyol method, in which 
ethylene glycol with a high dielectric constant is used as a dis-
persing and reducing agent.16 Platinum NPs obtained with this 
method are generally in the range of 3-5 nm.17-20

Membrane Electrode Assembly (MEA) Preparation
A commercial Tanaka catalyst was used in the anode electrode 
part of the prepared MEA. Tanaka catalyst and Nafion solution 
were combined in a specific ratio (70:30) and dissolved in 2-pro-
panol and distilled water. After mixing for a while, the catalyst ink 
was homogenized. Spraying the produced catalyst ink onto the 
GDL provided 0.4 mg Pt/cm2 loading. To construct the cathode 
electrode, a Pt catalyst supported by nonporous carbon was dis-
solved in 2-propanol and water solvents with Nafion solution, 
homogenized, and sprayed on a separate GDL with a loading 
of 0.4 mg Pt/cm2. Following the construction of the anode and 
cathode electrodes, a 5 × 5 cm Nafion-212 membrane was placed 
between the electrodes in contact with the catalyst layers. The 
triple structure was compressed in a hot press device at 130°C 
and 400 psi pressure for a certain period. The assembled struc-
ture was used as an MEA in the PEM fuel cell test station. Figure 2 
shows the preparation steps for MEA.

Physical Characterizations
The physical characterizations of the nonporous carbon black 
were performed with BET (Micromeritics 3Flex) and X-Ray Diffrac-
tion (XRD) (PANalytical Empyrean, Cu Kα radiation, operated at 
45 kV). The amount of Pt amount on the nonporous carbon black 
support was detected by an inductively coupled plasma mass 
spectrometer (ICP-MS, Agilent 7800).

Electrochemical Characterization
Electrochemical characterization of the nonporous carbon black 
was conducted with the VersaSTAT 3 poten tiost at-ga lvano stat 
electrochemical analysis instrument. Ag/AgCl, platinum wire, 
and glassy carbon (GC) electrodes (5 mm diameter, 0.1963 cm2) 
were employed as the reference electrode, counter electrode, 
and working electrode in a standard three-electrode cell system, 
respectively. The WE ink was composed of a carbon sample (70 
wt.%), Nafion solution (30 wt.%), 1,2-propanediol, and distilled 
water. The material loading amount was set to the 28 µg catalyst 
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sample/GC electrode area. About 5 μL of the ultimate WE ink was 
dropped over the GC electrode and dried at room temperature. 
Firstly, the potential was linearly swept between the potential 
range of (−0.28) and (0.92) V at different scan rates (20, 50, and 
100 mV/s) through 3 cycles in a N2-saturated 0.5 M H2SO4 elec-
trolyte solution in CV analysis. Then, CV analysis was continued 
at the same electrolyte conditions for 3 cycles at a constant scan 
rate of 50 mV/s but at different upper potential values (0.4, 0.6, 
0.8, and 1.0 V). Electrochemical impedance spectroscopy tests 
(potentiostatic mode; 0.4, 0.65, and 0.9 V) were carried out in 
N2-saturated 0.5 M H2SO4 over a frequency range of 1-105 Hz.

The PEM fuel cell performance of a nonporous carbon-supported 
Pt catalyst was measured using a test station. The prepared MEA 
was placed on the active region of the single-cell contacting the 
gas flow channels, and then the cell was closed by compressing 
the screws at appropriate torque pressures. The cell was swept 
with nitrogen gas for approximately 1 hour for cleaning and reach-
ing the desired temperatures of the humidification tanks, gas flow 
lines, and fuel cell before the measurements. The humidification 
tank temperatures were adjusted to 60°C and 70°C, respectively, 
while the cell temperature was 70°C. After sweeping, hydrogen 
gas was fed to the anode side, and oxygen gas was fed to the 
cathode side. By turning on the load connected to the cell, cor-
responding current values were recorded starting from the open-
circuit voltage and decreasing the voltage at 0.05 V intervals 
every 30 minutes. Finally, polarization curves were obtained with 
the recorded potential and current density data.21

RESULTS AND DISCUSSION
Brunauer–Emmett–Teller
Brunauer–Emmett–Teller analysis is an empirical technique 
to calculate surface area per weight or volume by performing 
gas adsorption experiments on porous materials. Brunauer–
Emmett–Teller surface area depends strongly on pore size, struc-
tural homogeneity, and the adsorbate-adsorbent relationship.22 
Table 1 shows the BET analysis results for the nonporous car-
bon. The micropore volume of nonporous carbon black is insig-
nificant compared to the cumulative adsorption and desorption 
volumes, and the surface area was as low as 72.6 m2/g. There is 
hardly any difference between adsorption and desorption vol-
umes in Figure 3(A). Nitrogen gas is reversibly adsorbed in the 
form of mono- or multi-layers in nonporous or macroporous 
solids according to the type-II isotherm,23,24 The Barrett–Joyner–
Halenda adsorption pore size distribution of nonporous carbon 
black is shown in Figure 3(B). The average adsorption pore size 
was in the range of 30-40 nm.

Figure 4 shows the XRD pattern of the nonporous carbon black. 
Two distinct peaks at around 24° and 43° represent the (002) and 
(100) planes of graphite, respectively.24,25 Additionally, the peak 
around 80° belongs to the (110) plane of graphite.20 Actually, (002) 
reflection is positioned at 26°, but the peak appears at smaller 
angles compared to the crystalline graphite in this case due to its 
amorphous nature. Because the shift of the (002) plane to lower 
angle values means there will be a larger d-spacing between the 

Figure 1. Preparation of a nonporous carbon-supported Pt catalyst.

Figure 2. Preparation steps for MEA.
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layers, which causes a deviation from the d-spacing (0.335 nm) of 
crystalline graphite.26,27 In reality, when the d(002) value of nonporous 
carbon black was computed using Bragg’s Law,28 it was found to 
be 0.377 nm, confirming the previous interpretation. Although the 
structure of carbon black is similar to that of graphite, the differ-
ence that distinguishes it from graphite is that it consists of a het-
erogeneous mixture of turbostratic regions rather than entirely of 
fine graphite crystals.29 ICP-MS analysis was used to measure the 
amount of Pt metal loaded on nonporous carbon. As a result of the 
analysis, the amount of Pt was detected at 15 wt.%. The amount 
of Pt NPs on the support material is a parameter that affects the 
porosity and thickness of the catalyst layer. In the literature, the 
generally accepted Pt loading amount for PEM fuel cell cathode 
electrodes is 0.4 mgPt/cm2. A lesser amount of Pt/C catalyst with a 
higher mass Pt% value is adequate to obtain a loading of 0.4 mgPt/
cm2; however, more Pt/C catalyst with a lower mass Pt% value is 
required to accomplish the same loading. This case leads to an 
increase in the fraction of carbon and ionomer, thus increasing 

the thickness and reducing the porosity of the catalyst layer.30 
The thickness of the catalyst layer makes it difficult to transfer the 
species required for electrochemical reactions to active sites by 
longer pathways, which causes lower PEM fuel cell performance.31

Figures 5(A) and (B) show CV diagrams of nonporous carbon 
black at different scan rates and upper potential limits, respec-
tively. The capacitive storage feature increases in the CV curves of 
Figure 5(A) as the scan rate increases.32 In Figure 5(B), the capaci-
tive field becomes more pronounced with the increase in the 
upper potential limit.33 The quinone-hydroquinone (Q-HQ) redox 
peaks appeared at around 0.5-0.7 V in the positive sweep and 
0.4-0.6 V in the negative sweep due to the change of the carbon 
surface with the potential cycling,34,35 Carbon support materials 
undergo electrochemical oxidation and deteriorate due to the 
production of surface oxides and CO2/CO in aqueous acidic elec-
trolyte conditions, including the PEM fuel cell. The production 
of oxygen-containing groups on the carbon surface is triggered, 
especially at potential values greater than 1 V. Since corrosion 
promotes carbon loss, the interaction of the support with Pt 
NPs weakens, and the sintering of Pt NPs accelerates. Further-
more, the decrease in electrode thickness owing to material loss 
increases resistance and decreases conductivity. All of these 
unfavorable aspects contribute to poor PEM fuel cell perfor-
mance. As a result, the corrosion resistance of carbon is critical.36 
At scan rates of 20, 50, and 100 mV/s, the current density values 
obtained by the peak of the Q-HQ redox couple on nonporous 
carbon black were roughly 0.14, 0.31, and 0.57 mA/cm2. According 
to the CV diagrams acquired at a scan rate of 10 mV/s for holding 
under 1.2 V (0 h) in Wang et al’s work,37 the current density values 
reached by the peak of the Q-HQ redox couple on Vulcan XC-72 
and Black Pearls (BP) 2000 carbon blacks are approximately 1 and 
1.5 mA/cm2. BP-2000 carbon black is more susceptible to oxida-
tion due to its higher micropore density. Based on the lower cur-
rent density values obtained for the Q-HQ redox couple in this 
study, nonporous carbon black will be more resistant to oxidation 
in the fuel cell environment.

EIS analysis is a method that provides useful information in a 
short time to better understand the ORR mechanism in fuel 

Table 1. Structural Properties of the Nonporous Carbon

Sample
BET Surface Area 

(m2/g)

Dubinin–Astakhov 
Micropore

Volume (cm3/g)

BJH Adsorption 
Cumulative Volume of 

Pores (cm3/g)

BJH Desorption 
Cumulative Volume of 

Pores (cm3/g)

BJH Adsorption 
Average Pore Width 

(nm)

BJH Desorption 
Average Pore Width 

(nm)
Nonporous carbon 72.6 0.024 0.729 0.728 37.6 31.4
BET, Bruna uer–E mmett –Tell er; BJH, Barre tt–Jo yner– Halen da.

Figure 3. BET analysis of nonporous carbon: (A) adsorption-desorption isotherms; (B) BJH adsorption pore size distribution.

Figure 4. XRD analysis of nonporous carbon.
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cells, determine electrode properties, and evaluate diffusion-
induced transfer losses.38 Figure 6 shows the Nyquist plots of 
the nonporous carbon at different voltages. The Nyquist plot fits 
the fundamental Randles equivalent electrical circuit with mem-
brane and electrolyte resistances (RS) and charge transfer resis-
tance (RCT) at 0.9 V.39 Table 2 gives the RS and RCT values as 34.3 
Ω and 454.5 Ω, respectively. Liu et al40 performed an EIS study 
on Pt catalysts produced on highly graphitic carbon black (GCB) 
and Vulcan XC-72 in the frequency range of 0.01 Hz-100 kHz at 
0.54 V in a 0.5 M H2SO4 environment. The RCT values of the Pt/
GCB and Pt/Vulcan XC-72 catalysts were 331.5 Ω.cm2 and 443.9 
Ω.cm2, respectively. When we multiply the RCT value we obtained 
for nonporous carbon black in this study by the electrode area 
(0.1963 cm2), we get a value of 89.2 Ω.cm2. In another study, Yan 
et al41 prepared nitrogen (N)/phosphorus (P) co-doped nonporous 
carbon nanofibers (N/P-NPCNFs) for supercapacitors by the elec-
trospinning method. The EIS analysis (at 1 M H2SO4 electrolyte) 
of the N/P-NPCNFs-5 (63.62 m2/g), N/P-NPCNFs-10 (33.94 m2/g), 
N/P-NPCNFs-20 (12.15 m2/g), and N/P-NPCNFs-30 (10.34 m2/g) 
samples created by varying the polya crylo nitri le/ph ospho ric acid 
ratio yielded low RCT values for all of them. It is clear from these 
examples that nonporous carbon structures can achieve lower 
RCT values. The lower RCT at the electrode/electrolyte interface 
means higher ORR activity in the PEM fuel cell.42 In the Nyquist 

plot given in the inset figure of Figure 6, slope angles higher than 
45º were obtained in the high-frequency region in the impedance 
spectroscopy taken at lower potentials. This case represents the 
pore structure with a wide mouth and narrowing down shape.43

Figure 7 demonstrates the performances of MEAs prepared 
with Pt catalysts supported with nonporous carbon at 2 differ-
ent humidification temperatures. The maximum current density 
at 60°C was recorded as 86 mA/cm2 and 193 mA/cm2 at 70°C. 
There is a 2.25-fold increase in maximum current density at 70°C 
despite excess water at the cathode electrode at a higher humid-
ification temperature. The Pt catalyst achieved a maximum 
power density of 15 mW/cm2 at 60°C and 40 mW/cm2 at 70°C. 
The performance values of the nonporous carbon-supported Pt 
catalyst in this study were better than the results obtained with 
the Pt catalyst in MEA, which was prepared by Rohendi et al44 by 
the casting method with 1.5 mg/cm2 Vulcan carbon black loading 
in its microporous layer. In addition, the mentioned MEA failed 
in water management, and a rapid decrease in current density 
was experienced. The nonporous carbon structure can facilitate 
the removal of excess water released at the cathode electrode by 
not trapping water in the pores. Since the mass transfer resis-
tance is less in nonporous carbons than in porous carbons, it is 
easier for water to drain from the catalyst layer, thus preventing 
the catalyst from overflowing. In this sense, it is thought that it 
may be advantageous to use nonporous carbon catalyst sup-
port at the cathode electrode of a PEM fuel cell. Lefèvre et al45 
prepared iron (Fe) catalysts on different carbon blacks and used 
them in the PEM fuel cell. The BET surface areas and micropore 
areas of SR0, SR1, Vulcan XC-72R, and BP 2000 carbon blacks are 
(71;29), (441;272), (213;114), and (1379;934) m2/g, respectively. Fe/
SR0 carbon black gives the best results in PEM fuel cell perfor-
mances; however, Fe/BP 2000, which has the highest micropore 
area, deteriorates faster than the others in the high current den-
sity region. The authors stated that nonporous SR0 carbon black 
is better than its porous counterparts.

Nonporous carbon structures improve catalyst utilization by 
ensuring that catalysts are put onto the support material and are 
in easily accessible locations. Takeshita et al46 investigated the 
Nafion ionomer coating on the cathode electrodes of MEAs made 
with Pt catalysts placed on commercial nonporous carbon black 

Figure 5. CV measurements of nonporous carbon: (A) different scan rates (20, 50, and 100 mV/s; potential range: –0.28 to 0.92 V); (B) different upper 
potentials (0.4, 0.6, 0.8, and 1.0 V; scan rate: 50 mV/s).

Figure 6. EIS measurements of nonporous carbon.

Table 2. Resistance values of nonporous carbon (@0.9 V)

Sample RS (Ω) RCT (Ω)
Nonporous carbon 34.3 454.5
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(Vulcan, MEA-1) and porous carbon blacks (Ketjen Black, MEA-2; 
Cnovel, MEA-3). The researchers determined that almost all of 
the Pt NPs on nonporous Vulcan were coated with Nafion iono-
mer and positioned on the outer surface of carbon. However, they 
did state that a significant proportion of Pt NPs were found at the 
inner surface of porous Ketjen Black and Cnovel carbons, and they 
could not be covered with Nafion ionomer. The authors reported 
the estimated Nafion coverage percentages as 90 ± 2% for MEA-1, 
60 ± 7% for MEA-2, and 57.4 ± 0.3% for MEA-3, respectively. Non-
porous carbons also contribute to the fuel cell’s durability. Some 
studies indicate that nonporous carbons give more stability than 
porous carbons within the catalytic framework. O’Brien et al47 
used 5 carbon materials (AB (524 m2/g), EA (109 m2/g), E (527 
m2/g), VA (70 m2/g), and V (160 m2/g)) with different structures as 
the support for the PtCo catalyst and tested their durability in 
PEM fuel cells. In their EIS analysis for carbon materials (at 1.0 A/
cm2, 80°C, 100% RH), before applying accelerated stress testing 
(AST), the authors stated that samples with lower surface areas 
such as VA, EA, and V had lower mass transfer resistance, and 
this was also associated with the low total micropore volume. In 
the EIS analyses performed under the same conditions after the 
AST test, the mass transfer resistance of AB and E carbons with 
high surface areas increased significantly, while the mass transfer 
resistance of carbons such as VA, EA, and V did not change notice-
ably. Additionally, the authors stated that porous carbons such as 
AB and E were more prone to Co leaching. Tian et al48 synthesized 
Fe/N/C catalysts using extremely microporous BP 2000 (1379 
m2/g) and Ketjenblack EC-600JD (1417 m2/g) carbon blacks as well 
as nonporous N330 carbon black (74 m2/g) and CNT (257 m2/g). 
According to the normalized mass activities based on polariza-
tion curves after holding the catalysts at 0.5 V for different peri-
ods, the Fe/N/C catalysts with N330 carbon black and CNT were 
substantially more stable than those of BP 2000 and Ketjenblack.

Figure 8 depicts the main topics on the advantages of nonporous 
carbons in PEM fuel cells based on studies in the literature. In 
these carbons, nonporosity provides better usage of metal cata-
lysts, facile mass transfer of the species, better water manage-
ment, and long durability.

This study, unlike the examples in the literature, aimed at using 
a nonporous commercial carbon black as a support material for 
the PEM fuel cell catalyst. The nonporous structure ensures bet-
ter metal loading and utilization by preventing the metal NPs 
from being trapped in the pores of the support material. Plati-
num metal was used as the catalyst. As a result of the reduction 
of Pt salt in the microwave, Pt metal was obtained in metallic 

form on nonporous carbon. The structural properties of nonpo-
rous carbon were evaluated by BET analysis, and its surface area 
was found to be quite low, 72.6 m2/g. The nonporous carbon BET 
isotherm exhibited no hysteresis and conformed to the type-
II isotherm. Through XRD analysis, it has been understood that 
nonporous carbon has an amorphous structure.

The nonporous carbon structure was further studied using CV 
and EIS analyses in a 3-electrode setup. In the CV analysis, it was 
observed that the capacitive property increased considerably 
with the increase in the scan rate. In the EIS analysis, it was found 
that under high potential, nonporous carbon responded appro-
priately to the Randles cell, and Rs (34.3 Ω) and RCT (454.5 Ω) values 
were obtained depending on this cell type. Membrane electrode 
assemblies produced with a nonporous carbon-supported Pt 
catalyst provided maximum power densities of 15 mW/cm2 
and 40 mW/cm2 at humidification temperatures of 60°C and 
70°C, respectively. A balanced drop in fuel cell performance was 
observed when descending to low voltages with nonporous 
carbon. In addition, better performance at high humidification 
showed that water management is proper. Nonporous carbons 
as alternate catalyst support materials can be used to create 

Figure 7. PEM fuel cell performance of the Pt catalyst supported with nonporous carbon at different humidification temperatures (A) 60°C and (B) 70°C.

Figure 8. Advantages of nonporous carbons in PEM fuel cells.



59

NanoEra 2023 3(2): 53-60 l doi: 10.5152/NanoEra.2023.23015

high-performance fuel cells with facile water management and 
long-term durability for portable applications with mW scale.
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Nano-Clean: Titanium Dioxide 
Nanoparticles Via Sol–Gel for Effective 
Pollutant Removal

ABSTRACT

The research focused on the hydrothermal synthesis of titanium dioxide (TiO2) nanoparticles, with 
a detailed analysis of their chemical attributes through Fourier transform infrared and ultraviolet–
visible diffuse reflectance spectroscopy, emphasizing the optical features. The nanoparticles’ high 
purity was further affirmed by energy-dispersive X-ray analysis. Transmission electron micros-
copy revealed spherical particles measuring ≥80 nm. Furthermore, X-ray diffraction and Raman 
analyses show the anatase structure of the nanomaterial. Under exposure to ultraviolet light, 
the photocatalytic assessment of 100 mg of the as-synthesized TiO2 nanoparticles exhibited an 
impressive efficiency of 77%-90%, successfully removing 30 ppm each of rhodamine B, nonylphe-
nol, roxarsone, and ciprofloxacin within a 105-minute timeframe.

Keywords: Nanoparticles, Pollutant, Removal, TiO2, UV light

INTRODUCTION
Industrial wastewater discharges, especially from the textile industry, constitute a significant 
source of environmental pollution and pose a serious threat to life on Earth.1-4 In addition to textile 
effluents, nonylphenol, an endocrine disruptor and a toxic intermediate degradation product of 
nonylphenol ethoxylates surfactants, poses a significant threat to the environment.5,6 The presence 
of antibiotics in various aquatic environments, including surface water, groundwater, and sewage 
treatment plant effluents, indicates another emerging environmental problem.7-9 Roxarsone, a 
commonly used animal feed additive, is excreted into fertilizer without modifications.10,11 This fer-
tilizer, frequently used on soil, releases significant quantities of roxarsone, an antimicrobial agent, 
into the surrounding environment.12,13 In addition to the contamination of groundwater and surface 
water, these pollutants possess the capacity to potentially compromise water bodies through the 
processes of leaching and runoff.14-16 To address this risk, the timely removal of pollutants from 
contaminated wastewater is imperative. Commonly utilized methods for pollution remediation 
include adsorption, coagulation, membrane filtration, and sedimentation.17 While these technolo-
gies have proven to be effective, the target pollutant is often transferred from one medium to 
another rather than being completely eliminated.18 To effectively manage sludge or waste streams, 
secondary processes are necessary. One potential solution is the utilization of advanced oxidation 
processes. These processes generate highly oxidizing free radicals capable of mineralizing organic 
compounds, thereby preventing the formation of waste products.7,19 Advanced oxidation processes 
have garnered considerable attention for their economic viability at a commercial scale. Due to 
its affordability, chemical stability, and high efficiency in degrading pollutants when exposed to 
ultraviolet (UV) light, titanium oxide has become the preferred photocatalyst.20 Titanium dioxide 
has 3 natural polymorphs: anatase, rutile, and brookite. Both anatase and rutile share a tetragonal 
crystal structure due to their chemical stability. Brookite, less common, possesses an orthorhom-
bic crystal structure. In the remediation of organic pollutants, these variations in crystal structure 
and particle morphology play a crucial role in influencing the photocatalytic effectiveness of semi-
conductor catalysts.21 In this study, we assess the photocatalytic efficiency of anatase-phase TiO2 
in degrading 4 distinct pollutants.22 Providing precise control over material properties and reduc-
ing hydrolysis, sol–gel synthesis is considered ideal for tailored materials. However, its appropri-
ateness relies on the specific material and the desired characteristics.23-25 Using heterogeneous 
TiO2 photocatalysis, we discuss the non-aqueous synthesis of TiO2 nanoparticles for the removal 
of 4 persistent pollutants, including roxarsone, nonylphenol, rhodamine B, and ciprofloxacin from 
aquatic systems.

Nano-clean: TiO2 Nanoparticles via Sol–Gel for Effective Pollutant Removal

Balarabe et al.

Received: 11.09.2023 

Accepted: 21.12.2023 

Publication Date: 31.12.2023

Corresponding author: 
Bachir YAOU BALARABE 
E-mail: bachir.phdnt21@nfsu.ac.in

Cite this article as: Yaou Balarabe B, 
Adjama I, Wagé Abdoul Razak M, 
Moussa H, Bari Idi Awali A, Nasser 
Illiassou Oumarou M. Nano-clean: 
TiO2 nanoparticles via sol-gel for 
effective pollutant removal. NanoEra 
2023;3(2):61-66.

2

3

Bachir YAOU BALARABE1   
Irédon ADJAMA2   
Moumouni Wagé ABDOUL 
RAZAK3   
Hassimi MOUSSA4   
Abdoul Bari IDI AWALI5   
Maman Nasser ILLIASSOU 
OUMAROU2

1School of Engineering and 
Technology, National Forensic 
Sciences University, Gandhinagar, 
India
2School of Pharmacy, National 
Forensic Sciences University, 
Gandhinagar, India
3Department of Exact Sciences, 
University Andre Salifou, Faculty of 
Science and Technology, Zinder, 
Niger
4Department of Environmental 
Sciences, Boubakar Ba University of
Tillaberi, Faculty of Agronomic
Sciences, Tillaberi, Niger
5Department of Chemistry, Abdou 
Moumouni University, Faculty
of Science and Technology, Niamey, 
Niger

10.5152/NanoEra.2023.23009

DOI: 10.5152/NanoEra.2023.23009

Content of this journal is licensed under 
a Creative Commons Attribution-
NonCommercial-NoDerivatives 4.0 
International License.

mailto:bachir.phdnt21@nfsu.ac.in
http://orcid.org/0000-0001-8422-0841
http://orcid.org/0000-0002-9417-8330
http://orcid.org/0000-0001-5734-9316
http://orcid.org/0009-0008-1014-2615
http://orcid.org/0009-0005-7361-7436
http://orcid.org/0009-0005-5689-9339
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/
https://creativecommons.org/licenses/by-nc-nd/4.0/


62

NanoEra 2023 3(2): 61-66 l doi: 10.5152/NanoEra.2023.23009

MATERIAL AND METHODS
Materials
Analysis of the sample involved employing various spectro-
scopic and analytical techniques. The JASCO-670 UV/visible (Vis)/
near-infrared (IR) spectroscopy captured optical absorbance 
spectra, while Fourier transform (FT) IR spectra were recorded 
with the FT-4700 spectroscopy. Transmission electron micros-
copy (TEM) images were obtained using a Talos F200i S/TEM elec-
tron microscope (HRTEM-200KV). Raman spectra were recorded 
via Invia Raman spectroscopy, and X-ray diffraction (XRD) patterns 
were acquired with GNR APD 2000 PRO’s Cu-K light source. X-ray 
photoelectron spectra (XPS) were meticulously measured utiliz-
ing a Thermo Scientific K-Alpha instrument with an Al Kα radia-
tion source.

For the synthesis of sol–gel anatase TiO2 and the assessment of 
the nanomaterial’s removal potential, reagents were procured from 
Sigma–Aldrich. These included ethanol ([High-performance liquid 
chromatography] HPLC gradient grade, 99.9%), titanium (IV) butox-
ide (reagent grade, 97%), and acetic acid (glacial, ≥99%). Figure 1 
illustrates the chemical structures obtained from Sigma–Aldrich 
for the 4 persistent contaminants used in the study, each indicating 

its respective purity: nonylphenol (99% purity), roxarsone (98% 
purity), ciprofloxacin (98.0% purity), and rhodamine B (95% purity).

Methods
Synthesis of Titanium Dioxide Nanoparticles
The synthesis of TiO2 nanoparticles followed a procedure derived 
from our previous method.26 In summary, 30 mL of ethanol were 
mixed with 20 mL of titanium butoxide and 10 mL of acetic acid. 
The mixture underwent stirring for 15 hours to facilitate the 
proper formation of nanoparticles. Subsequently, the resulting 
gel was matured at 80°C for 9 hours, followed by a 3-hour cal-
cination process at 450°C to produce the nanoparticles. After 
completing the calcination, the particles were collected and sub-
jected to multiple ethanol washes to eliminate impurities, and 
finally air-dried at room temperature.

Photocatalytic Activity Measurements
The photocatalytic experiment mirrors our previous research 
(referenced as Figure 2). Employing a photocatalytic reactor 
paired with a 125-watt high-pressure mercury UV light source 
operating at room temperature, we aimed to remove nonylphe-
nol, roxarsone, rhodamine B, and ciprofloxacin in the presence of 
TiO2 nanoparticles. In a reactor containing 250 mL of an aque-
ous solution, each pollutant was present at 30 ppm along with 
100 mg of TiO2 nanoparticles for the photodegradation process.

Before exposing the mixture to irradiation, the stirring process 
lasted for 20 minutes in the dark using a magnetic stirrer to 
establish adsorption–desorption equilibrium. Throughout the 
photoreaction process, the absorbance of 1 mL of solution was 
measured at regular intervals using a UV-Vis spectrometer. As 
the concentration of the target substance decreased over time, 
the absorbance peak also decreased, indicating a reduction in 
pollutant concentration.

Equation 1, presented below, is typically used to calculate the 
degradation efficiency of the photocatalyst:

Degradation efficiency (%)
. .

.
�

�
�

Conc Conc
Conc

0

0
100t  (1)

Figure 1. Chemical structure of the pollutants used for the study.

Figure 2. Photocatalytic experiment. UV-Vis, ultraviolet–visible.
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The variable Conc.0 signifies the initial concentration of the spe-
cific pollutant present at equilibrium before the commencement 
of the experiment. On the other hand, Conc. t represents the con-
centration of the said pollutant that remains after a duration of t 
during the photocatalytic degradation process.27-29

RESULTS AND DISCUSSION
Within the 200-400 nm range, the characteristics of absorption 
peaks of TiO2 nanoparticles are illustrated in Figure 3A, with the 
primary peak recorded at 350 nm. The inset of Figure 2A reveals 

Figure 3. A) Ultraviolet–visible diffuse reflectance spectra, B) the calculated bandgap, C) Raman, and D) X-ray diffraction spectra of TiO2 nanoparticles.

Figure 4. X-ray photoelectron spectra of TiO2 nanoparticles.
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the calculated band gap of the TiO2 nanoparticles, determined to 
be 3.2 eV. This band gap aligns with the value reported for TiO2 
anatase.30

The FTIR spectrum provides essential information about the 
organic molecules that envelop the surfaces of nanoparticles. 
Vibrations at a wavenumber of 3151 cm−1 (refer to Figure 3B) 
confirm the presence of OH groups on the TiO2 nanoparticles. 
Furthermore, the vibration at 521 cm−1 indicates the Ti-O group 
vibration.31

Peaks at positions 134, 384, 504, and 628 cm−1, corresponding 
to Eg, B1g, A1g/B1g, and A1g modes, respectively, are indicated by 
the Raman results of TiO2 nanoparticles (Figure 3C). These modes 
align with typical TiO2 anatase modes as reported in previous 
studies on TiO2 nanoparticles.17 Distinctive peaks associated with 
anatase titanium dioxide are observable in the XRD pattern of the 
synthesized TiO2 nanoparticles (refer to Figure 3D). The anatase 

phase of titania is identified by its characteristic peaks located at 
25.3°, 37.8°, 48.1°, 54.0°, 55.0°, 62.7°, and 68.8° (JCPDS #21-1272).

The XPS analysis conducted on the TiO2 nanoparticles uncovers 
the presence of titanium (Ti) and oxygen (O) elements, along with 
indications of air contamination (refer to Figure 4). Within the Ti2p 
spectrum, 2 prominent peaks emerge at 458.4 eV and 464.0 eV, 
corresponding to Ti2p3/2 and Ti2p1/2, respectively. These peak posi-
tions align with the reported binding energies for Ti in TiO2, affirm-
ing that the Ti within the TiO2 nanoparticles exists in both +4 and 
+2 oxidation states.17,32,33 A distinct peak at approximately 530 eV 
is observed within the O1s spectrum of the TiO2 nanoparticles, 
precisely aligning with the characteristic binding energy of oxy-
gen in TiO2.34 A peak is detected at 284.6 eV in the C1s spectrum, 
corresponding to the binding energy of carbon typically found in 
hydrocarbons. This observed peak is likely attributed to surface 
contamination resulting from exposure to air.35

Figure 5. (A) Transmission electron microscopy image (inset), particle size, and (B) Energy-dispersive X-ray spectroscopy (EDS) graph of TiO2 nanoparticles.

Figure 6. A) Roxarsone, B) Rhodamine B, C) Ciprofloxacin and D) Nonylphenol degradation efficiency using TiO2 nanoparticles.
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The spherical shape of the TiO2 nanoparticles, with a size of ≥80 
nm (depicted in the inset of Figure 5A), is evident in the TEM image 
(Figure 5A). Additionally, the TiO2 nanoparticles exhibit high purity, 
as confirmed by the presence of both titanium (Ti) and oxygen (O) 
elements (Figure 5B). Specifically, the nanoparticle composition 
comprises 67.23% titanium (Ti) and 32.77% oxygen (O).

PHOTOCATALYTIC EFFICIENCY
After 105 minutes, the UV absorbance readings demonstrate 
degradation efficiencies of 83% for roxarsone, 77% for rhoda-
mine B, 81% for nonylphenol, and 92% for ciprofloxacin (refer to 
Figure 6A). To calculate the kinetic rate constant using equation 
2, a pseudo-first-order kinetic equation was applied to quantify 
these degradation rates. Utilizing this mathematical approach 
offers a comprehensive insight into degradation kinetics, empha-
sizing the dynamics of the reaction over time.36,37

� �ln
.
.

Conc
Conc

0

t
kt  (2)

Upon examining the linear logarithmic plot against irradiation 
time, it becomes apparent that the photodegradation reaction 
closely adheres to first-order kinetics, displaying an almost linear 
pattern. In this study, the rate constants (k) for this reaction have 
been calculated as 0.012, 0.011, 0.015, and 0.02 min−1 for roxar-
sone, rhodamine B, nonylphenol, and ciprofloxacin, respectively. 
Figure 5B effectively illustrates the remarkable photocatalytic 
efficacy of TiO2 nanoparticles based on the derived “k” values.

The particles were reused for 4 cycles of treatment. Following 
each treatment, the particles were collected and subjected to 
multiple washes with distilled water and ethanol. As depicted in 
Figure 6C, the photocatalytic degradation of pollutants after the 
fourth cycle treatment shows no significant change, confirming 
the stability of the particles.

This study successfully demonstrated a single-step sol–gel syn-
thesis of TiO2 nanoparticles. The photocatalytic experiments 
underscored the effectiveness of TiO2 nanoparticles in remov-
ing several pollutants under UV light. Notably, remarkable deg-
radation efficiencies ranging from 77% to 92% were achieved for 
rhodamine B, nonylphenol, roxarsone, and ciprofloxacin after 105 
minutes of irradiation. Spectroscopic and microscopic analyses 
unveiled the nanoparticles’ anatase structure and uniform distri-
bution, indicating their promising suitability for practical applica-
tions. This study makes a significant contribution to advancing 
environmentally friendly technologies and practices by effec-
tively addressing the challenge of eliminating these persistent 
pollutants.
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