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RESEARCH ARTICLE

A New Approach to Calculate Coronal Electron Density: Simplified Van De
Hulst’s Method

H. Çakmak1*

1İstanbul University, Faculty of Science, Department of Astronomy and Space Sciences, 34116, Beyazıt, Istanbul, Turkiye

ABSTRACT
Determining the electron density is a challenging task in solar corona studies, as it requires certain assumptions to be made,
such as symmetric, homogeneous and radial distribution, thermal equilibrium, etc. In such studies, the observed 𝐾 corona
brightness is based on the coronal electron density. An important paper on the calculation of electron density was published
in 1950 by van de Hulst in an article titled “The Electron Density of the Solar Corona”. The author developed a method with
some assumptions to calculate the electron density from the observed 𝐾 corona brightness. We presented here, a new simplified
calculation method for the coronal electron density is presented. The integral equation solution given by van de Hulst is interpreted
from a different perspective and the 𝐾 coronal electron density is calculated using only observational data without making any
additional adjustments such as successive approximations and multiple attempts.

Keywords: Sun: corona; scattering; polarization; Astrometry and celestial mechanics: eclipses

1. INTRODUCTION

Theoretical studies on the solar corona began with a published
article by Schuster (1879). This work investigated the bright-
ness and polarisation of the solar corona with regards to var-
ious particle distributions within the corona. The majority of
the fundamental mathematical issues were resolved with the
explanations provided here. According to this, the corona light
is the composite of all the light scattered by the free electrons
in the line of sight direction. The polarisation of the corona
light results from this phenomenon. Minnaert (1930) further
developed Schuster’s theory by taking into account the limb
darkening effect of the observed solar disc. Additionally, the
equations for the relation between electron density and bright-
ness were provided. Baumbach (1937, 1938) introduced the
first general formula for the electron density of the solar corona
from photometric observations as a function of the solar radius;

𝑁 (𝑟) = 108

(
0.036
𝑟1.5 + 1.55

𝑟6 + 2.99
𝑟16

)
(1)

where𝑁 is the electron density in cm3, and 𝑟 is the distance from
the solar disc expressed in solar radius. Subsequently, corona
light intensity was analysed by Allen (1946) and van de Hulst
(1950) according to the minimum and maximum phases of the
solar cycle. They provided two distinct corona models. The
type of corona during cycle maximum exhibits nearly spheri-
cal brightness distribution, and most coronal structures show a
symmetric arrangement across the solar disc (see Figure 1, right

panel). In contrast, the type of corona during cycle minimum
exhibits a concentration of coronal structures in the equatorial
and polar regions (Figure 1, left panel) and features with asym-
metric brightness distribution. Furthermore, Saito et al. (1970)
developed an empirical function of the electron density which
also depends on the heliographic latitude as follows;

𝑁e (𝑟, ϕ) = 3.09 × 108

𝑟16
(
1 − 0.5 sin ϕ

)
+ 1.58 × 108

r6
(
1 − 0.95 sin ϕ

)
(2)

+ 0.0251 × 108

𝑟2.5
(
1 − 1.0 sin0.5 ϕ

)
where 𝑁e is the electron density in cm3 and 𝜙 is the heliographic
latitude. The equation allows us to compute the electron density
asymmetrically across the solar disc. It is thus possible to use
this equation to represent changes in coronal brightness based
on corona type during solar minimum or maximum by adjusting
the sin𝜙 coefficients (see Appendix B for details).

A dataset of corona brightness from eclipse observations is
typically necessary to develop the formulas presented above.
In order to achieve the most accurate results, intricate compu-
tations and various approaches are necessary. For instance, the
outcomes of the method, which are outlined in the following
section, were obtained through successive approximations and
extensive trials, each time improving the computations slightly.
Similarly, another approach, which incorporates van de Hulst’s
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Figure 1. Appearance of the solar corona according to solar cycle phase. Left: minimum phase (on 4 October 1995), Right: maximum phase (on 21 June 2001).

model, was devised by von Klüber (1958). This article derives
the𝐾 corona luminance and the corona electron density through
the assumption that the polarization arises from 𝐾 corona light
and that 𝐹 corona light is unpolarized. Consequently, the sub-
sequent equation was formulated as

𝐾 𝑃K = 𝑃K+F (𝐾 + 𝐹) = 𝐾t − 𝐾r (3)

where 𝐾 + 𝐹 represents the total corona brightness. 𝑃K and
𝑃K+F refer to the degree of polarisation of the 𝐾 corona and the
total corona, respectively. Furthermore, 𝐾t and 𝐾r represent the
tangential and radial components of the𝐾 corona brightness, re-
spectively. Similar complex computations, as in Van de Hulst’s
method, were carried out during this study. First, the electron
density of the corona was determined for the 𝐾t − 𝐾r compo-
nent. Subsequently, the 𝐾t component was calculated through
a reverse calculation of Van de Hulst’s equation. Using these
values of the 𝐾t − 𝐾r and 𝐾t components, the observational
corona brightness 𝐾 was obtained (for detailed information,
refer to article von Klüber 1958).

The new approach presented here has simpler steps com-
pared to the methods mentioned above. The electron density of
the corona is computed without time-consuming calculations,
using only the luminosity 𝐾 and the degree of polarization of
the corona. As an approximation for the calculations, two new
electron densities 𝑁t-r and 𝑁t are defined for the components
𝐾t − 𝐾r and 𝐾t, respectively.

Nowadays, as a result of the developing technological pos-
sibilities, different methods have been developed to calculate
coronal electron densities (Bemporad 2020; Del Zanna et al.
2023). However, these methods are quite different from the
method described here, in terms of both observation type and
electron density calculation technique. In addition, due to the
lack of numerical results on the electron density for the equa-

torial and polar regions in these studies, it was not possible to
make a comparison with the results given here.

The van de Hulst approach to determining electron density
is concisely outlined in Section 2. A full explanation of about
new approximation is given in Section 3. Subsequently, Section
4 presents the validation of the new method utilizing model
values from Table 5A in van de Hulst’s article. In Section
5, an instance of the new method’s application is showcased,
featuring the numerical values acquired during the full solar
eclipse on the 29th of March, 2006. The Discussion section
concludes the article by detailing the benefits and advantages
of the novel methodology.

2. VAN DE HULST’S METHOD FOR CALCULATING
THE ELECTRON DENSITY

The content of this section is a brief overview of the author’s
original article, providing only a basic outline of the method.
For more comprehensive information, it is advisable to refer
to van de Hulst (1950). Most of the explanations given here,
such as formulae and figures, are also necessary for a better
understanding of the new approach presented in the following
section.

The observed brightness of the corona is assumed to be the
light scattered by the free electrons (Schuster 1879; Baumbach
1937). Therefore, this brightness should be directly propor-
tional to the density of electrons in the corona. In order to
visualise this scenario, consider a single ray of light hitting a
vibrating electron (at point P) and reflecting in the direction
of the observer (Figure 2). Here, 𝑟 and 𝑥 represent the actual
distance and projected distance of the light from the centre of
the disc, respectively, whilst 𝜃 denotes the angle separating the
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Figure 2. Geometrical representation of both the scattered light incident on
a vibrating electron and its intensity components (reconstructed from van de
Hulst 1950).

incoming light direction and the line of sight. Applying the
formula presented by van de Hulst (1950), the total intensity of
the light scattered per second per unit solid angle by a column
with a cross-section of 1 cm2 is determined using

𝐾 (𝑥) = 𝐶
∞∫
𝑥

𝑁 (𝑟)
{(

2 − 𝑥2

𝑟2

)
𝐴(𝑟) + 𝑥

2

𝑟2 𝐵(𝑟)
}

𝑟𝑑𝑟√
𝑟2 − 𝑥2

(4)

the equations below are expressed in terms of the tangential
and radial components of this reflected light,

𝐾t (𝑥) = 𝐶
∞∫
𝑥

𝑁 (𝑟)𝐴(𝑟) 𝑟𝑑𝑟√
𝑟2 − 𝑥2

𝐾t (𝑥) − 𝐾r (𝑥) = 𝐶
∞∫
𝑥

𝑁 (𝑟)
{
𝐴(𝑟) − 𝐵(𝑟)

}
𝑥2𝑑𝑟

𝑟
√
𝑟2 − 𝑥2

(5)

where 𝐴 and 𝐵 represent the lengths of semi-major and semi-
minor axis of the vibration ellipsoid, respectively. The constant
C is equal to 3/4 𝑅⊙𝜎 = 3.44× 10−14cm3, where 𝑅⊙ (= 6.96×
1010cm) represents the solar radius, and𝜎 (= 0.66×10−24cm2)
is the electron scattering cross-section. The primary issue here
is to divide the known 𝐾 (𝑥) intensity into two parts 𝐾t (𝑥)
and 𝐾r (𝑥), and solve the integrals in such a way that both
equations produce the same electron density 𝑁 (𝑟). van de Hulst
originally defined the coronal brightness components𝐾t (𝑟) and
𝐾t (𝑟) −𝐾r (𝑟) through the use of coronal intensity 𝐾 (𝑥) and its
model polarization degree 𝑝(𝑥) as

𝐾t (𝑥) = 1/2[1 + 𝑝(𝑥)]𝐾 (𝑥) (6)

𝐾t (𝑥) − 𝐾r (𝑥) = 𝑝(𝑥)𝐾 (𝑥) (7)

This can also be expressed as a power series in the form of

𝐾t (𝑥) =
∑︁
𝑠

ℎs 𝑥
−𝑠 (8)

𝐾t (𝑥) − 𝐾r (𝑥) =
∑︁
𝑠

𝑘s 𝑥
−𝑠 (9)

where
∑

s ℎs 𝑥
−𝑠 represents with three elements, namely A 𝑥−𝑎

+ B 𝑥−𝑏 + C 𝑥−𝑐. van de Hulst then made another approach and
assumed that the solution of integrals given in Equation 5 was
of the following form;

𝑟 𝐶 𝑁 (𝑟) 𝐴(𝑟) =
∑︁
𝑠

ℎ𝑠

𝑎s-1
𝑟−𝑠 = 𝐾t (𝑟) (10)

𝑟 𝐶 𝑁 (𝑟){𝐴(𝑟) − 𝐵(𝑟)} =
∑︁
𝑠

𝑘𝑠

𝑎s+1
𝑟−𝑠 = 𝐾t (𝑟) − 𝐾r (𝑟)

(11)

where

𝑎s =

𝜋/2∫
0

sin𝑛 𝜃 𝑑𝜃 =
𝜋

2𝑛+1
𝑛!

{(𝑛/2)!}2 (12)

The electron densities can now be calculated from Equations 10
and 11. Firstly, the coefficients ℎs, 𝑘s and 𝑠 of Equations 8 and 9
are obtained by making polynomial fit to the calculated values
of Equations 6 and 7 separately. Then, the right-hand sides
of Equations 10 and 11 are calculated respectively by using
a new polynomial function formed with these coefficients. 𝑟 ,
C, 𝐴(𝑟) and 𝐵(𝑟) are precomputable values in this approach
(refer to van de Hulst (1950)’s article for calculation of these
values). At this point, the calculated electron densities 𝑁 (𝑟) in
both Equations 10 and 11 must show the same value. If not,
a method of successive approximations is used, replacing both
𝐾t (𝑟) and 𝐾t (𝑟) − 𝐾r (𝑟) by a reduction as small as

𝐾t (𝑟) =
{
1 + 𝜖 𝑝}𝐾 ′

t (13)

𝐾t (𝑟) − 𝐾r (𝑟) =
{
1 + 𝜖 (1 + 𝑝)} (𝐾 ′

t − 𝐾
′
r ) (14)

where 𝜖 is a value not exceeding ±0.05. 𝐾 ′
t and 𝐾 ′

t − 𝐾
′
r are

pre-computed values of 𝐾t (𝑟) and 𝐾t (𝑟) −𝐾r (𝑟). These compu-
tations are repeated, altering 𝜖 in each iteration, until both𝐾t (𝑟)
and 𝐾t (𝑟) −𝐾r (𝑟) show the same electron density in Equations
10 and 11. Although van de Hulst has achieved satisfactory
results for the electron densities of the model corona using this
methodology, its practical application is rather challenging and
requires multiple attempts of unspecified numbers.

3. NEW APPROACH FOR CORONAL ELECTRON
DENSITY

The values of 𝐾t (𝑥) and 𝐾t (𝑥)−𝐾r (𝑥) computed in Equations 6
and 7 are numerically different from each other. Thus, this dif-
ference should also be valid for Equations 10 and 11. Therefore,
the electron density 𝑁 (𝑟) in each equation must be different as
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well. At this point, as a novel approach, the value of 𝑁 (𝑟) in
each equation is given a different nomenclature, defined as

𝑁t (𝑟) = 1
𝑟 C

𝐾t (𝑟)
𝐴(𝑟) (15)

𝑁t-r (𝑟) = 1
𝑟 C

𝐾t (𝑟) − 𝐾r (𝑟)
𝐴(𝑟) − 𝐵(𝑟) (16)

where 𝑁t (𝑟) represents the electron density for 𝐾t (𝑟) and
𝑁t-r (𝑟) represents𝐾t (𝑟)−𝐾r (𝑟). On the other hand, by eliminat-
ing the 𝑝(𝑥)𝐾 (𝑥) values in Equations 6 and 7, the corona inten-
sity 𝐾 (𝑥) can be expressed in terms of 𝐾t (𝑥) and 𝐾t (𝑥) −𝐾r (𝑥)
as

𝐾t + 𝐾r = 𝐾 = 2𝐾t − (𝐾t − 𝐾r) (17)

Considering Equation 4 or Equations 10 and 11, the corona
intensity 𝐾 (𝑟) is linearly proportional to the electron density
𝑁 (𝑟). Therefore, any valid conclusion drawn between the com-
ponents of the 𝐾 (𝑟) corona (Equation 17) can also be drawn
between the components of the electron density (Equations 15
and 16). Accordingly, the electron density 𝑁 can be expressed
in a similar manner as

𝑁 = 2 𝑁t − 𝑁t - r (18)

With this newly derived equation, it is now possible to calculate
the electron density for a known 𝐾 (𝑥) intensity using only the
values of the 𝐾t (𝑟) and 𝐾t (𝑟) − 𝐾r (𝑟) components.

4. VALIDATING THE NEW APPROACH

The newly developed method was tested using the 𝐾 corona
brightness and the polarization degree values of the van de Hulst
model as an observational corona values. The model corona
values such as𝐾t+𝐾r,𝐾t and𝐾t−𝐾r are taken from Table 5A in
van de Hulst (1950)’s article. First, the polynomial coefficients
ℎs, 𝑘s and 𝑠 in Equations 8 and 9 were obtained by fitting a
separate curve to the brightness values𝐾t and𝐾t−𝐾r. Then, new
polynomial functions are created using these new coefficients
produced by ℎs/𝑎s-1 and 𝑘s/𝑎s+1 (shown in Equation 10 and 11).
These new functions are referred to as “generated functions”
(GFs), and are represented as

𝑓 (𝐾t − 𝐾r) =
∑︁
𝑠

𝑘s
𝑎s+1

𝑟 -s and 𝑓 (𝐾t) =
∑︁
𝑠

ℎs
𝑎s-1

𝑟 -s (19)

After calculating the electron densities 𝑁t and 𝑁t-r for the
brightnesses 𝐾t and 𝐾t−𝐾r using Equations 15 and 16, the total
electron density is determined by combining these values with
Equation 18. The results obtained for the equatorial region
of van de Hulst model are shown in Table 1. The 𝐾 corona
brightness values of the minimum type model are shown on
the left side of the table. Also, the coefficients (A, B, C, a,
b and c) of the fitted function for each component are listed
under its column at the left-bottom side. For the fitting process,
a three-element polynomial is employed, given by (A 𝑟 -a + B
𝑟 -b + C 𝑟 -c). Furthermore, values for 𝑎s+1 and 𝑎s-1, calculated

using Equation 12 with 𝑎, 𝑏 and 𝑐 coefficients, are listed at
bottom of the left side. The computed values of GFs 𝑓 (𝐾t) and
𝑓 (𝐾t − 𝐾r) are presented in the first two columns of the right
side of Table 1 and the coefficients utilized to construct these
functions are listed underneath these values. The calculated
electron densities 𝑁t and 𝑁t-r, and the total electron density 𝑁
are exhibited in their corresponding columns on the right side
of Table 1.

The electron density calculations were repeated for the polar
region of the van de Hulst model, resulting in the same level of
agreement. Table 3 presents the electron density values attained
by the new method for both the equatorial and polar regions
of the minimum type corona, alongside the values obtained by
van de Hulst (1950). From the table, it can be seen that the new
method’s values match closely with those of the van de Hulst
model for both the equatorial and polar regions. A similar com-
parison was made using the 𝐾 corona values and polarization
degree values of the Allen (1973). The same agreement was
also achieved for these values. The computed values of the new
method for Allen (1973) values are shown in Table 2 and Table
4, respectively.

5. CALCULATED ELECTRON DENSITIES OF THE
2006 SOLAR ECLIPSE

The newly developed method was utilized to compute the elec-
tron density of the solar corona as observed during the total
eclipse on March 29, 2006, in Türkiye. This eclipse observa-
tion was carried out with the 8-inch Meade telescope by the
staff of the Astronomy and Space Sciences Department of Is-
tanbul University in the Manavgat district of Antalya. During
the eclipse event, observations of white light polarization were
conducted, and eclipse photographs were taken at three differ-
ent polarization angles, 0◦, 60◦, and 120◦. A total of 15 photos
were taken during totality with an interval of 3m 30s between
11h 55s 10m and 11h 58s 40m UT. Five different exposure times
were used in these shoots; 1/2, 1/4, 1/30, 1/60, and 1/125 sec-
ond. In addition, images of the solar disc were taken at different
diaphragm openings before the eclipse for brightness calibra-
tion and exposure times used here were the same as those used
during the eclipse. After performing brightness calibration and
computation of Stokes parameters using polarization images,
the total corona brightness (𝐾 + 𝐹) and polarization degree
(𝑃K+F) of the 2006 eclipse obtained by considering the sky
with instrumental contribution and active chromospheric re-
gions (see Appendix A for details). The isophote plots of total
corona brightness and its polarization degree are shown sep-
arately in Figure 3. The numbers on the isophote lines are in
units of 10−9𝐼⊙ for the total brightness, and in percent for the
polarization degree. The values obtained for both parameters
at specific distances from the solar disc are given in Table 5.

The𝐾 corona brightness values are obtained by subtracting 𝐹
corona model values of van de Hulst (1950) from the observed
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Table 1. Calculation results for the equatorial region of the minimum-type corona of van de Hulst (1950) computed using the new approach. Brightness is in units
of 10−8𝐼⊙ , and electron density is in units of 106 cm−3.

𝒓 𝑲 𝑷K 𝑲t − 𝑲r 𝑲t 𝒇 (𝑲t − 𝑲r) 𝒇 (𝑲t) 𝑵t-r 𝑵t 𝑵

1.0 300.40 0.18 54.40 177.40 104.03 470.10 239.66 226.68 213.7
1.03 202.80 0.24 48.00 125.40 111.69 328.27 171.88 176.05 180.2
1.06 141.30 0.28 39.10 90.20 94.66 230.57 128.04 130.48 132.9
1.1 91.10 0.32 29.30 60.20 70.99 148.07 87.24 88.68 90.1
1.2 37.10 0.41 15.14 26.12 35.53 58.50 39.40 39.18 38.9
1.3 18.50 0.46 8.56 13.53 19.72 28.63 21.28 21.02 20.8
1.5 6.20 0.54 3.34 4.77 7.46 9.69 8.24 8.29 8.3
1.7 2.57 0.59 1.51 2.04 3.33 4.06 3.90 3.96 4.0
2.0 0.85 0.62 0.53 0.69 1.19 1.35 1.55 1.55 1.5
2.6 0.16 0.66 0.11 0.13 0.23 0.23 0.37 0.34 0.3
3.0 0.07 0.65 0.05 0.06 0.09 0.09 0.17 0.15 0.1
4.0 0.02 0.61 0.01 0.02 0.02 0.01 0.04 0.03 0.02

𝒌s 𝒉s 𝒌s/𝒂s+1 𝒉s/𝒂s-1
A 40.50 71.98 90.03 143.68
B 26.66 121.28 83.22 398.10
C -12.77 -15.86 -69.22 -71.68
a 6.25 6.74 6.25 6.74
b 13.80 17.42 13.80 17.42
c 44.63 32.58 44.63 32.58

𝒂s+1 𝒂s-1
for a 0.4499 0.5010
for b 0.3203 0.3046
for c 0.1845 0.2213

Table 2. Calculation results for the equatorial region of the minimum-type corona of Allen (1973) computed using the new approach. Brightness is in units of
10−8𝐼⊙ , and electron density is in units of 106 cm−3.

𝒓 𝑲 𝑷K 𝑲t − 𝑲r 𝑲t 𝒇 (𝑲t − 𝑲r) 𝒇 (𝑲t) 𝑵t-r 𝑵t 𝑵

1.01 269.15 0.22 58.41 163.78 175.31 532.27 317.89 271.40 224.9
1.03 199.53 0.23 46.09 122.81 115.52 333.43 177.77 178.82 179.9
1.06 144.54 0.25 36.28 90.41 86.75 226.47 117.34 128.16 139.0
1.1 102.33 0.28 28.24 65.29 65.84 157.67 80.91 94.43 107.9
1.2 44.67 0.33 14.74 29.70 35.16 71.74 39.00 48.05 57.1
1.4 12.02 0.40 4.85 8.43 11.59 18.79 12.55 14.95 17.3
1.6 4.68 0.42 1.97 3.33 4.43 6.43 5.03 5.89 6.7
1.8 2.00 0.39 0.77 1.38 1.90 2.77 2.30 2.86 3.4
2.0 1.00 0.34 0.34 0.67 0.89 1.43 1.16 1.64 2.1
2.2 0.60 0.30 0.18 0.39 0.45 0.85 0.62 1.07 1.5
2.5 0.27 0.26 0.07 0.17 0.18 0.46 0.28 0.66 1.0
3.0 0.10 0.20 0.02 0.06 0.05 0.21 0.09 0.37 0.7
4.0 0.03 0.13 0.004 0.02 0.01 0.07 0.01 0.17 0.3

𝐾 +𝐹 total brightness values. This process has been carried out
with the assumption that 𝐹 corona does not change much from
one solar cycle to another (Kulĳanishvili & Kapanadze 2005;
Morgan & Habbal 2007). Also, the polarization degree 𝑃K of
the 𝐾 corona is determined using the equation of von Klüber
(1958), which is given by

𝑃K = 𝑃K+F

(
𝐾 + 𝐹
𝐾

)
. (20)

For this eclipse, the electron densities in the equatorial and
polar regions were calculated using the 𝐾 corona brightness
and its polarization degree. The obtained results are shown in

Table 6A for the equatorial region and Table 6B for the polar
region. The calculated electron densities of the equatorial (black
circle) and polar (black triangle) regions are shown in Figure 4
in comparison with the observational values of Newkirk (1967)
and Allen (1973) and model electron density values of van de
Hulst (1950) and Saito et al. (1970). It is clear from the figure
that the electron density values observed in the 2006 eclipse
are in good agreement with comparison values given. Any
discrepancies between the observed and model values may be
due to the asymmetric brightness distribution caused by the
asymmetric distribution of the solar material. This is clearly
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illustrated in Figure 3a, where the equatorial and polar intensity
distributions are compared.

Table 3. Comparison of electron densities obtained using the new method with
those from the van de Hulst (1950) values. Electron density is in units of 106

cm−3.
van de Hulst 𝑁 This study 𝑁

𝒓 Equator Polar Equator Polar
1.0 227.0 174.0 213.7 170.3
1.03 178.0 127.0 180.2 127.0
1.06 132.0 87.2 132.9 86.9
1.1 90.0 53.2 90.1 52.9
1.2 39.8 16.3 39.0 15.8
1.3 21.2 5.98 20.8 5.8
1.5 8.3 1.4 8.3 1.5
1.7 4.0 0.542 4.0 0.620
2.0 1.580 0.196 1.544 0.199
2.6 0.374 0.040 0.317 0.030
3.0 0.176 0.017 0.131 0.010
4.0 0.050 0.004 0.021 0.001

Table 4. Comparison of electron densities obtained using the new method with
those from the Allen (1973) values. Electron density is in units of 106 cm−3.

Allen 𝑁 This study 𝑁
𝒓 Equator Polar Equator Polar
1.01 251.2 199.5 224.9 215.4
1.03 177.8 131.8 179.9 150.1
1.06 125.9 95.5 139.0 87.7
1.1 91.2 64.6 107.9 57.6
1.2 46.8 19.9 57.1 26.2
1.4 15.1 4.4 17.3 3.4
1.6 6.8 1.3 6.7 0.5
1.8 3.6 0.6 3.4 0.1
2.0 2.0 0.3 2.1 0.06
2.2 1.3 0.2 1.5 0.04
2.5 0.6 0.1 1.0 0.02
3.0 0.3 0.05 0.7 0.01
4.0 0.1 0.02 0.3 0.001

Table 5. Observed total corona brightness𝐾 +𝐹 and polarization degree 𝑃K+F
values of 29 March 2006 eclipse.

𝐾 + 𝐹 corona (×10−9𝐼⊙) 𝑃K+F (%)
𝒓 Equa. Polar Equa. Polar

1.10 1311 648 19.0 32.4
1.15 1046 364 26.7 36.3
1.20 782 201 36.4 33.2
1.25 513 128 44.7 25.9
1.30 293 90 46.1 19.6
1.35 180 70 39.8 15.0
1.40 125 57 32.4 13.9
1.45 94 48 26.8 12.3
1.50 74 42 22.5 11.6
1.55 61 38 19.4 10.7
1.60 52 – 17.1 –
1.65 45 – 15.8 –
1.70 40 – 14.6 –

Figure 3. (a) Isophotes of total corona brightness (values are in units of 10−9𝐼⊙)
and (b) isolines of polarization degree (values are in percent) of the 29 March
2006 solar eclipse.
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Figure 4. Comparison of electron densities in the equatorial and polar regions
during the solar eclipse on 29 March 2006 with selected observational data and
model values of van de Hulst (1950) and Saito et al. (1970)

49



Physics and Astronomy Reports

Table 6. Values used for electron density calculation (left side), and results from Eclipse 2006 (right side). 𝐾 values are in units of 10−9𝐼⊙ , and 𝑃 is in percent.
𝐴− equatorial region

𝒓 𝑲 𝑷K 𝑲t − 𝑲r 𝑲t 𝒇 (𝑲t − 𝑲r) 𝒇 (𝑲t) 𝑵t-r 𝑵t 𝑵equ
1.10 158.6 0.196 31.1 94.8 160.5 269.3 197.2 161.3 125.4
1.15 96.6 0.285 27.5 62.0 103.4 171.5 118.9 109.0 99.0
1.20 72.6 0.403 28.9 50.2 68.0 111.4 75.4 74.6 73.9
1.25 46.0 0.517 23.8 34.9 45.5 73.7 49.5 51.8 54.1
1.30 24.9 0.558 13.9 19.4 30.9 49.6 33.4 36.4 39.5
1.35 14.4 0.506 7.3 10.8 21.3 33.9 23.0 26.0 28.9
1.40 9.4 0.433 4.1 6.7 14.9 23.6 16.2 18.7 21.3
1.45 6.6 0.376 2.5 4.6 10.6 16.6 11.6 13.7 15.8
1.50 5.0 0.330 1.6 3.3 7.6 11.8 8.4 10.1 11.8
1.55 3.9 0.298 1.2 2.6 5.5 8.5 6.2 7.5 8.9
1.60 3.2 0.274 0.9 2.1 4.0 6.2 4.6 5.7 6.8
1.65 2.4 0.263 0.6 1.5 3.0 4.6 3.5 4.3 5.2
1.70 1.9 0.249 0.5 1.2 2.2 3.4 2.6 3.3 4.0

𝐵− polar region
𝒓 𝑲 𝑷K 𝑲t − 𝑲r 𝑲t 𝒇 (𝑲t − 𝑲r) 𝒇 (𝑲t) 𝑵t-r 𝑵t 𝑵pol

1.10 54.8 0.395 21.6 38.2 76.5 115.4 94.0 69.1 44.2
1.15 28.5 0.425 12.1 20.3 36.0 58.0 41.4 36.9 32.4
1.20 13.7 0.382 5.2 9.4 18.3 30.6 20.3 20.5 20.7
1.25 7.6 0.316 2.4 5.0 10.0 16.9 10.9 11.9 12.8
1.30 4.7 0.275 1.3 3.0 5.9 9.8 6.4 7.2 8.0
1.35 3.3 0.252 0.8 2.1 3.7 5.9 4.0 4.5 5.1
1.40 2.5 0.240 0.6 1.6 2.4 3.7 2.6 3.0 3.3
1.45 2.1 0.258 0.5 1.3 1.7 2.5 1.8 2.0 2.2
1.50 1.0 0.287 0.3 0.7 1.2 1.7 1.3 1.4 1.6
1.55 0.5 0.266 0.1 0.3 0.9 1.2 1.0 1.0 1.1
1.60 0.3 0.264 0.1 0.2 0.6 0.9 0.7 0.8 0.8

6. DISCUSSION

The main challenge of the newly developed method is to deter-
mine the optimal coefficients (ℎs, 𝑘s, 𝑠) of the power function
in transition from Equations 8–9 to Equations 10–11. This in-
volves a demanding phase of performing numerous fitting curve
tests to determine the appropriate coefficients of the three- or
two-element power function. Using these coefficients, the ob-
servational values of 𝐾t (𝑥) and 𝐾t (𝑥)−𝐾r (𝑥), which depend on
the projection distance, are converted into the values of 𝐾t (𝑟)
and 𝐾t (𝑟) − 𝐾r (𝑟), which depend on the true distance.

During the fitting process, it is crucial to ensure that the fitted
curve passes through the overall distribution of the observation
points. Attempting to fit the curve close to every observation
point is generally ineffective (see Figure 5a) due to inevitable
observational errors that cause scattering in the values. Thus,
a solution should be devised for the general trend of these ob-
servation points (see Figure 5b). There are two possible tech-
niques to accomplish this task. The first option involves fitting
a two-element power function curve to the values of a curve ob-
tained by fitting a polynomial equation with one element or six
or more elements. The second option involves fitting a power
function curve with restricted parameters where each coeffi-
cient has a boundary between specified values (refer to Figure

5c). The second method, which is preferred in this study, pro-
vides a straightforward and fulfilling solution without requiring
additional experimentation. However, it can be challenging to
adjust the limits for limiting coefficients in a consistent manner
across different eclipse data. Nevertheless, this is a common
occurrence, as each eclipse typically has a unique distribution
with its own distinct characteristics. Once the coefficients for
the power function are determined for the observational val-
ues, generating GFs and obtaining the electron density become
straightforward steps in this method.

When examining the test results of the electron density for
van de Hulst (1950) obtained by the newly introduced method
shown in Table 3, it is evident that the compared values are
in very good agreement. This fact is more apparent in Figure
6a, which confirms the accuracy level of the new method. The
similar agreement is also seen for the values of Allen (1973)
given in Tables 2 and 4, respectively. As highlighted in Figure
6, the electron density values of both the model and the novel
method are mainly distributed along the line. When checked
for compatibility in individual regions, the coefficient of de-
termination 𝑅2 is 0.9974 for the equatorial region and 0.9996
for the polar region of van de Hulst (1950), while 0.9845 for
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Figure 5. (a) Power function curve fitted without any constraints, (b) power function curve fitted with delimited coefficients, (c) screenshot of a program showing
parameters utilized to fit the power function curve under different configurations.
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Figure 6. Comparison of electron density values from (a) van de Hulst’s model and (b) Allen’s values with those derived from this study. The plots below illustrate
the numerical disparity between these two approaches.

the equatorial region and 0.9853 for the polar region of Allen
(1973).

Although the results from Eclipse 2006 are quite satisfactory,
It would be better to retest this new method with the data from
other eclipse observations, especially with the other eclipse
results from other researchers who have their own observational
electron density data. Thus, the accuracy of the new method will
be confirmed by finding similar or conclusive results for these
data. For example, when the new method was tested with van de
Hulst model values in Section 4, satisfactory electron density
results were obtained. Thus, the probability of finding similar
consistent results with other observational data is quite high.

This should be examined, particularly by other researchers who
have measured electron densities using their methods. In order
to check the new approach with different observational values,
it is intended to contact more than one researcher investigating
this topic in the future.
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APPENDIX A: CALCULATION PROCEDURES OF
THE K CORONA BRIGHTNESS

First of all, as a reminder, all procedures relevant to this section
are given comprehensively in Çakmak (2017)’s article. Please
review this article for more information. A very brief summary
of the general steps of this procedure is given verbally here. In
order to determine the brightness of the 𝐾 corona, a brightness
calibration must first be performed. This requires taking im-
ages at different diaphragm openings with the same exposure
times as used for polarized images. Once the intensity calibra-
tion function (defined in Çakmak 2017) has been obtained by
using these solar disc images, the brightness of the corona in all
polarized images is calculated by normalizing their intensity.
Then, the average corona brightness values are determined for
the polar region between latitudes 0◦–30◦ and for the equato-
rial region between latitudes 40◦–90◦, separately (Figure A1).

At this stage, regions with chromospheric structure were ex-
cluded from the calculation, taking into account their distance
range from the Sun’s surface, to avoid erroneous increases in
brightness.
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Figure A1. The latitude ranges for the polar and equatorial regions used in a
single quadrant. Distances to the solar disc are given in units of solar radius.

APPENDIX B: EXPLANATIONS ABOUT
LATITUDE-DEPENDENT CORONAL BRIGHTNESS
CALCULATION

A very brief summary of the explanations on this subject from
the article of Saito et al. (1970) is given here. Please refer to
that article for more information. To describe the brightness of
an arbitrary point in the solar corona, the graphical situation
shown in Figure B1 is considered. In this figure, 𝑃 is the point
in question, 𝑃′ is the projection of 𝑃 on the celestial plane, 𝜙 is
the heliographic latitude of 𝑃, 𝜙0 is the projected angle of on
the celestial plane, 𝜃 is angle 𝑂𝑃𝑃′ and 𝑧 is the line-of-sight
length.
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Figure B1. Latitude-dependent diagram of an arbitrary point in the solar corona
(reconstructed from Saito et al. 1970).
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In that paper, the author obtained the following equations from
Equation 5

𝐼t − 𝐼r = 𝐶 2𝑦
𝜋/2∫
0
𝑁 (𝑟, ϕ) (𝐴 − 𝐵)dθ

𝐼t = 𝐶 2𝑦
𝜋/2∫
0
𝑁 (𝑟, ϕ) (𝐴) dθ

sin2 θ

(B1)

under certain assumptions with

sin ϕ = sin ϕ0 sin θ , 𝑟 sin θ = 𝑦

𝑁 =
𝑁0
𝑅𝑛 = 𝑁0 𝑘

𝑛 sin𝑛 θ , 𝑁 (𝑟, 𝜙) = ∑
𝑁0,𝑖

1− 𝑓𝑖 sin𝑠𝑖 ϕ

𝑟𝑛𝑖

where 𝑘 is the modulus of the integrals and a number between
0 and 1, 𝑛 is a real number, 𝑓𝑖 and 𝑠𝑖 are positive real number.
As a result of arranging the Equation B1, the following formula
is obtained for latitude-dependent 𝐾 corona brightness.

(𝐼t ± 𝐼r)ϕ0 = (𝐼t ± 𝐼r)equ − sin ϕ0
𝑘

0.5 × 5.365 × 10−6 (𝐼t ± 𝐼r)17

+ sin ϕ0
𝑘

0.95 × 2.752 × 10−6 (𝐼t ± 𝐼r)7

+ sin0.5 ϕ0

𝑘0.5 1.0 × 0.0436 × 10−6 (𝐼t ± 𝐼r)3
(B2)

This equation can be expressed as

𝑁e (𝑟, ϕ) = 3.09 × 108

𝑟16
(
1 − 0.5 sinϕ

)
+ 1.58 × 108

r6
(
1 − 0.95 sin ϕ

)
(B3)

+ 0.0251 × 108

r2.5
(
1 − 1.0 sin0.5ϕ

)
Using this last equation, the coronal electron density can be
visualized as shown Figure B2. As can be seen from Equation
B3, different profiles for the coronal electron density can be
produced by changing the coefficients of sin ϕ’s shown in red.
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Figure B2. Iso-density curves of electrons in the 𝐾 corona computed with the
Equation B3 (reconstructed from Saito et al. 1970).
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ABSTRACT
We propose a line list that may be useful for the abundance analysis of G-type stars in the wavelength range 4080 – 6780
Å. It is expected that the line list will be useful for surveys/libraries with overlapping spectral regions (e.g. ELODIE/SOPHIE
libraries, UVES-580 setting of Gaia-ESO), and in particular for the analysis of F- and G-type stars in general. The atomic data are
supplemented by detailed references to the sources. We estimated the Solar abundances using stellar lines and the high-resolution
Kitt Peak National Observatory (KPNO) spectra of the Sun to determine the uncertainty in the log 𝑔 𝑓 values. By undertaking a
systematic search that makes use of the lower excitation potential and 𝑔 𝑓 -values and using revised multiplet table as an initial
guide, we identified 363 lines of 24 species that have accurate 𝑔 𝑓 -values and are free of blends in the spectra of the Sun and a
Solar analogue star, HD 218209 (G6V), for which accurate and up-to-date abundances were obtained from both ELODIE and
PolarBASE spectra of the star. For the common lines with the Gaia-ESO line list v.6 provided by the Gaia-ESO collaboration,
we discovered significant inconsistencies in the 𝑔 𝑓 -values for certain lines of varying species.

Keywords: Line: identification; Sun: abundances; Sun: fundamental parameters; Stars: individual (HD 218209)

1. INTRODUCTION

Mid-spectral type main-sequence stars (F and G-type stars)
play a significant role in understanding the Galactic chemical
evolution and history of Galactic structure. These stars formed
in the early Milky Way or are currently forming, have main-
sequence lifetimes comparable to the age of the Galaxy. F and
G-type main-sequence stars have an internal structure consist-
ing of a radiative core surrounded by a large envelope. Such
structural configuration prevents heavy elements produced in
the core from mixing into the stellar atmosphere. Consequently,
mid-spectral type stars carry the chemical composition of the
molecular cloud in which they were born. The study of the
abundances of heavy elements detected in the atmospheres of
F and G-type stars provides valuable insights into the Galac-
tic chemical evolution and the history of Galactic structure, as
noted by Pagel & Patchett (1975).

Moreover, these stars offer crucial information about the for-
mation of different populations within the Galaxy, including
the halo, thick disc, and thin disc. By analyzing the kinematics
and orbital dynamics of stars that have been spectroscopically
studied, one can distinguish between these different population
groups in the Milky Way. In addition to providing insights into
Galactic chemical evolution and the formation of the Galaxy,
considering the case for pure spectroscopic analysis, for in-

stance, the 𝛼-element abundances determined through spec-
troscopic analysis of stars play a crucial role in testing the
population membership of host galaxies.

The abundance of elements in a stellar spectrum, such as
metallicity ([Fe/H]), can also be used to estimate the age of the
star. This is because the youngest stars have relatively higher
metal abundances and metallicity compared to the oldest stars
(Placco et al. 2021). Therefore, pure spectroscopic analysis
alone provides crucial information about the nature of host
galaxies, in addition to insights into the age and chemical com-
position of individual stars.

The kinematics, orbital dynamics, and chemical properties
of stars are not only the key in understanding the chemical
structure of our Galaxy and its accompanying formation sce-
narios but also in determining the origins of (metal-poor) young
and old G-spectral type stars. In this context, the author’s re-
search team is currently engaged in a thorough investigation
encompassing more than 90 G-type metal-poor stars residing
within the Solar neighbourhood. This study aims to investigate
the origins of these stars by analyzing their kinematics, orbital
dynamics, and chemical properties. This research will shed
light on the formation processes and evolutionary pathways of
metal-poor G spectral-type stars in our Galaxy.

Furthermore, the author’s group has previously conducted a
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thorough investigation of six metal-poor F-type dwarf stars in
the Solar neighbourhood, with [Fe/H] values ranging from−2.4
to −1 dex. It is worth noting that the studied metal-poor F-type
dwarf stars exhibited significant changes in model atmosphere
parameters (effective temperature, 𝑇eff ; surface gravity, log 𝑔;
metallicity, [Fe/H]; microturbulence, 𝜉), as reported in the lit-
erature. This research, as published in Şahin & Bilir (2020),
employed state-of-the-art analysis methods, including classical
spectroscopy with the help of ELODIE spectra. By combining
these analysis techniques, the authors were able to determine
the Galactic origin of these F-type dwarf stars in the Solar
neighbourhood.

The determination of accurate metal abundances depends on
the accurate determination of model parameters. Current spec-
troscopic sky survey programs for metal-poor late spectral stars,
for example, indicate the need to determine precisely calibrated
model parameters for them. These current sky survey programs
include Gaia-ESO Public Spectroscopic Survey (GES; Gilmore
et al. 2012), GALactic Archaeology with HERMES (GALAH;
Heĳmans et al. 2012; De Silva et al. 2015; Martell et al. 2017),
the Large Sky Area Multi-Object Fiber Spectroscopic Tele-
scope (LAMOST; Zhao et al. 2012), the Sloan Extension for
Galactic Understanding and Exploration (SEGUE; Yanny et al.
2009), the Apache Point Observatory Galactic Evolution Ex-
periment (APOGEE; Allende Prieto et al. 2008), and the RA-
dial Velocity Experiment (RAVE; Steinmetz et al. 2006), and
demonstrate that precisely determined and calibrated model at-
mosphere parameters are required in different regions of the
electromagnetic spectrum due to differences in adopted obser-
vational methods and techniques in these surveys, for which
reliable line lists and atomic data are required.

In this study, we present an up-to-date line list for planned
spectral analyses in the framework of the comprehensive
study mentioned above. HD 218209 of G6V, the most metal-
rich star among 90 G spectral-type program stars (−2.5 <

[Fe/H] (dex) < −0.5), was selected for the preparation of the
line list which is expected to be useful for the surveys/libraries
with overlapping spectral regions (e.g. ELODIE library; Soubi-
ran et al. 2003) and for the analysis of F and G-type stars in
general.

This paper is organized as follows. Section 2 provides in-
formation concerning the observations. Section 3 explains the
procedures used to measure and identify lines, as well as the
techniques employed to determine the model parameters and
conduct chemical abundance analyses of both HD 218209 and
the Sun. Section 4 is dedicated to discussing findings and their
potential implications.

2. OBSERVATIONS

For the creation of the line list in this study, high resolution
(𝑅 ≈ 42 000) and high signal to noise (𝑆/𝑁 = 165 at 550 nm)
ELODIE spectrum (HJD 2451184.23521; 𝑅 ≈ 42 000; expo-

sure time 1800 s) of HD 218209 was selected. The ELODIE
cross-dispersed echelle spectrograph provided spectral cover-
age from 3900 to 6800 Å. The spectrum was continuum nor-
malized and wavelength calibrated, and the radial velocity (RV)
was corrected by the data reduction pipeline at the telescope.
Since some problems were encountered in the continuum nor-
malization of the spectra from the library, the spectrum was
renormalized.

Since high resolution (𝑅 ≈ 76 000 ) and high signal to noise
(𝑆/𝑁 = 140 at 550 nm) PolarBASE1 (Petit et al. 2014) Nar-
val2 spectrum (HJD 2456232.48238; exposure time 400 s) of
the star was also available, it was used to test model parameters
for the star. Prior to the line measurement process, the Polar-
BASE spectrum was also renormalized and corrected for the
radial velocity (RV). For RV correction, we used a Python in-
terface and the NARVAL atomic line library containing atomic
transitions from 4000 to 6800 Å. For renormalization, we used
an in-house developed interactive normalization code LIME
(Şahin 2017) in Interactive Data Language (IDL) prior to the
abundance analysis.

The Solar spectrum is certainly a primary reference for stellar
astrophysics and for interpreting physical processes in stars
(Molaro & Monai 2012). The high-resolution (𝑅 ≈ 400 000)
spectrum of the Sun used in this study was obtained with the
Kitt Peak Fourier Transform Spectrometer (FTS; Kurucz et al.
1984). The character of the spectra of HD 218209 and the Sun
is displayed in Figure 1.

3. THE ABUNDANCE ANALYSIS

We employed ATLAS9 model atmospheres (Castelli & Ku-
rucz 2003) computed in local thermodynamic equilibrium
(LTE) with NEWODF opacities for the abundance study of
HD 218209 and the Solar spectrum. Elemental abundances
were computed by using the LTE line analysis code MOOG
(Sneden 1973)3. The details of the abundance analysis and the
source of the atomic data are the same as in Şahin & Lambert
(2009), Şahin et al. (2011, 2016) and Şahin & Bilir (2020).
The line list, atomic data, and model parameter derivation are
covered in the following subsections.

3.1. Line List: Line Measurement, Identification and
Atomic Data

An essential prerequisite for abundance analysis of a star is a set
of identified lines with reliable atomic data. Our line lists were
created by a systematic search for unblended lines (useful for
equivalent width–EW– analysis technique). For line measure-
ment from the ELODIE spectrum of HD 218209, a systematic

1 http://polarbase.irap.omp.eu
2 Narval spectropolarimeter is adapted to the 2m Bernard Lyot telescope and provides
high-resolution spectral and polarimetric data.
3 The MOOG source code is available at http://www.as.utexas.edu/chris/moog.html
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Figure 1. A small region of the KPNO, PolarBASE, and ELODIE spectra of HD 218209 and the Sun. Identified lines are also indicated.

search for unblended lines was performed. The line centre po-
sitions were measured in several segments, each containing
a portion of the spectra of 20 Å. For this, the LIME (Şahin
2017) code was employed. The code provides a list of pos-
sible transitions in the close neighbourhood of the measured
line together with recent atomic data (e.g. Rowland Multiplet
Number-RMT, log 𝑔 𝑓 , and lower Level Excitation Potential-
LEP) that are compiled from the literature (e.g. from NIST
database). The MOORE catalogue (Moore et al. 1966) was
configured as one of the reference atomic line libraries in the
LIME code. Following the line identification step, a multiplet
analysis technique was performed to assess whether the de-
tected lines belong to the candidate element indicated by the
code. Our final list covers 24 species and 363 lines over the
spectrum range from about 4100 – 6800 Å. The identified lines
have accurate 𝑔 𝑓 -values and are free of blends in the spectra of
the Sun and HD 218209. The number of identified lines in the
respective wavelength regions of the KPNO Solar spectrum is
presented in Figure 2. Our selection of iron lines included 132
Fe i lines with excitation potentials (LEPs) ranging from 0.05
to ≈5 eV and 17 Fe ii lines. Chosen lines of Fe i and Fe ii are
exhibited in Table 1. In Table 2, we provide the list of identi-
fied lines other than iron with the atomic data, their measured
equivalent widths (obtained using the LIME code) and com-
puted logarithmic abundances in the Solar spectrum and in the
spectrum of HD 218209.

3.2. Model Parameters and Abundances

We used neutral and ionised Fe lines to determine model at-
mospheric parameters such as effective temperature, surface
gravity, microturbulence, and metallicity (Table 5). First, the
effective temperature was calculated by requiring that the re-
sulting abundance be independent of the lower LEP.

If all lines have the same LEP and a similar wavelength, the
microturbulence (𝜉) is determined by requiring that the calcu-
lated abundance be independent of the reduced equivalent width
(EW). The precision in the determination of the microturbulent
velocity is ±0.5 km s−1. We determined the surface gravity
(log 𝑔) by ensuring ionization equilibrium, which requires that
the Fe i and Fe ii lines yield the same iron abundance. (Figures
3 and 4). Due to the interdependence of model parameters, an
iterative procedure is required. Between each of the above steps,
minor adjustments are made to the model parameters. We also
confirmed that there is no substantial trend in iron abundances
(see Figures 3 and 4 for the Sun and HD 218209, respectively).

The model parameters obtained for the Sun as a result of the
Solar analysis were determined as 𝑇eff = 5790 K, log 𝑔 = 4.4
cgs, [Fe/H]=0 dex and 𝜉 = 0.66 km s−1. These values are
similar to those recommended by Heiter et al. (2015) as (𝑇eff ,
log 𝑔) = (5771, 4.438). Element abundances for the Sun were
calculated with these model parameters. For HD 218209, the
model parameters were obtained from ELODIE and Polar-
BASE spectrum of the star.
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Figure 2. The KPNO Solar spectrum and the number of identified lines in the respective wavelength regions (each bar indicates 50 Å region of the spectrum).

Figure 3. An example for the determination of the atmospheric parameters 𝑇eff and 𝜉 using abundance (log 𝜖 ) as a function of both lower LEP (panels a and b
for Fe and Ti, respectively) and reduced EW (REW; log (EW/𝜆), panels c for Fe and Ti, respectively) for the Sun. In all panels, the solid red line represents the
least-squares fit to the data.

Figure 4. An example for the determination of the atmospheric parameters 𝑇eff and 𝜉 using abundance (log 𝜖 ) as a function of both lower LEP (panels a and b
for Fe and Ti, respectively) and reduced EW (REW; log (EW/𝜆), panels c for Fe and Ti, respectively) for HD 218209 and the ELODIE spectrum. In all panels, the
solid red line represents the least-squares fit to the data.
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Table 1. Fe i and Fe ii lines. The abundances are obtained for a model of 𝑇eff = 5790 K, log 𝑔 = 4.4 cgs, and 𝜉 = 0.66 km s−1.

Sun HD 218209 Sun HD 218209
Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT

(Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex) (Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex)
Fe i 4080.22 3.28 -1.23 80.9 7.34 85.1 7.16 558 Fe i 5618.64 4.21 -1.28 49.3 7.47 34.3 7.04 1107
Fe i 4082.11 3.42 -1.51 72.7 7.60 69.8 7.34 698 Fe i 5624.03 4.39 -1.20∗ 49.2 7.55 38.9 7.22 1160
Fe i 4088.56 3.64 -1.50 52.4 7.43 43.9 7.09 906 Fe i 5633.95 4.99 -0.32 67.3 7.62 53.2 7.23 1314
Fe i 4090.96 3.37 -1.73 55.5 7.39 49.9 7.10 700 Fe i 5636.71 3.64 -2.56 19.6 7.51 13.0 7.18 868
Fe i 4204.00 2.84 -1.01 125.1 7.52 115.9 7.14 355 Fe i 5638.27 4.22 -0.84 75.4 7.54 61.1 7.12 1087
Fe i 4207.13 2.83 -1.41 83.5 7.44 88.1 7.31 352 Fe i 5641.45 4.26 -1.15 66.0 7.71 45.4 7.18 1087
Fe i 4220.35 3.07 -1.31 91.4 7.63 70.9 7.01 482 Fe i 5662.52 4.18 -0.57 92.4 7.61 81.1 7.24 1087
Fe i 4291.47 0.05 -4.08 92.3 7.51 87.1 7.12 3 Fe i 5701.56 2.56 -2.22 87.1 7.68 70.6 7.17 209
Fe i 4365.90 2.99 -2.25 49.2 7.44 38.1 7.03 415 Fe i 5705.47 4.30 -1.36 37.5 7.38 25.8 7.01 1087
Fe i 4389.25 0.05 -4.58 75.4 7.65 63.9 7.12 2 Fe i 5717.84 4.28 -1.10 63.3 7.62 53.8 7.29 1107
Fe i 4432.58 3.57 -1.56 51.4 7.38 40.2 6.97 797 Fe i 5741.86 4.26 -1.67 31.5 7.51 21.8 7.18 1086
Fe i 4439.89 2.28 -3.00 48.4 7.49 34.4 6.99 116 Fe i 5778.46 2.59 -3.43 21.5 7.41 13.6 7.03 209
Fe i 4442.35 2.20 -1.25 187.7 7.54 167.6 7.09 68 Fe i 5806.73 4.61 -1.03 56.4 7.69 39.7 7.25 1180
Fe i 4447.14 2.20 -2.73 66.2 7.66 64.1 7.45 69 Fe i 5916.26 2.45 -2.99 54.5 7.62 40.7 7.17 170
Fe i 4447.73 2.22 -1.34 171.0 7.54 155.7 7.11 68 Fe i 5929.68 4.55 -1.38 39.7 7.66 28.6 7.32 1176
Fe i 4502.60 3.57 -2.31 28.9 7.53 29.1 7.44 796 Fe i 5934.67 3.93 -1.12 76.6 7.47 61.7 7.05 982
Fe i 4556.93 3.25 -2.66 25.9 7.48 12.7 6.95 638 Fe i 5952.73 3.98 -1.39 59.6 7.50 53.0 7.22 959
Fe i 4593.53 3.94 -2.03 28.3 7.54 16.1 7.10 971 Fe i 5956.71 0.86 -4.61 52.8 7.62 – – 14
Fe i 4602.01 1.61 -3.15 72.0 7.58 64.8 7.21 39 Fe i 6027.06 4.07 -1.09 62.7 7.48 48.8 7.05 1018
Fe i 4602.95 1.48 -2.22 122.5 7.51 116.3 7.13 39 Fe i 6065.49 2.61 -1.53 118.5 7.45 102.9 7.00 207
Fe i 4619.30 3.60 -1.08 84.1 7.45 73.7 7.06 821 Fe i 6079.02 4.65 -1.10 45.6 7.59 34.8 7.26 1176
Fe i 4630.13 2.28 -2.59 72.7 7.63 61.9 7.19 115 Fe i 6082.72 2.22 -3.57 35.2 7.52 28.1 7.21 64
Fe i 4635.85 2.84 -2.36 54.9 7.54 41.2 7.06 349 Fe i 6096.67 3.98 -1.88 37.5 7.55 27.2 7.22 959
Fe i 4678.85 3.60 -0.83 102.5 7.47 95.2 7.13 821 Fe i 6127.91 4.14 -1.40 48.3 7.52 37.3 7.17 1017
Fe i 4704.95 3.69 -1.53 61.5 7.55 48.6 7.12 821 Fe i 6137.70 2.59 -1.40 135.6 7.48 122.8 7.07 207
Fe i 4728.55 3.65 -1.17 81.3 7.65 69.3 7.23 822 Fe i 6157.73 4.07 -1.22 61.0 7.56 53.2 7.26 1015
Fe i 4733.60 1.48 -2.99 82.9 7.58 84.8 7.40 38 Fe i 6165.36 4.14 -1.47 44.6 7.51 30.7 7.09 1018
Fe i 4735.85 4.07 -1.32 64.1 7.79 57.6 7.50 1042 Fe i 6173.34 2.22 -2.88 68.9 7.61 58.6 7.22 62
Fe i 4741.53 2.83 -1.76 72.6 7.41 63.5 7.03 346 Fe i 6180.21 2.73 -2.65 53.4 7.52 47.6 7.25 269
Fe i 4745.81 3.65 -1.27 78.2 7.69 66.2 7.27 821 Fe i 6200.32 2.61 -2.44 71.5 7.59 62.6 7.23 207
Fe i 4788.77 3.24 -1.76 65.6 7.61 55.0 7.20 588 Fe i 6213.44 2.22 -2.48 82.5 7.50 75.6 7.18 62
Fe i 4802.89 3.64 -1.51 60.0 7.52 44.3 7.02 888 Fe i 6219.29 2.20 -2.43 87.9 7.54 79.1 7.18 62
Fe i 4839.55 3.27 -1.82 62.2 7.60 58.3 7.37 588 Fe i 6232.65 3.65 -1.22 81.5 7.60 71.9 7.25 816
Fe i 4875.88 3.33 -1.97 61.0 7.60 49.2 7.20 687 Fe i 6240.65 2.22 -3.17 47.6 7.40 39.1 7.06 64
Fe i 4917.23 4.19 -1.16 62.7 7.61 49.4 7.21 1066 Fe i 6252.56 2.40 -1.69 119.6 7.42 103.2 6.96 169
Fe i 4918.02 4.23 -1.34 53.0 7.63 45.5 7.35 1070 Fe i 6265.14 2.18 -2.55 86.2 7.60 82.5 7.33 62
Fe i 4924.78 2.28 -2.11 92.8 7.52 85.2 7.15 114 Fe i 6270.23 2.86 -2.61 53.0 7.58 43.1 7.23 342
Fe i 4939.69 0.86 -3.34 99.7 7.58 95.8 7.24 16 Fe i 6297.80 2.22 -2.74 73.6 7.56 67.1 7.26 62
Fe i 4961.92 3.63 -2.25 26.5 7.42 16.4 7.03 845 Fe i 6301.51 3.65 -0.72 112.7 7.57 106.2 7.26 816
Fe i 4962.58 4.18 -1.18 54.0 7.51 40.3 7.09 66 Fe i 6315.81 4.07 -1.66 39.8 7.51 – – 1014
Fe i 4973.10 3.96 -0.92 93.8 7.72 82.4 7.34 173 Fe i 6322.69 2.59 -2.43 78.6 7.69 61 7.16 207
Fe i 5002.80 3.40 -1.53 78.8 7.54 81.2 7.35 687 Fe i 6335.34 2.20 -2.18 96.3 7.43 88.6 7.08 62
Fe i 5022.24 3.98 -0.56 99.5 7.45 93.9 7.14 965 Fe i 6336.83 3.69 -0.86 102.4 7.34 94.8 7.01 816
Fe i 5029.62 3.41 -2.00 48.7 7.54 40.0 7.21 718 Fe i 6344.15 2.43 -2.92 59.2 7.61 56.4 7.40 169
Fe i 5074.75 4.22 -0.23 118.8 7.50 105.8 7.12 1094 Fe i 6393.61 2.43 -1.58 134.6 7.48 113.4 6.99 168
Fe i 5083.35 0.96 -2.96 109.9 7.43 101.8 7.02 16 Fe i 6408.03 3.69 -1.02 97.3 7.69 88.1 7.35 816
Fe i 5088.16 4.15 -1.75 34.8 7.59 23.5 7.22 1066 Fe i 6419.96 4.73 -0.27 86.8 7.51 71.3 7.11 1258
Fe i 5141.75 2.42 -2.24 89.3 7.68 76.5 7.23 114 Fe i 6430.86 2.18 -2.01 115.3 7.51 97.9 7.03 62
Fe i 5145.10 2.20 -3.08∗ 52.5 7.49 49.0 7.26 66 Fe i 6469.19 4.83 -0.81 58.6 7.68 44.5 7.31 1258
Fe i 5198.72 2.22 -2.13 94.9 7.48 91.1 7.17 66 Fe i 6481.88 2.28 -2.98 64.7 7.63 62.9 7.44 109
Fe i 5217.40 3.21 -1.16 121.7 7.52 93.8 6.94 553 Fe i 6498.94 0.96 -4.69 45.7 7.59 40.9 7.32 13
Fe i 5228.38 4.22 -1.26 60.0 7.68 53.5 7.41 1091 Fe i 6518.37 2.83 -2.46† 56.0 7.46 – – 342
Fe i 5242.50 3.63 -0.97 85.7 7.50 73.2 7.08 843 Fe i 6593.88 2.43 -2.42 83.7 7.60 75.0 7.25 168
Fe i 5243.78 4.26 -1.12 63.0 7.64 46.6 7.18 1089 Fe i 6609.12 2.56 -2.69 65.6 7.62 55.1 7.25 206
Fe i 5247.06 0.09 -4.95 65.3 7.58 61.3 7.30 1 Fe i 6678.00 2.69 -1.42 133.5 7.54 112.1 7.05 268
Fe i 5250.22 0.12 -4.94 65.9 7.62 61.5 7.32 1 Fe i 6703.58 2.76 -3.06 37.2 7.55 31.7 7.30 268
Fe i 5250.65 2.20 -2.18 100.6 7.60 95.7 7.27 66 Fe i 6750.16 2.42 -2.62 73.3 7.56 61.8 7.16 111
Fe i 5253.47 3.28 -1.57 77.9 7.42 62.2 6.94 553 Fe ii 4178.86 2.58 -2.51∗ 89.7 7.50 77.2 7.19 28
Fe i 5288.53 3.69 -1.51 58.6 7.52 48.4 7.15 929 Fe ii 4508.29 2.85 -2.44∗ 82.1 7.46 76.6 7.30 38
Fe i 5298.78 3.64 -2.02 42.2 7.57 30.3 7.18 875 Fe ii 4576.34 2.84 -2.92 65.3 7.52 54.8 7.25 38
Fe i 5307.37 1.61 -2.99 87.6 7.63 80.3 7.27 36 Fe ii 4582.83 2.84 -3.06 58.6 7.48 42.8 7.06 37
Fe i 5322.05 2.28 -2.80 59.4 7.44 48.9 7.04 112 Fe ii 4620.52 2.83 -3.19 55.3 7.50 39.8 7.10 38
Fe i 5365.41 3.57 -1.22∗ 74.4 7.45 66.3 7.12 786 Fe ii 5132.67 2.81 -4.09 25.1 7.53 13.6 7.17 35
Fe i 5373.71 4.47 -0.84 61.1 7.47 49.5 7.12 1166 Fe ii 5197.58 3.23 -2.22∗ 81.6 7.51 68.3 7.20 49
Fe i 5379.58 3.69 -1.51 59.7 7.53 46.1 7.09 928 Fe ii 5234.63 3.22 -2.21 83.8 7.53 68.2 7.18 49
Fe i 5398.29 4.44 -0.71 71.1 7.50 60.3 7.15 553 Fe ii 5264.81 3.33 -3.13∗ 45.2 7.61 29.0 7.21 48
Fe i 5473.91 4.15 -0.79 78.2 7.49 65.1 7.08 1062 Fe ii 5284.11 2.89 -3.11∗ 61.1 7.58 – – 41
Fe i 5483.11 4.15 -1.41 46.2 7.49 – – 1061 Fe ii 5414.07 3.22 -3.58∗ 28.6 7.50 15.5 7.12 48
Fe i 5487.15 4.41 -1.51 36.5 7.61 26.3 7.28 1143 Fe ii 5425.26 3.20 -3.22∗ 42.5 7.50 26.2 7.09 49
Fe i 5501.48 0.96 -3.05 116.6 7.54 109.8 7.16 15 Fe ii 5534.85 3.24 -2.75∗ 58.3 7.48 41.7 7.08 55
Fe i 5506.79 0.99 -2.80 121.6 7.38 115.1 7.00 15 Fe ii 6247.56 3.89 -2.30∗ 54.1 7.51 40.6 7.21 74
Fe i 5525.55 4.23 -1.08 53.3 7.37 38.1 6.94 1062 Fe ii 6432.68 2.89 -3.57∗ 40.1 7.46 27.5 7.15 40
Fe i 5543.94 4.22 -1.11 62.2 7.57 48.9 7.17 1062 Fe ii 6456.39 3.90 -2.05∗ 64.6 7.50 43.9 7.04 74
Fe i 5546.51 4.37 -1.28 49.7 7.62 35.8 7.22 1145 Fe ii 6516.08 2.89 -3.31∗ 54.9 7.56 – – 40
Fe i 5560.22 4.43 -1.16 50.2 7.56 35.4 7.14 1164
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Table 2. Lines used in the analysis of the KPNO Solar spectrum and HD 218209. Abundances for individual lines are those obtained for a model of
𝑇eff = 5790 K, log 𝑔 = 4.4 cgs, and 𝜉 = 0.66 km s−1.

Sun HD 218209 Sun HD 218209
Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT Ref. Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT Ref.

(Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex) (Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex)

Na I 5682.65 2.10 -0.67 100.1 6.21 82.4 5.86 6 1 Ti i 5145.47 1.46 -0.54 37.2 4.94 31.4 4.67 109 7
Na I 5688.22 2.10 -0.37 121.1 6.11 99.9 5.72 6 1 Ti i 5147.48 0.00 -1.94 38.8 4.93 37.7 4.73 4 7
Mg i 4571.10 0.00 -5.40 109.2 7.54 115.1 7.44 1 2 Ti i 5152.19 0.02 -1.95 36.9 4.92 – – 4 7
Mg i 5711.10 4.34 -1.74 104.6 7.65 107.6 7.52 8 2 Ti i 5192.98 0.02 -0.95 84.0 5.03 85.2 4.83 4 7
Si i 5645.62 4.93 -2.03 35.5 7.50 – – 10 3 Ti i 5210.39 0.05 -0.82 89.0 5.03 98.6 4.95 4 7
Si i 5665.56 4.92 -1.99 39.6 7.53 31.0 7.37 10 3 Ti i 5219.71 0.02 -2.22 29.1 5.00 29.0 4.82 4 7
Si i 5684.49 4.95 -1.58 60.6 7.52 54.3 7.35 11 3 Ti i 5490.16 1.46 -0.84 22.4 4.85 25.6 4.80 3 7
Si i 5708.40 4.95 -1.47 74.7 7.64 62.2 7.37 10 4 Ti i 5866.46 1.07 -0.79 46.9 4.97 44.9 4.78 72 7
Si i 5772.15 5.08 -1.62 52.0 7.53 40.0 7.27 17 3 Ti i 6126.22 1.07 -1.42 21.7 5.00 23.0 4.88 69 7
Si i 5793.08 4.93 -1.86 42.4 7.46 31.6 7.20 9 3 Ti i 6258.11 1.44 -0.39 51.4 5.00 48.3 4.78 104 7
Si i 5948.54 5.08 -1.09 83.8 7.51 – – 16 3 Ti i 6261.11 1.43 -0.53 49.9 5.10 53.2 5.02 104 7
Si i 6125.03 5.61 -1.53 30.9 7.51 23.1 7.31 30 3 Ti i 6336.11 1.44 -1.69 5.60 4.92 – – 103 7
Si i 6142.49 5.62 -1.48 33.3 7.51 26.8 7.35 30 3 Ti i 6743.13 0.90 -1.63 18.0 4.89 – – 48 7
Si i 6145.02 5.61 -1.39 37.9 7.50 27.6 7.26 29 3 Ti ii 4443.81 1.08 -0.71 139.7 5.04 139.9 4.86 19 7
Si i 6244.48 5.61 -1.29 44.0 7.51 32.9 7.27 27 3 Ti ii 4468.50 1.13 -0.63 134.1 4.94 149.8 4.90 31 7
Si i 6721.84 5.86 -0.94 42.3 7.33 29.1 7.06 38* 4 Ti ii 4493.53 1.08 -2.78 34.2 4.90 40.1 5.01 18 7
Ca i 4512.27 2.52 -1.90 25.0 6.33 16.3 5.99 24 5 Ti ii 4568.33 1.22 -2.65 32.0 4.84 26.7 4.68 60 7
Ca i 4578.56 2.52 -0.70 85.8 6.33 89.4 6.18 23 5 Ti ii 4583.41 1.16 -2.84 31.7 4.96 25.6 4.77 39 7
Ca i 5260.39 2.52 -1.72 33.2 6.32 25.2 6.04 22 5 Ti ii 4708.67 1.24 -2.35 51.0 5.02 44.0 4.82 49 7
Ca i 5261.71 2.52 -0.58 98.7 6.49 91.7 6.19 22 5 Ti ii 4874.01 3.09 -0.86 36.4 4.91 27.3 4.70 114 7
Ca i 5512.99 2.93 -0.46 83.9 6.36 82.2 6.16 48 5 Ti ii 4911.20 3.12 -0.64 51.4 5.11 48.7 5.06 114 7
Ca i 5581.98 2.52 -0.56 94.3 6.38 88.8 6.11 21 5 Ti ii 5005.17 1.57 -2.73 23.9 5.02 16.2 4.76 71 7
Ca i 5590.13 2.52 -0.57 93.0 6.37 86.6 6.09 21 5 Ti ii 5013.69 1.58 -2.14 49.5 5.08 43.7 4.92 71 7
Ca i 5601.29 2.52 -0.52 102.8 6.47 99.0 6.21 21 5 Ti ii 5336.79 1.58 -1.60 72.3 5.09 71.0 5.03 69 7
Ca i 6102.73 1.88 -0.81 122.3 6.10 123.8 5.86 3 5 Ti ii 5418.77 1.58 -2.13 48.7 5.02 41.3 4.83 69 7
Ca i 6166.44 2.52 -1.14 72.3 6.37 64.2 6.08 20 5 V i 4437.84 0.29 -0.71 37.1 4.03 32.9 3.76 21 8
Ca i 6169.04 2.52 -0.80 93.5 6.34 90.8 6.09 20 5 V i 4577.18 0.00 -1.08 33.6 4.01 36.5 3.91 4 8
Ca i 6169.56 2.52 -0.48 114.0 6.26 109.4 5.98 20 5 V i 5727.06 1.08 -0.02 38.7 4.04 – – 35 8
Ca i 6455.60 2.52 -1.34 56.7 6.39 47.3 6.09 19 5 V i 6119.53 1.06 -0.36 22.1 3.93 21.8 3.78 34 8
Ca i 6471.67 2.52 -0.69 89.3 6.35 85.2 6.12 18 5 V i 6243.11 0.30 -0.94 29.6 3.94 29.9 3.78 19 8
Ca i 6493.79 2.52 -0.11 124.4 6.26 116.6 5.95 18 5 Cr i 4545.96 0.94 -1.38 81.6 5.68 80.4 5.43 10 4
Ca i 6499.65 2.52 -0.82 82.5 6.37 81.2 6.19 18 5 Cr i 4616.13 0.98 -1.18 90.3 5.71 83.3 5.34 21 4
Ca i 6572.79 0.00 -4.32 32.1 6.37 33.4 6.24 1 5 Cr i 4626.18 0.97 -1.32 82.2 5.66 72.7 5.24 21 4
Ca i 6717.69 2.71 -0.52 99.5 6.36 98.7 6.04 32 5 Cr i 4646.17 1.03 -0.71 105.5 5.55 94.3 5.11 21 4
Sc i 4023.69 0.02 0.38 57.5 3.12 51.3 2.78 7 6 Cr i 4651.29 0.98 -1.46 82.9 5.82 66.1 5.23 21 4
Sc ii 4246.84 0.31 0.24 156.6 3.17 153.8 2.94 7 6 Cr i 4652.17 1.00 -1.03 100.8 5.77 86.3 5.26 21 4
Sc ii 5239.82 1.45 -0.76 52.0 3.22 48.7 3.12 26 6 Cr i 4708.02 3.17 0.11 57.5 5.58 41.5 5.11 186 4
Sc ii 5526.82 1.77 -0.01 75.1 3.32 65.4 3.06 31 6 Cr i 4718.42 3.19 0.10 64.1 5.74 55.9 5.42 186 4
Sc ii 5640.99 1.50 -0.99 39.7 3.18 34.7 3.04 29 6 Cr i 4730.72 3.08 -0.19 48.3 5.67 30.5 5.12 145 4
Sc ii 5657.88 1.51 -0.54 66.1 3.36 55.6 3.09 29 6 Cr i 4737.35 3.07 -0.10 55.7 5.68 43.0 5.26 145 4
Sc ii 5667.15 1.50 -1.21 32.1 3.22 26.1 3.05 29 6 Cr i 4756.12 3.10 0.09 62.9 5.76 52.3 5.39 145 4
Sc ii 5669.04 1.50 -1.10 34.1 3.16 29.7 3.03 29 6 Cr i 4936.34 3.11 -0.34 46.2 5.77 37.6 5.46 166 4
Ti i 4060.27 1.05 -0.69 37.8 4.82 44.5 4.83 80 7 Cr i 4964.93 0.94 -2.53 37.7 5.65 33.3 5.40 9 4
Ti i 4186.13 1.50 -0.24 42.7 4.91 43.7 4.79 129 7 Cr i 5247.57 0.96 -1.63 82.0 5.78 74.5 5.42 18 4
Ti i 4287.41 0.84 -0.37 75.3 5.20 76.7 5.01 44 7 Cr i 5296.70 0.98 -1.41 91.9 5.77 80.7 5.33 18 4
Ti i 4453.32 1.43 -0.03 64.5 5.16 – – 113 7 Cr i 5300.75 0.98 -2.13 58.6 5.75 44.0 5.25 18 4
Ti i 4465.81 1.74 -0.13 40.9 4.95 40.7 4.81 146 7 Cr i 5345.81 1.00 -0.98 116.8 5.73 111.0 5.37 18 4
Ti i 4512.74 0.84 -0.40 67.5 4.99 68.4 4.82 42 7 Cr i 5348.33 1.00 -1.29 99.5 5.79 86.5 5.32 18 4
Ti i 4518.03 0.83 -0.25 73.0 4.97 74.6 4.80 42 7 Cr i 5787.93 3.32 -0.08 45.7 5.62 32.3 5.22 188 4
Ti i 4534.79 0.84 0.35 95.9 4.86 96.5 4.60 42 7 Cr ii 4588.20 4.07 -0.65 71.8 5.69 59.4 5.40 44 9
Ti i 4548.77 0.83 -0.28 70.9 4.95 82.8 4.99 42 7 Cr ii 5237.32 4.07 -1.17 53.0 5.75 39.2 5.42 43 9
Ti i 4555.49 0.85 -0.40 63.1 4.89 64.5 4.74 42 7 Cr ii 5305.87 3.83 -1.91 24.6 5.48 13.2 5.13 24 9
Ti i 4617.28 1.75 0.44 63.7 4.94 61.3 4.72 145 7 Mn i 4055.55 2.14 -0.08 125.5 5.76 107.2 5.26 5 10
Ti i 4623.10 1.74 0.16 56.6 5.03 52.7 4.79 145 7 Mn i 4082.94 2.18 -0.36 91.3 5.60 76.6 5.07 5 10
Ti i 4639.36 1.74 -0.05 43.2 4.90 49.4 4.91 145 7 Mn i 4451.59 2.89 0.28 95.1 5.55 80.0 5.06 22 10
Ti i 4639.66 1.75 -0.14 43.5 5.01 44.4 4.89 145 7 Mn i 4470.14 2.94 -0.44 56.9 5.46 36.7 4.82 22 10
Ti i 4656.47 0.00 -1.28 68.8 5.07 76.2 5.05 6 7 Mn i 4502.22 2.92 -0.34 59.6 5.41 43.1 4.86 22 10
Ti i 4722.61 1.05 -1.47 18.3 5.02 18.7 4.88 75 7 Mn i 4709.72 2.89 -0.49 68.4 5.73 44.9 5.01 21 10
Ti i 4742.80 2.24 0.21 31.6 4.85 32.5 4.74 233 7 Mn i 4739.11 2.94 -0.61 59.3 5.66 38.7 5.01 21 10
Ti i 4758.12 2.25 0.51 44.9 4.87 39.8 4.63 233 7 Mn i 4765.86 2.94 -0.09 77.4 5.57 66.0 5.15 21 10
Ti i 4759.28 2.25 0.59 44.8 4.79 43.9 4.64 233 7 Mn i 4766.42 2.92 0.10 93.8 5.68 76.3 5.16 21 10
Ti i 4820.41 1.50 -0.38 42.3 4.96 39.9 4.77 126 7 Mn i 4783.42 2.30 0.03 140.1 5.75 121.1 5.27 16 10
Ti i 4885.09 1.89 0.41 62.6 5.04 70.3 5.05 231 7 Mn i 5117.94 3.13 -1.20 24.0 5.51 – – 32 10
Ti i 4913.62 1.87 0.22 50.6 4.91 48.1 4.71 157 7 Mn i 5432.55 0.00 -3.79 49.6 5.61 25.9 4.86 1 10
Ti i 4981.74 0.85 0.57 119.3 4.92 120.6 4.64 38 7 Mn i 6021.80 3.07 -0.05 96.9 5.85 69.4 5.17 27 10
Ti i 4999.51 0.83 0.32 102.5 4.91 104.8 4.67 38 7 Co i 4121.33 0.92 -0.33 124.0 5.06 113.1 4.61 28 11
Ti i 5009.65 0.02 -2.20 24.2 4.88 34.5 4.95 5 7 Co i 4813.48 3.21 0.12 45.4 5.02 31.1 4.56 158 11
Ti i 5016.17 0.85 -0.48 64.8 4.94 64.6 4.76 38 7 Co i 5301.05 1.71 -1.90 20.6 4.90 – – 39 11
Ti i 5020.03 0.83 -0.33 77.6 5.07 79.9 4.91 38 7 Co i 5342.71 4.02 0.74 30.5 4.77 21.2 4.43 190 11
Ti i 5022.87 0.83 -0.33 73.2 4.97 73.6 4.78 38 7 Co i 5352.05 3.58 0.06 24.2 4.85 16.6 4.52 172 11
Ti i 5039.96 0.02 -1.08 73.8 4.95 79.9 4.87 5 7 Co i 5483.36 1.71 -1.50 49.8 5.23 39.6 4.84 39 11
Ti i 5064.65 0.05 -0.94 84.8 5.09 87.7 4.92 5 7 Co i 6093.15 1.74 -2.40 9.2 4.95 8.1 4.75 37 11
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Table 2 continued
Sun HD 218209 Sun HD 218209

Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT Ref. Spec. 𝜆 LEP log(𝑔 𝑓 ) EW log 𝜖 (X) EW log 𝜖 (X) RMT Ref.
(Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex) (Å) (eV) (dex) (mÅ) (dex) (mÅ) (dex)

Ni i 4410.52 3.31 -1.08 57.8 6.39 43.1 5.94 88 4 Ni i 5748.36 1.68 -3.26 28.8 6.26 19.3 5.87 45 4
Ni i 4470.48 3.40 -0.40 79.5 6.24 76.2 5.98 86 4 Ni i 5805.23 4.17 -0.64 40.5 6.30 28.2 5.93 234 4
Ni i 4606.23 3.60 -1.02 48.0 6.37 38.8 6.05 100 4 Ni i 6007.32 1.68 -3.34 25.4 6.24 22.5 6.04 42 4
Ni i 4686.22 3.60 -0.64 62.3 6.30 58.9 6.08 98 4 Ni i 6086.29 4.26 -0.51 43.5 6.30 28.2 5.88 249 4
Ni i 4731.80 3.83 -0.85 45.4 6.35 26.6 5.82 163 4 Ni i 6108.12 1.68 -2.44 65.6 6.30 55.3 5.92 45 4
Ni i 4732.47 4.10 -0.55 44.3 6.29 30.6 5.89 235 4 Ni i 6128.98 1.68 -3.32 25.3 6.21 20.1 5.94 42 4
Ni i 4752.43 3.66 -0.69 59.1 6.33 43.1 5.86 132 4 Ni i 6130.14 4.26 -0.96 21.6 6.24 11.5 5.82 248 4
Ni i 4756.52 3.48 -0.34 77.5 6.19 76.1 5.96 98 4 Ni i 6175.37 4.09 -0.54 50.7 6.32 36.4 5.92 217 4
Ni i 4806.99 3.68 -0.64 61.4 6.35 54.7 6.07 163 4 Ni i 6176.82 4.09 -0.53 63.0 6.54 48.0 6.13 228 4
Ni i 4829.03 3.54 -0.33 80.1 6.24 68.7 5.85 131 4 Ni i 6204.61 4.09 -1.14 21.7 6.26 18.2 6.08 226 4
Ni i 4852.56 3.54 -1.07 44.7 6.28 42.3 6.10 130 4 Ni i 6322.17 4.15 -1.17 18.3 6.24 – – 249 4
Ni i 4904.42 3.54 -0.17 87.1 6.19 78.1 5.84 129 4 Ni i 6327.60 1.68 -3.15 37.9 6.34 27.8 5.97 44 4
Ni i 4913.98 3.74 -0.62 55.3 6.24 42.3 5.84 132 4 Ni i 6378.26 4.15 -0.90 31.5 6.32 23.5 6.04 247 4
Ni i 4935.83 3.94 -0.36 62.9 6.30 48.5 5.88 177 4 Ni i 6414.59 4.15 -1.21 16.8 6.23 – – 244 4
Ni i 4946.03 3.80 -1.29 28.0 6.35 17.0 5.96 148 4 Ni i 6482.81 1.93 -2.63 40.8 6.12 31.8 5.79 66 4
Ni i 4953.21 3.74 -0.66 56.2 6.30 40.9 5.85 111 4 Ni i 6598.61 4.23 -0.98 24.7 6.30 – – 249 4
Ni i 4998.23 3.61 -0.78 57.5 6.33 43.2 5.90 111 4 Ni i 6635.14 4.42 -0.83 24.0 6.31 15.2 5.97 264 4
Ni i 5010.94 3.63 -0.87 48.4 6.23 33.4 5.79 144 4 Ni i 6767.78 1.83 -2.17 79.6 6.47 67.4 6.06 57 4
Ni i 5032.73 3.90 -1.27 23.8 6.31 16.2 6.00 207 4 Ni i 6772.32 3.66 -0.99 48.4 6.27 35.3 5.89 127 4
Ni i 5035.37 3.63 0.29 107.0 6.05 91.5 5.63 143 4 Zn i 4722.16 4.03 -0.39 66.1 4.70 65.0 4.58 2 12
Ni i 5042.19 3.64 -0.57 61.8 6.21 52.6 5.88 131 4 Zn i 4810.54 4.08 -0.17 72.3 4.66 73.6 4.58 2 12
Ni i 5048.85 3.85 -0.37 66.1 6.29 51.5 5.86 195 4 Sr i 4607.34 0.00 0.28 45.4 2.91 32.0 2.28 2 13
Ni i 5082.35 3.66 -0.54 62.5 6.22 55.2 5.92 130 4 Y ii 4883.69 1.08 0.07 57.6 2.33 53.4 2.15 22 14
Ni i 5084.10 3.68 0.03 91.1 6.14 78.2 5.75 162 4 Y ii 5087.43 1.08 -0.17 48.3 2.25 31.1 1.69 20 14
Ni i 5088.54 3.85 -0.91 31.9 6.12 23.9 5.83 190 4 Zr ii 4208.98 0.71 -0.46 44.7 2.68 39.3 2.45 41 15
Ni i 5102.97 1.68 -2.62 48.1 6.16 36.7 5.74 49 4 Ba ii 4554.04 0.00 0.14 174.6 2.17 154.7 1.78 1 16
Ni i 5115.40 3.83 -0.11 75.2 6.19 68.9 5.90 177 4 Ba ii 5853.69 0.60 -0.91 62.8 2.28 51.2 1.87 2 16
Ni i 5155.13 3.90 -0.66 49.2 6.28 34.5 5.86 206 4 Ba ii 6141.71 0.70 -0.03 112.2 2.23 98.9 1.87 2 16
Ni i 5435.87 1.99 -2.60 52.0 6.52 40.0 6.09 70 4 Ba ii 6496.91 0.60 -0.41 97.5 2.30 90.6 2.01 2 16
Ni i 5587.87 1.93 -2.14 55.8 6.08 39.7 5.56 70 4 Ce ii 4562.37 0.48 0.21 21.9 1.65 18.6 1.47 1 17
Ni i 5593.75 3.90 -0.84 45.4 6.35 28.3 5.88 206 4 Ce ii 4628.16 0.52 0.14 18.4 1.63 12.9 1.34 1 17
Ni i 5625.33 4.09 -0.70 38.1 6.24 28.8 5.94 221 4 Nd ii 4446.40 0.20 -0.35 12.7 1.41 8.0 1.08 49 18
Ni i 5637.12 4.09 -0.80 33.3 6.23 – – 218 4 Nd ii 5092.80 0.38 -0.61 7.0 1.48 – – 48 18
Ni i 5641.89 4.10 -1.08 24.6 6.31 13.1 5.87 234 4 Nd ii 5293.17 0.82 0.10 10.3 1.39 – – 75 18
Ni i 5682.21 4.10 -0.47 51.9 6.30 33.9 5.83 232 4 Sm ii 4577.69 0.25 -0.65 5.2 0.96 – – 23 19

References for the adopted 𝑔 𝑓 -values: (1) Takeda et al. (2003), (2) Pehlivan Rhodin et al. (2017), (3) Shi et al. (2011), (4) NIST Atomic Spectra Database
(http://physics.nist.gov/PhysRefData/ASD), (5) Den Hartog et al. (2021), (6) Lawler et al. (2019), (7) Lawler et al. (2013), (8) Lawler et al. (2014), (9) Lawler
et al. (2017), (10) Den Hartog et al. (2011), (11) Lawler et al. (2015), (12) Biemont & Godefroid (1980), (13) Hansen et al. (2013), (14) Hannaford et al. (1982),
(15) Biemont et al. (1981), (16) Klose et al. (2002), (17) Lawler et al. (2009), (18) Den Hartog et al. (2003), (19) Lawler et al. (2006), (†) Bard & Kock (1994),
(*) Meléndez & Barbuy (2009)

During the calculation of the model atmosphere, the effect
of convection on the reported abundances is also taken into
consideration. In one-dimensional (1D) atmosphere modeling,
it is currently common practice to assume a universal value
of 1.5 for the mixing length parameter (𝛼). However, in or-
der to test the impact of convection on final abundances in
this study, the ATLAS models were produced using two dif-
ferent methods for calculating 𝛼. Two well known references
in the literature, Ludwig et al. (1999) and Magic et al. (2015),
for the calculation of 𝛼, yields two different values (1.59 and
1.98) even when the same set of model parameters is employed.
The logarithmic abundance of ionized iron showed a 0.01 dex
increase for the model atmosphere computed with the 𝛼 param-
eter set to 1.59 and the model parameters from the ELODIE
spectrum. For 𝛼 = 1.98, it is +0.02 dex. With regards to the
FGK dwarf field stars, it is expected that the influence of the
mixing length parameter, for instance, on the determination of
metallicity would be minimal, amounting to less than 0.02 dex
over eight dwarf stars (Song et al. 2020). Thus, our results for
HD 218209 confirm those of Song et al. (2020). Regarding the
model parameters of HD 218209 from the PolarBASE spec-

trum, the logarithmic abundance of ionized iron remained the
same for the model atmosphere computed with 𝛼 = 1.59. The
difference in logarithmic abundance is 0.02 dex for 𝛼 = 1.98.

The resulting stellar model parameters for HD 218209 along
with our determination of model parameters of the Sun are
listed in Table 5. Table 4 lists the model parameters reported
for the star in the literature. Rebolo et al. (1988), Abia et al.
(1988), and Kim et al. (2016) show the largest variations com-
pared to our log 𝑔. The abundances obtained for the Solar pho-
tosphere as a result of the Solar analysis are given in Table
3. The Solar abundances from Asplund et al. (2009) are also
included for comparison. In Table 3, we provide a summary
of element abundances based on LTE-based model parameters.
log 𝜖 is the logarithm of the abundances. The errors reported in
log 𝜖 abundances are the 1𝜎 line-to-line scatter in abundances.
[X/H] is the logarithmic abundance ratio of hydrogen to the
corresponding Solar value, and [X/Fe] is the logarithmic abun-
dance considering the Fe i abundance. The error in [X/Fe] is the
square root of the sum of the quadratures of the errors in [X/H]
and [Fe/H]. Table 3 also presents the abundances obtained using
the PolarBase spectrum of the star as [X/Fe] ratio.
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Table 3. Solar abundances obtained by employing the Solar model atmosphere from Castelli & Kurucz (2003) compared to the photospheric abundances from
Asplund et al. (2009). The abundances were calculated using the line EWs.

HD 218209 Sun† Asplund et al. (2009)
Species log 𝜖 (X)1 [X/Fe]1 [X/Fe]2 𝑁1 log 𝜖⊙(X) 𝑁 log 𝜖⊙(X) Δ log 𝜖⊙(X)

(dex) (dex) (dex) (dex)
Na i 5.79±0.09 -0.02±0.14 0.00±0.18 2 6.16±0.07 2 6.24±0.04 0.08
Mg i 7.48±0.06 0.23±0.13 0.09±0.20 2 7.60±0.08 2 7.60±0.04 0.00
Si i 7.28±0.09 0.13±0.14 0.13±0.19 11 7.50±0.07 12 7.51±0.03 0.01
Ca i 6.09±0.10 0.10±0.15 0.10±0.19 18 6.34±0.08 18 6.34±0.04 0.00
Sc i 2.78±0.00 0.01±0.08 -0.33±0.14 1 3.12±0.00 1 3.15±0.04 0.03
Sc ii 3.05±0.06 0.17±0.13 0.18±0.20 7 3.23±0.08 7 3.15±0.04 0.08
Ti i 4.82±0.12 0.21±0.17 0.21±0.21 39 4.96±0.09 43 4.95±0.05 0.01
Ti ii 4.86±0.13 0.22±0.17 0.18±0.19 12 4.99±0.08 12 4.95±0.05 0.04
V i 3.81±0.07 0.17±0.12 0.05±0.15 4 3.99±0.05 5 3.93±0.08 0.06
Cr i 5.30±0.11 -0.06±0.15 -0.01±0.18 19 5.71±0.07 19 5.64±0.04 0.07
Cr ii 5.32±0.16 0.03±0.23 -0.01±0.20 3 5.64±0.14 3 5.64±0.04 0.00
Mn i 5.06±0.15 -0.21±0.21 -0.23±0.23 12 5.62±0.13 13 5.43±0.05 0.19
Fe i 7.17±0.12 -0.02±0.17 -0.01±0.20 128 7.54±0.09 132 7.50±0.04 0.04
Fe ii 7.16±0.07 0.00±0.11 0.00±0.19 15 7.51±0.04 17 7.50±0.04 0.01
Co i 4.62±0.15 0.00±0.23 0.03±0.26 6 4.97±0.15 7 4.99±0.07 0.02
Ni i 5.91±0.12 -0.02±0.17 -0.03±0.21 50 6.28±0.09 54 6.22±0.04 0.06
Zn i 4.58±0.01 0.25±0.09 0.26±0.17 2 4.68±0.03 2 4.56±0.05 0.12
Sr i 2.28±0.00 -0.28±0.08 -0.16±0.14 1 2.91±0.00 1 2.87±0.07 0.04
Y ii 1.92±0.32 -0.02±0.33 -0.15±0.22 2 2.29±0.05 2 2.21±0.05 0.08
Zr ii 2.45±0.00 0.12±0.08 0.27±0.14 1 2.68±0.00 1 2.58±0.04 0.10
Ba ii 1.88±0.09 -0.01±0.13 0.06±0.20 4 2.24±0.06 4 2.18±0.09 0.06
Ce ii 1.40±0.09 0.11±0.12 0.25±0.21 2 1.64±0.02 2 1.58±0.04 0.06
Nd ii 1.08±0.00 0.01±0.09 0.19±0.14 1 1.42±0.05 3 1.42±0.04 0.00
Sm ii – – – – 0.96±0.00 1 0.96±0.04 0.00

(1) The abundances are obtained using the ELODIE spectrum. (2) The abundances are obtained using the PolarBASE spectrum.
(*) Δlog𝜖⊙ (X) = log𝜖⊙ (X)This study − log𝜖⊙ (X)Asplund. (†) The Solar abundances calculated in this study.

Table 4. Atmospheric parameters of HD 218209 from this study.

𝑇eff log 𝑔 [Fe/H] Notes
(K) (cgs) (dex)

5650 4.55 -0.37 This study (ELODIE)
5630 4.43 -0.32 This study (PolarBASE)
5506 4.38 -0.46 Takeda (2023)
5636 4.56 -0.47 Rice & Brewer (2020)
5518 4.39 -0.49 Aguilera-Gómez et al. (2018)
5623 4.46 -0.40 Luck (2017)
5555 4.26 -0.49 Boeche & Grebel (2016)
5565 4.29 -0.49 Boeche & Grebel (2016)
5669 4.24 -0.39 Kim et al. (2016)
5575 4.11 -0.46 Kim et al. (2016)
5607 4.07 -0.58 Kim et al. (2016)
5536 4.37 -0.46 Da Silva et al. (2015)
5705 4.50 -0.43 Mishenina et al. (2015)
5705 4.50 -0.43 Mishenina et al. (2013)
5592 4.25 -0.51 Lee et al. (2011)
5592 4.33 -0.61 Lee et al. (2011)
5592 4.31 -0.65 Lee et al. (2011)
5705 4.50 -0.43 Mishenina et al. (2011)
5539 4.37 -0.50 Da Silva et al. (2011)
5600 – – Casagrande et al. (2011)
5473 4.57 -0.64 Sozzetti et al. (2009)
5506 4.38 -0.46 Takeda et al. (2007)
5693 – – Masana et al. (2006)
5585 4.60 -0.46 Valenti & Fischer (2005)
5684 – – Kovtyukh et al. (2004)
5705 4.50 -0.43 Mishenina et al. (2004)
5665 4.40 -0.60 Gehren et al. (2004)
5478 4.00 -0.60 Rebolo et al. (1988)
5478 4.00 -0.60 Abia et al. (1988)

Table 5. Model atmosphere parameters for HD 218209 and the Sun.

Star 𝑇eff log 𝑔 [Fe/H] 𝜉

(K) (cgs) (dex) (km s−1)

HD 218209† 5650+85
−85 4.55+0.13

−0.13 -0.35+0.07
−0.07 0.60+0.50

−0.50

HD 218209∗ 5630+145
−145 4.43+0.24

−0.24 -0.31+0.13
−0.13 0.35+0.50

−0.50

Sun 5790+45
−45 4.40+0.09

−0.09 0.00+0.04
−0.04 0.66+0.50

−0.50

(†) The ELODIE spectrum was used.
(*) The PolarBase spectrum was used.

4. SUMMARY AND CONCLUSION

We present a line list that can be useful for abundance analysis
of G-type stars over 4080 – 6780 Å wavelength region (i.e.
for spectra from the ELODIE/SOPHIE library). The line list is
expected to be useful for the surveys/libraries with overlapping
spectral regions (e.g. ELODIE library, UVES-580 setting of
Gaia-ESO, and, especially, for the analysis of F- and G-type
stars in general). We identified 363 lines of 24 species that have
accurate 𝑔 𝑓 -values and are free of blends in the spectra of the
Sun and a Solar analogue star, HD 218209. It should be noted
that the GES line list does not contain any atomic transitions
below 4200 Å and unlike the GES line list, the line list created
in this study contains additional four Fe i, one Fe ii, 1 Sc i, 2
Ti i and 1 Co i line below this limit. To assess the uncertainty in
log 𝑔 𝑓 -values and to minimise systematic errors, we calculated
Solar abundances using stellar lines and the high-resolution
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KPNO spectrum of the Sun. For the creation of the line list in
this study, high resolution and high signal to noise ELODIE
spectrum of HD 218209 was used. During the comparison with
the GES line list, discrepancies in the log 𝑔 𝑓 values of some ions
were detected. For example, the average difference in log 𝑔 𝑓
values for 5 V i lines was 0.325±0.328 dex. Similarly, for 11
Mn i lines, the difference was 0.288±0.283 dex. The largest
difference detected was 0.585±0.161 dex over 6 Co i lines. For
the other elements reported in the new line list presented in this
study, the log 𝑔 𝑓 difference was less than 0.1 dex.

To verify the accuracy of the model parameters obtained for
HD 218209 from the ELODIE spectrum, we analyzed the Po-
larBASE spectrum of the same star. The model parameters
from both spectra matched quite well, taking into account the
error margins. The element abundances obtained from both
spectra also matched quite well, except for Sci which was rep-
resented by a single line at 4023.69 Å in both spectra. The
logarithmic abundance from this line in the ELODIE spectrum
showed a 0.3 dex increase. Additionally, three other species
(Sr i, Zr ii, and Ce ii), with the latter two presented by two
transitions in the spectra, had discrepancies in their logarithmic
abundances at around 0.2 dex level. Although the PolarBASE
spectrum had higher resolution than the ELODIE spectrum,
several lines in the PolarBASE did not have clear line pro-
files. Unfortunately, there was only one spectrum available in
the PolarBASE archive, so a more thorough analysis is rec-
ommended to check the abundances of the star from the Po-
larBASE spectrum.

The model parameters obtained for HD 218209 clearly indi-
cate a Solar analogue character for the star. Although no definite
classification scheme exists, Solar analogue stars are defined as
the dwarf stars of early G-type which have properties analogous
to the Sun (e.g. differences in 𝑇eff and log 𝑔 are ± ≤ 100–200 K
and ± ≤ 0.1–0.2 dex). Indeed, seeing the star listed in a recent
study by Takeda (2023) as a Solar analogue was not surprising
for us. The model parameters (𝑇eff = 5506 K, log 𝑔 = 4.38
cgs, [Fe/H]=-0.46 dex, 𝜉 = 0.74 km s−1) reported by Takeda
(2023) are in good agreement with those obtained in this study.
However, we report up-to-date abundances for the star using 24
species identified in both ELODIE and PolarBase spectra of
the star.

HD 218209 is listed in Gaia DR2 (Gaia Collaboration et al.
2018) with Gaia DR2 2213415145505277824 designation and
a 𝑇eff of 5648 K. The surface gravity and metallicity of the
star were not reported. HD 218209 is also listed in the Gaia
DR3 (Gaia Collaboration et al. 2023). Our spectroscopic mea-
surements of the temperature and surface gravity of the star
align very well with the values reported by the Gaia consor-
tium, which are 𝑇eff = 5528 K and log 𝑔 = 4.40 cgs. However,
there seems to be an error in the reported metallicity of the star
by Gaia, which states [Fe/H] = -0.79 dex. This discrepancy is
likely due to the incorrect selection of the template spectrum for

the star in the Gaia DR3, where the metallicity of the template
star is reported as -0.50 dex.

In the Gaia DR3 (Gaia Collaboration et al. 2023), an im-
portant addition is a collection of 220 million low-resolution
BP/RP spectra. The GSP-Phot catalogue provides consistent
estimations of stellar parameters for 471 million sources with
𝐺 < 19 mag, derived from the BP/RP spectra, parallax, and
integrated photometry. It assumes that each source is a single
star and that any intrinsic time variability is lost when using
combined BP/RP spectra. However, it is important to note that
the GSP-Phot results from the BP/RP spectra in the Gaia DR3
may still be affected by systematic effects, particularly in the
[M/H] estimates with large systematic errors. Consequently, it
is advised not to rely on these estimates as they can only provide
qualitative information at best (Beck et al. 2023).

In a study of stellar and sub-stellar companions of nearby
stars from the Gaia DR2 (Gaia Collaboration et al. 2018),
Kervella et al. (2019) examined the status of stars exhibiting
anomalies in their proper motions as binary stars. HD 218209
as a high proper-motion star happens to be one of the common
stars. The study found no evidence of a companion around
HD 218209, even at distances ranging from 1 to 50 astronomical
units (au) and down to planetary masses. Therefore, the authors
concluded that HD 218209 is a single star (P. Kervella, private
communication, 2023).

Soubiran & Girard (2005), in their exploration of abundance
discrepancies between the thin disc and thick disc of the Galaxy,
identified HD 218209 out of the 44 stars as being part of the
Hercules stream with a probability of 0.76. The Hercules stream
shares chemical characteristics with the thin disc, which bol-
sters the dynamic hypothesis (i.e. the influence of the central
bar of the Galaxy impacting stars) of its origin. However, kine-
matic and orbital dynamics analysis for the star is the subject
of another study.
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ABSTRACT
In this study, we have used the Gaia Third Data Release (Gaia DR3) to investigate an intermediate-age open cluster Collinder 74.
We have identified 102 probable cluster members by considering stars with a membership probability exceeding 0.5 and located
within the designated confinement radius. The mean proper-motion components of Collinder 74 are estimated as (𝜇𝛼 cos 𝛿, 𝜇𝛿) =
(0.960 ± 0.005,−1.526 ± 0.004) mas yr−1. We detected previously confirmed four blue straggler stars which show flat radial
distribution. Colour excess, distance, and age of the cluster were estimated simultaneously by fitting PARSEC isochrones to the
observational data on Gaia based colour magnitude diagram. These values were derived as 𝐸 (𝐺BP −𝐺RP) = 0.425 ± 0.046 mag,
𝑑 = 2831 ± 118 pc and 𝑡 = 1800 ± 200 Myr, respectively. The mass function slope was estimated as Γ = 1.34 ± 0.21 within the
mass range 0.65 ≤ 𝑀/𝑀⊙ ≤ 1.58 which is well matched with that of Salpeter. Stellar mass distribution indicated that the massive
and most likely stars are concentrated around the cluster center. The total mass of the cluster was found to be 365 𝑀/𝑀⊙ for the
stars with probabilities 𝑃 > 0. Galactic orbit integration shows that the Collinder 74 follows a boxy pattern outside the solar circle
and is a member of the thin-disc component of the Galaxy.

Keywords: Galaxy: open clusters and associations; individual: Collinder 74; stars: Hertzsprung Russell (HR) diagram; Galaxy:
Stellar kinematics

1. INTRODUCTION

Open star clusters (OCs), also known as Galactic clusters, are
loosely bound groups of stars that emerged from the same
molecular cloud, sharing a common origin and age. As rel-
atively young and dynamically active systems, OCs typically
contain hundreds to thousands of stars that share similar chemi-
cal composition, age, and distance. The formation origin of OCs
plays a crucial role in our understanding of stellar formation and
evolution and makes them ideal laboratories for studying stellar
properties, such as temperature, luminosity, and mass (Lada &
Lada 2003; Kim et al. 2017). Also, member stars of OCs have
similar movement directions in the sky, this knowledge makes
proper-motion components useful tools for separating physical
members from the field star contamination (Sariya et al. 2021).
This method provides a reliable sample of member stars for
the estimation of astrophysical parameters for OCs (Bisht et al.
2020; Sariya et al. 2021).

In this study, we estimated the structural, kinematic, and
astrophysical properties of Collinder 74 (Coll 74) open clus-
ter. The cluster is positioned at 𝛼 = 05h48m40s.8, 𝛿 =

+07◦22′26′′
.4 (J2000) corresponding to Galactic coordinates

𝑙 = 199◦.019, 𝑏 = −10◦.379 according to Cantat-Gaudin et al.
(2020). Coll 74 is a centrally concentrated old open cluster

located in the third Galactic quadrant toward the Galactic anti-
center region. Ann et al. (1999) afforded UBVI CCD photom-
etry and suggested that the age of the cluster is 1300 ± 200
Myr and it is located at 2511 ± 245 pc from the Sun. Tadross
(2001) performed UBV CCD observations and defined colour
excess, distance and age of the cluster as 𝐸 (𝐵 − 𝑉) = 0.38
mag, 𝑑 = 2254 pc and 𝑡 = 1600 Myr, respectively. Dias et al.
(2006) presented the kinematics of the cluster using UCAC2
Catalogue positions and proper motions. They derived proper-
motion components as (𝜇𝛼 cos 𝛿, 𝜇𝛿) = (−0.49,−3.49) mas
yr−1. Carraro & Costa (2007) investigated CCD photometry in
the𝑉 and 𝐼-bands and obtained colour excess, distance and age
of the cluster as 𝐸 (𝐵 − 𝑉) = 0.28 ± 0.04 mag, 𝑑 = 1500
pc and 𝑡 = 3000 Myr, respectively. From the analyses of
𝐵𝑉𝐼 photometry Hasegawa et al. (2008) concluded that the
Coll 74 is 3680 pc away from the Sun and 1400 Myr old
cluster. Dias et al. (2014) derived the mean proper-motion
components by taking into account the U.S. Naval Observa-
tory CCD Astrograph Catalogue (UCAC4; Zacharias et al.
2013) as (𝜇𝛼 cos 𝛿, 𝜇𝛿) = (1.92 ± 0.55,−3.00 ± 0.10) mas
yr−1. Loktin & Popova (2017) redetermined main parame-
ters using published photometric measurements provided by
2MASS catalogue for 959 clusters including Coll 74. They es-
timated colour excess, distance and age as 𝐸 (𝐵 − 𝑉) = 0.418
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Table 1. Basic parameters of the Collinder 74 open cluster collected from the literature.

𝐸 (𝐵 − 𝑉 ) 𝜇V 𝑑 [Fe/H] 𝑡 ⟨𝜇𝛼 cos 𝛿⟩ ⟨𝜇𝛿 ⟩ 𝑉𝛾 Ref
(mag) (mag) (pc) (dex) (Myr) (mas yr−1) (mas yr−1) (km s−1 )

0.38±0.04 13.08±0.25 2511±245 0.07 1300±200 − − − (01)
0.38 13.00 2254 0.054 1600 − − − (02)
0.38 13.21 2549 − 1300 − − − (03)
− − − − − -0.49 -3.49 − (04)

0.28±0.04 11.75±0.10 1500 − 3000 − − − (05)
0.36 13.95 3680 -0.38 1400 − − − (06)
0.604 13.98 2637 − 1230 0.91 -3.86 − (07)
− − − − − 1.92±0.55 -3.00±0.10 − (08)
− − 2510 0.050 1288 − − − (09)

0.418 12.588 3293 − 1400 0.294±0.181 -1.091±0.172 − (10)
− − − − − 0.77±2.15 0.47±3.54 − (11)
− − 2453+797

−484 − − 1.011±0.016 -1.512±0.016 − (12)
− − 2453+797

−484 − − 1.011±0.016 -1.512±0.016 20.18±0.39 (13)
− − 2747±332 − 2190±131 0.981±0.200 -1.497±0.199 − (14)
− − 2453+797

−484 -0.05±0.03 − 1.011±0.121 -1.512±0.122 15.94±17.57 (15)
0.274 11.99 2498±494 − 1900 1.011±0.121 -1.512±0.122 − (16)

0.391±0.076 − 2153±144 -0.083±0.084 2760 0.995±0.170 -1.528±0.175 20.20±0.80 (17)
− − 2356 − 2100 1.011±0.121 -1.512±0.122 20.18±0.39 (18)

0.511±0.074 − 2466±22 − 627±348 0.964±0.007 -1.546±0.007 20.93±4.10 (19)
0.301±0.033 13.052±0.088 2831±118 0.052± 0.034 1800±200 0.960±0.005 -1.526±0.004 20.55±0.41 (20)

(01) Ann et al. (1999), (02) Tadross (2001), (03) Lata et al. (2002), (04) Dias et al. (2006), (05) Carraro & Costa (2007), (06) Hasegawa et al. (2008), (07)
Kharchenko et al. (2013), (08) Dias et al. (2014), (09) Marsakov et al. (2016), (10) Loktin & Popova (2017), (11) Dias et al. (2018), (12) Cantat-Gaudin et al.

(2018), (13) Soubiran et al. (2018), (14) Liu & Pang (2019), (15) Zhong et al. (2020), (16) Cantat-Gaudin et al. (2020), (17) Dias et al. (2021), (18) Tarricq et al.
(2021), (19) Hunt & Reffert (2023), (20) This study

mag, 𝑑 = 3293 pc and 𝑡 = 1400 Myr, respectively. Also,
from RAVE catalogue Loktin & Popova (2017) estimated
proper-motion components in equatorial coordinate system as
(𝜇𝛼 cos 𝛿, 𝜇𝛿) = (0.294 ± 0.181,−1.091 ± 0.172) mas yr−1,
respectively.

With the first data release of the Gaia (Gaia Collaboration
et al. 2016), many researchers investigated the astrometric and
kinematic properties of the Coll 74. According to literature
studies performed with Gaia data, values of the mean radial
velocity of the cluster differs from 15.94±17.57 km s−1 (Zhong
et al. 2020) to 20.20±0.80 km s−1 (Dias et al. 2021) and distance
to the Sun changes between 1500 pc (Carraro & Costa 2007)
and 3680 pc (Hasegawa et al. 2008). Also, the age of the cluster
varies from 1230 Myr (Kharchenko et al. 2013) to 3000 Myr
(Carraro & Costa 2007). The literature results are listed in Table
1 for detailed comparison. The main purpose of this study is to
find out structural, astrophysical, and kinematic properties of
the Coll 74 open cluster.

2. DATA

The astrometric, photometric, and spectroscopic data for Coll
74 open cluster was taken from Gaia’s third data release (Gaia
DR3, Gaia Collaboration et al. 2023). To do this, we used the
central equatorial coordinates of Cantat-Gaudin et al. (2020)
⟨𝛼, 𝛿⟩ = (05h48m40s.8, +07◦22′26′′

.4) and compiled the de-
tected stars in the direction of the cluster for 35′ -radius field.
Hence, we identified 73,326 stars within the applied radius. The

finding chart of the Coll 74 (35′×35′) is shown in Figure 1. The
main cluster catalogue contains each stars’ position (𝛼, 𝛿), pho-
tometric magnitude and colour index (𝐺, 𝐺BP −𝐺RP), trigono-
metric parallax (𝜛), proper-motion components (𝜇𝛼 cos 𝛿, 𝜇𝛿),
radial velocity (𝑉𝛾) and their errors within the 8 < 𝐺 ≤ 22 mag.

To achieve reliable structural and astrophysical parameters
for Coll 74, we obtained a faint limited magnitude of the used
data. For this, we calculated the number of stars that correspond
to the 𝐺 magnitude intervals. The histogram of a number of
stars versus𝐺 magnitudes is shown in Figure 2, where a number
of stars rise towards the fainter𝐺 magnitudes and declines after
a certain limit. This limit value is 𝐺 = 20.5 mag for the Coll 74
and in the following analyses, we used only the stars brighter
than𝐺 = 20.5 mag. We calculated the mean photometric errors
of the stars for 𝐺 magnitude intervals. The mean errors for 𝐺
and 𝐺BP − 𝐺RP colour indices reach up 0.011 and 0.228 mag
for𝐺 = 20.5 limiting magnitude, respectively. The photometric
errors for 𝐺 magnitudes and 𝐺BP − 𝐺RP colour indices versus
𝐺 magnitude intervals are shown in Figure 3.

3. RESULTS

3.1. Spatial structure of Collinder 74

To interpret stellar distribution within the cluster we con-
structed the radial density profile (RDP) considering adopted
central equatorial coordinates presented by Cantat-Gaudin et al.
(2020). We divided the 35′ cluster region into many concen-
tric rings surrounding the cluster center and calculated stellar
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Figure 1. Finding chart of the Coll 74 for 35′×35′ region. Up and left directions
represent North and East, respectively.

Figure 2. Distribution of the stars in the direction of Coll 74 for 𝐺 magnitude
intervals. The photometric completeness limit is indicated by a red dashed line.

Figure 3. Distribution of mean photometric errors obtained for 𝐺 apparent
magnitude (a) and 𝐺BP − 𝐺RP colour index versus 𝐺 magnitude intervals.

densities (𝜌(𝑟)) from the stars within 𝐺 ≤ 20.5 mag. The
stellar densities in ith ring were calculated by the equation of

𝑅𝑖 = 𝑁𝑖/𝐴𝑖 , where, 𝑁𝑖 and 𝐴𝑖 indicate the number of stars and
area of related ring, respectively. To visualise RDP, we plotted
stellar density distribution versus distance from cluster center
and fitted the empirical King (1962) model identified by the
following equation:

𝜌(𝑟) = 𝑓bg +
𝑓0

1 + (𝑟/𝑟c)2 . (1)

Here, 𝑟 is the radius of the cluster. The 𝑓bg, 𝑓0, 𝑟c are the
background stellar density, the central stellar density and the
core radius, respectively. We used the minimum 𝜒2 estimation
for RDP analyses and estimated 𝑓bg, 𝑓0 and 𝑟c. In Figure 4
we showed the best-fit result of RDP which is demonstrated
by the black solid line. It can be seen from the figure that
stellar density is higher near the cluster center and it flattens
toward the outer region of the cluster and at a point merges
with the field star density. This point is described as limiting
radius (𝑟lim) and visually adopted as 10′. The best-fit solution
of RDP analyses resulted that the structural parameters to be
𝑓0 = 8.42±0.35 stars arcmin−2, 𝑓bg = 5.45±0.16 stars arcmin−2

and 𝑟c = 1.38 ± 0.12 arcmin for the Coll 74.

3.2. Membership Analyses of Collinder 74

Working with a sample of stars that are part of the cluster itself
is crucial to accurately characterise its properties, such as its
age, mass, luminosity function, and dynamics. Field star con-
tamination may contribute to noise and bias during the analyses
and can cause inaccurate results. Therefore, field star separa-
tion is necessary to understand the astrophysical, astrometric,
and kinematic properties of the studied cluster. As their phys-
ical formation processes, cluster members are gravitationally

Figure 4. The RDP of King (1962) for Coll 74. Stellar density errors were
determined from Poisson statistics 1/

√
𝑁 , where 𝑁 is the number of stars. The

fitted black curve and horizontal grey shaded area show the best-fitted RDP
and background stellar density, respectively. Also, red-shaded area indicates
the 1𝜎 uncertainty of the fit.
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bound to the cluster. Therefore, they exhibit similar vectorial
movements across the sky relative to the background field stars.
By analyzing proper-motion components, it becomes possible
to identify stars that share the cluster’s motion characteristics as
potential cluster members. Hence, proper-motion components
are useful tools to separate cluster members and calculate their
membership probabilities (Sariya et al. 2021; Bisht et al. 2020).
The precise astrometric data from Gaia DR3 data (Gaia Col-
laboration et al. 2023) provide a crucial role for membership
analyses.

We used the method of Photometric Membership Assign-
ment in Stellar Clusters (UPMASK, Krone-Martins & Moit-
inho 2014) considering Gaia DR3 astrometric data to calculate
membership probabilities of stars in the region of the Coll
74. UPMASK uses a clustering algorithm to group stars that
have similar positions, proper-motion components, trigonomet-
ric parallaxes and are close to each other in space. The algo-
rithm then assigns membership probabilities to each star based
on its likelihood of belonging to a particular cluster. We utilised
the method in five-dimensional astrometric space considering
astrometric measurements (𝛼, 𝛿, 𝜇𝛼 cos 𝛿, 𝜇𝛿 , 𝜛), also their
uncertainties, of each star. To determine the membership possi-
bilities (𝑃) of stars we run the program with 100 iterations. As
a result, taking into account the stars within both the estimated
limiting radius (𝑟lim=10′ ) and the completeness limit 𝐺 = 20.5
mag, for the open cluster Coll 74 we obtained 102 most likely
member stars with membership probabilities of 𝑃 ≥ 0.5. These
stars are used in the estimation of astrometric and astrophysical
parameters of Coll 74.

To visualise the clustering of the most likely member stars,
we plotted vector-point diagram (VPD) by using proper-motion
components of the stars and showed it in Figure 5. It is evi-
dent from the VPD that Coll 74 is embedded in the field stars.
Even if this is the case, the cluster structure can be distin-
guished by investigating the probability values of the stars. We
estimated mean proper-motion values from the stars with mem-
bership probabilities greater than 0.5 and found the values as
(𝜇𝛼 cos 𝛿, 𝜇𝛿) = (0.960 ± 0.005,−1.526 ± 0.004) mas yr−1.
The trigonometric parallax histogram of the most likely mem-
ber stars is shown in Figure 6. By fitting the Gaussian function
to the histogram, we estimated the mean trigonometric parallax
as 𝜛 = 0.363 ± 0.043 mas for the Coll 74 and corresponding
distance value (with the linear equation 𝑑 (pc) = 1000/𝜛) mas
as 𝑑𝜛 = 2755 ± 326 pc. This distance value is close to the
values estimated in Gaia era, as listed in Table 1.

3.3. The Blue Straggler Stars of Collinder 74

Blue straggler stars (BSSs) in open clusters defy the natural
aging process by appearing younger and bluer than their sur-
rounding companions. While most stars in open clusters follow
common evolutionary processes, BSSs defy the laws of stel-
lar evolution in the cluster by reversing this trend. Interactions

Figure 5. VPD of Coll 74. The colour scale on the right panel indicates the
membership probabilities of the stars for the cluster. The enlarged panel inset
shows the cluster’s denser region in VPD. The intersection of the dashed blue
lines represents the mean proper-motion value for Coll 74.

Figure 6. Histogram of star count of the most likely members (𝑃 ≥ 0.5)
in trigonometric parallaxes. The red dashed line indicates the fitted Gaussian
function.

between stars in binary systems or stellar collisions within the
dense cluster environment are among the leading formation
mechanisms for BSSs (Sandage 1953; Zinn & Dahn 1976;
Hills & Day 1976).

We identified four BSSs in Coll 74. These stars are confirmed
as cluster members with membership probabilities 𝑃 ≥ 0.9.
The positions of BSSs are shown in Figure 7. Rain et al.
(2021) defined five BSSs by using Gaia DR2 (Gaia Collabora-
tion et al. 2018) photometric and astrometric data. Due to the
membership analyses being based on Gaia DR3 data and we
took into account the stars within limiting radius (𝑟lim ≤ 10′),
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one of the Rain et al. (2021) BSS was not considered. Jadhav &
Subramaniam (2021) using Gaia DR2 data and identified BSSs
in 1246 open clusters. They found four BSSs members in Coll
74 which are the same star sample as presented in this study.

Ferraro et al. (2012) considering the radial distribution of
BSSs in the clusters, defined three classes for BSSs. Three
of BSSs in Coll 74 are located at a radial distances of 0.42,
0.88, and 0.98 arcmin, whereas one star is located at 6.25
arcmin. According to their radial distribution and the criterion
of Ferraro et al. (2012), we can conclude that the BSSs of Coll
74 show flat distribution and cluster belongs to the family I. The
formation mechanisms of blue stragglers in family I clusters are
thought dominantly to be caused by stellar collisions and mass
transfer in close binary systems.

3.4. Astrophysical Parameters of Collinder 74

To derive age, distance modulus and colour excess of Coll
74, we fitted theoretical PARSEC isochrones of Bressan et al.
(2012) to the observed CMD constructed from the most likely
cluster members. The age, distance modulus and colour ex-
cess of the cluster were estimated simultaneously, while the
metallicity of Coll 74 was taken from Zhong et al. (2020) as
[Fe/H]=−0.052±0.034 dex. We fitted PARSEC models by tak-
ing into account the morphology of the cluster and reached the
best fit. For the selection of the isochrones and estimation of
astrophysical parameters, we transformed the assumed metal-
licity ([Fe/H]=−0.052 ± 0.034 dex) to the mass fraction 𝑧. To
do this, we applied the equation of Bovy1 that are available for
PARSEC models (Bressan et al. 2012). The equations are given
as follows:

𝑧x = 10[Fe/H]+log
(

𝑧⊙
1−0.248−2.78×𝑧⊙

)
, (2)

and

𝑧 =
(𝑧x − 0.2485 × 𝑧x)
(2.78 × 𝑧x + 1) . (3)

where 𝑧x and 𝑧⊙ are intermediate values where solar metallicity
𝑧⊙ was adopted as 0.0152 (Bressan et al. 2012). The calculated
mass fraction is 𝑧 = 0.0136 for Coll 74.

We plotted 𝐺 × (𝐺BP −𝐺RP) and superimposed isochrones,
scaled to the 𝑧 = 0.0136, of different ages (log 𝑡=9.20, 9.25
and 9.30 yr) by visual inspection to the most likely cluster
main-sequence, turn-off and giant members with probabilities
over 𝑃 ≥ 0.5 as shown in Figure 7. The best fit supports the
isochrone with log 𝑡=9.25 yr to the cluster morphology, this
isochrone corresponding to 𝑡 = 1800 ± 200 Myr. The esti-
mated age is comparable with the values of Tadross (2001) and
Cantat-Gaudin et al. (2020). Also, good isochrone fitting result
supplies the distance modulus and colour excess of the Coll 74

1 https://github.com/jobovy/isodist/blob/master/isodist/Isochrone.py

Figure 7. Colour-magnitude diagram for the studied cluster Coll 74. Different
colour and colourbar scales show the membership probabilities of stars with
𝑃 ≥ 0.5. Stars with probabilities 𝑃 < 0.5 are demonstrated with filled grey
circles. BSSs of the cluster are shown in a blue dashed-lined box. The best
solution of fitted isochrones and their errors are inferred as the blue and green
lines, respectively. The age of the blue-lined isochrone matches 1800 Myr for
the cluster.

to be 𝜇G = 13.052±0.088 mag, corresponding to isochrone dis-
tance 𝑑iso = 2831±118 pc and 𝐸 (𝐺BP −𝐺RP) = 0.425±0.046
mag, respectively. We used the relations of Carraro et al. (2017)
to estimate the errors of distance modulus and isochrone dis-
tance. Our derived isochrone distance is compatible with most
of the studies presented by different researchers (see Table 1) as
well as the trigonometric parallax distance, 𝑑𝜛 = 2755 ± 326
pc, estimated in this study. For a more accurate compari-
son with literature studies, we converted this value to the
𝑈𝐵𝑉-based colour excess 𝐸 (𝐵 − 𝑉). We utilised the equation
𝐸 (𝐺BP−𝐺RP) = 1.41×𝐸 (𝐵−𝑉) given by Sun et al. (2021) and
determined the value as 𝐸 (𝐵 − 𝑉) = 0.301 ± 0.033 mag. This
result is close to the values given by Tadross (2001), Lata et al.
(2002), Carraro & Costa (2007) and Hasegawa et al. (2008)
within the errors (see Table 1).

We also estimated heliocentric Galactic coordinates
(𝑋,𝑌, 𝑍)⊙ of Coll 74. Here, 𝑋 is the distance from the Galactic
center in the Galactic plane (𝑙 = 0o, 𝑏 = 0o), 𝑌 is the dis-
tance in the direction of Galactic rotation (𝑙 = 90o, 𝑏 = 0o)
and 𝑍 is the vertical distance from Galactic plane to the North
Galactic Pole (𝑙 = 0o, 𝑏 = 90o). Galactocentric coordinates
provide a convenient way to describe the positions of celes-
tial objects relative to the Galactic center, Sun, and Galac-
tic plane. By considering isochrone distance, Galactic longi-
tude, and latitude of the cluster, we derived these distances as
(𝑋,𝑌, 𝑍)⊙ = (−2633,−907,−510) pc.
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4. GALACTIC ORBIT STUDY OF THE COLLINDER
74

The Galactic orbits of open clusters are important for under-
standing how these celestial objects dynamically evolve within
the Milky Way (Taşdemir & Yontan 2023). We derived the or-
bits and orbital parameters of Coll 74 with the help of the python
based Galactic dynamics library galpy2 of Bovy (2015). This
library implements MWPotential2014 model, which com-
monly uses a potential model in Galactic dynamics. The MW-
Potential2014 model is based on a combination of different
components that represent the various structures within the
Milky Way, including the bulge, disc, and halo. These compo-
nents are parameterised to approximate the observed properties
of the Galaxy: the bulge is modelled as a power-law density pro-
file as described in Bovy (2015), the disc is typically modelled
as an exponential disk with a specified scale length and scale
height as defined by Miyamoto & Nagai (1975) and the halo is
often modelled as a spherical or ellipsoidal distribution with a
specified density profile as defined by Navarro et al. (1996). We
accepted Sun’s Galactocentric distance and orbital velocity as
𝑅gc = 8 kpc and 𝑉rot = 220 km s−1, respectively (Bovy 2015;
Bovy & Tremaine 2012), as well as Sun’s distance from the
Galactic plane was adopted as 25 ± 5 pc (Jurić et al. 2008).

The mean radial velocity (𝑉𝛾) of the cluster was calculated
from available Gaia DR3 radial velocity measurements of the
stars. We considered the most likely member stars with prob-
abilities over 𝑃 ≥ 0.5 whose number are 16. We used the
equations of Soubiran et al. (2018) which are based on the
weighted average of the radial velocities of the stars. Hence,
the mean radial velocity of the Coll 74 was determined as
𝑉𝛾 = 20.55±0.41 km s−1 which is in good agreement with mean
radial velocity findings presented by Soubiran et al. (2018),
Dias et al. (2021), Tarricq et al. (2021) and Hunt & Reffert
(2023). To estimate orbital parameters, we used equatorial co-
ordinates (𝛼 = 05h48m40s.8, 𝛿 = +07o22′26′′

.4) taken from
Cantat-Gaudin et al. (2020), mean proper-motion components
(𝜇𝛼 cos 𝛿 = 0.960 ± 0.005, 𝜇𝛿 = −1.526 ± 0.004 mas yr−1),
isochrone distance (𝑑iso = 2831± 118 pc) and the radial veloc-
ity (𝑉𝛾 = 20.55±0.41 km s−1) calculated in the study (see also
Table 2) for Coll 74 as input parameters.

The orbit integration was applied for the forward with an
integration step of 1 Myr up to 2.5 Gyr to estimate the possible
current position of Coll 74. The resultant orbit is shown in
Figure 8a. The figure pictures the path followed by the cluster
in 𝑍 × 𝑅gc plane, which represents the side view of the orbit.
Here, 𝑍 and 𝑅gc are the distance from the Galactic plane and
the Galactic center, respectively. Also, the orbit analyses were
carried out for the past epoch across a time equal to 𝑡 = 1800±
200 Myr of the cluster’s age. Figure 8b shows the cluster’s
distance variation in time on the 𝑅gc × 𝑡 plane. The figure also

2 See also https://galpy.readthedocs.io/en/v1.5.0/

Figure 8. The Galactic orbits and birth radii of Coll 74 in the 𝑍 × 𝑅gc (a) and
𝑅gc × 𝑡 (b) planes. The filled yellow circles and triangles show the present-day
and birth positions, respectively. The red arrow is the motion vector of Coll 74.
The green and pink dotted lines show the orbit when errors in input parameters
are considered, while the green and pink filled triangles represent the birth
locations of the open cluster based on the lower and upper error estimates.

represents the influence of errors in the input parameters on
the orbit of Coll 74. Orbit analyses stated that the Coll 74
was formed outside the solar vicinity with a birth radius of
𝑅gc = 10.97 ± 0.32 kpc.

From the orbit integration we derived the following pa-
rameters for Coll 74: apogalactic (𝑅a = 10987 ± 112 pc)
and perigalactic (𝑅p = 9337 ± 20 pc) distances, eccentric-
ity (𝑒 = 0.081 ± 0.004), maximum vertical distance from
Galactic plane (𝑍max = 506 ± 22 pc), space velocity compo-
nents (𝑈,𝑉,𝑊 = −11.43 ± 0.79, −29.50 ± 1.08, −2.56 ± 0.05
km s−1), and orbital period (𝑃orb = 291 ± 2 Myr). The Lo-
cal Standard of Rest (LSR) correction was applied to the
(𝑈,𝑉,𝑊) components of the Coll 74. To do this, we con-
sidered the space velocity component values (𝑈,𝑉,𝑊)⊙ =

(8.83± 0.24, 14.19± 0.34, 6.57± 0.21) km s−1 of Coşkunoǧlu
et al. (2011). Hence, LSR corrected space velocity components
were found to be (𝑈,𝑉,𝑊)LSR = (−2.60±0.25, −15.31±1.13,
4.01 ± 0.22) km s−1. Total space velocity was estimated as
𝑆LSR = 16.04 ± 1.18 km s−1, which is compatible with the
velocity value given for thin-disc objects (Leggett 1992). We
interpreted from the perigalactic and apogalactic distances that
Coll 74 is completely outside the solar circle (Figure 8a). The
cluster reaches a maximum distance above the Galactic plane
at 𝑍max = 506 ± 22 pc, which shows that Coll 74 belongs to
the thin-disc component of the Milky Way (Bilir et al. 2006a,b,
2008).
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5. LUMINOSITY AND MASS FUNCTIONS

The luminosity function (LF) of an open cluster represents the
number of stars at different brightness within the cluster. The
LF and mass function (MF) of open clusters are related because
the luminosity of a star is generally correlated with its mass.
This correlation is also defined as mass-luminosity relation and
provides transformation of LF into the MF (Bisht et al. 2019).

For LF analyses of Coll 74, first, we selected the main-
sequence stars with membership probabilities 𝑃 > 0 and lo-
cated inside the limiting radius obtained in the study (𝑟obs

lim =

10′). Hence, we reached 324 stars within the 15 ≤ 𝐺 ≤ 20.5
magnitude interval. Then considering distance modulus (𝑀G =

𝐺 − 5 × log 𝑑 + 𝐴G) with apparent magnitude (𝐺), isochrone
distance (𝑑iso) and 𝐺 band absorption (𝐴G) estimated in the
study, we transformed apparent 𝐺 magnitudes into the absolute
𝑀G magnitudes. The histogram of LF for the cluster that con-
structed an interval of 1 mag is shown in Figure 9. This figure
shows that the number of main-sequence stars increases up to
𝑀G=6 mag properly, after this limit the counts drop gradually.

For MF estimation, we used PARSEC isochrones (Bressan
et al. 2012) that scaled to the derived age and adopted metallic-
ity fraction (𝑧) for the cluster. From this isochrone, we produced
a high-degree polynomial equation between the 𝐺-band abso-
lute magnitudes and masses. By applying this equation to the
selected main-sequence stars (𝑃 > 0), we transformed their
absolute magnitudes 𝑀G into masses. Hence, we found a mass
range of the 324 stars within the 0.65 ≤ 𝑀/𝑀⊙ ≤ 1.58. The
MF slope was derived from the following equation:

log(dN/dM) = −(1 + Γ) × log 𝑀 + 𝐶. (4)

In the equation 𝑑𝑁 is the number of stars per unit mass 𝑑𝑀 ,
𝑀 is the central mass, 𝐶 denotes the constant for the equation,
and Γ represents the slope of the MF. The estimated MF slope
for Coll 74 is Γ = 1.34 ± 0.21, which is in good agreement
with the value of Salpeter (1955). The resulting MF is shown
in Figure 10.

The masses of stars in Coll 74 were derived as a function
of stars’ membership probabilities. The number of stars with
probabilities 𝑃 > 0 and 𝑃 ≥ 0.5 was determined as 324 and

Figure 9. The luminosity function of Coll 74.

102, respectively. Hence, the total mass of the cluster for these
probabilities is to be 365𝑀⊙ and 132𝑀⊙ , respectively. We in-
terpreted that the total mass of the cluster estimated from the
stars with probabilities 𝑃 ≥ 0.5 corresponds to about 36% of
the total mass for the stars with all probabilities. To investigate
the mass distribution of the stars in Coll 74, 324 stars with
𝑃 > 0 were plotted according to their equatorial coordinates
and membership probabilities as shown in Figure 11. It can be
interpreted from the figure that the stars with probabilities over
0.8 and massive ones are mostly concentrated central region of
the cluster, whereas low-mass stars with probabilities under 0.8
are distributed beyond the cluster center. This case shows that
the Coll 74 is a mass segregated open cluster.

Figure 10. Derived mass function for Coll 74. The blue line represents the
MF, whereas the green lines indicate the ±1𝜎 standard deviations. The black
dashed line represented Salpeter (1955)’s slope.

Figure 11. Mass distribution of the stars in the Coll 74. The radius sizes of
the stars indicate the masses, and the different colours show the membership
probabilities of the stars. The intersection of the red dashed lines indicates the
central position of the cluster in the equatorial coordinate system.

6. CONCLUSION

We performed a detailed Gaia DR3 data-based study of open
cluster Collinder 74. The number of member stars with prob-
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abilities over 0.5 were 102. Considering these stars, we cal-
culated structural and fundamental astrophysical parameters,
investigated luminosity and mass functions, and estimated the
orbit of the cluster. All parameters obtained in the study are
listed in Table 2. The main results of the study are summarized
as follows:

1. From the RDP analyses, we determined the limiting radius
by visual inspection as 𝑟obs

lim = 10′ .
2. Considering results of photometric completeness limit,

membership probability analyses, and limiting radius, we iden-
tified 102 most likely members with probabilities 𝑃 ≥ 0.5 for
Coll 74. These stars were used in the cluster analyses.

3. The mean proper-motion components were obtained as
(𝜇𝛼 cos 𝛿, 𝜇𝛿) = (0.960 ± 0.005,−1.526 ± 0.004) mas yr−1.

4. Four most probable BSS members were identified within
the limiting radius of the cluster. We concluded that the Coll
74 belongs to family I according to the radial distribution of its
BSSs.

5. The metallicity value for the cluster was adopted as
[Fe/H] = −0.052 ± 0.034 dex which is presented by Zhong
et al. (2020). We transformed this value into the mass fraction
𝑧 = 0.0136 and kept it as a constant parameter for the age and
distance modulus estimation.

6. By fitting PARSEC isochrone (Bressan et al. 2012) to the
𝐺 versus (𝐺BP−𝐺RP) colour-magnitude diagram, we estimated
colour excess of the Coll 74 as 𝐸 (𝐺BP −𝐺RP) = 0.425± 0.046
mag, which corresponds to a colour excess in 𝑈𝐵𝑉 system to
be 𝐸 (𝐵 −𝑉) = 0.301 ± 0.033 mag. We estimated this value by
using the equation 𝐸 (𝐺BP −𝐺RP) = 1.41 × 𝐸 (𝐵 −𝑉) as given
by Sun et al. (2021).

7. The isochrone fitting distance of Coll 74 was determined
as 𝑑iso = 2831±118 pc. This value is supported by the distance
𝑑𝜛= 2755 ± 326 pc that derived from mean trigonometric
parallax.

8. PARSEC isochrone of Bressan et al. (2012) provides the
age of the cluster to be 𝑡 = 1800 ± 200 Myr.

9. The LF and MF were investigated from the main-sequence
stars with probabilities 𝑃 > 0. The MF slope was found as
Γ = 1.34 ± 0.21 which is in good agreement with the value of
Salpeter (1955).

10. Orbit integration was performed via MWPoten-
tial2014 model. We concluded that Coll 74 orbits in a boxy
pattern outside the solar circle, as well as the cluster, is a mem-
ber of the thin-disc component of the Milky Way. Moreover, the
birth radius (10.97 ± 0.32 kpc) shows that the forming region
of the cluster is outside the solar circle.
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Table 2. Fundamental parameters of Coll 74.

Parameter Value

(𝛼, 𝛿)J2000 (Sexagesimal) 05:48:40.8, +07:22:26.4
(𝑙, 𝑏)J2000 (Decimal) 199.0189, −10.3791
𝑓0 (stars arcmin−2) 8.42 ± 0.35
𝑓bg (stars arcmin−2) 5.45 ± 0.16
𝑟c (arcmin) 1.38 ± 0.12
𝑟lim (arcmin) 10
𝑟 (pc) 8.24
Cluster members (𝑃 ≥ 0.5) 102
𝜇𝛼 cos 𝛿 (mas yr−1) 0.960 ± 0.005
𝜇𝛿 (mas yr−1) −1.526 ± 0.004
𝜛 (mas) 0.363 ± 0.043
𝑑𝜛 (pc) 2755 ± 326
𝐸 (𝐵 −𝑉) (mag) 0.301 ± 0.033
𝐸 (𝐺BP − 𝐺RP) (mag) 0.425 ± 0.046
𝐴G (mag) 0.792 ± 0.086
[Fe/H] (dex)∗ −0.052 ± 0.034
Age (Myr) 1800 ± 200
Distance modulus (mag) 13.052 ± 0.088
Isochrone distance (pc) 2831 ± 118
(𝑋,𝑌, 𝑍)⊙ (pc) (−2633, −907, −510)
𝑅gc (kpc) 10.67
MF slope 1.34 ± 0.21
Total mass (𝑀/𝑀⊙) (𝑃 > 0) 365
𝑉𝛾 (km s−1) 20.55 ± 0.41
𝑈LSR (km s−1) −2.60 ± 0.25
𝑉LSR (kms−1) −15.31 ± 1.13
𝑊LSR (kms−1) 4.01 ± 0.22
𝑆LSR (kms−1) 16.04 ± 1.18
𝑅a (pc) 10987 ± 112
𝑅p (pc) 9337 ± 20
𝑧max (pc) 506 ± 22
𝑒 0.081 ± 0.004
𝑃orb (Myr) 291 ± 2
Birthplace (kpc) 10.97 ± 0.32
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ABSTRACT
Phytochemicals are important compounds produced by plants that have various beneficial effects on human health. These com-
pounds are found in plant structures and are known to exhibit properties such as anticancer, antioxidant, and antiviral effects,
making them valuable for medical studies as potential active ingredients for drugs. Phenolic compounds are compounds that have
a protective effect in various disease classes such as cardiovascular diseases, cancer, and neurodegenerative diseases. Hydroxycin-
namic acids are also phenolic compounds, and prominent groups of compounds include p-coumaric acid, caffeic acid, sinapic acid
and ferulic acid. These compounds are known to have various therapeutic effects, from antioxidant to anticancer effects. DNA,
one of the receptors used as a target in anticancer studies, is targeted by small molecules with therapeutic effect. Theoretically, an
estimate of such interactions can be made at the atomic level with the molecular docking method. In addition, pharmacokinetic
properties can be determined by making estimations of absorption, distribution, metabolism, excretion, and toxicity of drug candi-
date molecules with ADMET studies. In this study, optimized structures, chemical stability, interactions with DNA and ADMET
profiles of hydroxycinnamic acids (caffeic acid, ferulic acid, p-coumaric acid, and sinapic acid) were elucidated.
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1. INTRODUCTION

Phytochemicals are compounds that plants produce to protect
themselves. Phytochemical compounds and the number of com-
pounds in the content vary according to the plant species. Over
5000 phytochemicals have been identified to date, but many
more remain unidentified (Tsao & Deng 2004). Phytochemi-
cals are divided into five main groups as carotenoid, pheno-
lic compounds, alkaloids, nitrogen-containing compounds, and
organosulfur group. Among them, phenolic compounds are di-
vided into five branches. These branches are tannins, phenolic
acids, flavonoids, coumarins and stilbenes. Among them, phe-
nolic acid is classified as hydroxycinnamic acid and hydroxy-
benzoic acid.

Hydroxycinnamic acids, which are compounds with a C6-
C3 phenylpropane structure, differ according to the position
and number of hydroxyl groups attached to the phenylpropane
ring. The most common types of hydroxycinnamic acid found
in fruits and vegetables are chlorogenic acid, caffeic acid, p-
coumaric acid, ferulic acid, and sinapic acid.

P-Coumaric acid is a compound with antioxidant, anti-
inflammatory, anti-cancer, anti-diabetic, and anti-melanogenic
properties and the most dominant hydroxycinnamic acid in
citrus fruits and pineapple (Roychoudhury et al. 2021). P-

coumaric acid has a protective effect in atherosclerosis, oxida-
tive cardiac injury, oxidative heart damage, UV-ocular tissue
damage, neuron damage, anxiety, gout, and diabetes (Kian-
mehr et al. 2020). Caffeic acid, is the most dominant hydrox-
ycinnamic acid in plums, apples, apricots, blueberries, and
tomatoes, and has antioxidant, anti-inflammatory, anticancer,
and neuroprotective effects (Alam et al. 2022). Caffeic acid has
been found to be effective against various types of human cancer
(Alam et al. 2022; Jung et al. 2007; Kang et al. 2011). Addi-
tionally, it is an antioxidant and anti-inflammatory agent (Alam
et al. 2022; Korkina 2007). Ferulic acid has anti-inflammatory,
antioxidant, antimicrobial activity, anticancer, and antidiabetic
effect. Additionally, ferulic acid shows low toxicity and strong
antioxidant effect (Zduńska et al. 2018). Sinapic acid has antiox-
idant, antimicrobial, anti-inflammatory, anticancer, and anti-
anxiety properties (Nićiforović & Abramovič 2014).

DNA has two main functions as transcription and replication.
These functions have an important place in the proper function-
ing of the cells living and multiplying, as well as other processes
in the body. DNA is one of the targets of different therapeutics
such as anticancer and antiviral drugs. Small molecules can act
as a drug when activation or inhibition of DNA functions is re-
quired to exert a therapeutic effect (Bıçak et al. 2022). Various
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theoretical methods are used to evaluate interactions between
target macromolecules and small compounds. One of them is
the molecular docking method. The aim of this study is to ex-
amine the interactions of hydroxycinnamic acids with B-DNA
and to elucidate their chemical stability, absorption, absorption
distribution, metabolism, excretion, and toxicity profiles.

2. MATERIAL METHOD

2.1. Optimization and HOMO-LUMO Analysis

The initial structures of caffeic acid, ferulic acid, p-coumaric
acid, and sinapic acid were taken from the PubChem site with
the corresponding PubChem CID numbers 689043, 445858,
637542, and 637775 (Kim et al. 2023). The optimizations of
the hydroxycinnamic acids were carried out by the Gaussian09
package program (Frisch et al. 2009) using the DFT method
and B3LYP/6311++G(d, p) basis set. For the determination of
frontier molecular orbitals required to obtain properties such
as chemical stability, ionization potential, electron affinity, and
chemical hardness of all molecules under a vacuum environ-
ment.

2.2. Molecular Docking Analysis

The molecular docking method, which has an important place
in the discovery of molecules with the potential of being a drug,
allows to reveal of the lowest energy binding score between lig-
and and receptor complex structure by molecular interactions.
All ligands (caffeic acid, p-coumaric acid, sinapic acid, fer-
ulic acid) were prepared at AutoDockTools 1.5.6 software. The
structure of a B-DNA Dodecamer (PDB Code: 1BNA; Drew et
al. 1981) was selected as a receptor and downloaded from pro-
tein data bank1. All water molecules in pdb file were removed,
polar hydrogen atoms were added, and grid boxes were ad-
justed at AutoDockTools 1.5.6 software. After all preparations
were completed, the molecular docking studies were realized
by AutoDock Vina 1.1.2 (Trott & Olson 2010) and obtained
binding affinities and RMSD values. The receptor-ligand inter-
actions were visualized by PyMOL (DeLano 2002) software
program with the obtained interaction information.

2.3. ADMET Analysis

The ADMET analyses of the caffeic acid, p-coumaric acid,
sinapic acid, and ferulic acid were carried out by the online
server pkCSM (Pires et al. 2015).

1 https://www.rcsb.org/

3. RESULT AND DISCUSSION

3.1. Structural Analysis

The hydroxycinnamic acids were optimized to obtain the val-
ues of bonds, angles, and dihedral angles with the DFT method
B3LYP/6-311++ G(d, p) basis set using the Gaussian09 pack-
age program (see Tables A1, A2, A3, and A4). The energies of
optimized structures were given in Table 1. Sinapic acid was
determined as having the lowest energy among the hydroxycin-
namic acids.

3.2. HOMO-LUMO Analysis

The highest occupied molecular orbital (HOMO) and the lowest
unoccupied molecular orbital (LUMO) are related to the chem-
ical reactivity and kinetic stability. Additionally, the HOMO is
related to the ability to donate an electron and the LUMO is
related to the ability to obtain an electron (Bıçak 2023; Saraç
2018).

The HOMO and LUMO energy values for p-coumaric acid
in a vacuum environment were –6.40910 eV and -2.13582 eV,
respectively. The HOMO and LUMO energy values for caffeic
acid in a vacuum environment were –6.28610 eV and -2.1317
eV, respectively. The HOMO and LUMO energy values for
ferulic acid in a vacuum environment were –6.351685 eV and -
2.12439 eV, respectively. The HOMO and LUMO energy values
for sinapic acid in a vacuum environment were –6.10978 eV
and -2.08276 eV, respectively (see Table 2).

The large HOMO-LUMO energy gap is associated with high
molecular stability. The smaller the difference (Δ𝐸) in the en-
ergy levels, the easier the reaction will occur (Bıçak 2023; Saraç
2018). In this study, p-coumaric acid had the largest HOMO-
LUMO gap, while sinapic acid had the smallest HOMO-LUMO
gap. In addition, ionization potential, electron affinity, elec-
tronegativity, chemical potential, and chemical hardness infor-
mation of the hydroxycinnamic acids were given in Table 2.

3.3. Molecular Docking Analysis

3.3.1. p-coumaric acid

To investigate the interaction of the p-coumaric acid molecule
with B-DNA, nine different conformations of p-coumaric acid
bound to B-DNA were defined. The most stable binding
pose and binding affinity value among them were determined
through molecular docking analysis. The best binding poses
which corresponds to the best binding affinity value was cal-
culated as −5.5 kcal mol−1. The p-coumaric acid made six hy-
drogen bonds with B-DNA. The hydrogen bonding and close
interactions between p-coumaric acid and B-DNA were given
in Figure 1 and Table 3. At the close interactions, it was ob-
served that the guanines belonging to DNA and the p-coumaric
acid molecule had interacted eawith ch other. DG10 and DG16,
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Table 1. The energies of the optimized structures of hydroxycinnamic acids.

Hydroxycinnamic acids
Energy

a.u. kcal mol−1 eV

p-Coumaric acid -573.6201 -359952 -15609.00670

Caffeic acid -648.8678 -407171 -17656.60088

Ferulic acid -688.1695 -431833 -18726.05471

Sinapic acid -802.7282 -503720 -21843.35682

Table 2. The calculated values of ionization potential, electron affinity, electronegativity, chemical hardness, chemical softness and HOMO-
LUMO gaps for hydroxycinnamic acids.

Hydroxycinnamic acids p-Coumaric acid Caffeic acid Ferulic acid Sinapic acid
Vacuum TDDFT/B3LYP-6311++G(d, p) (a.u.) (eV) (a.u.) (eV) (a.u.) (eV) (a.u.) (eV)
HOMO energy EHOMO -0.23553 -6.40910 -0.23101 -6.28610 -0.23342 -6.35168 -0.22453 -6.10978
LUMO energy ELUMO -0.07849 -2.13582 -0.07834 -2.13174 -0.07807 -2.12439 -0.07654 -2.08276
Ionization potential I = −EHOMO 0.23553 6.40910 0.23101 6.28610 0.23342 6.35168 0.22453 6.10978
Electron affinity A = −ELUMO 0.07849 2.13582 0.07834 2.13174 0.07807 2.12439 0.07654 2.08276
Electronegativity 𝛘 = (I + A)/2 0.15701 4.27246 0.15468 4.20906 0.15575 4.23818 0.15054 4.09640
Chemical potential 𝛍 = −(I + A)/2 -0.15701 -4.27246 -0.15468 -4.20906 -0.15575 -4.23818 -0.15054 -4.09640
Chemical hardness 𝛈 = (I − A)/2 0.07852 2.13664 0.07634 2.07732 0.07768 2.11378 0.07400 2.01364
𝚫𝑬(gap) ELUMO − EHOMO 0.15704 4.27328 0.15267 4.15436 0.15535 4.22729 0.14799 4.02701

which have close interactions with p-coumaric acid, were de-
termined to form hydrogen bonds with p-coumaric acid.

It was observed that especially DG10 and DG16 are involved
in hydrogen bond interactions as both donors and acceptors.
O2 and O3 atoms of p-coumaric acid and H1 bonded to O3
played the most active role in hydrogen bond interactions. The
p-coumaric acid made very strong hydrogen bonds. Especially
strong hydrogen bonds of 2.1 Å lengths of H1 and O3 atoms

of coumaric acid with DG16 and DG10 have come to the fore.
Information on all other hydrogen bond interactions between
p-coumaric acid and B-DNA is given in Table 3.

3.3.2. Caffeic acid

Molecular docking analysis of DNA, which is the main target of
therapeutic molecules, and caffeic acid, which has therapeutic
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Figure 1. The close interactions of the p-coumaric acid (purple) with
B-DNA.

Table 3. Hydrogen bond interactions of Coumaric acid-B-DNA com-
plex.

Binding Affinity: -5.5 kcal mol−1

Donor Atom Acceptor Atom Bond Length (Å)
H1 of Coumaric acid N2 of DG16 (Chain B) 2.1
H1 of Coumaric acid N2 of DG10 (Chain A) 2.5
H22 of DG16 (Chain B) O2 of Coumaric acid 2.9
H22 of DG16 (Chain B) O3 of Coumaric acid 2.4
H22 of DG10 (Chain A) O3 of Coumaric acid 2.1
H3 of DG10 (Chain A) O3 of Coumaric acid 2.5

effects, was performed in this study. Molecular docking analysis
identified nine different conformations of caffeic acid docked
to DNA, yielding the most stable binding pose and binding
affinity value. As a result of molecular docking analysis, the
best binding affinity value was calculated as −6.2 kcal mol−1.
The hydrogen bonding and close interactions between caffeic
acid and B-DNA were given in Figure 2 and Table 4. By looking
at the close interactions, it was observed that the adenines,
guanines, and cytosines belonging to DNA and the caffeic acid
molecule interact. DC9, DG10, DG12, DG14, DC15, DG16,
and DA17, which have close interactions with caffeic acid, were
determined to form hydrogen bonds with caffeic acid.

Similar to literature studies (Ali et al. 2017; Sreejith, Mohan
& Kurup 2017), it was determined that DA17, DG10, and DG16
of B-DNA were involved in hydrogen bond interactions as both
donor and acceptor. Looking at the hydrogen bond interactions,
it was seen that the H1, O1, and O4 atoms of caffeic acid
played the most active role in binding to B-DNA. In docking
studies, the stability of the complex structure and the strong
bonding profile are directly proportional to the hydrogen bond
interactions. In the hydrogen bond interactions, the strongest
interaction occurred between the H1 of caffeic acid and the
N2 atom of DG16, and its length was determined as 2.2 Å.

Information on all other hydrogen bond interactions between
caffeic acid and B-DNA is given in Table 4.

Figure 2. The close interactions of the caffeic acid (purple) with B-
DNA.

Table 4. Hydrogen bond interactions of Caffeic acid with B-DNA.

Binding Affinity: -6.2 kcal mol−1

Donor Atom Acceptor Atom Bond Length (Å)
H3 of Caffeic acid O4’ of DG12 (Chain A) 3.2
H1 of Caffeic acid N3 of DA17 (Chain B) 2.9
H1 of Caffeic acid O2 of DC9 (Chain A) 2.4
H1 of Caffeic acid N2 of DG16 (Chain B) 2.2
H2 of Caffeic acid N2 of DG10 (Chain A) 3.2
H2 of Caffeic acid O2 of DC15 (Chain B) 2.6
H3 of DA17 (Chain B) O4 of Caffeic acid 2.4
H22 of DG16 (Chain B) O4 of Caffeic acid 2.8
H21 of DG16 (Chain B) O4 of Caffeic acid 3.1
H21 of DG14 (Chain B) O1 of Caffeic acid 2.9
H22 of DG10 (Chain A) O1 of Caffeic acid 2.5
H21 of DG10 (Chain A) O1 of Caffeic acid 2.9

3.3.3. Sinapic acid

By docking study of sinapic acid and B-DNA, the most suitable
binding poses and binding affinities were determined, and the
best binding affinity value was calculated as −6.4 kcal mol−1

through the AutoDock Vina program. The sinapic acid made
four hydrogen bonds with DG10, DA17, and DA18 of B-DNA.
According to the literature, DG10, DA17, and DA18 are im-
portant residues in hydrogen bonding interaction with B-DNA
(Ali et al. 2017; Sreejith, Mohan & Kurup 2017). The hydro-
gen bonding and close interactions between sinapic acid and
B-DNA were given in Figure 3 and Table 5.

When we examined the resulting profile of molecular dock-
ing, we observed that especially DA17 is involved in hydrogen
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bond interactions as both donors and acceptors. O15 and H28
atoms of sinapic acid formed hydrogen bonds with N3 and H3
atoms of DA17. These hydrogen bonds have 2.4 Å and 2.3
Å lengths. Looking at other hydrogen bonds, H28 and O15 of
sinapic acid formed a hydrogen bond with O4’ atom of DA18
and H22 atom of DG 10, respectively. These hydrogen bonds
have 2.5 Å and 2.4 Å lengths. In hydrogen bond interactions,
an interaction with a length of around 2 Å indicates that a
strong or medium hydrogen bond interaction is formed. Sinapic
acid tends to have neither very strong nor very weak hydrogen
bond interactions with DNA. Information on all other hydro-
gen bonding interactions between sinapic acid and B-DNA are
given in Table 5.

Figure 3. The close interactions of the sinapic acid (purple) with B-
DNA.

Table 5. Hydrogen bond interactions of Sinapic acid with B-DNA.

Binding Affinity: -6.4 kcal mol−1

Donor Atom Acceptor Atom Bond Length (Å)
H28 of Sinapic acid N3 of DA17 (Chain B) 2.4
H28 of Sinapic acid O4’ of DA18 (Chain B) 2.5
H22 of DG10 (ChainA) O13 of Sinapic acid 2.4
H3 of DA17 (Chain B) O15 of Sinapic acid 2.3

3.3.4. Ferulic acid

In the ferulic acid and B-DNA docking study, the best nine dif-
ferent binding conformations and their binding energies were
determined, like other hydroxycinnamic acids. The binding en-
ergy of ferulic acid in its best binding conformation was de-
termined as −6.4 kcal mol−1. Ferulic acid made five hydrogen
bonds with B-DNA, and in these interactions, DC9, DG10 in
the A chain of B-DNA, and DG16 and DA17 in the B chain

of B-DNA stood out. The hydrogen bonding and close interac-
tions between ferulic acid and B-DNA were given in Figure 4
and Table 6.

In the molecular docking study, H24 atom of ferulic acid
had more than one hydrogen bond. H24 atom of ferulic acid
formed hydrogen bonds with O2 of DC9, N2 of DG16, and N3
of DA17. The lengths of these hydrogen bonds were 1.9 Å, 3.1
Å and 3.0 Å , respectively. Considering these bond lengths, it
was determined that ferulic acid makes a strong hydrogen bond
with DC9. O11 and O13 atoms of ferulic acid formed hydrogen
bonds with H22 of DG10 (2.4 Å) and H3 of DA17 (2.3 Å),
respectively. In a docking study conducted on Ferulic acid-B-
DNA, it was reported that the best binding energy was −5.71
kcal mol−1 (Zhang et al. 2019). In this study, the binding energy
was determined as −6.4 kcal mol−1, and a detailed interaction
profile was presented. Information on all other hydrogen bond
interactions between ferulic acid and B-DNA were given in
Table 6.

Figure 4. The close interactions of the ferulic acid (purple) with B-
DNA.

Table 6. Hydrogen bond interactions of Ferulic acid with B-DNA
complex.

Binding Affinity: -6.4 kcal mol−1

Donor Atom Acceptor Atom Bond Length (Å)
H24 of Ferulic acid O2 of DC9 (Chain A) 1.9
H24 of Ferulic acid N3 of DA17 (Chain B) 3.0
H24 of Ferulic acid N2 off DG16 (Chain B) 3.1
H22 of DG10 (Chain A) O11 of Ferulic acid 2.4
H3 of DA 17 (Chain B) O13 of Ferulic acid 2.3
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Table 7. The absorption and distribution prediction of hydroxycinnamic acids.

p-Coumaric Acid Caffeic Acid Ferulic Acid Sinapic Acid Unit
Property Model Name Predict Value Numeric/Categorical
Absorption Water solubility -1.839 -1.737 -2.823 -2.974 (log mol/L)
Absorption Caco2 permeability 1.144 0.123 0.249 0.057 log Papp in 10−6 cm/s
Absorption Intestinal absorption (human) 91.673 65.001 94.766 94.661 % Absorbed
Absorption Skin Permeability -2.366 -2.625 -2.730 -2.734 log Kp
Absorption P-glycoprotein substrate No Yes Yes Yes Yes/No
Absorption P-glycoprotein I inhibitor No No No No Yes/No
Absorption P-glycoprotein II inhibitor No No No No Yes/No
Distribution VDss (human) -0.607 -0.554 -1.171 -1.068 log L/kg
Distribution Fraction unbound (human) 0.421 0.490 0.438 0.358 Fu
Distribution BBB permeability -0.239 -0.824 -0.284 -0.270 log BB
Distribution CNS permeability -2.413 -2.649 -2.535 -2.679 log PS

3.4. ADMET Analysis

The absorption, distribution, metabolism, excretion, and toxi-
city properties of caffeic acid, p-coumaric acid, sinapic acid,
and ferulic acid were determined with the help of the online
server (pkCSM 2015). The water solubility is important for the
absorption of drugs. The predicted water solubility value of a
drug candidate is given as log mol L−1. The predicted water
solubility of 4 compounds was given in Table 7. The absorption
of oral drugs is predicted using the Caco-2 monolayer cells as
an in vitro model of the human intestinal mucosa permeabil-
ity values were predicted and determined that p-coumaric acid
has a high Caco-2 permeability (> 0.90). It was determined
that these four compounds exhibit high intestinal absorption
properties. According to the estimated skin permeability for all
compounds, caffeic acid, ferulic acid, and sinapic acid had low
skin permeability because log Kp was greater than −2.5 (Pires
et al. 2015; pkCSM 2015).

P-glycoprotein is a protein of the cell membrane that pumps
many foreign substances out of cells. P-glycoprotein substrate
and inhibitors information for all compounds were given in Ta-
ble 7. The steady-state volume of distribution was predicted
for all compounds, and it was determined that all compounds
were more distributed in plasma rather than tissue. Drugs are in
equilibrium at the point of bound-unbound to serum proteins.
The fraction unbound estimate returns the fraction that is pre-
dicted to be unbound in the plasma. The predictions of fraction
unbound for all compounds were given in Table 7. When look-
ing at the BBB and CNS permeability of the compounds, they
were predicted to have weak profiles.

The compounds were determined not to be CYP P450 in-
hibitors based on the predictions in the metabolism section of
the ADMET analysis. The predictions of Organic Cation Trans-
porter 2 substrate were realized, and it was determined that the
compounds had no renal OCT2 substrate. Total clearance val-
ues as a combination of hepatic and renal clearance were given
in Table 8. When the toxicity estimates of the compounds were

examined, it was determined that they are not expected to lead
to serious conditions such as skin sensitivity and hepatotoxic-
ity. Based on Ames toxicity estimates, none of the compounds
were mutagenic.

4. CONCLUSION

The study examined four hydroxycinnamic acids, and it was
found that ferulic acid and sinapic acid had the lowest energy
levels. The fact that ferulic acid and sinapic acid have better
binding energy than the others was associated with the fact that
they have more side groups for interactions. When the structure
of the four compounds was examined, it was observed that
the increase in binding energy was directly proportional to the
increase in the groups attached to the ring. In the study of
ferulic acid and sinapic acid, which have more side groups,
although their binding energies were the same, their interaction
sites and lengths in the DNA were different from each other.
This situation was associated with the binding conformation.

In the ADMET study, it was determined that the intestinal ab-
sorption percentages of ferulic acid and sinapic acid were quite
high, with values of 94.7% and 94.6%, respectively. These
molecules were followed by the intestinal absorption percent-
ages of p-coumaric acid and caffeic acid, respectively. When
the toxic effects were examined with the help of pkCSM Web-
servers Predictor, it was determined that hydroxycinnamic acids
did not have any toxic effects according to skin sensitization,
hepatotoxicity, and AMES toxicity predictions.
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Table 8. The metabolism, excretion, and toxicity prediction of hydroxycinnamic acids.

p-Coumaric Acid Cafeic Acid Ferulic Acid Sinapic Acid Unit
Property Model Name Predict Value Numeric/Categorical
Metabolism CYP2D6 substrate No No No No Yes/No
Metabolism CYP3A4 substrate No No No No Yes/No
Metabolism CYP1A2 inhibitor No No No No Yes/No
Metabolism CYP2C19 inhibitor No No No No Yes/No
Metabolism CYP2C9 inhibitor No No No No Yes/No
Metabolism CYP2D6 inhibitor No No No No Yes/No
Metabolism CYP3A4 inhibitor No No No No Yes/No
Excretion Total Clearance 0.696 0.544 0.619 0.760 log ml/min/kg
Excretion Renal OCT2 substrate No No No No Yes/No
Toxicity AMES Toxicity No No No No Yes/No
Toxicity Max. tolerated dose (human) 0.758 -0.094 1.488 1.251 log mg/kg/day
Toxicity hERG I inhibitor No No No No Yes/No
Toxicity hERG II inhibitor No No No No Yes/No
Toxicity Oral Rat Acute Toxicity (LD50) 2.070 2.281 2.491 2.411 mol/kg
Toxicity Oral Rat Chronic Toxicity (LOAEL) 2.841 1.730 1.817 2.233 log mg/kg_bw/day
Toxicity Hepatotoxicity No No No No Yes/No
Toxicity Skin Sensitization No No No No Yes/No
Toxicity T.Pyriformis toxicity 0.211 0.018 0.271 0.280 log ug/L
Toxicity Minnow toxicity 1.815 2.072 2.074 1.731 log m
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Table A1. The optimized parameters of p-Coumaric acid.

Value Value Value

R(1, 2) 1.3948 A(2, 1, 3) 120.0022 D(3, 1, 2, 4) 0.0138
R(1, 3) 1.3949 A(2, 1, 7) 120.0110 D(3, 1, 2, 13) -178.7482
R(1, 7) 1.4544 A(3, 1, 7) 119.9868 D(7, 1, 2, 4) -179.9659
R(2, 4) 1.3949 A(1, 2, 4) 119.9949 D(7, 1, 2, 13) 1.2721
R(2, 13) 1.0861 A(1, 2, 13) 122.5790 D(2, 1, 3, 5) -0.0050
R(3, 5) 1.3949 A(4, 2, 13) 117.4151 D(2, 1, 3, 14) -179.9182
R(3, 14) 1.0874 A(1, 3, 5) 119.9978 D(7, 1, 3, 5) 179.9747
R(4, 6) 1.3948 A(1, 3, 14) 121.0590 D(7, 1, 3, 14) 0.0615
R(4, 15) 1.0868 A(5, 3, 14) 118.9431 D(2, 1, 7, 8) 20.0056
R(5, 6) 1.3948 A(2, 4, 6) 120.0055 D(2, 1, 7, 17) -160.7266
R(5, 16) 1.0865 A(2, 4, 15) 119.3118 D(3, 1, 7, 8) -159.9741
R(6, 10) 1.3608 A(6, 4, 15) 120.6821 D(3, 1, 7, 17) 19.2936
R(7, 8) 1.3516 A(3, 5, 6) 120.0008 D(1, 2, 4, 6) -0.0133
R(7, 17) 1.0881 A(3, 5, 16) 119.6696 D(1, 2, 4, 15) -179.7477
R(8, 9) 1.4767 A(6, 5, 16) 120.3296 D(13, 2, 4, 6) 178.8116
R(8, 18) 1.0841 A(4, 6, 5) 119.9988 D(13, 2, 4, 15) -0.9229
R(9, 11) 1.3535 A(4, 6, 10) 119.9935 D(1, 3, 5, 6) -0.0044
R(9, 12) 1.2194 A(5, 6, 10) 120.0077 D(1, 3, 5, 16) -179.9777
R(10, 19) 0.9727 A(1, 7, 8) 125.3127 D(14, 3, 5, 6) 179.9107
R(11, 20) 0.9811 A(1, 7, 17) 115.4297 D(14, 3, 5, 16) -0.0627

A(8, 7, 17) 119.2537 D(2, 4, 6, 5) 0.0039
A(7, 8, 9) 120.0806 D(2, 4, 6, 10) 179.9933
A(7, 8, 18) 122.9350 D(15, 4, 6, 5) 179.7346
A(9, 8, 18) 116.9719 D(15, 4, 6, 10) -0.2760
A(8, 9, 11) 108.6985 D(3, 5, 6, 4) 0.0050
A(8, 9, 12) 126.4575 D(3, 5, 6, 10) -179.9844
A(11, 9, 12) 124.8440 D(16, 5, 6, 4) 179.9781
A(6, 10, 19) 108.9074 D(16, 5, 6, 10) -0.0113
A(9, 11, 20) 111.9898 D(4, 6, 10, 19) -0.0169

D(5, 6, 10, 19) 179.9725
D(1, 7, 8, 9) 179.5317
D(1, 7, 8, 18) 0.8608
D(17, 7, 8, 9) 0.2897
D(17, 7, 8, 18) -178.3812
D(7, 8, 9, 11) -179.4305
D(7, 8, 9, 12) 0.6322
D(18, 8, 9, 11) -0.6822
D(18, 8, 9, 12) 179.3806
D(8, 9, 11, 20) -179.9700
D(12, 9, 11, 20) -0.0315
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Table A2. The optimized parameters of Caffeic acid.

Value Value Value

R(1, 2) 1.3949 A(2, 1, 3) 120.000 D(3, 1, 2, 4) -0.0092
R(1, 3) 1.3949 A(2, 1, 7) 119.999 D(3, 1, 2, 14) 179.9170
R(1, 7) 1.4543 A(3, 1, 7) 120.001 D(7, 1, 2, 4) 179.9519
R(2, 4) 1.3948 A(1, 2, 4) 120.001 D(7, 1, 2, 14) -0.1219
R(2, 14) 1.0880 A(1, 2, 14) 120.673 D(2, 1, 3, 6) -0.0044
R(3, 6) 1.3949 A(4, 2, 14) 119.326 D(2, 1, 3, 15) 178.3207
R(3, 15) 1.0858 A(1, 3, 6) 119.993 D(7, 1, 3, 6) -179.9660
R(4, 5) 1.3948 A(1, 3, 15) 122.998 D(7, 1, 3, 15) -1.6404
R(4, 10) 1.3622 A(6, 3, 15) 116.989 D(2, 1, 7, 8) 160.0399
R(5, 6) 1.3949 A(2, 4, 5) 120.001 D(2, 1, 7, 17) -19.2341
R(5, 11) 1.3621 A(2, 4, 10) 119.494 D(3, 1, 7, 8) -19.9990
R(6, 16) 1.0869 A(5, 4, 10) 120.505 D(3, 1, 7, 17) 160.7270
R(7, 8) 1.3298 A(4, 5, 6) 120.001 D(1, 2, 4, 5) 0.0230
R(7, 17) 1.0870 A(4, 5, 11) 120.532 D(1, 2, 4, 10) 179.9211
R(8, 9) 1.4776 A(6, 5, 11) 119.467 D(14, 2, 4, 5) -179.9040
R(8, 18) 1.0831 A(3, 6, 5) 120.004 D(14, 2, 4, 10) -0.0061
R(9, 12) 1.3536 A(3, 6, 16) 119.279 D(1, 3, 6, 5) 0.0041
R(9, 13) 1.2194 A(5, 6, 16) 120.716 D(1, 3, 6, 16) 179.6570
R(10, 19) 0.9730 A(1, 7, 8) 122.838 D(15, 3, 6, 5) -178.4190
R(11, 20) 0.9727 A(1, 7, 17) 116.184 D(15, 3, 6, 16) 1.2334
R(12, 21) 0.9811 A(8, 7, 17) 120.974 D(2, 4, 5, 6) -0.0233

A(7, 8, 9) 118.549 D(2, 4, 5, 11) 179.9629
A(7, 8, 18) 124.626 D(10, 4, 5, 6) -179.9200
A(9, 8, 18) 116.797 D(10, 4, 5, 11) 0.0658
A(8, 9, 12) 108.688 D(2, 4, 10, 19) -179.9570
A(8, 9, 13) 126.492 D(5, 4, 10, 19) -0.0597
A(12, 9, 13) 124.819 D(4, 5, 6, 3) 0.0097
A(4, 10, 19) 108.332 D(4, 5, 6, 16) -179.6380
A(5, 11, 20) 109.015 D(11, 5, 6, 3) -179.9770
A(9, 12, 21) 111.987 D(11, 5, 6, 16) 0.3757

D(4, 5, 11, 20) -179.9790
D(6, 5, 11, 20) 0.0075
D(1, 7, 8, 9) -179.2020
D(1, 7, 8, 18) -1.2206
D(17, 7, 8, 9) 0.0379
D(17, 7, 8, 18) 178.0194
D(7, 8, 9, 12) 179.2113
D(7, 8, 9, 13) -0.7861
D(18, 8, 9, 12) 1.0721
D(18, 8, 9, 13) -178.9250
D(8, 9, 12, 21) -179.9950
D(13, 9, 12, 21) 0.0024
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Table A3. The optimized parameters of Ferulic acid.

Value Value Value

R(1, 3) 1.3950 A(3, 1, 4) 120.0001 D(4, 1, 3, 2) -0.0123
R(1, 4) 1.3949 A(3, 1, 7) 120.0122 D(4, 1, 3, 15) -178.7161
R(1, 7) 1.4543 A(4, 1, 7) 119.9877 D(7, 1, 3, 2) -179.9620
R(2, 3) 1.3949 A(3, 2, 5) 119.9983 D(7, 1, 3, 15) 1.3342
R(2, 5) 1.3949 A(3, 2, 11) 119.4636 D(3, 1, 4, 6) 0.0076
R(2, 11) 1.3623 A(5, 2, 11) 120.5381 D(3, 1, 4, 16) -179.8972
R(3, 15) 1.0866 A(1, 3, 2) 119.9925 D(7, 1, 4, 6) 179.9573
R(4, 6) 1.3948 A(1, 3, 15) 122.1636 D(7, 1, 4, 16) 0.0525
R(4, 16) 1.0875 A(2, 3, 15) 117.8318 D(3, 1, 7, 8) 19.9509
R(5, 6) 1.3949 A(1, 4, 6) 120.0083 D(3, 1, 7, 18) -160.7625
R(5, 12) 1.3623 A(1, 4, 16) 121.0485 D(4, 1, 7, 8) -159.9988
R(6, 17) 1.0867 A(6, 4, 16) 118.9431 D(4, 1, 7, 18) 19.2878
R(7, 8) 1.3516 A(2, 5, 6) 120.0113 D(5, 2, 3, 1) 0.0115
R(7, 18) 1.0881 A(2, 5, 12) 120.5463 D(5, 2, 3, 15) 178.7706
R(8, 10) 1.4765 A(6, 5, 12) 119.4424 D(11, 2, 3, 1) -179.9685
R(8, 19) 1.0841 A(4, 6, 5) 119.9896 D(11, 2, 3, 15) -1.2093
R(9, 11) 1.4262 A(4, 6, 17) 119.2501 D(3, 2, 5, 6) -0.0059
R(9, 20) 1.0946 A(5, 6, 17) 120.7603 D(3, 2, 5, 12) -179.9288
R(9, 21) 1.0946 A(1, 7, 8) 125.3211 D(11, 2, 5, 6) 179.9738
R(9, 22) 1.0934 A(1, 7, 18) 115.4272 D(11, 2, 5, 12) 0.0509
R(10, 13) 1.3536 A(8, 7, 18) 119.2480 D(3, 2, 11, 9) -90.0288
R(10, 14) 1.2195 A(7, 8, 10) 120.0888 D(5, 2, 11, 9) 89.9913
R(12, 23) 0.9726 A(7, 8, 19) 122.9422 D(1, 4, 6, 5) -0.0020
R(13, 24) 0.9810 A(10, 8, 19) 116.9558 D(1, 4, 6, 17) -179.9938

A(11, 9, 20) 110.4884 D(16, 4, 6, 5) 179.9048
A(11, 9, 21) 110.6345 D(16, 4, 6, 17) -0.0870
A(11, 9, 22) 108.2689 D(2, 5, 6, 4) 0.0012
A(20, 9, 21) 110.0868 D(2, 5, 6, 17) 179.9928
A(20, 9, 22) 108.6520 D(12, 5, 6, 4) 179.9250
A(21, 9, 22) 108.6468 D(12, 5, 6, 17) -0.0834
A(8, 10, 13) 108.7071 D(2, 5, 12, 23) -179.9637
A(8, 10, 14) 126.4598 D(6, 5, 12, 23) 0.1130
A(13, 10, 14) 124.8331 D(1, 7, 8, 10) 179.5313
A(2, 11, 9) 117.0371 D(1, 7, 8, 19) 0.8986
A(5, 12, 23) 109.0069 D(18, 7, 8, 10) 0.2697
A(10, 13, 24) 111.9924 D(18, 7, 8, 19) -178.3630

D(7, 8, 10, 13) -179.4288
D(7, 8, 10, 14) 0.6317
D(19, 8, 10, 13) -0.7161
D(19, 8, 10, 14) 179.3444
D(20, 9, 11, 2) 61.5627
D(21, 9, 11, 2) -60.6100
D(22, 9, 11, 2) -179.5631
D(8, 10, 13, 24) -179.9668
D(14, 10, 13, 24) -0.0260
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Table A4. The optimized parameters of Sinapic acid.

Value Value Value

R(1, 5) 1.3948 A(5, 1, 6) 119.9937 D(6, 1, 5, 2) 0.0003
R(1, 6) 1.3948 A(5, 1, 7) 120.0033 D(6, 1, 5, 17) 179.8788
R(1, 7) 1.4545 A(6, 1, 7) 120.0029 D(7, 1, 5, 2) 179.9946
R(2, 4) 1.3949 A(4, 2, 5) 119.9939 D(7, 1, 5, 17) -0.1269
R(2, 5) 1.3949 A(4, 2, 12) 120.5790 D(5, 1, 6, 3) -0.0004
R(2, 12) 1.3623 A(5, 2, 12) 119.4271 D(5, 1, 6, 18) 178.8619
R(3, 4) 1.3948 A(4, 3, 6) 120.0036 D(7, 1, 6, 3) -179.9946
R(3, 6) 1.3948 A(4, 3, 13) 120.5715 D(7, 1, 6, 18) -1.1324
R(3, 13) 1.3624 A(6, 3, 13) 119.4249 D(5, 1, 7, 8) 160.0005
R(4, 14) 1.3635 A(2, 4, 3) 119.9978 D(5, 1, 7, 19) -20.5850
R(5, 17) 1.0854 A(2, 4, 14) 119.9973 D(6, 1, 7, 8) -20.0052
R(6, 18) 1.0867 A(3, 4, 14) 120.0050 D(6, 1, 7, 19) 159.4092
R(7, 8) 1.3516 A(1, 5, 2) 120.0075 D(5, 2, 4, 3) -0.0186
R(7, 19) 1.0883 A(1, 5, 17) 117.0108 D(5, 2, 4, 14) 179.9913
R(8, 11) 1.4766 A(2, 5, 17) 122.9816 D(12, 2, 4, 3) -179.9688
R(8, 20) 1.0841 A(1, 6, 3) 120.0035 D(12, 2, 4, 14) 0.0411
R(9, 12) 1.4262 A(1, 6, 18) 122.0969 D(4, 2, 5, 1) 0.0092
R(9, 22) 1.0953 A(3, 6, 18) 117.8902 D(4, 2, 5, 17) -179.8618
R(9, 23) 1.0954 A(1, 7, 8) 125.3163 D(12, 2, 5, 1) 179.9599
R(9, 24) 1.0951 A(1, 7, 19) 115.7052 D(12, 2, 5, 17) 0.0890
R(10, 13) 1.4261 A(8, 7, 19) 118.9759 D(4, 2, 12, 9) 179.9979
R(10, 25) 1.0946 A(7, 8, 11) 120.0815 D(5, 2, 12, 9) 0.0474
R(10, 26) 1.0946 A(7, 8, 20) 123.0911 D(6, 3, 4, 2) 0.0185
R(10, 27) 1.0935 A(11, 8, 20) 116.7585 D(6, 3, 4, 14) -179.9913
R(11, 15) 1.3536 A(12, 9, 22) 111.6668 D(13, 3, 4, 2) -179.9790
R(11, 16) 1.2192 A(12, 9, 23) 111.6539 D(13, 3, 4, 14) 0.0111
R(14, 21) 0.9730 A(12, 9, 24) 107.0681 D(4, 3, 6, 1) -0.0091
R(15, 28) 0.9811 A(22, 9, 23) 112.471 D(4, 3, 6, 18) -178.9186

A(22, 9, 24) 106.7918 D(13, 3, 6, 1) 179.9885
A(23, 9, 24) 106.7903 D(13, 3, 6, 18) 1.0790
A(13, 10, 25) 110.4906 D(4, 3, 13, 10) 90.0047
A(13, 10, 26) 110.6405 D(6, 3, 13, 10) -89.9929
A(13, 10, 27) 108.2629 D(2, 4, 14, 21) 0.0531
A(25, 10, 26) 110.0823 D(3, 4, 14, 21) -179.9371
A(25, 10, 27) 108.6523 D(1, 7, 8, 11) 179.5311
A(26, 10, 27) 108.6486 D(1, 7, 8, 20) -3.5866
A(8, 11, 15) 108.6941 D(19, 7, 8, 11) 0.1342
A(8, 11, 16) 126.4593 D(19, 7, 8, 20) 177.0165
A(15, 11, 16) 124.8465 D(7, 8, 11, 15) 150.5662
A(2, 12, 9) 117.0263 D(7, 8, 11, 16) -29.3597
A(3, 13, 10) 117.0277 D(20, 8, 11, 15) -26.5087
A(4, 14, 21) 108.3761 D(20, 8, 11, 16) 153.5655
A(11, 15, 28) 111.9876 D(22, 9, 12, 2) 63.3908

D(23, 9, 12, 2) -63.4953
D(24, 9, 12, 2) 179.9521
D(25, 10, 13, 3) 61.6522
D(26, 10, 13, 3) -60.5204
D(27, 10, 13, 3) -179.4756
D(8, 11, 15, 28) -179.9644
D(16, 11, 15, 28) -0.0371
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ABSTRACT
The objective of this work was to review five energy levels of atomic Holmium that are reported in the literature, for which are
indicated that further verification is required. All theoretically possible transitions to these 5 levels were investigated experimentally
in the wavelength region of a TiSa laser from 693 nm to 765 nm using laser-induced fluorescence spectroscopy and a hollow
cathode discharge lamp. In case a laser-induced fluorescence was detected, the hyperfine structure of the measured lines was
fitted and used as fingerprint in the confirmation of the levels under investigation. A total of 20 lines were investigated with laser
spectroscopy, but only 2 among those lines were suitable for the intended verification. Therefore, selected lines from a previously
measured Fourier Transform (FT) spectra were analysed, additionally. The experimental hyperfine structures were compared with
the simulated ones. 9 of the 25 examined FT lines confirm the existence of the levels under investigation. Further 3 FT lines were
strongly disturbed by neighbouring overlapped lines. Despite the number of lines, only 2 of 5 levels could be confirmed with high
certainty. For the other 3 levels, the lines seen in the FT spectrum were either weak or unresolved, so that confirmation was not
possible with a high degree of certainty.

Keywords: laser spectroscopy; hyperfine structure; holmium

1. INTRODUCTION

The rare earth element holmium (Ho), has an atomic number of
67 and has only one stable isotope, 165Ho. It plays an important
role in astrophysics, namely in the study of nucleo synthesis,
the process by which heavy elements are created in stars, and
in measuring the age of a star cluster (see for example, Sneden
et al. 2009).

The ground state electron configuration of atomic holmium
(Ho I) is [Xe]4 𝑓 11 6𝑠2 with the term 4𝐼15/2. The isotope 165Ho
has the nuclear spin quantum number 𝐼 = 7/2, relatively high
nuclear magnetic moment 𝜇I = 4.17(3) 𝜇N and a fairly big
electric quadrupole moment 𝑄 = +2.74 barn - 3.6 barn (Stone
2005). Due to the open 𝑓 -electron shell configuration, Ho I
has a high density of spectral lines and a correspondingly large
number of fine structure levels. All the mentioned properties
distinguish Ho as a good candidate for the investigation of
fine structure and hyperfine structure and make it a subject of
study by us and other research groups, especially in the last
decade (Al-Labady et al. 2017; Başar et al. 2017; Stefanska et

al. 2018a,b,c; Furmann et al. 2018; Özdalgıç et al. 2019a,b,c;
Elantkowska et al. 2019; Başar et al. 2020; Chomski et al. 2021,
2022, 2023).Despite all accomplished and ongoing research,
there is still lack of information on the fine structure (fs) and
hyperfine structure (hfs) of Ho I.

In the most recent paper on the fs and hfs of atomic Ho
conducted by Chomski et al. (2023), 32 new energy levels are
given. It is stated by Chomski et al. (2023) that five of these
levels need further verification. The purpose of the present
study is to investigate and confirm these five levels.

2. EXPERIMENT

Laser induced fluorescence (LIF) spectroscopy was used to ver-
ify the unconfirmed energy levels of the Holmium atom given
by Chomski et al. (2023). A laboratory made hollow cathode
lamp was used to measure the hfs spectra of free Ho atoms.
A 0.125 mm thick Ho foil was placed inside the 20 mm long
cylindrical hollow cathode made of copper. The gas discharge
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runs with Ne inert gas at about 2 mbar pressure and a discharge
current of 60 mA. Doppler line broadening was reduced by
cooling the cathode with liquid nitrogen.

A tunable cw single longitudinal mode Ti-Sa laser (Coher-
ent, MBR 110, 4 W) pumped with a solid state laser (Coher-
ent, Verdi 18 W) was used for the excitation of Ho atoms. In
this study, the wavelength range from 693 nm to 765 nm was
available. In order to keep the saturation broadening of the
absorption lines low, the power of the laser was reduced to 1 W.

The laser beam was modulated with a mechanical chopper
before passing through the gaseous plasma and the LIF mea-
surements were performed with the lock-in technique. For the
LIF measurements, the fluorescent light emitted from the hol-
low cathode lamp was collected with the help of a lens and
mirrors and with another lens it was to redirected and focused
on the entrance slit of a monochromator (McPherson 607, grat-
ing: 1200 lines/mm). The fluorescence light was detected with
a Photomultiplier (Hamamatsu, R928) at the exit slit of the
monochromator. The fluorescence transitions from the upper
level of the laser-excitation transition were recorded as posi-
tive LIF signals, whereas the fluorescence transitions from the
lower level of the laser-excitation transition were recorded as
negative LIF signals.

To measure the hfs of the lines under investigation, the laser
wavelength was scanned continuously over a range of up to
25 GHz according to the width of the structures. The abso-
lute wavelength of the laser was measured with the help of a
wavemeter (High Finesse 6-200). For calibration of the relative
frequency axis of the scan range, a small portion of the laser
beam was sent to a lab-built, temperature-controlled confocal
Fabry-Perot interferometer. The interference maxima obtained
simultaneously with the measurement were used for the calibra-
tion of the frequency scale. The scanning rate of the wavelength
was usually set to 2.5 GHz min−1 and recorded as steps of about
2 MHz. Each line measured with LIF was registered at least
five times.

In addition to the laser measurements, data from Fourier
Transform (FT) spectra were available for evaluation. The
FT spectra in the wavelength range of 300 nm to 850 nm
were measured with a resolution of 0.025 cm−1 with the FT
Spectrometer IFS125 HR at the Laser Centre of the University
of Latvia in Riga and were already discussed in our previous
studies (Özdalgıç et al. 2019a,b,c).

3. METHOD FOR INVESTIGATION OF
UNCONFIRMED LEVELS

In this work, five fine structure energy levels indicated as “prob-
ably existing new” and “require further verification” by Chom-
ski et al. (2023) were investigated for confirmation. These levels
are listed in Table 1 together with all the information provided
in the reference. The last column of Table 1 presents the result
of our investigation, which will be explained in the following
sections.

Table 1. Energy levels (sorted by parity and then by energy) given by
Chomski et al. (2023) as new but unconfirmed, together with their 𝐽
quantum number, parity 𝑝 and hyperfine structure constants 𝐴 and 𝐵

as given in Chomski et al. (2023). For comment see text in Section 4.

𝐸(cm−1) 𝐽 𝑝 𝐴 (MHz) 𝐵 (MHz) Comment (this work)

39019.06 11/2 e 1111.8 (6.5) 231 (26) confirmed
40438.59 13/2 e 784.8 (2.0) 388 (91) further verification recomm.
42189.40 9/2 e 451.4 (1.4) -698 (192) further verification recomm.
36071.92 19/2 o 980.6 (1.5) 2043 (103) confirmed
44283.99 23/2 o 619.3 (1.9) 2481 (113) further verification recomm.

As a first step, all theoretically possible transitions to these
five levels in the wavelength range of the laser were calculated.
For this step the program Elements (Windholz 2016) was used.
The programme allows to simulate the hfs of the lines and to
search for the appropriate fluorescence lines. The simulations
are based on the hfs constants 𝐴 and 𝐵 from the literature.

In the next step, for each line the laser was scanned at the
position of the calculated wavelengths. The width of the scan
was estimated by the results of the simulation of the hfs. For
these LIF measurements, the monochromator was in each case
adjusted to the most intense fluorescence lines form the lower or
the upper energy levels of the calculated transition, respectively.
Information about the intensities of the calculated fluorescence
lines could be found in the literature (Özdalgıç et al. 2019a,b)
and was also provided via the program Elements. If no signal
was found in the first attempt, other fluorescence lines were
tested.

If a signal was detected and the line could be measured, sub-
sequently the hfs of this line was examined. For this purpose the
Fitter program (Zeiser et al. 2022) was used to fit the calcu-
lated hfs line profile to the experimental intensity distribution.
The Voigt profile function was chosen. The program performs
an iterative least-squares fit to optimize the fit parameters.

The focus of this present work is to confirm the findings of
Chomski et al. (2023), for this to accomplish the HFS constants
𝐴 and 𝐵 of the upper and lower levels were fixed during the
fit. The Voigt profile function with same profile parameter was
used for each individual hfs component. The only free fit pa-
rameters were the centre of gravity of the hyperfine structure,
the total intensity of the line, the full width at half maximum
(FWHM) and a profile parameter, which describes the ratio
of the Gaussian to the Lorentzian part in the Voigt profile.
The intensities of the individual hfs components were coupled
to the most intense component. Since in the LIF spectra the
saturation effect clearly influences the intensity ratios of the
individual hfs component, the saturation effect was taken into
account, according to the procedure described in Kröger et al.
(2023).
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Table 2. Investigated energy levels, sorted by parity and energy together with all lines investigated with laser induced fluorescence (LIF)
spectroscopy or Fourier transform (FT) spectroscopy. The second to last column lists the measurement method used in this work, the column
before lists the method used in reference [1]. For comments see table notes.

Upper level from [1] Line Lower level Comments

𝐸 (cm−1) 𝐽 p 𝜆air (nm) 𝜎 (cm−1) S/R 𝐸 (cm−1) 𝐽 p [1] This work

39019.06(0.03) 11/2 e 496.102 20151.52 18867.54 13/2 o LIF FT different structure
527.327 18958.30 10 20060.76 11/2 o LIF FT * observed
539.653 18525.29 11 20493.77 13/2 o observed FT * observed
745.920 13402.58 25616.48 11/2 o LIF * observed
756.564 13214.02 25805.04 9/2 o LIF different structure

40438.59(0.04) 13/2 e 457.196 21866.31 18572.28 15/2 o FT FT different structure
472.421 21161.65 7 19276.94 15/2 o FT FT ** blend
501.243 19944.83 20493.76 13/2 o LIF FT different structure
533.023 18755.69 21 21682.90 15/2 o observed FT ** blend with very strong line (S/N=3900)
542.606 18424.47 6 22014.12 15/2 o FT * observed, but very weak and only one peak
557.880 17920.04 5 22518.55 11/2 o FT ** only faintly visible at under a blending line
693.527 14415.07 26023.52 15/2 o LIF not observed
698.552 14311.37 26127.22 13/2 o LIF not observed
702.044 14240.20 26198.39 15/2 o LIF not observed
703.395 14212.84 26225.75 13/2 o LIF not observed
706.494 14150.49 26288.10 13/2 o LIF not observed
714.321 13995.46 26443.13 11/2 o LIF not observed
715.015 13981.87 26456.72 15/2 o LIF not observed
718.773 13908.76 26529.83 11/2 o LIF not observed
725.810 13773.92 26664.67 11/2 o LIF not observed
726.287 13764.87 26673.72 13/2 o LIF not observed
733.621 13627.27 26811.32 15/2 o LIF not observed
739.650 13516.19 26922.40 15/2 o LIF not observed
742.668 13461.25 26977.34 13/2 o LIF not observed
746.688 13388.79 27049.80 11/2 o LIF not observed

42189.40(0.05) 9/2 e 451.776 22128.64 20060.76 11/2 o weak FT not observed
499.074 20031.52 23 22157.88 9/2 o LIF FT * observed
508.226 19670.81 12 22518.59 11/2 o LIF FT blend, no statement possible
510.169 19595.87 4 22593.53 11/2 o LIF FT very weak, other structure
538.165 18576.48 23612.92 11/2 o weak FT not observed
737.989 13546.61 28642.79 11/2 o LIF not observed
764.707 13073.30 29116.10 11/2 o LIF not observed

36071.92(0.05) 19/2 o 360.999 27693.01 9 8378.91 17/2 e weak FT different structure
403.933 24749.61 23 11322.31 21/2 e FT FT * observed
410.020 24382.15 178 11689.77 19/2 e strong FT * observed, blend
515.629 19388.40 14 16683.52 19/2 e LIF FT different structure
735.360 13595.03 22476.89 17/2 e LIF not observed
757.059 13205.37 22866.55 19/2 e LIF * observed

44283.99(0.09) 23/2 o 438.683 22789.10 21494.89 21/2 e observed FT not observed
448.238 22303.32 4 21980.67 23/2 e observed FT * observed, very weak
477.940 20917.28 26 23366.71 21/2 e FT FT * observed, blend
478.136 20908.71 18 23375.28 25/2 e observed FT blend
493.013 20277.76 12 24006.23 23/2 e LIF FT blend
510.853 19569.65 19 24714.34 21/2 e LIF FT * observed
533.500 18738.92 25545.07 21/2 e LIF FT not observed

there is no theoretical line to this level in the wavelength range used with our laser

[1] Chomski et al. (2022)
Note: p: parity, e: even, o: odd;
(*): line used for confirmation; (**): line with blend, confirmation not certain.
All comments in the third last column are from reference [1]; LIF not observed: the line is even not visible in our FT spectrum; different structure: the line is not
observed, but another line is present at nearly the same wavelength
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In addition to the laser measurements, lines were examined
in the FT spectrum. For this as well the program Elements
was used. All theoretically possible lines connected to the five
levels under investigation were checked. If a signal was visible
the experimental FT spectrum, the hfs of the line was simulated
and the simulated curve was compared with the corresponding
section of the experimental spectrum. In several cases the line
of interest was overlapped by another line (so-called blends).
Sometimes the structure you are looking for can still be clearly
recognised. Then the recognised section is compared with the
simulation. Sometimes no clear statement can be made at all. In
two cases the simulation was carried out with the superposition
of two structures, in order to provide a better evidence for the
investigated line. Since the simulation of the superposition of
two structures is not possible with the simulation tool of the
program Elements, the fit program Fitter (Zeiser et al. 2022)
was used for this purpose with all parameters fixed except the
centre of gravity of both structures.

The concrete results for the individual levels are discussed in
the next section.

4. RESULTS

All spectral lines examined are compiled in Table 2, sorted
by upper levels under investigation and by wavelength. The
wave numbers 𝜎 were calculated according to Ritz combina-
tion principle from difference between upper and lower level
energy. The wavelength in air 𝜆air were calculated from 𝜎 using
the refractive index of air according to Ciddor (1996). Energy
values and 𝐽 values of the upper levels are given according to
Chomski et al. (2023), the lower levels according to Wyart et
al. (1977); Martin et al. (1978); Kröger et al. (1997).

All lines examined with the LIF method are included in Ta-
ble 2; if no LIF signal was found, then with the corresponding
comment. The lines examined in the FT spectrum were only
listed in the table when a signal could be seen at the corre-
sponding position. Exceptions are lines mentioned in Chomski
et al. (2023). Such lines were also included in the table even
though no signal could be seen at the location in our spectra
(with the corresponding comment).

A total of 20 lines were examined with LIF. LIF signal could
only be detected for three of these lines. For one out of the three
lines, the hfs of the line did not match the expected transition.
So in the end, matching LIF lines were only found for two of
the levels under investigation.

Level 39019.06 cm−1

For this level, two FT lines and one LIF line were found, all
of which show clear and distinct structures that support the
assumption of the level’s existence. The lines are shown in
Figure 1.

The simulations for the FT spectrum (Figure 1a and b) are
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Figure 1. Lines including the new odd-parity upper energy level
𝐸 = 39019.06 cm−1, 𝐽 = 11/2; a) and b) simulation, and c) fit
a) FT-line at 𝜆air = 527.327 nm to the level 𝐸 = 20060.76 cm−1,
𝐽 = 11/2
b) FT-line at 𝜆air = 539.653 nm to the level 𝐸 = 20493.77 cm−1,
𝐽 = 13/2
c) LIF-line at 𝜆air = 745.920 nm to the level 𝐸 = 25616.48 cm−1,
𝐽 = 11/2

screen shots from the program Elements (Windholz 2016).
In the upper part of the representation of the simulations the
term scheme with the corresponding transitions is drawn. The
𝐽-values of the levels are indicated on the right-hand edge of
the term scheme, and the 𝐹-values of the hfs-sub-levels on
the left-hand edge. Below the curve, for each hfs transition the
𝐹-quantum number of the upper and lower hfs-sub-levels and
the relative intensity of the transitions are listed one above the
other. These data are not in scale to the wavelength axis (which
is given in MHz), but corresponds to the occurrence of the
transitions (from left to right) in the order term scheme. The
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same applies to all other figures of simulations of FT spectra
(i.e. Figures 2a, 4c, 5, 6, 7a,b and 8a-c).

In the representation of the fit of the LIF spectrum (Figure 1c)
the hfs components are marked by the difference Δ𝐹 of the 𝐹

quantum number of the upper and lower hfs levels. In the lower
part the figure, the difference (diff.) between experimental and
best-fit curve is given. The same applies to the other figure of
fit of the LIF spectrum (i.e. Figure 7c).

The hfs of the line measured with LIF and shown in Figure 1c
is wider than the section that can be seen in the Figure. This is
because the line is wider than the laser scan range. Although
since only a section is visible, the structure of the line clearly
fits the expected structure of the transition.

a)

b)

Figure 2. FT-Line including the new odd-parity upper energy level
𝐸 = 40438.59 cm−1, 𝐽 = 13/2: at 𝜆air = 472.421 nm to the level
𝐸 = 19276.94 cm−1, 𝐽 = 15/2
a) simulation, and b) fit considering the blending line

Figure 3. Further line including the new odd-parity upper energy
level 𝐸 = 40438.59 cm−1, 𝐽 = 13/2; FT-line at 𝜆air = 557.880 nm to
the level 𝐸 = 22518.55 cm−1, 𝐽 = 11/2; fit considering the blending
line; line under investigation (blue bars) is only faintly visible under
the blending line (black bars)

a)

b)

c)

d)

Figure 4. FT-Line including the new odd-parity upper energy level
𝐸 = 40438.59 cm−1, 𝐽 = 13/2 at 𝜆air = 533.023 nm to the level
𝐸 = 21682.90 cm−1, 𝐽 = 15/2; the line under investigation lies on
the left edge of a very strong, well-known line. To illustrate this, in
a) and b) the same section is shown with different scales on the y-
axis. The vertical black bar marks the position (cog) of the line under
investigation.
a) one graduation mark corresponds to 𝑆/𝑁 of 10
b) one graduation mark corresponds to 𝑆/𝑁 of 2560
c) simulation of a very limited excerpt; only line under investigation
d) simulation of a slightly wider excerpt, considering the additional
weak blending line, whereby the area of the very strong blending line
was blanked out

In summary, with these three lines the level 39019.06 cm−1

could be clearly confirmed.
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Level 40438.59 cm−1

For this level, 15 lines have been examined with LIF and not a
single one showed a LIF signal. LIF measurements are not yet
a proof that the level does not exist nor that it exists.

Additionally we examined all lines to this level in the FT
spectrum. Six lines are listed in Table 2. Two of the lines,
given by (Chomski et al. 2023) as transition to the level show
a hfs which complete differ from the simulated/expected hfs
for the investigated transitions. For two other lines given by
(Chomski et al. 2023) and for one additional line not mentioned
in (Chomski et al. 2023) there is a matching signal in the FT
spectrum, but the lines were blended with other lines.

The first line is shown in Figure 2a and b, in 2a a simulation
of only the transition under investigation and in 2b a simula-
tion considering the blending line. In Figure 2b, the compo-
nents of the different lines are marked with vertical bars of
different colours (blue and black). The blending line is known
(36954.18 cm−1, 𝐽 = 13/2 → 15792.13 cm−1, 𝐽 = 11/2) and
the known hfs constants 𝐴 and 𝐵 were used for the simulation.

The second line is shown in Figure 3 is weak and blended
by a stronger line, which has a broader hfs. Not much could
be seen in this case, but it is possible to show in Figure 3,
that the disturbance under the strong line could come from
the line we are looking for. Here the strong blending line is
not classified or unclassifiable, respectively. This means that
(at least) one unknown level is involved in the transition. Even
without classification, it was possible to achieve an acceptable
simulation.

The third line, shown in Figure 4a to d in different repre-
sentations, lies at the edge of a very strong line, the intensity
of which is higher by a factor of more then 500. At the same
time the line under investigation is also blended by a second
weak but wider splitting line. Figure 4a and b show only the
section of the FT spectrum in two different scatterings of the
y-axis (without simulation) in order to illustrate the differences
in magnitude. The centre of gravity (cog) of the line under
investigation is marked by a vertical black bar.

Figure 4c shows only a very small section of the spectrum
with a simulation of only the examined line. The match is quite
good even though the disturbance of one hfs component of the
weak blending line is visible. The weak blending line is known
(37623.18 cm−1, 𝐽 = 15/2 → 18867.54 cm−1, 𝐽 = 13/2) while
the strong blending line could not clearly identified. Figure 4d
shows a simulation of the examined line together with the weak
blending line. The hfs constants 𝐴 and 𝐵 of both levels of both
lines were known and used for the simulation. The area of the
strong line was blanked out in this simulation.

A further FT line shown in Figure 5 is observed, but it was
very weak and unresolved.

All these lines are not very convincing for proof, thus we
recommend further verification for this level.

Figure 5. Further lines including the new odd-parity upper energy
level 𝐸 = 40438.59 cm−1, 𝐽 = 13/2; FT-line at 𝜆air = 542.606 nm to
the level 𝐸 = 22014.12 cm−1, 𝐽 = 15/2

Level 42189.40 cm−1

For this level, five lines have been examined with LIF. None
of those showed a LIF signal. The only FT line to this levels
found is shown in n Figure 6. This line is not very strong and
does not own much structure. Nevertheless, the shape quite
clearly fits the transition under investigation. This single line
studied is among the lines reported in (Chomski et al. 2023).
However, this fact is not useful for reliable confirmation, thus,
we recommend further verification for this level.

Figure 6. FT-line including the new odd-parity upper energy level
𝐸 = 42189.40 cm−1, 𝐽 = 9/2 at 𝜆air = 499.074 nm to the level
𝐸 = 22157.88 cm−1, 𝐽 = 9/2.

Level 36071.92 cm−1

For this level, same as for the first level at 39019.06 cm−1

two FT lines and one LIF line were found, all of which show
clear and distinct structures. The lines are shown in Figure 7.
The blends on the left side of the line in Figure 7a and on the
right side of Figure 7b do not disturb the clearly recognisable
structures. With these three lines the level 36071.92 cm−1 could
be clearly confirmed.

Level 44283.99 cm−1

For this level, there is no theoretical line available that falls
within the wavelength range of our laser. Instead, three FT lines
were found (see Figure 8). One of the lines is very weak (Figure
8a), and for the other one the splitting is so small that only one
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peak can be seen (Figure 8c). The remainig line showed a clear
and distinct structure (Figure 8b). The value can therefore be
considered as confirmed, however this single line is one among
the lines reported in Chomski et al. (2023). Confirmation by
a line that is not mentioned in the reference would have been
more satisfactory. Thus, we declare the status of this level as
“further investigation recommended.”

a)

b)

c)

Figure 7. Lines including the new odd-parity upper energy level
𝐸 = 36071.92 cm−1, 𝐽 = 19/2; a) and b): simulation, and c): fit
a) FT-line at 𝜆air = 403.933 nm to the level 𝐸 = 11322.31 cm−1,
𝐽 = 21/2
b) FT-line at 𝜆air = 410.020 nm to the level 𝐸 = 11689.77 cm−1,
𝐽 = 19/2
c) LIF-line at 𝜆air = 757.059 nm to the level 𝐸 = 22866.55 cm−1,
𝐽 = 19/2.

a)

b)

c)

Figure 8. Lines including the new odd-parity upper energy level
𝐸 = 44283.99 cm−1, 𝐽 = 23/2 (simulations);
a) FT-line at 𝜆air = 448.238 nm to the level 𝐸 = 21980.67 cm−1,
𝐽 = 23/2
b) FT-line at 𝜆air = 477.940 nm to the level 𝐸 = 23366.71 cm−1,
𝐽 = 21/2
c) FT-line at 𝜆air = 510.853 nm to the level 𝐸 = 24714.34 cm−1,
𝐽 = 21/2

5. FURTHER REMARKS TO THE WORK OF
CHOMSKI ET AL.

We have noticed, that several hfs constants 𝐴 and 𝐵 of previ-
ously known energy levels presented in Chomski et al. (2023)
as measured for the first time have been available in previously
published studies. For comparison, these values in previous
studies and from Chomski et al. (2023) are given in Table 3.

Also, there is a printing error for the 𝐽 value of the level
20493.40 cm−1: In the text as well as when reporting the results
in Table 3 of Chomski et al. (2023) it is given as 𝐽 = 9/2,
whereas in Table 2 of the same reference it is given as 𝐽 = 11/2.
The value of 𝐽 = 11/2 is correct.
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Table 3. Hyperfine structure constants 𝐴 and 𝐵 for the known energy levels of atomic Ho investigated in Chomski et al. (2023), along with the
values from previously published studies.

Level 𝐴 in MHz 𝐵 in MHz

𝐸 in cm−1 𝐽 𝑝 from [1] from ref. from [1] from ref. Ref.

20493.40 11/2 * e 1019.3 (1.4) 1012.5 (0.7) 277 (70) 641 (28) [2]
18572.28 15/2 o 805.8 (0.8) 808 (4) 1663 (318) 1990 (180) [3]
40648.25 17/2 e 663.0 (0.8) 660.5 (1.6) -761 (151) -750 (80) [3]
20210.60 21/2 o 1022.2 (1.3) 1021.8 (1.3) -663 (95) -600 (90) [3]

* Given as 𝐽 = 9/2 in [1].
[1] Chomski et al. (2023), [2] Stefanska et al. (2018c), [3] Özdalgıç et al. (2019c).

6. CONCLUSION

In this study, as a result of examining the five newly found but
unconfirmed energy levels by Chomski et al. (2023), two of the
examined levels were confirmed beyond doubt. For the other
three levels we recommend further verification. The two levels
that could be confirmed are those lying below 40000 cm−1.
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ABSTRACT
In this article, for pedagogical purposes we have discussed the application of nondegenerate perturbation theory up to the third
order to compute energy eigenvalues and wave functions for the quantum anharmonic oscillator. Energy levels of a single quartic
oscillator for 𝜆 values in range of 0.1-1 are given. Perturbed and non-perturbed wave functions of the levels up to the fourth excited
level are compared. Ground, first and second excited energy levels are also calculated by applying finite differences method and,
results are compared with the ones obtained via perturbation theory. It is found that perturbation theory gives comparable results
only for a small 𝜆 parameter and for the ground state. The quartic term in the Hamiltonian of the anharmonic oscillator leads
to a more effective confinement of the particle which is deduced from the plots of wavefunctions and probability distributions.
Meanwhile, the number of zero crossing nodes of the wavefunctions increases as the energy level increases, which is an expected
result for both the harmonic and anharmonic oscillator.
Keywords: anharmonic oscillators; perturbation theory; quantum oscillator

1. INTRODUCTION

The quantum anharmonic oscillator has been analytically stud-
ied in the literature by Bender & Wu (1969, 1973). In their
articles published in 1969, they examined the anharmonic os-
cillator defined by the following differential equation,(

− 𝑑2

𝑑𝑥2 +
1
4
𝑥2 +

1
4
𝜆𝑥4

)
𝜙(𝑥) = 𝐸(𝜆)𝜙(𝑥). (1)

They also investigated the boundary conditions for this oscilla-
tor. Using the Wentzel–Kramers–Brillouin (WKB) approxima-
tion method, they discovered that there are an infinite number
of branch points as a function of 𝜆𝛼 in the limit as 𝜆 ap-
proaches 0. In an article published in 1973, they further studied
the Rayleigh-Schrödinger expansions of energy eigenvalues for
high-order perturbations of the anharmonic oscillator.

In a famous classical problem book of quantum mechanics
Flügge (1999), cubic (𝜆1𝑥

3) and quartic (𝜆2𝑥
4) perturbations are

added to the quantum harmonic oscillator’s Hamiltonian and
energy levels of the anharmonic oscillator are calculated by a
perturbation method in first and second-order approximation.

Turbiner (1981) proposed a new iteration procedure for the
solution of a Schrödinger equation with arbitrary local poten-
tial. With this method, both eigenvalues and eigenfunctions are
represented as a convergent series. Potentials 𝑥𝑛(𝑛 = 2, 3, 4)

type and 𝑚2𝑔2 + 𝑔𝑥4 in one-dimensional space are considered
as examples.

In another article of Turbiner (2005), quantum anharmonic
oscillator was given by the following Schrödinger equation

−𝑑2𝜓

𝑑𝑥2 + 𝑚2𝑥2𝜓 + 𝑔𝑥4𝜓 = 𝐸(𝑚2, 𝑔)𝜓, (2)

which was solved by logarithmic derivation of the eigenfunction
approximation. As a result of his approach, the 𝑦(𝑥) function
has no singularities at real values of 𝑥 and shows asymptotic
behavior as lim |𝑥 |→∞. He defined the simplest interpolation of
𝑦(𝑥) between 𝑥 = 0 and 𝑥 = ∞ as

𝑦0 = 𝑎𝑥 + 𝑏
√
𝑔𝑥 |𝑥 |. (3)

Subsequently, first, second, and third corrections to the energy
for different 𝑎, 𝑏, 𝑐, 𝑚2 values, and the first correction to the
wave function for 𝑚2 = −1 and 𝑔 = 2 were evaluated.

In a further study, Turbiner & del Valle (2021) studied in the
framework of perturbation theory with the logarithmic deriva-
tion of the wave function for the potential

𝑉 = 𝑥2 + 𝑔2𝑥4. (4)

They used Riccati-Bloch equation for perturbation theory in
𝑔2 in 𝑥-space and generalized Bloch equation for semiclassi-
cal expansion in the power of ℎ̄ for energy in (𝑔𝑥)-space. Then
they showed the Riccati-Bloch equation and generalized Bloch
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equations yield the same expansion in powers of 𝜆 for the
energy. The eigenfunctions were expressed in terms of interpo-
lation parameters 𝐴, 𝐵. These parameters are dependent on the
𝑛, 𝑝 quantum numbers. Variational energy was determined for
𝑛 = 0, 1, 2, 𝑝 = 0, 1 and 𝑔2 = 0.1, 1, 10, 20, 100, with plots of
the parameters A and B presented. As summarized above quan-
tum anharmonic oscillator is still an interesting topic and also
finds applications in mathematical physics such as in Gaudreau
et al. (2013, 2015).

In this study, primarily for pedagogical purposes the en-
ergy levels of the quantum anharmonic oscillator and the
corresponding wave functions have been obtained using non-
degenerate perturbation theory up to the third order.

2. PERTURBATION THEORY

When a system’s energy undergoes an external disturbance
i.e., when an effect that changes the system’s energy is ap-
plied, the Hamiltonian of the system changes. For a non-
perturbed system, the Hamiltonian of the system satisfies the
time-independent Schrödinger equation,

𝐻𝜓𝑛 = 𝐸𝑛𝜓𝑛. (5)

For a perturbed system, the Hamiltonian is written within the
framework of perturbation theory as

𝐻 = 𝐻(0) + 𝜆𝐻′. (6)

Here, the parameter 𝜆 is a number between 0 and 1. In this
equation, 𝐻(0) represents the unperturbed Hamiltonian, and 𝐻′

represents the perturbation term. In the framework of pertur-
bation theory, the wave function 𝜓𝑛 and the energies 𝐸𝑛 are
expanded in powers of 𝜆 as follows

𝐸𝑛 = 𝐸
(0)
𝑛 + 𝜆𝐸

(1)
𝑛 + 𝜆2𝐸 (2)

𝑛 + 𝜆3𝐸 (3)
𝑛 + . . . , (7)

𝜓𝑛 = 𝜓
(0)
𝑛 + 𝜆𝜓

(1)
𝑛 + 𝜆2𝜓(2)

𝑛 + 𝜆3𝜓(3)
𝑛 + . . . . (8)

Here, 𝜓(1)
𝑛 represents the first-order correction to the eigenfunc-

tion representing 𝑛th level and 𝐸
(1)
𝑛 represents the first-order

correction to the 𝑛th energy eigenvalue. Similar expressions
hold for higher-order corrections.

In general, when solving physics problems across various
fields, it is often sufficient to compute terms up to the second
order in these series, including the second-degree terms.

2.1. Perturbation Terms for Energy

The first-order energy correction is the expectation value of the
perturbed term that is calculated by using the unperturbed wave
functions.

𝐸
(1)
𝑛 = ⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑛 ⟩. (9)

The second-order energy correction is calculated as

𝐸
(2)
𝑛 =

∑︁
𝑚 ̸=𝑛

|⟨𝜓(0)
𝑚 | 𝐻′ |𝜓(0)

𝑛 ⟩|2

𝐸
(0)
𝑛 − 𝐸

(0)
𝑚

. (10)

This formula involves a sum over all states 𝑚 that is different
from the state 𝑛. The matrix element ⟨𝜓(0)

𝑚 |𝐻′ |𝜓(0)
𝑛 ⟩ is calcu-

lated again by using the wave functions of the unperturbed
harmonic oscillator. For the third-order energy correction, a
more complicated expression is used.

𝐸
(3)
𝑛 =

∑︁
𝑘2 ̸=𝑛

∑︁
𝑘3 ̸=𝑛

⟨𝜓(0)
𝑛 | 𝐻′ |𝜓(0)

𝑘3
⟩⟨𝜓(0)

𝑘3
| 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘2

)(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘3

)

− ⟨𝜓(0)
𝑛 | 𝐻′ |𝜓(0)

𝑛 ⟩
∑︁
𝑘3 ̸=𝑛

|⟨𝜓(0)
𝑛 | 𝐻′ |𝜓(0)

𝑘3
⟩|2

(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘3

)2
.

(11)

2.2. Perturbation Terms for Wave Function

The first-order wave function correction is given by

|𝜓(1)
𝑛 ⟩ =

∑︁
𝑘1 ̸=𝑛

⟨𝜓(0)
𝑘1
| 𝐻′ |𝜓(0)

𝑛 ⟩

𝐸
(0)
𝑛 − 𝐸

(0)
𝑘1

|𝜓(0)
𝑘1
⟩. (12)

This equation involves a sum over all states 𝑘1 that are dif-
ferent from the state 𝑛. The matrix element ⟨𝜓(0)

𝑘1
|𝐻′ |𝜓(0)

𝑛 ⟩ is
computed using the wave functions of the unperturbed har-
monic oscillator. The second and third-order corrections are
more complicated as the following1,

|𝜓(2)
𝑛 ⟩ =

∑︁
𝑘1 ̸=𝑛

∑︁
𝑘2 ̸=𝑛

( ⟨𝜓(0)
𝑘1
| 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘1

)(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘2

)

−
⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑛 ⟩⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑛

(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘1

)2

)
|𝜓(0)

𝑘1
⟩

− 1
2
∑︁
𝑘1 ̸=𝑛

⟨𝜓(0)
𝑛 | 𝐻′ |𝜓(0)

𝑘1
⟩⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑘1

− 𝐸
(0)
𝑛 )2

|𝜓(0)
𝑛 ⟩,

(13)

1 https://en.wikipedia.org/wiki/Perturbation_theory_(quantum_mechanics)
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|𝜓(3)
𝑛 ⟩ =

∑︁
𝑘1 ̸=𝑛

∑︁
𝑘2 ̸=𝑛

∑︁
𝑘3 ̸=𝑛

[
−

⟨𝜓(0)
𝑘1
| 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑘3
⟩⟨𝜓(0)

𝑘3
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑘1

− 𝐸
(0)
𝑛 )(𝐸 (0)

𝑛 − 𝐸
(0)
𝑘2

)(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘3

)

+
⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑛 ⟩⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑘1

− 𝐸
(0)
𝑛 )(𝐸 (0)

𝑛 − 𝐸
(0)
𝑘2

)

(
1

𝐸
(0)
𝑛 − 𝐸

(0)
𝑘1

+
1

𝐸
(0)
𝑛 − 𝐸

(0)
𝑘2

) −
|⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑛 ⟩|2⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑘1

− 𝐸
(0)
𝑛 )3

+
|⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑘2
⟩|2⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑛 ⟩

(𝐸 (0)
𝑘1

− 𝐸
(0)
𝑛 )(𝐸 (0)

𝑛 − 𝐸
(0)
𝑘2

)

(
1

𝐸
(0)
𝑛 − 𝐸

(0)
𝑘1

+
1

2(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘2

)
)
]
|𝜓(0)

𝑘1
⟩ +

∑︁
𝑘1 ̸=𝑛

∑︁
𝑘2 ̸=𝑛

[
−

⟨𝜓(0)
𝑛 | 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑘1
⟩⟨𝜓(0)

𝑘1
| 𝐻′ |𝜓(0)

𝑛 ⟩

2(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘2

)2(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘1

)

+
⟨𝜓(0)

𝑘2
| 𝐻′ |𝜓(0)

𝑛 ⟩⟨𝜓(0)
𝑘1
| 𝐻′ |𝜓(0)

𝑘2
⟩⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑘1
⟩

2(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘2

)2(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘1

)

+
|⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑘1
⟩|2⟨𝜓(0)

𝑛 | 𝐻′ |𝜓(0)
𝑛 ⟩

(𝐸 (0)
𝑛 − 𝐸

(0)
𝑘1

)3

]
|𝜓(0)

𝑛 ⟩.

(14)

3. THE QUANTUM ANHARMONIC OSCILLATOR

In one dimension the Hamiltonian for the quantum anharmonic
oscillator is given as

𝐻 =
𝑝2

2𝑚
+

1
2
𝑚𝜔2𝑥2 + 𝜆𝑥4, (15)

where 𝐻 includes an additional term to the quantum harmonic
oscillator proportional to 𝑥4. The energy levels of quantum
harmonic oscillator are determined by

𝐸
(0)
𝑛 =

(
𝑛 +

1
2

)
ℎ̄𝜔, (16)

where 𝑛 is the quantum number, which can take on integer
values, including zero. The wave function for the 𝑛th state is
expressed as

𝜓𝑛(𝑥) = 𝐴𝑛𝑎
𝑛
+𝜓0(𝑥), (17)

where, 𝐴𝑛 is a normalization constant, 𝑎+ is the raising operator
and 𝜓0(𝑥) is the ground state wave function. In our work, we
first calculated perturbation terms by using algebraic methods
of the quantum harmonic oscillator. Afterwards, the obtained
ket states were replaced with normalized analytical functions
of the quantum harmonic oscillator.

In the algebraic formalism of the quantum harmonic oscilla-
tor, the following operators are used. Momentum and position

operators, respectively

𝑝 =
ℎ̄

𝑖

𝑑

𝑑𝑥
, 𝑥 =

√︂
ℎ̄

2𝑚𝜔
(𝑎+ + 𝑎−), (18)

and 𝑥2 operator,

𝑥2 =
ℎ̄

2𝑚𝜔
[𝑎2

+ + 𝑎+𝑎− + 𝑎−𝑎+ + 𝑎2
−], (19)

also raising (creation) and lowering (annihilation) operators are
given as

𝑎+ =
1

√
2ℎ̄𝑚𝜔

(−𝑖𝑝 + 𝑚𝜔𝑥), (20)

𝑎− =
1

√
2ℎ̄𝑚𝜔

(+𝑖𝑝 + 𝑚𝜔𝑥). (21)

If we apply the raising and lowering operators to the 𝑛th ket
state, we would obtain the following results.

𝑎+ |𝑛⟩ =
√
𝑛 + 1|𝑛 + 1⟩, (22)

𝑎− |𝑛⟩ =
√
𝑛|𝑛 − 1⟩. (23)

For the quantum anharmonic oscillator, the perturbation term
depending on the 4th power of 𝑥 will be written in terms of
raising and lowering operators as the following

𝐻′ =
ℎ̄2 (𝑎 + 𝑎†

)4

4𝑚2𝜔2 . (24)

3.1. Energy Corrections

The perturbation energy for the anharmonic oscillator is cal-
culated using the perturbation theory formulas presented in
Section 2.1. The terms of the series expansion of the 𝑛th energy
level of the quantum anharmonic oscillator are calculated as
follows,

𝐸
(1)
𝑛 =

3ℎ̄2 (2𝑛2 + 2𝑛 + 1
)

4𝑚2𝜔2 , (25)

𝐸
(2)
𝑛 = −

ℎ̄3 (34𝑛3 + 51𝑛2 + 59𝑛 + 21
)

8𝑚4𝜔5 , (26)

𝐸
(3)
𝑛 =

3ℎ̄4 (125𝑛4 + 250𝑛3 + 472𝑛2 + 347𝑛 + 111
)

16𝑚6𝜔8 . (27)

As anticipated, 𝐸 (1)
𝑛 , 𝐸 (2)

𝑛 , and 𝐸
(3)
𝑛 terms are proportional to ℎ̄2,

ℎ̄3 and ℎ̄4 whereas the unperturbed energy 𝐸
(0)
𝑛 is proportional

to ℎ̄.
The total energy expression is calculated as the series ex-

pansion given by Equation 7. Energy values calculated for the
ground and first two excited states for 𝜆 values ranging from
0.1 to 1 are given in Table 1. When compared to Hioe et al.
(1978)’s work, our power series expansion-based perturbation
theory calculations only give similar results for small pertur-
bation parameter 𝜆 and low-energy states. It might be useful
here to compare perturbation theory calculations with numeri-
cal results obtained by the finite differences method (FDM) as
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Table 1. Energy levels of a single quartic oscillator for various 𝜆 values.

Perturbation Method Finite Differences Method Finite Differences Method
NumPy, SciPy, SymPy Mathematica SciPy, NumPy, finndif

𝜆 𝐸0 𝐸1 𝐸2 𝐸0 𝐸1 𝐸2 𝐸0 𝐸1 𝐸2

0.1 0.5696 1.9134 3.9612 0.5591 1.7694 3.1383 0.5590 1.7688 3.1366
0.2 0.7115 3.3825 11.415 0.6024 1.9504 3.5359 0.6023 1.9497 3.5336
0.3 1.0507 7.3753 32.390 0.6380 2.0945 3.8443 0.6378 2.0936 3.8415
0.4 1.7120 15.360 74.416 0.6687 2.2167 4.1022 0.6686 2.2157 4.0990
0.5 2.8203 28.805 145.02 0.6961 2.3242 4.3268 0.6960 2.3231 4.3232
0.6 4.5005 49.178 251.74 0.7210 2.4208 4.5274 0.7208 2.4195 4.5233
0.7 6.8774 77.947 402.10 0.7439 2.5090 4.7095 0.7437 2.5076 4.7051
0.8 10.076 116.58 603.63 0.7651 2.5904 4.8770 0.7649 2.5890 4.8723
0.9 14.221 166.55 863.86 0.7850 2.6663 5.0326 0.7848 2.6648 5.0275
1.0 19.438 229.31 1190.3 0.8037 2.7376 5.1783 0.8035 2.7359 5.1728

presented in Table 1. In FDM, the second derivative operator
𝑑2

𝑑𝑥2 is replaced with finite differences and expressed as a tridi-
agonal matrix. Moreover, the potential operator is a diagonal
matrix and summation with the tridiagonal matrix leads to the
spatial discretization of the Schrödinger equation on a grid. The
related mathematica code xslittlegras2 which calculates energy
eigenvalues and corresponding wave functions, is provided in
the Supplementary section. FDM gives almost the same results
as given in Table 4 in Hioe et al. (1978)’s work. Another imple-
mentation of FDM is done by using SciPy, NumPy, and findiff
Python libraries Mathcube3 and the obtained results are listed
in Table 1.

3.2. Wave Function Corrections

Using perturbation theory, the terms of the series expansion of
the wave function corresponding to the 𝑛th energy level of the
quantum anharmonic oscillator were calculated as follows,

|𝜓(1)
𝑛 ⟩ =

ℎ̄

16𝑚2𝜔3

( [√︁
𝑛(𝑛 − 3)(𝑛 − 2)(𝑛 − 1)|𝑛 − 4⟩

]
+
[
(8𝑛 − 4)

√︁
𝑛(𝑛 − 1)|𝑛 − 2⟩

]
−
[
(8𝑛 + 12)

√︁
𝑛2 + 3𝑛 + 2|𝑛 + 2⟩

]
−
[√︁

𝑛4 + 10𝑛3 + 35𝑛2 + 50𝑛 + 24|𝑛 + 4⟩
] )

,

(28)

the second and third-order corrections to wave function 𝜓
(2)
𝑛 is

computed as mentioned in Section 2.2. Second-order correction

2 https://mathematica.stackexchange.com/questions/32293/find-eigen-energies-of-time-
independent-schr%C3%B6dinger-equation
3 https://medium.com/@mathcube7/two-lines-of-python-to-solve-the-
schr%C3%B6dinger-equation-2bced55c2a0e

to wave function is found as

|𝜓(2)
𝑛 ⟩ =

ℎ̄2

256𝑚4𝜔6

((
32𝑛

5
2 − 144𝑛

3
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𝑛

)
√
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√
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√
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+
(
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7
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5
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3
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√
𝑛

) √
𝑛 − 1 |𝑛 − 2⟩

−
(
65𝑛4 + 130𝑛3 + 487𝑛2 + 422𝑛 + 156

)
|𝑛⟩

+
(
−8𝑛3 + 492𝑛2 + 1436𝑛 + 1200

) √︁
𝑛2 + 3𝑛 + 2 |𝑛 + 2⟩

+
(
32𝑛2 + 208𝑛 + 288

) √︁
𝑛4 + 10𝑛3 + 35𝑛2 + 50𝑛 + 24|𝑛 + 4⟩

)
,

(29)
and third-order correction to wave function is found as

|𝜓(3)
𝑛 ⟩ =

ℎ̄3
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(30)
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Table 2. Zeros of wave functions for various 𝜆 values (only positive 𝑥 and 𝑥 = 0 points are listed).

𝜆 𝜓0 𝜓1 𝜓2 𝜓3 𝜓4

0.1 2.275 0, 2.146 0.738, 2.354 0, 1.373, 2.749 0.867, 1.903, 3.243
0.2 1.581 0, 1.805 0.884, 2.226 0, 0.302, 1.432, 2.682 0.101, 0.906, 1.911, 3.179
0.3 1.369 0, 1.753 0.908, 2.208 0, 0.331, 1.430, 2.666 0.101, 0.900, 1.897, 3.150
0.4 1.294 0, 1.739 0.910, 2.201 0, 0.330, 1.425, 2.659 0.095, 0.895, 1.889, 3.136
0.5 1.263 0, 1.733 0.910, 2.198 0, 0.326, 1.422, 2.654 0.090, 0.892, 1.883, 3.128
0.6 1.249 0, 1.730 0.908, 2.195 0, 0.323, 1.419, 2.651 0.086, 0.890, 1.880, 3.122
0.7 1.242 0, 1.728 0.907, 2.193 0, 0.317, 1.417, 2.648 0.081, 0.888, 1.877, 3.199
0.8 1.237 0, 1.727 0.906, 2.192 0, 0.317, 1.416, 2.647 0.079, 0.887, 1.875, 3.116
0.9 1.235 0, 1.726 0.905, 2.191 0, 0.315, 1.415, 2.645 0.076, 0.886, 1.874, 3.114
1.0 1.233 0, 1.725 0.904, 2.190 0, 0.313, 1.414, 2.644 0.074, 0.885, 1.873, 3.112

In each correction term kets are replaced with normalized
wave functions of quantum harmonic oscillator. In the follow-
ing, we presented constituent terms of the wave function for
the ground and first excited states where ℎ̄, 𝑚, 𝜔 selected as 1.
Terms of the ground state wave function are

𝜓
(0)
0 (𝑥) =
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2
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512 4√𝜋
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(31)

and terms of the first excited state wave function are
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(32)

The total wave function is calculated by using Equation 8.
Care must be taken to ensure that the total wave function ob-
tained by perturbation expansion must be checked for normal-
ization. In this work, for each level 𝑛, the wave function is
checked and normalized numerically. In Figure 1, total nor-
malized wave functions belonging to quantum anharmonic and
harmonic oscillators are presented. As seen from the plots, os-
cillations in the wave functions of the anharmonic oscillator
are not well-periodic. Moreover, one and two additional peaks
occur in the wave functions and probability distributions for
odd and even parity solutions, respectively.

In Table 2, for the wave functions representing the ground
and the first four excited states plotted in Figure 1, the nu-
merical values of the 𝑥 positions of the nodes are listed for 𝜆
values between 0.1 and 1. As expected, odd-numbered states
are anti-symmetric, and even-numbered states are symmetric
with respect to the origin. Therefore in Table 2, only positive
roots and the 𝑥 = 0 point intersections are listed. The number
of intersections with the 𝑥-axis increases as the quantum state
number increases, as expected. More interestingly, with the in-
crease of the 𝜆 perturbation parameter, spreading of the peaks
of the wave functions along the 𝑥-axis decreases.

As an example for the excited state with 𝑛 = 10 and pertur-
bation parameter 𝜆 = 0.1, probability distributions of quantum
harmonic and anharmonic oscillators are given in Figure 2. If
one compares the two probability distributions, it can be de-
duced that, due to the quartic term in the Hamiltonian, the
localization range of the particle in one dimension decreases
in the anharmonic oscillator case compared to the harmonic
oscillator.

4. CONCLUSION

In this article we have computed the energy and wave func-
tion corrections for the quantum anharmonic oscillator up to
the third order by using non-degenerate perturbation theory.
Consistent energy values with the literature are found only for
small perturbation parameters and low quantum levels. The 𝑥4

term in the Hamiltonian leads to an increase in the intensity of
confinement, which facilitates the localization of a particle.
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Figure 1. Wave functions of harmonic (solid) and quartic anharmonic (dotted) oscillator with 𝜆 = 0.1. In (a) harmonic and quartic potentials with 𝜆 = 0.1 are also
plotted.
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Figure 2. Probability distribution of quantum harmonic (solid) and quartic
anharmonic (dotted) oscillator for quantum level 𝑛 = 10 and 𝜆 = 0.1.
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SUPPLEMENTARY
Codes that are used in calculating energy eigenvalues for an-
harmonic quantum oscillator are listed below.

Mathematica

ClearAll["Global‘*"];
TISE1D[U_Function, {xmin_, xmax_}, N0Grid_ : 101,
BoundaryCondition_String : "zero"] :=
Module[{dx = (xmax - xmin)/(N0Grid -
1), Hmtx, Tmtx, Vmtx},
Tmtx = -(1/(2 (dx)^2))
SparseArray[{{i_, i_} -> -2, {i_, j_} /; Abs[i -

j] == 1 -> 1},
{N0Grid, N0Grid}];

Vmtx = DiagonalMatrix[U /@ Range[xmin, xmax, dx]];
Hmtx = Tmtx + Vmtx;
If[BoundaryCondition == "periodic",
Hmtx[[1, -1]] = Hmtx[[-1, 1]] = -(1/(2 (dx)^2));];
Sort[Transpose@Eigensystem[Hmtx],
(#1[[1]] < #2[[1]]) &]]

TableForm[Table[V1[x_] = 1/2. x^2 + \[Lambda] x^4 ;
Flatten[{\[Lambda],
Transpose[
Round[TISE1D[Function[{x}, V1[x]], {-

10, 10}, 1000], 0.0001]][[
1, 1 ;; 3]]}],

{\[Lambda], 0.1, 1, 0.1}],
TableHeadings -> {None, {"\[Lambda]",

"\!\(\*SubscriptBox[\(E\), \(0\)]\)",
"\!\(\*SubscriptBox[\(E\), \(1\)]\)",
"\!\(\*SubscriptBox[\(E\), \(2\)]\)",
"\!\(\*SubscriptBox[\(E\), \(3\)]\)"}},

TableAlignments -> Center]

Python

import numpy as np
from scipy.sparse import diags
from scipy.sparse.linalg import eigs
from findiff import FinDiff
l_E = np.array([])
il=0.1
V = {"V2":lambda x:1/2*x**2,

"V4":lambda x:1/2*x**2 + il*x**4}["V4"]
for il in np.arange(0.1, 1.1 ,0.1):

x = np.linspace(-5, 5, 200)
energies, states = eigs(

-0.5 * FinDiff(0, x[1]-
x[0], 2).matrix(x.shape) +

diags(V(x)),
k=3, which=’SR’)

energies = np.insert(energies, [0], il)
l_E = np.append(l_E, energies)

l_E = np.round(l_E.real, 4).reshape((10,4))
print("\tl\t E0\t\t E1\t\t E2\n", l_E)
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