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Machining is one of the widely used methods in today's technology and there are 

many parameters that affect the machinability of the produced product. In the 

machining process, the machinability of the product depends on parameters such as 

feed rate, depth of cut, cutting speed and cutting fluid. The use of cutting fluid during 

the process has advantages such as improving surface quality, but also disadvantages 

such as increased cost and environmental damage. Due to these disadvantages of 

cutting fluid in manufacturing processes, alternative methods have been developed. 

The method called minimum quantity lubrication (MQL) not only reduces cost but 

also improves machinability. In this study, the machinability of titanium turning was 

evaluated with main cutting force, surface roughness and temperature measured in 

the primary cutting zone data. MQL method was used in the study and Taguchi L9 

model was applied. The results were compared between dry cutting and MQL 

atmospheres. The reliability of the data and the degree of influence of the parameters 

were analyzed by ANOVA. In this study, the shear force data obtained in the dry 

shear atmosphere were higher than the data obtained in the MQL method. In addition, 

the surface roughness values obtained in dry cutting atmosphere were also relatively 

high. The optimum cutting speed, feed rate and depth of cut values for the process 

were determined as 60 m/min, 0.05 mm/rev and 0.5 mm, respectively. 

 

 
1. Introduction 

 

In the manufacturing industry, technology is 

developing day by day to a degree that is difficult 

to follow. The manufacturing method to be 

chosen for the production of the object to be 

manufactured is decided by considering its 

advantages and disadvantages. Machining 

process is one of the most preferred methods in 

the manufacturing sector due to its advantages as 

well as its disadvantages such as the formation of 

residual parts we call chips and high temperature. 

To remove heat generated during the machining 

process, The Minimum Quantity Lubrication 

(MQL) method is the application of the minimum 

amount of cutting fluid to the cutting zone with 

sustainability in mind, is becoming widespread 

day by day. In this method, the cutting fluid is 

sprayed through a nozzle tip and applied to the 

cutting zone. By aiming to minimize the 

consumption of cutting fluid, the MQL method 

prioritizes environmental sensitivity and reduces 

costs. With all these advantages, MQL method 

improves machinability. Studies using the MQL 

technique have generally investigated the effect 

of cutting atmosphere on machinability.   

 

The MQL technique has been used in machining 

processes such as drilling [1], turning [2, 3], 

milling [4, 5]. In the studies, the effect of 

machining cutting atmosphere has been 

investigated by considering factors such as 
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machinability properties of the materials, tool 

wear [6, 7], surface roughness [8], cutting 

temperature [9], cutting oil [10]. In addition, the 

effect of cutting atmosphere on energy 

consumption, carbon emission [11], chip 

morphology [12] has also been studied. In 

addition, in another study, a region was named as 

a shadow zone in the MQL technique and the 

characteristics of the manufacturing process 

performed in this region were investigated [13]. 

In addition to the experimental studies, there are 

also review articles in which current studies are 

reviewed and future trends are given [14]. 

Studies using the MQL technique have achieved 

relatively better results than studies in dry cutting 

atmosphere [15]. 

 

It has been determined that there are studies in 

the literature using the MQL system and that it is 

still a subject worthy of further study. The studies 

were mostly completed using alloyed metallic 

materials. Since the MQL system is current in the 

literature and pure metallic materials are used 

relatively less, this study investigated the 

processability of pure titanium with the MQL 

system. The reason why the study was carried out 

with pure titanium is that titanium is used 

especially in machining production areas such as 

ships and submarines, and the coolant we use 

does not react with pure titanium. 

 

2. Material Method  

 

The study was carried out on a Goodway GLS-

150 computer aided (CNC) lathe. Pure titanium 

material was used in the study and Kistler 9257b 

dynamometer, FLIR I50 termal camera, 

Mitutoyo SJ-201 surface roughness measuring 

device, Werte Mikro STN 15 potentiometer 

controlled pulvarized lubrication system and 

Trim E950 cutting fluid were used for the MQL 

system. The appearance of the system in which 

the study was carried out is given schematically 

in Figure 1. 
 

 
Figure 1. Schematic view of production 

Technical specifications of pure titanium used in 

the study are given in Table 1. 

 
Table 1. Technical properties of pure titanium 

Density (g/cm3) 4.51 

Melting point (C) 1668 

Thermal conductivity ( W/mK) 21.4 

Modulus of elasticity (GPa) 105 

Poisson’s ratio 0.34 

Hardness (BHN) 120 

 

In the study, an MQL system with 0.1 s 

lubrication interval and 0.1 s lubrication time and 

bar pressure was used. Trim E950 cutting fluid 

was used in the study because it is relatively 

environmentally friendly vegetable-based and 

has a flash temperature above 160°C. In addition 

to these features, Trim E950 cutting fluid has a 

pH value of 8.8 - 9.4 and a refractometer 

coefficient of 1.0. In the study, Sandvik CNMG 

12 04 08-SM 1105 grade PVD TiAlN coated 

insert and DCLNR 2020K 12 coded lathe tool 

holder were used. 

Three three different depths of cut, three different 

feeds and three different cutting speeds were 

used in the study. The selected machining 

variables are cutting speed 60, 90, 120 m/min, 

feed 0.05, 0.15, 0.25 mm/rev and depths of cut 

0.5, 1, 1.5 mm as given in Table 2. Since 27 

experiments will be performed for each 

machining method in total, Taguchi method 

orthagonal array was used in order to save both 

cost and time. Using this method, 9 experiments 

were performed instead of 27 experiments. The 

least best approximation was used to evaluate 

results of the temperature, surface roughness and 

cutting force.  

 
Table 2. Processing parameters 

Parameters 

Level 

Levels 

Level 1 Level 2 Level 3 

Cutting 

speed 

(m/min) 

60 90 120 

Feed rate 

(mm/rev) 
0.05 0.15 0.25 

Depth of cut 

(mm) 
0.5 1 1.5 

 

Since we will apply 3 levels and 3 factors in 

Taguchi method, L9 array was used. The factors 

and levels of this array are given in Table 3. 
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Table 3. Factors and levels of experiment numbers 

No. Factors and levels 

A B C 

1 1 1 1 

2 1 2 2 

3 1 3 3 

4 2 1 2 

5 2 2 3 

6 2 3 1 

7 3 1 3 

8 3 2 1 

9 3 3 2 

 

3. Results and Discussion 

 

In this study, in order to investigate the effect of 

machining parameters and cutting atmosphere on 

the machinability of pure titanium material in the 

machining process, two different cutting 

environments, dry cutting environment and MQL 

method, were realized by applying vegetable-

based cutting fluid to the cutting zone. The 

results obtained were compared in terms of 

cutting force, temperature measured during the 

process and surface roughness measured after the 

process. For each result, the optimal machining 

parameters were determined according to the 

signal-to-noise ratios of the results by applying 

the least-best approach and the effect of 

processing parameters on the results was 

determined by analysis of variance. 

 

3.1. Cutting force  

 

The cutting force values obtained in different 

cutting environments are given in Table 4. The 

results can be followed visually in Figure 2, 

which was created with the data in Table 4. As 

can be seen from Table 4, the effect of the cutting 

atmosphere was affected by the process 

parameter values.  

 

Table 4. Cutting force values and percentage of 

difference 

No. DRY 

(N) 

MQL 

(N) 

Difference 

(%) 

1 134 88 34,33 

2 423 326 22,93 

3 875 835 4,57 

4 451 158 64,97 

5 820 450 45,12 

6 310 252 18,71 

7 575 536 6,78 

8 248 183 26,21 

9 560 511 8,75 

 

 
Figure 2. Cutting force values (blue: dry, orange: 

MQL) 

 

The average of the cutting force values obtained 

in dry cutting atmosphere is 488 N and 371 N in 

conditions where cutting fluid is used. 

Considering the resulting cutting force data, the 

cutting forces are higher in dry cutting 

atmosphere.  

Minitab application was used to examine the 

effect of processing parameters. Minitab 

application was used separately for each 

atmosphere condition. Signal-to-noise ratio was 

obtained through Minitab application and the 

most appropriate machining values were 

obtained. The Signal to Noise ratio graph 

obtained for shear force under dry cutting and 

cutting fluid conditions is given in Figure 3 and 

the ratio table is given in Table 5.
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Figure 3. Signal to noise ratio plot of cutting force 

values for dry cutting and cutting fluid conditions 

 

Table 5. Signal to noise ratio values of cutting force 

in dry cutting and cutting fluid conditions 

DRY 

No. Cutting 

speed (%) 

Feed 

rate 

Depth of 

cut 

1 -49,20 -45,82 -44,06 

2 -48,36 -49,53 -49,47 

3 -51,33 -53,54 -55,36 

MQL 

1 -51,30 -20,27 -46,75 

2 -53,73 -52,90 -53,52 

3 -52,68 -54,54 -57,44 

 

Signal to Noise Ratio values in dry machining 

experiments were defined by selecting the 

smallest best option when performing Taguchi 

analysis in Minitab application. Therefore, 

according to the Signal to Noise Ratio data, the 

optimum values for cutting force are 60 m/min, 

0.05 mm/rev and 0.5 mm for cutting speed, feed 

rate and depth of cut, respectively. In 10% 

cutting fluid and water solution atmosphere 

experiments, the optimum values for cutting 

force according to Signal to Noise Ratio are 90 

m/min, 0.05 mm/rev and 0.5 mm for cutting 

speed, feed rate and depth of cut, respectively. 

 

ANOVA analyses were performed to examine 

the effect of machining parameters on the cutting 

force data obtained under dry cutting conditions. 

The degree of influence of process parameters 

under dry cutting and cutting fluid conditions is 

shown in Table 6.  

 

Table 6. Degree of influence of process parameters 

on the cutting force under dry cutting and cutting 

fluid conditions 

DRY 

Parameter Impact ratio (%) 

Cutting speed 7,2 

Feed rate 27,58 

Depth of cut 64,61 

MQL 

Parameter Impact ratio (%) 

Cutting speed 1,44 

Feed rate 11,64 

Depth of cut 84,29 

 

Table 6 shows that the depth of cut is the most 

effective parameter on the cutting force in the 

study carried out under cutting fluid and dry 

cutting conditions. 

 

The reliability rate of the study carried out in dry 

cutting atmosphere was found to be 97.37% by 

ANOVA analysis. In the study using cutting 

fluid, the reliability rate was found to be 99.4%. 

 

Similar to our result, Akgün M., et al. reported 

that the most effective parameter on cutting force 

is feed rate [16]. 

 

3.2. Temperature 

 

The temperature values obtained in dry cutting 

and MQL and vegetable cutting fluid spraying 

atmospheres are given in Table 7. The results can 

be followed visually in Figure 4, which was 

created with the data in Table 7. As can be seen 

from Table 7, the effect of the cutting atmosphere 

was affected by the process parameter values.  

 
Table 7. Temperature values and percentage of 

difference 

No. DRY MQL Difference (%) 

1 125 71,8 42,56 

2 188 48,1 74,41 

3 292 215 26,37 

4 146 70 52,05 

5 252 159 36,90 

6 144 144 0 

7 197 142 27,92 

8 194 152 21,65 

9 188 118 37,23 
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Figure 4. Temperature values (blue: dry, orange: 

MQL) 

 

All of the measured temperature values of the 

parts processed in dry cutting environment 

during the process are higher than the 

temperature values measured in the cutting fluid 

atmosphere. This is actually an expected result; it 

is thought that the cutting fluid used removes the 

heat generated in the cutting zone.  

 

Minitab application was used to examine the 

effect of processing parameters.  Minitab 

application was used separately for each 

atmospheric condition. Signal-to-noise ratio was 

obtained through the Minitab application and the 

most appropriate processing values were 

obtained. The Signal to Noise ratio table obtained 

for cutting force under dry cutting and cutting 

fluid conditions is given in Table 8 and the ratio 

graph is shown in Figure 5. 

 

 
Figure 5. Signal to noise ratio plot of temperature 

values in dry machining and cutting fluid 

atmosphere 

 

 

 

Table 8. Temperature signal-to-noise ratio values in 

dry machining and cutting fluid atmosphere 

DRY 

No. Cutting 

speed 

Feed 

rate 

Depth of 

cut 

1 -39,14 -39,02 -41,31 

2 -41,37 -40,44 -37,33 

3 -42,71 -43,75 -44,57 

MQL 

1 -45,58 -43,70 -43,62 

2 -44,83 -46,20 -44,75 

3 -45,71 -45,99 -47,74 

 

In dry atmosphere tests, the optimum values for 

temperature according to the Signal to Noise 

Ratio are 90 m/min, 0.05 for mm/rev and 0.5 mm 

for cutting speed, feed rate and depth of cut, 

respectively. In the environment where cutting 

fluid is used, the optimum values for temperature 

according to Signal to Noise Ratio are 60 m/min, 

0.05 to mm/rev and 1 mm for cutting speed, feed 

rate and depth of cut, respectively. 

ANOVA analyses were performed to examine 

the degree of influence of process parameters on 

the temperature data obtained under dry cutting 

conditions. Table 9 shows the effect of process 

parameters under dry cutting and cutting fluid 

atmosphere conditions. 

 
Table 9. Effect of process parameters on 

temperature in dry cutting and cutting fluid 

atmosphere 

DRY 

Parameter Impact ratio (%) 

Cutting speed 4,41 

Feed rate 28,16 

Depth of cut 58,23 

MQL 

Parameter Impact ratio (%) 

Cutting speed 2,96 

Feed rate 25,60 

Depth of cut 63,37 

 

In the experiments carried out in dry cutting and 

cutting fluid atmosphere, the most effective 

parameter on the temperature values was the 

depth of cut in both working environments 

(Table 9).  

 

The reliability ratio study performed with the 

measured temperature data was found to be 

91.93% in dry cutting ANOVA analysis and 
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90.80% in the environment where cutting fluid 

was used. 

 

3.3. Surface roughness 

 

Surface roughness values measured at different 

cutting atmospheres are given in Figure 6. 

 

 
Figure 6. Surface roughness values (blue: dry, 

orange: MQL) 

 

When the surface roughness values obtained 

from different cutting environments were 

analyzed, it was determined that the values 

measured in dry cutting atmosphere were higher.  

 

Minitab application was used to examine the 

effect of processing parameters.  Minitab 

application was used separately for each 

atmosphere condition. Signal-to-noise ratio was 

obtained through the Minitab application and the 

most appropriate machining values were 

obtained. The Signal to Noise ratio graph 

obtained for surface roughness values under dry 

cutting and cutting fluid conditions is given in 

Figure 7 and the ratio table is given in Table 10. 

 

 
Figure 7. Signal to Noise ratio plot generated from 

surface roughness data obtained from dry cutting 

and machining in cutting fluid atmosphere 

 

Table 10. Surface roughness signal to noise ratio 

values in dry cutting and cutting fluid atmosphere 

DRY 

No. Cutting 

speed 

Feed 

rate 

Depth of 

cut 

1 -4,41 -4,15 -5,40 

2 -7,89 -6,80 -3,03 

3 -6,78 -8,04 -10,54 

MQL 

1 -2,47 -0,94 -1,24 

2 -1,81 -4,80 -2,95 

3 -6,19 -6,60 -6,27 

 

In dry atmosphere experiments, the optimum 

values for surface roughness according to Signal 

to Noise Ratio are 600 m/min, 0.05 mm/rev and 

1 mm for cutting speed, feed rate and depth of 

cut, respectively. In cutting fluid atmosphere 

experiments, the optimum values for surface 

roughness according to Signal to Noise Ratio are 

90 m/min, 0.05 mm/rev and 0.05 mm for cutting 

speed, feed rate and depth of cut, respectively. 

 

ANOVA analyses were performed to examine 

the degree of influence of the process parameters 

on the surface roughness data obtained under dry 

cutting conditions. Table 11 shows the degree of 

influence of process parameters in dry cutting 

and cutting fluid atmosphere conditions 

 
Table 11. Effect of process parameters on surface 

roughness in dry cutting and cutting fluid 

atmosphere 

DRY 

Parameter Impact ratio (%) 

Cutting speed 5,50 

Feed rate 62,05 

Depth of cut 8,72 

MQL 

Parameter Impact ratio (%) 

Cutting speed 15,37 

Feed rate 45,91 

Depth of cut 38,72 

 

The most effective parameter for the surface 

roughness values obtained in both dry cutting 

atmosphere and MQL cutting conditions is the 

feed rate. Similarly, in their study, Subbaiah 

K.V., et al [17]. determined that the most 

effective parameter on surface roughness was 

feed rate (Table 11).  
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The reliability rate of the study was found to be 

76.27% with the ANOVA analysis and 83.92% 

in the cutting fluid atmosphere. 

 

4. Conclusion 

 

The effects of the machining parameters used in 

the machining of pure titanium material in 

different cutting atmospheres on surface 

roughness, cutting force and temperature were 

investigated and the following results were 

obtained: 

 

- It was found that the cutting force values were 

affected by the cutting conditions and the 

measured cutting force value was higher in dry 

cutting atmosphere. The difference between the 

cutting force data obtained in different cutting 

atmospheres is 64.97% and the smallest 

difference is 4.57%. 

 

- It was determined that the most important effect 

on the cutting force data in dry cutting 

atmosphere was 84.29% of the depth of cut and 

the most important effect on the cutting force 

data in MQL cutting atmosphere was 64.6% of 

the depth of cut.  

 

- The effect of feed rate on cutting force 

increased from 11.64% to 27.58% with MQL. 

For cutting speed, it increased from 1.44% to 

7.20%. 

 

- Due to the good wetting achieved with MQL, 

the average improvement in cutting force values 

was 23.98%. 

 

- In the analysis of the parameters affecting the 

cutting force, the measured results were obtained 

with a high probability of accuracy. The overall 

probability of accuracy of the obtained results is 

around 97%. 

 

- It was found that the temperature measured in 

the primary cutting zone increased with 

increasing depth of cut values and MQL was 

more effective on the temperature reduction rate. 

It is thought that fluid velocity, pressure and 

removal of heat from the environment with chips 

are effective in the temperature reduction of 

MQL. 

 

- The most influential machining parameter on 

temperature data is depth of cut with 63.37% in 

dry cutting atmosphere, while The most effective 

machining parameter in the MQL machining 

atmosphere is the depth of cut with 58.23%. 

 

- As cutting speed and the depth of cut increase, 

the temperature also increases and this has a 

negative effect on the surface roughness. In dry 

cutting atmosphere, when the results obtained 

from the surface roughness measured at the end 

of machining are analyzed, the most effective 

parameter is the feed rate with 62.05%. 

 

- The accuracy data of the temperature values 

measured in the cutting zone are on average 85% 

accurate. This means that the results are highly 

reliable. 

 

- When the surface roughness values measured 

after machining were analyzed, the most 

effective parameter was determined as feed rate 

by ANOVA analysis. As the feed rate, which 

refers to the movement of the cutting tip on the 

material to be cut in one cycle during production 

in the machining process, increases, the 

roughness on the material will increase due to the 

increase in the distance between the two feed 

steps. 
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In this study, experimental work in the literature about friction on bird-feather like 

structures has been reviewed and one of these was modeled by using CFD 

(Computational Fluid Dynamics) to obtain minimum grid parameters. Coupled with 

obtained optimal grid parameters, the shear stresses of the two-dimensional models 

were investigated at the values of Reynolds number 110,000-470,000. Based on the 

concluded previous study, three-dimensional geometries were modeled with 

reference to two-dimensional models and analyzed with the determined grid 

structure. The results of the analysis are compared with those of the previous 

experimental study in the literature. In the final phase of the study, a drag reduction 

was found to be approximately 30% on the surfaces inspired by bird feathers. 

 
1. Introduction 

 

Reducing the friction at surfaces is an important 

problem for many industries especially in 

transportation where fuel consumption and speed 

are both important parameters. Total drag can be 

reduced not only by optimizing the form of the 

body, but also by changing the surface structure 

so as to reduce viscous friction. In this regard, 

there have been studies conducted with the 

inspiration coming from shark skin and bird 

feathers. Shark skin inspired surfaces reduce drag 

by up to 10%, while bird feather inspired surfaces 

are up to 20%. 

 

Reducing drag allows the objects to spend less 

energy, move faster and cover a longer distance 

and have higher efficiency. For example, the fuel 

consumption of land vehicles, air crafts and ships 

can be reduced by reducing drag. It was reported 

that covering 70% of the surfaces of Boeing and 

Airbus planes with the rough surface structures 

reduced fuel consumption by 1% [1]. 

 

Friction at surfaces can be reduced greatly by 

making micro-scale changes at the surface. Many 

methods have been developed for accomplishing 

this; micro-grooved surface structures employed 

by Pulles (1988), and micro-ballonet structures 

made by Kodama et al. (2005) can be given as 

examples. Many similar methods have been 

developed and each method reduces drag at 

various levels [2, 3]. 

 

It is a known fact that the surfaces of flying 

organisms evolved in the form of microstructures 

which would give the most appropriate shape for 

drag re- duction. For example, microstructures of 

shark skin influence reducing turbulence and 

drag on which much work has been done [4].  
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Longitudinal prominent and discrete surfaces at 

unusual sizes and angles which were designed 

and used at oil-channel experiments by Bechert 

et al. (1997) achieved maximum 8,7% drag 

reduction [1]. Walsh and Lindemann (1984) 

found that 8% drag reduction occurred by 

copying the microstructure of shark skin to the 

surfaces (at the value of s+=15) by his work 

which was also called the effect of shark skin. 

This s+ is the dimensionless distance among the 

micro riblets and calculated with the formula s+ 

= sVτ/v.s refers to the distance among the riblets, 

Vτ refers to the friction velocity and the ν denotes 

viscosity. Friction velocity is expressed as Vτ  = 

/(τ0/ρ), it is related to shear stress on smooth 

surfaces [5]. 

 

To examine the effect of the surface shape on the 

friction resistance, Bourisli and Al-Sahhaf 

(2008) analyzed friction coefficient and velocity 

by a series of simulation tests using riblets in 

three different directions, square, triangular and 

semi-circular. As a result, they found that three 

of the rough surfaces gave less resistance to 

smooth surfaces and that the triangular riblets 

provided the greatest drag reduction [6]. Using 

the simulation software, El-Samni et al. (2007) 

determined the pressure gradient to compensate 

for mass flow on smooth sur- faces such as 

curved surfaces at different protrusions and 

grooves. This system was used to geometrically 

optimize gaps between protrusions and 

protrusions in relation to drag reduction, and a 

reduction of 11% drag was achieved in these 

studies [7]. Ren et al. (2005) studied bionic 

smooth surface evaluation in bending surface 

design [8]. In different sizes, smooth surfaces 

carrying a convex body, pits and protrusions 

were subjected to low speed, subsonic and 

supersonic wind tunnel tests. The results show 

that all of the tested smooth surfaces give 

reduced resistance and the highest drag reduction 

rate is about 5%. To illuminate the mechanisms 

underlying drag reduction on smooth surfaces, 

Sirovich and Karlsson (1997) tested the change 

in drag reduction on V-shaped grooved surfaces 

in the wind tunnel. They have found that 

turbulence energy distribution is reduced by drag 

reduction and that a reduction in turbulence 

energy distribution may be a mechanism used by 

the rough surface approaches [9]. In their study, 

Bullen and McKenzie (2008) observed that 23 of 

bat species living in Western Australia could 

reduce the drag resistance of rough-surfaced 

areas on the head and body skin of high-speed 

flying species by 10% [10]. 

 

Birds are another class of organisms with micro-

structured surfaces. It is known that flight 

movements and soaring patterns of birds are in 

the form to minimize the drag force. The 

microstructure of birds feathers reduces drag 

significantly. Birds have developed excellent 

structures by means of evolution along millions 

of years such as hollow feather shafts and an 

aerodynamic shape for increasing the flying 

performance. The alignment of the riblets along 

the shafts on each wing is a typical feature of bird 

feathers. This provides the nerds of birds feathers 

to be attached perfectly especially for major and 

minor feathers of wings. It is assumed that riblets 

on such microstructures on feathers reduce drag 

strongly [11].  

 

Much work has been done on the prepared 

surfaces which have been inspired by the 

microstructures of the feathers. In the 

experimental work made by Tucker and Parrott 

(1970), Harris falcons floated freely in the air 

tunnel and they measured the minimum drag with 

trimming or without trimming the tip feathers of 

falcons. As a result, they found that trimmed 

falcons increased drag by 70-90% [12]. 

 

Nachtigall (1998) found that, the smooth starling 

model he used experimentally in the air tunnel 

has 14% lower drag than the starling model [13]. 

Figure 1 shows the Starling's position in the wind 

tunnel. In an experiment in the water tunnel, 

Chen et al. (2014) observed that the height/width 

ratio of the drag in three different geometric 

shapes and dimensions that was inspired by bird 

feather is the best at 0.6 and reduces the drag up 

to 21% [14]. Zhou (2006) examined the rough 

surface of pigeon feather. The placement of the 

smooth surfaces with protrusions behind the 

rotary gantry has resulted in a drag reduction of 

16.56% as measured by the simulation test [15]. 
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Figure 1. (a) Starling, flying horizontally in wind 

tunnel, (b) same starling and wind tunnel conditions, 

the starling wearing a respiration mask [13] 

 

The present study aims to examine micro-

grooved structures in varied sizes. The change in 

drag is examined in three stages on artificial 

surfaces inspired by the structure of pigeon 

feather. In the first stage, the experiment by Chen 

et al. (2013) were modeled in the CFD 

environment under the same inception and 

boundary conditions. The purpose of this step is 

to determine the differences between the 

experiment and CFD results [16]. In the second 

step, the effect of geometric dimensions and 

shapes of riblets on drag is examined by 

changing height, width and geometric shapes and 

dimensions, and the optimum parameters are 

determined. Finally, the change in drag by 

changing s+ rate is computed for this optimum 

shape. This study shows that designing new 

models of various sizes and geometries can 

further reduce the drag. 

 

1.1. The Structure of bird feathers 

 

Although the structure of bird feathers changes 

according to the species, the general features are 

similar. Feather geometry evolved according to 

the environmental conditions in different 

geographical regions and reached the most 

suitable structure. The wings covered with 

feathers are flighting mechanisms of birds. The 

wings have changing drag values on different 

wing surface and wing width ratios [17]. 

 

 
Figure 2. Microscopic  appearance  of  flight feather 

[18] 

 

Microscopic examination of the feather structure 

shows that feather nerds are aligned bilaterally 

along the shaft. The strings between the adjacent 

nerds run correspondingly along the nerd. As 

seen in Figure 2 by locating the inner and outer 

sides up to the shaft, the microstructure strings 

form the feather riblets. Due to the micro grooved 

protruding structures on the feather, riblets 

interact with the flow and crossflow velocity 

fluctuations occur through riblet holes. These 

fluctuations affect surface shear stress and 

momentum transfer positively and reduce drag. 

Although the distance between the strings, s, is 

the same everywhere, the height of strings, h, 

goes down as one moves away from the nerd. 

Generally, the rate of h/s of the feathers changes 

between 0.2 and 0.9. 

 

2. Numerical Methods 

 

2.1.  Turbulence model 

 

The turbulence model has immense importance 

in computational studies. The choice of 

turbulence model changes depending on flow 

geometry. A study comparing results obtained by 

using different turbulence models with the 

experimental results was carried out by Shi et al. 

(2016). The mentioned study concluded that 

RNG turbulence model with k-ε equations was 

the one that gave the closest results to the 

experimental values [19]. 

 

RNG turbulence model with k-ε equations gives 

better results for rapidly strained flows and 

swirling flows [19]. RNK k- ε model can be 

written as 

 
𝜕

𝜕𝑡
 (𝜌𝑘) +

𝜕

𝜕𝑥𝑖
(𝜌𝑘𝑢𝑖 ) =

𝜕

𝜕𝑥𝑗
(𝛼𝑘µ𝑒𝑓𝑓

𝜕𝑘

𝜕𝑥𝑗
) + 𝐺𝑘 +

𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘                                              (1) 
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∂

∂t
 (ρε) +

∂

∂xi
(ρεui ) =

𝜕

𝜕𝑥𝑗
(𝛼𝜀µ𝑒𝑓𝑓

𝜕𝜀

𝜕𝑥𝑗
) +

𝐶1𝜀
𝜀

𝑘
(𝐺𝑘 + 𝐶3𝜀𝐺𝑏) − 𝐶2𝜀𝜌

𝜀2

𝑘
− 𝑅𝜀 + 𝑆𝜀           (2) 

 

C1ε, C2ε and C3ε are model constants. Gk 

represents the kinetic energy due to the average 

velocity. Ym represents the contribution of the 

fluctuating dilatation in compressible turbulence 

to the overall dissipation rate, the quantities αk 

and αε are the inverse effective Prandtl numbers 

for k and ε, respectively. Sk and Sε are user-

defined source terms. 

 

2.2.  Drag calculations 

 

The drag reduction is characterized by the 

surface friction coefficient differences between 

the selected reference surface and the tested 

surface. The drag reduction ratio (DR) is 

calculated by using the experimental value of 

Chen et al. (2013) and CFD value by the formula 

[16]: 

 

%𝐷𝑅 =
∆𝜏

𝜏
=

𝐹𝑐−𝐹𝑟

𝐹𝑟
                                        (3) 

 

Here, Fc is the friction coefficient of structured 

surface, Fr is the friction coefficient of reference 

surface (smooth surface). The difference 

between the shear stress on the reference surface 

and the shear stress on the tested surface is 

denoted ∆τ. The negative value of DR shows that 

drag decreases, while the positive value shows 

that drag increases. 

 

3. Numerical Methods 

 

3.1. Comparing the results of experiment 

and CFD  

 

This section compares the experimental data of 

Chen et al. (2013) using water tunnel with the 

CFD results under the same boundary and initial 

conditions which the structural parameters of 

bio-inspired herringbone was set as following 

values [16]: s=100m, h/s=0.6, = 60. And, the 

length of horizontal empirical surface 0.04 with 

the generated riblet surface which 0.03 riblet 

surface along. The water tunnel which was used 

for the experiment, the total test tube length was 

0.6 m and the distance between the two-low 

pressure measuring holes was 0.5 m, and the test 

surface was covered in the tube as bonding the 

skins.  

 

The turbulent tube flow that comes to the test 

room at constant temperature is completely 

improved. Figure 3 shows the computational 

environment of the models used along with 

representative figure experimental skin which 

was used in conducted tests. Also, the model 

test surface is considered flat and other 

boundary conditions were practically identical. 

The 1,5% margin of error inflicted of bending 

the test surface in the experiment is considered 

in the analysis results and while calculating this 

difference is also considered. 

 

 
Figure 3. Bird feather model (a) and traditional 

model, (b) used in Chens experiment 

 

For the different s+ values from the result of the 

analysis, changing the drag reduction values of 

the three models was compared with the results 

of the experiment. There is a 1-2% difference 

between the experimental results and the analysis 

results, this difference consists of the mesh 

number and variations inflicted on bonding the 

test surface in the experimental setup. 

Furthermore, the difference could occur due to an 

adverse effect of surface wrinkling. In this 

preliminary study, since the grid structure of the 

model captures the experimental results, this grid 

structure is also used in the newly developed 

models. 

 

The results obtained from two different models 

show that the amount of drag reduction changes 

depending on the surface skin riblet 

replacements. It has been evidently concluded 

that V-shaped skin has greater influence at 

reducing the drag force as calculated data derived 

with the same input values other than skin 

replacement. Consequently, with a higher value 

of drag reduction, V-shaped riblet skin is 

employed in subsequent analyses. In the work by 



Ahmet Ilyas Kodal, Şule Kapkın, Hasan Rıza Guven  

14 
 

Dean and Bhushan (2010) the effects of variation 

of the h/s ratio on riblets were examined. Based 

on the result obtained by Dean and Bhushan 

(2010), h/s ratio critical impact, as well as skin 

replacement, led the research to focus in 

examination to various h/s ratio model with the 

same riblet adjustment as a support that the total 

amount of drag reduction can be increased by 

regenerating ratio [20]. The results of CFD and 

H. Chens experiment in Figure 4. 

 

 
Figure 4. The results of CFD and H. Chens 

experiment 

 

3.2. The effects of surface feature’s size and 

shapes on Drag - Dimension effects 

 

At this stage, firstly, models are designed as 2 

dimensional in varied sizes and shapes. 

According to the results obtained from 2-

dimensional analysis, the value of apical angle 

being kept constant, the effects of the dimensions 

and shapes of riblets on drag reduction is 

evaluated at the second stage. Models that gave 

reliable results at the end of analysis are 

redesigned as 3 dimensional models. Designed 3 

dimensional models were analyzed in computer 

environment and the reduction in drag for 

different s+ values examined. 

 

3.3. Examination on 2 dimensional 

geometries 

 

On prepared models inspired by the bird feather 

structure, drag values change by the geometric 

measures of the feather structure. The change in 

shear stress due to the geometric shape of the 

riblet, its height h and width s, was studied. The 

geometric features that would be used in 3 

dimensions were determined by optimizing 

geometries that were created on two dimensions 

(Figure 5). The geometric shapes of the models 

used are shown below. The total length of the 

models is all 0.0022 m. 

 

The change in shear stress with width and height 

are examined initially by changing width values 

s at constant height values h, and then with 

constant width and changing height of different 

prepared geometric shapes of models. 

Dimensions of the models are shown in Table 1.  

 
Figure 5. The schematic view of the 3D model 

 

3.4. 3D models 

 

E2 and B2 models which gave appropriate results 

in two-dimensional analysis were carried onto 3 

dimensional models and were analyzed using the 

Fluent program. The E2 model which was chosen 

among two-dimensional models was shaped 

identically and in different dimensions with the 

riblet of the micro-grooved V-shaped model used 

in Chen et al. (2013) experiment [16]. The B2 

model which gave the best results was formed in 

different geometric shapes and dimensions. The 

length and width of the models are taken as 0.035 

m. The type of the models are given in Figure 6 

and the dimensions are given in Table 2. The 

riblet of the apical angle in both models is 60 

degrees. The riblets were mutually aligned, and 

the angle denoted as φ is 60 degrees. The height 

of flow area was taken 20 times more than the 

height of riblet. 

 

 
Figure 6. (a) type A model (b) type B model (c) 

type C model (d) type D model (e) type E model (g) 

type G model 
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3.5 Mesh resolution 

 

Models were meshed by observing the y+ value 

was less than 1 with the analysis mesh and ICEM 

CFD. All 2-dimensional models are made up of 

about 100.000 calculation elements while 3 

dimensional models are made up of 5 million. 

The height of the calculation area was taken 20 

times more than the height of riblet of the model. 

The general mesh view of the models is shown in 

Figure 7 and the shear stresses of two-

dimensional models are shown in Figure 8. 

 

3.5.1 Mesh structure in two-dimensional 

model 

 

The Ansys-Mesh program was used for meshing 

the two-dimensional models. The mesh was 

created in two stages, first the large cells forming 

the control volume and then the small cells near 

the surface. The inlet, outlet and outer surfaces of 

the flow volume were formed by triangular cells. 

The middle volume of the flow volume was 

formed with rectangular cells. The numerical 

mesh structure was prepared with smaller and 

denser cells on the surface to be analyzed and 

larger and sparser cells towards the walls of the 

flow volume. The reason for creating cells with 

different sizes and shapes in the flow volume is 

to ensure faster convergence of the analysis.  

 

 
Figure 7. Mesh view of two-dimensional model

 

 

Figure 8. Shear stresses of two-dimensional models 

 

The mesh structure has an average mesh quality 

of 0.72, with a maximum quality of 1 and a 

minimum quality of 0.0260. Cells with low mesh 

quality will have no effect on the analysis since 

they are not on or near the walls of the flow 

volume, i.e. on or near the surface to be analyzed. 

 

3.5.2. Mesh structure of the three-

dimensional mode 

 

The dimensions of the flow volume were chosen 

small enough not to disturb the flow in order to 

reduce the computation time. At the same time, 

the side walls of the flow volume were taken as 

symmetry to reduce the computation time. Thus, 

the number of meshes was halved. Most of the 

cells in the numerical mesh structure were placed 

in the boundary layer of the surface to be 

analyzed. 

Mesh structures have an average mesh quality of 

0.6-0.7, with a maximum quality of 1 and a 

minimum quality of 0.00267. Cells with low 

mesh quality will have no effect on the analysis 

since they are not on the walls of the flow 

volume, i.e. on or near the surface to be analyzed 

(Figure 8). 

 

3.6. Analysis of  models 

 

Models were analyzed in the ansys-fluent 

program as time-independent. RNG k-was 

chosen as the turbulence model with enhanced 

wall treatment. Water has taken as fluid with the 

velocity of 1-5 m/s and analyzed separately for 

each case. The turbulence density taken 5% and 

the turbulence viscosity ratio taken 5. 
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Table 1 2D Dimensions of the models 

Constant s         

Model No. h1(µm) h2(µm) h3(µm) s(µm)       

A1 50 20 — 100       

A2 50 26 — 100 10 — B4 80 60 30 

A3 55 25 — 100 5 — B5 90 60 30 

A4 55 31 — 100 5 — B6 110 60 30 

B1 60 30 — 100 — — B7 120 60 30 

B2 60 36 — 100 — 
 
 
 

— C3 70 50 — 

C1 50 — — 100 10 
 
 
 
 

5 C4 80 50 — 

C2 55 — — 100 5 10 C5 90 50 — 

D1 60 58 — 100 — 
 
 
 
 

— C6 110 50 — 

E1 60 — — 100 — — C7 120 50 — 

E2 70 — — 100 — — E3 70 60 — 

F1 50 — — 100 10 — E4 80 60 — 

F2 70 — — 100 — 
 
 

— E5 90 60 — 

G1 60 30 30 100 — — E6 110 60 — 

G2 60 36 30 100 — — E7 120 60 — 

 

Table 2. 3D models dimension table 

Models L(m) s(µm) h1(µm) h2(µm) 

E2-3D 0.03 100 70 — 

B2-3D 0.03 100 60 36 

 

Fluid particles do not slip because the velocity of 

the fluid contacting parts of the wall is zero. For 

this reason, a no-slip condition is preferred for 

the flow volume walls and the surface to be 

analyzed. In 3D models, the sides are 

symmetrical and the outlet pressure is equalized 

to the atmospheric pressure (Figure 9). The 

SIMPLE algorithm was chosen as the solution 

method and the convergence criterion was taken 

as 10-5 (𝐶1𝜖 = 0,43; 𝐶2𝜖 = 1,92; 𝐶3𝜖 = 0,09). 

The shear stresses of the models were 

investigated at the values of Reynolds number 

110,000-470,000. Simulate the 3D geometry is 

shown in Figure 10. 

 

 

Figure 9. Simulation model of 3D geometries 

 

Figure 10. General cross-sectional image of 3D 

models 

 

4. Results 

 

The validity of the CFD study has been 

demonstrated by comparison with the 

experimental work in the literature. Shear 

stresses, one of the drag reduction parameters, 

were investigated in 2D models of 30 different 

sizes and shapes. The comparison of surface 

shear stresses in models from the analysis is 

given in Figure 9. It is found that the shear 

stresses of E2 and B2 models are lower than other 

models. The velocity vectors of E2 and B2 

models near the wall are shown in Figure 11. As 

seen in the figures swirls interact with the points 

of riblet and create low-velocity areas in the 

spaces of holes. These low-velocity areas create 

low shear stress with the cross-flow velocity 

fluctuations [3]. 
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Figure 11. Velocity of E2 and B2 models at the 

sections near the wall 

 

If these stress values are much at the points of 

riblet, they stay only in a very small area. Most 

of the surface area has low surface stress. In this 

study, in the analysis which has different 

parameters on geometries shear stresses, initially 

with the values of geometries which has constant 

width s, changing height h and constant height h, 

changing width s are examined. According to the 

results, it was pointed geometry gave the best 

results. It has been observed that, the analysis 

made on this geometry with the constant width 

and changing height by decreasing the value h 

provides better results on reducing drag of 

geometry. It has been observed that, as the height 

value increases, it affects negatively, and the best 

result has been taken on 60-70 micrometers. 

 

For the width values as the width increases better 

results increases parallelly while s value was 

found to give worse results than values were 

greater than 120 micrometers. On the prepared 

B2-3d and E2- 3d models which inspired of 2 

dimensional models, alternately from 18% to 

30% drag reduction has been found. In Figure 12, 

the results of Bechert et al. (1997) experimental 

work with the results of this study about how 

different s+ values change the drag was 

compared [1]. The drag reduction for both 

models was observed to be maximum at s+  ≈ 15 

value. 

 

 

Figure 12. DR/s+ comparison of CFD and Bechert’s 

experiment 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
Figure 13. Cross-section velocity contour graphics 

of the B2-3d and E2-3d models near the wall 

 

As it observed in the cross-section velocity 

contour, the viscous substratum of the E2-3d 

model is thicker than the B2-3d model. 

Consideration of the viscous lower layer removes 

turbulent swirls from the surface and it works as 

a drawing compound for the surface drag 

reduction. B2-3d and E2-3d near wall section 

velocity contour plots are shown in Figure 13. 

 

5. Conclusion 

 

The CFD studies which were made by using k-ε 

turbulence model are close to the experimental 

results. 2-dimensional studies show that riblets 

that have pointed geometry give better results 

than the rounded models. In 3-dimensional 

models drag was reduced by up to 30%. This 

B2 

E2 

E2-3d 

B2-3d 

E2-3d 
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study shows that optimizing surface shapes and 

dimensions achieves good drag reduction. 
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This study investigated the oxidation of wastewater generated during the production 

of glass fiber manufacturing material, which contains high organic carbon (18.32 

g/L) and has a pH of 8.8, by chemical coagulation, electrocoagulation and electro-

advanced oxidation techniques. It was determined that the total organic content 

(TOC) of wastewater was reduced by 53% using the chemical coagulation method.  

After electrocoagulation with Al/Al electrode pair for 300 minutes at 500 mA, 73% 

TOC removal was achieved at pH 8.8. While 50% TOC removal was completed in 

2 h at 400 mA in electrocoagulation with Fe/Fe electrode pair, 71% TOC removal 

was obtained in the combined electrocoagulation/electro-Fenton process by adding 

hydrogen peroxide to the medium under the same conditions. In addition, it was also 

observed that the success of the anodic oxidation methods alone was lower. The 

electro-Fenton application after electrocoagulation was effective and provided 78% 

TOC but required work at pH 3 and a longer treatment time. 

 

1. Introduction 

 

Glass fiber-based insulations are widely used in 

all areas of industry for thermal, acoustic and fire 

protection. In producing these products, phenol-

formaldehyde resins are used as binders and add 

mechanical strength [1]. Depending on the 

application, the binder content of such insulation 

products is between 4.5 and 13.8% phenolic resin 

by weight of fiber [2]. The presence of phenol-

based organic pollutants encountered in the 

production effluent created by such enterprises is 

a significant problem. Phenol is toxic to fish (1-2 

ppm) and aquatic organisms (10-100 ppm) even 

at the lowest dosages [3]. The presence of phenol 

in the environment is also a cause of acute 

toxicity for humans [4]. 

 

Water is one of the most essential and 

fundamental resources for the sustainability of 

life on Earth. However, drinkable or usable water 

resources (in agriculture) are decreasing daily 

due to population growth, rapid industrialization, 

and urbanization. Water pollution affects the 

environment and poses a problem in reducing 

biological diversity. It causes severe diseases and 

even loss of life in humans and living things [5, 

6]. Therefore, the protection of aquatic resources 

is one of the foremost priorities. 

 

The reports published by the World Economic 

Forum (Weforum) in 2019 and 2020 stated that 

water scarcity would be the most significant 

global risk in the next decade. To overcome this 

problem, it is essential to convert industrial 

wastewater into reusable properties, at least in 

the process or irrigation [7]. Purification and 

reuse of wastewater in the world have been 

becoming more and more important every year. 

For example, only 860 Mm3/year of treated 

wastewater was reused in California in 2010, 

whereas more than 80% (3440 Mm3/year) of total 
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wastewater (4300 Mm3/year) was discharged 

into the ocean. It is planned to reuse 2470 

Mm3/year in 2030 [8]. More than 500 Mm3 of 

treated wastewater per year in Spain is currently 

reused and is expected to reach 1000 Mm3/year 

[9]. More than 80% of treated wastewater 

effluent in Israel is reused mainly for agricultural 

irrigation. In Singapore, a significant part of the 

country's current water needs is provided by the 

water obtained from the national treatment 

project they created to process wastewater, and 

this value is expected to increase over 50% by 

2060 [10]. In this context, it is important to 

design effective and low-cost treatment 

processes for the treatment of industrial 

wastewater containing persistent organic 

pollutants. 

 

Chemical coagulation-flocculation processes, 

which include various chemical and natural 

coagulants, are frequently used in conventional 

water treatment processes. Natural (or 

biocoagulant), inorganic and organic polymers 

can be used as coagulants. The most effective 

inorganic coagulants are generally divalent and 

trivalent metallic ions (usually Fe(II)/(III) and 

Al(III)) [11]. Many developed electrochemical 

technologies have been used frequently in the last 

few decades to remove various pollutants from 

wastewater.  

 

The high energy efficiency, cost-effectiveness, 

and application ease of these techniques make 

them remarkable in different wastewater 

applications [12]. Electrocoagulation and 

electro-oxidation have an important place in 

these electrochemical processes [13, 14]. In 

electrochemical coagulation, Al3+ and Fe2+/Fe3+ 

ions are formed in situ by metal anode oxidation 

such as Fe or Al, while hydrogen gas and 

hydroxide ions are released at the cathode. 

Thanks to the coagulation agents formed by 

hydroxide ions and metal ions, the pollutants in 

the wastewater are effectively precipitated and 

removed [15].  

 

Electrochemical advanced oxidation processes 

(EAOPs) are a method based on using radical 

oxidizing agents to oxidize pollutants. Among 

the strongest oxidizing radicals used is the 

hydroxyl radical (•OH, E°=2.80 V/SHE). 

Recently, studies for removing organic pollutants 

from wastewater by sulfate radical (SO4
•-, 

E°=2.50-3.10 V/SHE) have increased 

remarkably [16]. Two of the methods that have 

an important place among EAOPs are the electro-

Fenton (EF) and anodic oxidation (AO) 

processes used in this study. In the EF process, 

hydroxyl radicals are produced by the Fenton 

reaction between Fe2+ ions and hydrogen 

peroxide which is produced in situ by oxygen 

reduced on the cathode in an acidic environment 

[17]. In the AO process, hydroxyl radicals are 

produced on the surface (quasi-free) of the anode 

with a high O2 evolution overpotential, such as 

Boron Doped Diamond (BDD) [18].   

 

The aim of this study is to design treatment 

processes that will reduce the organic and 

inorganic pollution content of wastewater with 

high phenol content and evaluate them together 

with their performance. For this purpose the 

treatment of the wastewater was achieved by 

chemical coagulation (CC), electrocoagulation 

(EC) (using Al/Al and Fe/Fe electrode pairs), 

electrocoagulation/electro-Fenton (EC/EF) 

combined system, electro-Fenton (EF) and 

anodic oxidation (AO) processes. The 

effectiveness of the applied methods was 

determined by calculating the total organic 

carbon (TOC) and inorganic carbon (IC) 

removal. 

 

2. Experimental 

 

2.1. Material 

 

Wastewater was obtained from a company that 

produces insulation materials in Mersin 

province. Hydrogen peroxide and iron(III) 

chloride were purchased from Merck.  

 

2.2. Methods 

 

2.2.1. Chemical coagulation process 

 

Different volumes (2.5, 5.0, and 10 mL) of FeCl3 

solution (10 mg/mL) were added to the 100 mL 

wastewater sample and mixed rapidly for 2 min 

at a stirring speed of 150 rpm. Then it was kept 

for 25 min at 40 rpm for flocculation. The 

solution (mixture) was left to rest for 25 minutes 

and after the precipitation was complete, it was 

filtered with Whatman 54 filter paper. 
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2.2.2. Electrocoagulation processes 

 

The electrocoagulation process was performed 

using Al/Al electrode pair (7  3 cm) or Fe/Fe 

electrode pair (10  5 cm) with a distance of 2 

cm. The wastewater was kept at 8.8 which is its 

own pH value.  If necessary, the pH value of the 

wastewater was adjusted with a 3 M H2SO4 

solution. In the EC processes using Al/Al and 

Fe/Fe electrode pairs, 200 and 400 mL of 

wastewater were used, respectively. After EC 

methods were carried out using a DC power 

supply (MHC, China) at different currents, the 

precipitated part was separated by a filter and 

weighed, and the total organic carbon and 

inorganic carbon content of the filtrate were 

determined.  

 

2.2.3. The simultaneous process: 

electrocoagulation and electro-Fenton  

 

Electrocoagulation experiments with Fe/Fe 

electrode pair (10  5 cm) with a distance of 2 cm 

were performed in 400 mL wastewater. If 

necessary, the pH value of the wastewater was 

adjusted with a 3 M H2SO4 solution. The 

wastewater sample was filtered after 2 h of EC 

and then used in the EF process. For the 

combination of the electrocoagulation and the 

electro-Fenton process, H2O2 was added to the 

solution with a molar ratio of H2O2/Fe to 5 [19]. 

The total amount of hydrogen peroxide to be 

added, determined for each experiment, was 

added to the solution in parts every ten minutes. 

Before the total organic carbon analysis, the 

excess H2O2 remaining in the environment was 

removed by adding Na2SO3. Before each use of 

the electrodes, they were washed in 35% (v/v) 

HCl acid solution for 2 min and dried in an oven.  

 

Fe ion mass passing into solution during EC was 

determined by Eq.(1) according to Faraday's law. 
 

𝑚𝐹𝑒 =
𝐼𝑀𝐴𝑡

𝑛𝐹
                                                                  (1) 

 

where I: current (A), t: time (s), MA: Fe atomic 

mass (55.85 g/mol), n: number of electrons (2), 

F: Faraday constant (96487 C) [19]. 
 

 

2.2.4. The sequential process: electro-Fenton 

after electrocoagulation 

 

The Electro-Fenton experiments were performed 

using the filtrate-obtained EC with Fe/Fe pairs at 

400 mA. In EF process, edge plane pyrolytic 

graphite (EPPG, Momentive PG plate UEK, 

USA) was used as the cathode, while Pt (Aldrich, 

9 cm2) was used for the anode with a distance of 

2 cm. The 400 mL solution pH was adjusted to 

3.0 with 3 M H2SO4 solution and a constant 

current of 400 mA was applied for 4h. Starting 

10 min before EF application, the wastewater 

was saturated with O2 gas throughout the 

process. 
 

2.2.5. Anodic oxidation method 
 

In the AO method, 316L stainless steel cathode 

and BDD anode (Condias, 57 cm) electrodes 

were used. The electrodes were placed in the cell 

containing 400 mL of wastewater at a distance of 

2 cm from each other. In addition, 3 different 

currents were used, 180, 350 and 530 mA, 

respectively, during the AO processes, which 

lasted 8 h. Energy consumption due to TOC 

removal in AO was calculated [20] using the 

following Eq. (2):  
 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑠𝑢𝑚. (𝑘𝑊ℎ/𝐿) =
𝐸𝑐𝑒𝑙𝑙𝐼𝑡

1000𝑉𝑤𝑤
                   (2)     

 

In equation I, current (A); Ecell is cell potential 

(V); t is the electrolysis time (h); Vww represents 

the volume (m3) of wastewater. 
 

2.3. Analyses 
 

The organic and inorganic content of glass fiber 

manufacturing wastewater were analyzed and its 

physicochemical properties are given in Table 1. 
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Table 1. The physicochemical properties of the 

wastewater 

Parameters Value 

pH 8.5-8.8 

Temperature 25-35 °C 

Total solid matter 24.75% (w/w) 

Ash 2.11% (w/w) 

Conductivity 18.83 mS/cm 

Solved organic carbon 18.32 g/L 

Solved inorganic carbon  8.19 g/L 

Total phenol 0.3-0.5% (w/w) 

Free phenol 0.02-0.08% (w/w) 

Formaldehyde 0.04-0.12% (w/w) 

Ammonia 0.07-0.20% (w/w) 

Others (oil, etc) 0.6-0.8% (w/w) 

Cl- 13.94 mg/L 

NO3
- 0.74 mg/L 

PO4
3- 0.61 mg/L 

SO4
2- 25.05 mg/L 

Na+ 50.96 mg/L 

NH4
+ 22.39 mg/L 

K+ 0.33 mg/L 

Ca2+ 0.74 mg/L 

Mg2+ 3.82 mg/L 

 

Ion analysis in wastewater was determined by 

Metrohm Brand Ion chromatography device with 

a conductivity detector and Metrosep A Supp 5 

(150/4.0) column. Na2CO3 (6 mM) / NaHCO3 

(12 mM) mobile phase was used for anion 

analysis at a flow rate of 0.70 mL/min, and the 

HNO3 (1M) mobile phase at a flow rate of 0.90 

mL/min for cation analysis. 

 

Total phenol determination in wastewater was 

performed spectrophotometrically. In summary, 

2.5 mL of NH4OH (0.5 N) solution was added to 

100 mL of phenol standard solutions and the 

sample, and the pH was adjusted to 7.90.1 with 

phosphate buffer. 1 mL of 4-amino antipyrine (2 

g/100 mL) solution and 1.0 mL of K3Fe(CN)6 (8 

g/100 mL) were added to the mixture, 

respectively. After waiting for 15 min, phenol 

content was determined at 500 nm 

(ASTM D1783-01). 

 

A total organic carbon analyzer (Shimadzu, 

TOC-L) was used in the carbon analysis of 

wastewater and samples taken after the applied 

processes. Samples were taken at different times, 

and after filtering, the total organic carbon (TOC) 

and inorganic carbon (IC) contents were 

analyzed. 

3. Results and Discussion 

 

3.1. Chemical coagulation results 

 

The decrease in TOC and IC values in chemical 

coagulation experiments performed by adding 

different volumes of FeCl3 solution with a 

concentration of 10 mg/mL to the wastewater is 

given in Figure 1. In this method, the removal of 

organic and inorganic species due to adsorption 

is carried out on Fe(OH)3 flocs, which are formed 

depending on the pH value of the wastewater 

with Eq. (3) [21].  

 

FeCl3 +3OH- → Fe(OH)3 + 3Cl−                              (3) 

 

After 2.5, 5, and 10 mL of coagulant were added 

in the chemical coagulation process, 0.9765, 

1.3542, and 1.7265 g of solid waste were 

obtained for 100 mL of wastewater, respectively. 
 

 
Figure 1. TOC and IC removal by chemical 

coagulation method (pH= 8.8, V=100 mL) 

 

When 5 mL of FeCl3 is used as a coagulation 

agent, it is seen that 53% and 38% of dissolved 

TOC and IC content in wastewater can be 

removed. However, while 2.5 mL of coagulation 

agent is not sufficient, the addition of 10 mL of 

coagulant does not seem to have a positive effect 

on TOC removal. 

 

When Gasmi et al. (2022) compared textile 

wastewater treatment with EC and CC processes, 

they stated that although the EC operation cost is 

high, the treated water is more in line with 

Tunisian environmental discharge standards. EC 

technology can also be integrated into different 
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wastewater management systems for the 

complete mineralization of wastewater [21]. 

 

3.2. Electrocoagulation and the simultaneous 

process: electrocoagulation and electro-

Fenton results 
 

In the EC method, Al and Fe electrodes were 

used as sacrificial electrodes. Since the 

conductivity of the wastewater was at the 

appropriate value, it was carried out without 

adding any electrolyte. TOC removals in 

wastewater after EC with Al/Al electrode pair 

were obtained as 55, 67, 73, and 76% at 200, 300, 

500, and 800 mA, respectively (Figure 2).  

 

 
Figure 2. TOC removal results by 

electrocoagulation method with Al/Al electrode pair 

(pH=8.8, V= 200 mL) 

 

As a result of oxidation at the anode due to the 

applied current, Al3+ ions pass into the solution. 

Since the pH value of the wastewater is basic, the 

Al(OH)3 structures formed cause 

coagulation/flocculation and then collapse (Eq. 

(4,5)). In this way, pollutants including 

suspended solids in the wastewater are separated 

by precipitation. TOC removal was determined 

as 73% and 76% for 500 and 800 mA, 

respectively. 
 

Al → Al3+ + 3e-                   (4) 

 

Al3+ + OH- → Al(OH)3(s)                                   (5) 

 

The reaction at the cathode (in alkaline solution) is 

given as follows [22]: 

 

2H2O + 2e- → 2OH- + H2      (6) 

 

The amount of solid that precipitates out of the 

wastewater as a result of the applied EC method 

and the amount of Al that is oxidized on the Al 

anode surface and passed into the solution are 

shown in Table 2.  
 

Table 2. Solid amount and energy consumption 

values depending on the method applied 

 

Method 

Solid 

(g) 

Energy 

Consumption 

(kWh/m3) 

EC-Al/Al, 5h 

pH 8.8, 200 mA 

1.542 0.0120 

EC-Al/Al, 5 h 

pH 8.8, 300 mA 

2.673 0.0225 

EC-Al/Al, 5 h 

pH 8.8, 500 mA 

5.228 0.0438 

EC-Fe/Fe, 2 h 

pH 8.8, 400 mA 

5.280 0.0054 

EC/EF-Fe/Fe, 2 h 

pH 8.8, 400 mA 

4.681 0.0050 

EC-Fe/Fe, 2 h 

pH 5.0, 400 mA 

5.182 0.0055 

EC/EF-Fe/Fe, 2 h 

pH 5.0, 400 mA 

6.700 0.0054 

 

As the amount of applied current increased, the 

amounts of solid precipitates and Al increased.  

Similarly, 70-77%   TOC and complete color 

removal were achieved in the previous studies 

performed EC with Al/Al pair for olive mill 

wastewaters. This method allowed lower energy 

consumption with lower sludge formation than 

chemical coagulation [22, 23].  
 

TOC removals after EC and combined EC/EF 

methods using Fe/Fe electrode pair as electrode 

pair are shown in Figure 3. While iron ions are 

formed at the anode, Fe(OH)3 flocs are formed 

depending on the basic property of the 

wastewater with Eqs. (7) and (3) [24]. TOC 

removal in wastewater after 2 h of EC at pH 5.0 

and 8.8 were determined as 18.8% and 49.8%, 

respectively. 
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Fe → Fe3+ + 3e-                                                    (7) 

Figure 3. The efficiencies of electrocoagulation and 

electrocoagulation/electro-Fenton methods using 

Fe/Fe electrode pair (I= 400 mA, t= 2 h) 

 

Recently, the general view of using the EC 

process is to employ it as an integrated step 

combined with other methods [14, 19 ,25]. In the 

combined EC/EF method with the addition of 

hydrogen peroxide, the TOC removal 

efficiencies at the same pH values increased to 

35.7 and 70.6, respectively. In the EF method, as 
a result of Fenton reaction (Eq. (8)), hydroxyl 

radicals were formed and increased 

mineralization. 
 

Fe2+ + H2O2 → •OH + Fe3+ + OH−                   (8) 

 

In the EC process, the types of iron 

hydroxocomplexes show different distributions 

depending on the pH of the solution [12, 14]. 

When the pH > 5.5, Fe(OH)2 and Fe(OH)3 begin 

to precipitate, and as the pH increases, their 

formation rate increases. Therefore, more 

effective TOC removal was achieved as a result 

of EC at pH 8.8. On the other hand, as the EC 

efficiency decreases at pH 5.5 and the possibility 

of Fenton and Fenton-like reactions between 

Fe2+/Fe3+ ions and H2O2 increases. TOC removal 

occurs mostly through radical species 

(•OH/HO2
•), but the TOC removal efficiency was 

obtained lower. Also, the higher IC removal 

percent was observed at more acidic pH values, 

as the decomposition of inorganic species in 

wastewater occurred more easily. 
 

It is seen that the energy consumption values are 

close to each other in EC and EC/EF combined 

methods (Table 2). 

3.3. The sequential process: electro-Fenton 

after electrocoagulation results 
 

After EC treatment at 400 mA for 2 h, the 

obtained wastewater was filtered. The filtrate pH 

value was adjusted to 3.0 and oxidation was 

carried out by EF method at 400 mA using 

Pt/EPPG ano de/cathode pair (Figure 4). The 

hydroxyl radicals are produced as a result of the 

Fenton reaction between hydrogen peroxide 

(formed from the reduction of O2 at the cathode) 

and Fe ions (formed by  EC methods) due to Eqs. 

(8,9) [26]. 
 

O2 + 2H+ + 2e- →  H2O2      (9) 

 

While 49.8% TOC removal was achieved as a 

result of the EC process, a total TOC removal of 

78.2% was achieved after 4 h of oxidation with 

the EF method. With the EC/EF combined 

system with external H2O2 added, 70.8% TOC 

removal was achieved at pH 8.8 and after 2 h of 

electrolysis. In addition to the higher TOC 

removal, the energy consumption increased in 

the EF application following the EC method. In 

addition to 0.0054 kWh/m3 energy consumption 

in the two-hour EC application, 0.0170, 0.0341, 

0.0510, and 0.0680 kWh/m3 energy consumption 

in the EF method after 1, 2, 3, and 4 h of 

electrolysis, respectively, was calculated. 
 

 
Figure 4. TOC removal by electro-Fenton method 

after electrocoagulation (I=400 mA, pH 8.8, pH 3) 

 

The effectiveness of the electro-Fenton method 

for different pollutant groups containing phenol 

has been demonstrated by many previous studies. 

These studies have shown that effective 

oxidation of phenol and phenol-derived organic 
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pollutant groups can be achieved in low-

concentration synthetic solutions with the EF 

process under appropriate operating parameters, 

but the time and energy requirement is high for 

the full mineralization of aliphatic products 

formed as a result of aromatic ring 

decomposition [26-28]. Similarly, in this study, 

after reducing the organic carbon load and 

suspended solids amount of wastewater with EC, 

78% TOC removal was achieved with the EF 

process, but more time was needed for 100% 

efficiency. 
 

3.4. Anodic oxidation results 
 

The AO method was directly performed with the 

BDD anode and 316L cathode as a final method. 

Figure 5a depicted a rapid decrease in TOC value 

in the first two hours but then slowed down.  
 

It is seen that TOC removal does not change 

much when the currents were applied as 180, 

350, and 530 mA. For these applied currents, 

48%, 51%, and 55% TOC removal were 

achieved, respectively (Figure 5b).  

Figure 5. (a) Time-dependent TOC removal in 

anodic oxidation (I= 530 mA, pH 8.8),  

(b) the effect of current   

As in all electrochemical methods, the selection 

of the suitable current amount or density is an 

important parameter for effective organic 

pollutant removal and low energy consumption 

in the AO process. As the applied current value 

increases, TOC removal by the AO process is 

significantly accelerated. However, the reaction 

rate decreased at a high current values, due to the 

rapid consumption of reactants and the side 

reaction of oxygen evolution [29].  
 

In addition, it should be noted that the high 

performance results to be obtained in the AO 

process are too complex to be explained through 

a single parameter. It should not be forgotten that 

the synergistic effect of many parameters such as 

the type of pollutants, the preferred electrode 

material, the type of electrolyte, and the applied 

current or potential will affect the efficiency 

obtained as a result of the AO process. Therefore, 

increasing the applied current alone may not be 

sufficient to dramatically increase the 

degradation performance of pollutants [16]. 
 

While quasi-adsorbed hydroxyl radicals are 

formed on the BDD electrode surface (Eq. (10)), 

chlorine ions and sulfate ions in wastewater can 

be converted into oxidants such as persulfate and 

chlorine gas by oxidation (Eqs. (11,12)) [30, 31]. 

In this study, anodic oxidation did not provide 

sufficient mineralisation although the wastewater 

contained sulphate and chloride ions. This may 

be because the anode surface becomes passive 

due to different species in the waste. 
 

BDD + H2O → BDD(•OH) + H+ + e-    (10) 

 

2SO4
2-→ S2O8

2- + 2e-     (11) 

 

2Cl- → Cl2 + 2e-     (12)  

 

4. Conclusions 
 

This study investigated chemical coagulation and 

various electrooxidation methods to treat a real 

wastewater sample with high total organic 

carbon and suspended solids content. It was 

observed that chemical and electrochemical 

coagulation methods reduced the total suspended 

solids content and a significant amount of TOC 

content in the wastewater. In addition, the 

electrocoagulation method was kept shorter and 
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tested together and sequentially with the electro-

Fenton process. Without changing the 

wastewater's alkaline pH value (8.8), 71% TOC 

removal efficiency was achieved in a short period 

(2 h) when H2O2 was added from the outside for 

the simultaneous implementation of the Fe/Fe 

electrode pair and the EC/EF method. The same 

energy consumption was spent with the EC 

method alone, while more organic pollution was 

removed. When the EF method was applied in 

the filtrate after the EC process at pH 3 to 

produce in situ H2O2, 4 h of processing time and 

an extra 0.0680 kWh/m3 energy consumption 

were required for 78% TOC removal. The anodic 

oxidation method did not give an effective result 

in wastewater treatment, and it revealed the 

necessity of EC as a pre-treatment. When the data 

obtained as a result of these studies are evaluated, 

it is seen that the simultaneous or sequential use 

of different electrochemical method such as EC 

and electro-Fenton process will increase the yield 

of real wastewater with high organic pollution 

load. 
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Public private partnerships (PPPs) have become increasingly common as a result of 

states' shifting roles in infrastructure services from service providers and operators 

to policymakers and regulators. PPPs have been established as a prominent technique 

of public service procurement in both developed and developing countries. PPPs give 

the parties the opportunity to split the costs and risks of providing a public service or 

building a public infrastructure. Successful project management is crucial, especially 

in light of PPP projects' size and complexity. This study investigates the critical 

success factors (CSFs) of PPP investments in developing countries. In this regard, 

23 CSFs were selected based on a thorough literature review, and a questionnaire 

survey was run to examine the impact of those factors on PPP performance. The 

information is gathered from 82 different companies in Türkiye that represent both 

the public and private sectors. The statistical analysis results show that favorable 

legal framework, detailed and clear project identification, and extensive cost-benefit 

assessment are the most significant drivers of success. Additionally, factor analysis 

is used on the data to investigate and identify underlying correlations between the 

factors, as well as to categorize them into fewer, more focused, and more thorough 

factors. The results of factor analysis suggest five dimensions; namely project 

finance, project management, operational factors, procurement, and organizational 

factors. The study's findings are anticipated to benefit both the public sector in its 

focus on legal concerns to permit better operation and the contractors in its 

examination of their capacity to manage big projects more effectively. 

 

 
1. Introduction 

 

The state's role in providing infrastructure 

services has undergone some changes in the last 

quarter of the 20th century as a result of changes 

and interactions in economic, social, and political 

meaning; this transformation involves moving 

from the state's understanding as a service 

producer and operator to that of a policy maker 

and regulator [1]. Public-private partnerships 

(PPPs), which account for the majority of capital 

project spending in the public sector, rose to 

prominence as a result of the search for novel 

methods of project procurement [2]. PPPs enable 

the public and private sectors to jointly bear the 

risks and benefits. A PPP is described as a 

“contractual arrangement between a public sector 

agency and a for-profit private sector developer, 

whereby resources and risks are shared for the 

purpose of delivery of a public service or 

development of public infrastructure” by the 

National Council for Public-Private Partnership 

[3]. 

 

Numerous empirical and non-empirical research 

have been undertaken on various PPP features in 

light of the growing interest in PPP since the late 

1990s [4]. Relationship management, risk 

management, and financing models have all 

received the greatest attention among these. The 
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need to successfully complete PPP projects is 

essential because of their complexity. Finding the 

critical success factors (CSFs) was the subject of 

a different set of studies [5–9]. The critical 

success factors were identified for various PPP 

projects such as build-own-operate-transfer, 

build-operate-transfer, transfer-operate-transfer 

from different parts of the world including 

Australia, United Kingdom, China, and India. 

Studies on CSFs are more recent than those on 

other studies on PPPs, but they are still quite 

important, particularly in developing countries 

where PPPs are heavily invested in. 

 

The literature has identified a number of 

variables that affect capital project success [10]. 

When applied to public projects, it is critical to 

identify those critical aspects that may help lead 

to a profitable outcome for the stakeholders [11]. 

This study's main goals are to (i) identify the 

CSFs and quantify their impact on PPP success 

in Türkiye, a developing country, and (ii) 

investigate the underlying characteristics of the 

CSFs. In order to create CSFs for construction 

projects, a thorough assessment of the literature 

was undertaken. These factors were then 

modified to create a distinct set of CSFs for PPPs. 

Then, a questionnaire survey was created and 

distributed to Turkish construction industry 

specialists. In order to understand the industry's 

practices and perceptions about PPP adoption, 

the collected data were evaluated. The 

underlying causes of PPP success were 

categorized using factor analysis. The results of 

this study are anticipated to serve as a roadmap 

for the public and private sectors in terms of 

financing and managing prosperous PPP 

initiatives. 

 

1.1. The role of PPPs in construction 

 

The contract value of PPP projects, which 

include privatization, has risen rapidly in the 

1990s, reaching its greatest level (107 billion US 

dollars) in 1997, according to World Bank data 

for developing countries. The annual sum 

continued to increase once more and reached the 

record level in 2010 (186.4 billion US Dollars) 

after declining to 48.7 billion US Dollars in 2002. 

In total, 5783 PPP projects in the energy, 

transportation, telecom, and sewage sectors have 

received funding, with a combined cost of 2.026 

billion US dollars. The total number of PPP 

projects completed in the European Union 

between 1990 and 2013 was 1626, or 67 per year 

on average. The total project value was 310.57 

billion euros, or 12.94 billion euros per year on 

average, and the projects were in the 

transportation, environment, education, 

healthcare, general public services, and public 

order and safety sectors [12]. 

 

The PPP experience in various nations was 

described by Gurgun and Touran [13], who also 

highlighted Türkiye's potential for PPP 

initiatives as a developing country. Practices of 

cooperation between the public and private 

sectors in Türkiye extend back to the time of the 

Ottoman Empire. Public service concessions 

were given legal status in 1910, and the first 

application of PPP - in its current form - to the 

production of electricity came in 1984. Public 

infrastructure investment is crucial in Türkiye as 

the country strives to rank among the top ten 

largest economies in the world by 2023, the year 

of the 100th anniversary of the Turkish Republic. 

In the 1980s, a model of development led by the 

private sector was embraced. Public investments 

in industry thus declined, while infrastructure 

projects took center stage in the central 

investment budget. Concession, Build-Operate-

Transfer (BOT), Build-Operate (BO), Build-

Lease-Transfer (BLT), and Transfer of Operating 

Rights (TOR) are the PPP models now in use. 

Examining the contract value by year reveals that 

after 2012, there was a significant uptick. PPP 

contract value reached 46.14 billion USD at the 

end of 2013. When PPP projects in Türkiye that 

are in operation and under construction are 

combined, the total value reaches 87.5 billion 

USD for 167 projects in the urban infrastructure, 

healthcare, energy, seaport, airport, and marina 

sectors [1]. 

 

Various factors have been defined as assisting the 

successful delivery of projects in many studies. 

Chua et al. [10] and Morledge and Owen [11] 

have pointed out that determining those key 

components, which may directly affect the 

profitable conclusion for the stakeholders is 

crucial. In their study, Osei-Kyei and Chan [14] 

reported that most of the studies on the CSFs of 

PPP projects had concentrated on developed 

countries including Australia, United Kingdom, 



Elif Durna, Beliz Ozorhon, Semih Çağlayan   

 

32 
 

Singapore, and Hong Kong. Studies on the USA 

market have mainly focused on other areas such 

as improving value for money, risk management, 

financial viabilities, and relationship 

management [15]. However, less is known about 

the developing countries. CSFs have been 

identified for Lebanon [16], China [17], and 

India [18]. A couple of studies have focused on 

other countries such as Malaysia [19] and 

Uganda [20]. Even though a number of studies 

have addressed the situation for Türkiye [21-29], 

few of them have focused on the critical success 

factors of key performance indicators. 

Considering the high potential of PPPs and fewer 

number of studies in the developing countries, 

this study aims to determine the CSFs in Türkiye, 

as a significant example, where there is a vast 

amount of investment on PPPs. 

 

1.2. Critical success factors of PPPs 

 

Tang et al.'s [4] analysis of the literature revealed 

many PPP study types. They categorized the 

studies in their paper as either empirical or non-

empirical. While the non-empirical studies 

concentrate on funding, project success factors, 

risks, and the concession period; the empirical 

research are more concerned with risks, 

relationships, and finance. The CSFs of PPPs in 

developing countries are the subject of this study. 

Without putting much focus on project type, the 

majority of the literature discusses characteristics 

that contribute to the success of building projects 

in general (Table 1). Most studies on project 

delivery systems focused on design-bid-build 

projects. 

 

2. Method 

 

The methodology is composed of three parts: (i) 

literature review, (ii) questionnaire design, and 

(iii) descriptive statistics. 

 

2.1. Critical success factors of PPPs 

 

To list the success determinants for PPP projects, 

a thorough literature analysis was done. A 

preliminary list of 73 criteria was created. Three 

experts - two experienced civil engineers and a 

professor of civil engineering - participated in a 

pilot study. The goal of the pilot study was to 

prevent repetition of factors with similar 

meanings and create a compact final list. In this 

direction, participants of the pilot study identified 

the factors with overlapping meanings in the 

initial list. These factors were either merged or 

removed. Through conversations with the 

experts, the original 73 criteria were reduced to 

23 factors. There are no overlaps in the final list 

of components, which is displayed in Table 2. 

 

2.2. Questionnaire design 

 

An appropriate method for examining the CSFs 

of PPP projects in Türkiye from the perspectives 

of both public and private sector actors is a 

questionnaire survey. The questionnaire is 

divided into three sections: Part 1 covers general 

information about the respondents; Part 2 covers 

CSFs of PPP; and Part 3 covers projects the 

respondents have (if any have) done. Experts 

from the private, semi-public, and public sectors, 

including owners, project managers, consultants, 

contractors, financiers, and operators in the 

construction industry, were the target audience. 

The Turkish Contractors Association was mostly 

used to recruit survey participants. A total of 82 

fully completed questionnaires out of the 365 that 

were sent out were returned for the online survey, 

yielding a response rate of 22%. 

 

The profile of respondents is shown in Figure 1. 

Most of the respondents are engineers and 

architects. Majority of the respondents are 

employed by large companies with more than 

200 employees. Just 32% of the organizations 

have participated in PPP projects. The average 

age of the respondents is 34, and they have an 

average of 10.96 years of industry experience. 22 

PPP initiatives have so far involved the 

respondents in some capacity. The procurement 

types for PPP projects are listed in Table 3. Out 

of 22 cases, 45% of the projects are obtained 

through a BOT agreement. TOR comes in second 

place with a share of 18% and 4 cases. In the 

“other” category, which includes revenue 

sharing, 4 examples have been implemented with 

a share of 18%, and BO and BLT models have 2 

cases with a share of 9%. Based on their project 

construction costs and operation NPV, the 

majority of the instances can be categorized as 

medium and large size; only three transportation 

projects can be categorized as mega projects (>1 

billion USD). Most projects take 1-2 years or less 
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to develop, 1-3 years to build, and 20–25 years to 

operate under the control of private contractors.

Table 1. Critical success factors mentioned in certain studies 

Critical Success Factors Sources 

Structure of the project organization [30-33] 

Project manager capabilities and experience [30-31, 34-37] 

Executive commitment of project management [31-32, 35-41] 

Commitment to planning and control [31-32, 34-35, 38, 41-42] 

Project team motivation and goal orientation [33-36, 38, 41] 

Scope and work definition [34-35, 38, 43] 

Control systems [32, 34, 36, 42] 

Technical uncertainty and risk management [34-35, 38] 

Client consulting [35-36, 38] 

Communication and relationship [32, 35-39, 43] 

Client acceptance [36, 38] 

Monitoring and feedback [34-36, 38, 42, 44-45] 

Achieving design and environmental objectives [32, 35] 

Benefit to the customer [44-45] 

Simple, flexible, phased stage/gate process [32, 43] 

Competency of the contractor [34, 36, 38, 41] 

Adequate funding for the entire project [35, 42] 

Thorough contract documentation [31, 35, 43] 

A stable political and economic environment [34, 38] 

Competitive procurement process [32, 36, 40, 43] 

An appropriate legal framework [34, 38, 43] 

A strong and good private consortium [32, 35, 37, 39, 41-42] 

Qualified project management consultants [30, 34, 36] 

Value for money analysis [35, 38] 

Return on investment for lenders and sponsors [35, 38, 44-45] 

An effective approval procedure [32, 43] 

Realistic planning and implementation [31, 34, 41-42] 

Risk and liability assessment [34-35, 38] 

Presence of international financial institutions [34] 

 

 
Figure 1. Profile of respondents 
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Table 2. List of critical success factors 

# Variable Sources 

V1 Strong Private Consortium [5, 46-54] 

V2 Detailed Cost and Benefit Analysis [35-36, 55] 

V3 Solid Investment Climate [28, 54] 

V4 Inspiring Financial Package [5, 17, 27, 35, 37, 55] 

V5 Political and Economic Stability [17, 26] 

V6 Favorable Legal Framework [27, 33, 54] 

V7 Executive Support from Public and Private Sectors [17, 22-23, 25-29, 54, 56] 

V8 Optimal Stakeholder Relations and Communication [26-29, 34, 52-53, 56-57] 

V9 Effective Procurement Process [22, 25, 54] 

V10 Rational and Practical Project Manager [21-22, 26-28, 32, 57] 

V11 Successful Client Consultation [26, 29, 56] 

V12 Wide Client Acceptance [26, 29, 56, 58] 

V13 Competent Client and Contractor [5, 17, 26-29, 37, 53, 56] 

V14 Comprehensive Technical Feasibility [26, 29, 53-54, 56] 

V15 Dedicated and Skilled Project Team [25-27, 29, 32, 37, 56] 

V16 Detailed and Clear Project Identification [17, 21, 25-26, 29, 34, 56] 

V17 Achieving Design Objectives [25, 27, 35-36, 55] 

V18 Proper and Systematic Project Control [23, 25, 27, 33, 53] 

V19 Regular Monitoring and Feedback [26-27, 29, 56] 

V20 Extensive Risk Analysis and Risk Sharing [17, 25, 37, 54, 59] 

V21 Strong Public Entit [54] 

V22 Complete Project Management Methodologies [24, 28, 60-61] 

V23 Simple Organizational Structure [21-24, 27, 34, 61-62] 

 
Table 3. PPP project procurement arrangement by sector 

Sector 
Type 

BOT BLT BO TOR Other 

Hospital 2 2 1 0 0 

Power & Energy 1 0 0 0 0 

Highway 3 0 1 0 0 

Airport 2 0 0 0 0 

Industrial Plants & Urban Infrastructure 1 0 0 1 0 

Railways 0 0 0 3 1 

Other 1 0 0 0 3 

Total (22 projects) 10 2 2 4 4 

 

2.3. Descriptive statistics 

 

The importance of each of the 23 CSFs was rated 

by the respondents on a five-point Likert scale. 

The followings are the meanings of the scores: 

According to the scale, 1 indicates “Not 

Significant,” 2 “Fairly Significant,” 3 

“Significant,” 4 "Very Significant,” and 5 

“Extremely Significant.” The data were 

subjected to various statistical analyses, 

including factor analysis using SPSS, analysis of 

variance (ANOVA), mean ranking, descriptive 

analysis, reliability tests using Cronbach's alpha, 

and reliability tests using mean scores. The 

study's findings suggested that, in accordance 

with Nunally's [63] recommendations, a 

Cronbach's alpha score of 0.873- which is higher 

than 0.7- is appropriate. Based on 82 responses, 

Table 4 provides the descriptive statistics. 

 

The results point to the most important drivers of 

success as a favorable legal framework (V6), 
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detailed and clear project identification (V16), 

and detailed cost and benefit analysis (V2); while 

less important factors include successful client 

consultation (V11), simple organizational 

structure (V23), and wide client acceptance 

(V12). 

 Table 4. Descriptive statistics 

 

3. Results and Discussion 

 

The results of this study and those of earlier 

studies can be compared to demonstrate how the 

CSFs differ based on the country. Additionally, 

the ranks of the factors may vary depending on 

the respondents. “legal framework” has been 

rated as the most significant aspect in this study 

(4.33). According to Cheung et al. [64], this 

factor was discovered to be the most important 

CSF for PPP projects carried out in Hong Kong 

and China (4.06-4.36, respectively); yet, it was 

placed eighth (2.98) and ninth (3.63) in 

Singapore [65] and the UK [53], respectively. 

There are eleven primary laws in force to 

establish five PPP models, as there is no one PPP 

law in Türkiye due to several line ministries' 

attempts to introduce various legislations for the 

use of identical PPP models in their respective 

sectors [66]. The Turkish government's Tenth  

 

 

Development Plan mentions the need for a 

stronger judicial system. In the UK, which was 

one of the first countries to use PPPs and has 

made significant progress in resolving its legal 

challenges, “strong and good private 

consortium” was ranked first, while Türkiye 

came in fourth. 

 

“Detailed and clear project identification” (4.33) 

is another crucial feature. Might and Fisher [30], 

Ashley et al. [34], Pinto and Slevin [38], Pinto 

and Prescott [55], Pinto and Covin [35], Clarke 

[43], Qiao et al. [17], and Jamali [16] all made 

reference to this factor. However, its impact 

hasn't been measured in prior research. The 

importance of “appropriate project 

identification” for BOT projects in China was 

highlighted by Qiao et al. [17]. According to 

Jefferies [67], creating a precise project brief is 

associated with project success in Australia. 

Compared to the conventional procurement 

Variable 
Priv. Client Publ. Client Contractor Total  

Mean Rank Mean Rank Mean Rank Mean Rank F Sig. (%5) 

V6 4.52 1 4.75 1 4.13 8 4.33 1 2.047 0.136 

V16 4.48 2 4.42 6 4.23 1 4.33 2 0.450 0.639 

V2 4.30 6 4.58 3 4.21 2 4.29 3 0.258 0.773 

V13 4.39 3 4.50 5 4.17 6 4.28 4 0.228 0.797 

V14 4.39 4 4.75 2 4.06 10 4.26 5 0.565 0.571 

V15 4.26 10 4.25 9 4.19 4 4.22 6 0.099 0.906 

V4 4.30 7 3.92 15 4.13 7 4.15 7 2.428 0.095 

V10 4.26 9 4.25 8 4.06 9 4.15 8 0.240 0.788 

V3 3.87 16 4.33 7 4.17 5 4.11 9 0.314 0.732 

V18 4.35 5 4.00 14 3.96 12 4.07 10 0.048 0.953 

V5 4.00 12 4.50 4 3.94 13 4.04 11 0.525 0.593 

V19 4.00 13 4.17 12 4.02 11 4.04 12 0.713 0.493 

V1 3.52 20 4.17 11 4.19 3 4.00 13 1.608 0.207 

V8 4.26 8 4.00 13 3.83 15 3.98 14 0.953 0.390 

V17 4.09 11 3.92 16 3.91 14 3.96 15 0.062 0.940 

V21 3.96 14 3.58 20 3.74 17 3.78 16 2.076 0.132 

V22 3.70 18 3.75 19 3.77 16 3.74 17 0.065 0.937 

V7 3.78 17 3.83 17 3.68 18 3.73 18 0.176 0.839 

V20 3.57 19 4.25 10 3.64 19 3.71 19 0.244 0.784 

V9 3.91 15 3.75 18 3.47 20 3.63 20 2.210 0.116 

V11 3.43 21 3.50 21 3.34 21 3.39 21 0.613 0.544 

V23 3.26 22 3.25 22 3.34 23 3.30 22 0.215 0.807 

V12 3.04 23 3.08 23 2.94 22 2.99 23 0.499 0.609 
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approach, PPP projects place a greater emphasis 

on the need for precise project identification. Due 

to the way business is done in Türkiye, 

specifications for projects frequently alter even 

after the bidding process. 

 

“Detailed cost and benefit analysis” (4.29) is the 

third most crucial component. According to 

Cheung et al. [64], it was ranked fifth (3.95) in 

the UK [53], thirteenth in both Hong Kong (3.65) 

and China (3.79). The Turkish building industry 

clearly benefits from it, although mean values in 

other countries are generally low. Due to the fact 

that costs and benefits are derived from 

predictions that are predicted across time periods 

ranging from three to thirty years throughout the 

project development stage [6], how uncertainty is 

handled in such assessments is of utmost 

importance.  

 

Türkiye is a developing country with an unstable 

political and economic climate, and interest rates, 

which directly affect project costs, can change 

significantly. The climate for investing is made 

unstable by this circumstance, which raises the 

risk for the investors. Potential investors strive to 

protect themselves by extending the operational 

duration in order to manage the higher level of 

risks. 

 

Previous research by Li et al. [53], Cheung et al. 

[64], and Hwang et al. [65] have demonstrated 

that distinct success variables are crucial to PPP 

projects in the construction industry in both 

developing and wealthy nations. The CSFs for 

PPP/PFI projects in the UK construction industry 

were examined by Li et al. [53], and it was 

discovered that “a strong and good private 

consortium,” “appropriate risk allocation,” and 

“available financial market” were extremely 

important. 

 

These all have financial implications, and unlike 

Türkiye, there are no political or legal obstacles 

to PPPs in the UK. The main CSFs, according to 

Cheung et al. [64], are “favorable legal 

framework”, “proper risk distribution and risk 

sharing”, “strong and good private consortium”, 

commitment and “responsibility of public and 

private sectors”. Similar to Türkiye, China and 

Hong Kong also experience legal difficulties 

while implementing PPP projects, and the duties 

and obligations of both public and private 

partners are not clearly defined. In a different 

study, Hwang et al. [65] investigated the CSFs 

for PPP projects in Singapore from the viewpoint 

of contractors and highlighted “well-organized 

public agency”, “appropriate risk allocation”, 

and “strong private consortium” as crucial 

factors in project success.  Similar to the UK, 

Singapore's building industry is more dependent 

on financial concerns. 

 

CSFs appear to vary for each party when the 

results are analyzed in depth based on the survey 

respondents (private clients, public clients, and 

contractors). From the perspective of the private 

clients, favorable legal framework (4.52), 

detailed and clear project identification (4.48), 

and competent client and contractor (4.39) are 

crucial for the successful delivery of PPP projects 

in Türkiye; however, for the public client, 

favorable legal framework (4.75), 

comprehensive technical feasibility (4.75), 

detailed cost and benefit analysis (4.58), detailed 

and clear project identification (4.23), and 

competent client and contractor (4.39) are 

crucial. 

 

“Favorable legal framework” was cited as the top 

CSF by respondents from the private and private 

client sectors. On the other side, the contractors 

placed it eighth. Despite the observed ranks 

discrepancies between the three groups, all three 

groups' mean values are relatively high (above 

4). This indicates that it is crucial to the 

successful completion of a PPP project in the 

eyes of both clients and contractors. The 

foundation of sustained private sector 

participation is the legal and political 

environment; as a result, the client must have a 

clear knowledge of the evaluation that has to be 

conducted and the conclusions that need to be 

drawn. For this reason, clients place a higher 

value on favorable legal frameworks. A clear and 

solid legal foundation is necessary for the 

contracts and agreements to be bankable. 

Additionally, it is anticipated that the creation of 

an efficient system would help to guarantee the 

continuity of PPP policies and implementations 

[64]. Establishing a legal and regulatory 

framework is crucial to improving the appeal of 

PPP project investments for private partners. 
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“Detailed and clear project identification” was 

the second CSF that both the contractors and 

private clients rated highly. This CSF was ranked 

second and first by contractors and private 

clients, respectively, but only sixth by public 

clients while having a high mean score (4.42). 

These findings demonstrate the significance of 

this element for all parties. The disparity in 

rankings may be due to the viewpoint of the 

public and private sectors rather than that of the 

client and contractor. Objectives must be defined 

and agreed upon with a shared understanding by 

all parties. When the project's objectives are 

specified clearly at the outset, success can be 

measured more precisely, and the project will 

stay within its designated boundaries and not 

deviate too far from the original plan [17, 30, 34–

35, 38, 55]. 

 

Private clients, public clients, and contractors 

placed “competent client and contractor” fifth, 

third, and sixth, respectively. One with goals 

This aspect was shown to be extremely important 

for the public clients (4.5). The clients should 

assess the various credentials of potential 

subcontractors and choose that are similar to their 

own, experience working on PPP projects, 

technical expertise in the areas needed, an 

appropriate management style, and reliability 

and financial credibility. Choosing qualified 

contractors has a beneficial impact on the 

project's outcome [17]. 

 

Private clients, public clients, and contractors 

scored “comprehensive technical feasibility” 

fourth, second, and tenth, respectively. 

Respondents from the private and public clients 

gave this CSF reasonably high ratings, with mean 

scores of 4.39 and 4.75, respectively, and 4.06 for 

the contractors. This conclusion suggests that 

although contractors have not given it the same 

weight as clients, this component is very 

important for a project's success. This may be 

because the customer has a responsibility to 

oversee the project's financial audit, but it is more 

crucial for the client to base its investment 

decisions on trustworthy feasibility studies. 

There must be a clear need for the services to be 

supplied since, given the market conditions, the 

level of demand for the products and services to 

be offered is crucial to PPP projects' long-term 

viability. 

It is essential to getting the private sector to 

approve a PPP project as a result [68]. Some PPP 

law provisions charge the government with 

predicting market demand in order to ensure a 

certain amount of income to the contractor in the 

event that pre-specified levels of services are 

provided, regardless of the degree of demand 

realized in the market. A thorough investigation 

must be used prior to defining the minimal 

demand/revenue because the study's sequential 

steps have an impact on the project's size, cost, 

and revenues [66]. 

 

The private clients, the public clients, and the 

contactors scored “detailed cost and benefit 

analysis” sixth, third, and second, respectively. 

Private clients placed it sixth, although the 

average score is still very high (4.3). Cost-benefit 

analysis is obviously important for all 

stakeholders. Before a project is put through the 

procurement process, the public client should 

carefully evaluate all of the alternative options 

that are advantageous to the government and end 

users [53]. 

 

However, clients and contractors have different 

perspectives on thorough, reasonable cost-

benefit analyses because, unlike clients, 

contractors are only profit-driven and assume all 

financial risks in a PPP project. As a result, cost-

benefit analyses have a direct impact on 

contractors' initial attitudes toward the project. 

 

The private clients ranked “strong private 

consortium” twenty, the public clients eleven, 

and the contractors third. This result 

demonstrates that contractors believe a strong 

private consortium is crucial to the success of 

PPP projects (4.19). On the other hand, 

particularly private consumers rated it poorly, 

indicating just a medium level of relevance with 

a mean value of 3.52. Due to the connection 

between project viability and the private 

consortium participants' eligibility and financial 

capacity, stakeholders evaluate each participant's 

strong and weak points and, if deemed 

appropriate, join forces to form consortia that 

combine and capitalize on each participant's 

individual strengths. Additionally, it is crucial for 

partners to get along well because they must 

share the project's risks and advantages [5, 46–

47, 69–71]. A project is more likely to be 
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completed effectively if it has the correct partners 

and shared objectives [6]. 

 

“Wide client acceptance” was identified as the 

least significant factor (less than 3.00). In a long-

term partnership contract each party must 

appreciate and respect each other’s goal; in other 

words, the project itself, apart from being 

technically implementable, must satisfy different 

participants’ objectives as well. The objectives of 

the government are those of reduction in 

financial restraints, public finance limitations, 

provision of public goods and services (detailed 

by specific project), achievement of value for 

money, while the private sector’s objectives are 

profit generation and market penetration, 

however the objectives of the communities are to 

receive better services or occupy a better 

environment. The fierce competition for cost-

effectiveness in Türkiye could be the main reason 

behind the lack of appreciation of the other’s 

goals. 

 

The goal of factor analysis is to investigate and 

uncover hidden connections between the 

variables, and to categorize them into a smaller 

number of more focused but thorough variables. 

Table 5 presents the correlation matrix for the 23 

variables. The population correlation matrix 

might not be an identity matrix, according to the 

big value of the sphericity test statistics (Barlett 

test of sphericity = 1301.78) and the small 

significance level that goes along with it (p.000). 

According to the correlation matrix, all of the 

variables have a significant correlation at the 5% 

level, indicating that none of the variables need 

to be dropped for the principal component 

analysis. The KMO statistic has a value of 0.710, 

which is suitable for factor analysis, in Kaiser's 

opinion [72]. 

 

A couple of studies have conducted factor 

analysis to explore the main components for 

CSFs of PPPs. Sanni [73] identified three factors 

explaining 59.72% of the variance. The factors 

were identified as leadership focus, risk 

allocation and economic policy, and projects 

feedback. In a similar way, Dithebe et al. [74] 

found three factors that account for 69.00% 

percent of of the variance. The factors were 

determined as public cooperation, project 

viability, and policy and legislation 

enhancement. 

 

In this study, a five-factor solution with 

eigenvalues greater than 1.000 was produced via 

principal component analysis, accounting for 

68.15% of the variance. Table 6 displays the 

factor grouping based on varimax rotation. Only 

one of the factors is assigned to each variable, 

and the loading on each factor is greater than 

0.50. As can be seen, “inspiring financial 

package” is not one of the components. 

 

The components were named based on the 

intersection of the meanings of the factors under 

that component. It is possible to interpret the five 

components as follows: Factor 1 stands for 

project financing; Factor 2 for project 

management; Factor 3 for operational aspects; 

Factor 4 for procurement; and Factor 5 for 

organizational factors. 

 

Factor 1- Project Finance: 

 

16.12% of the overall variations in the CSFs are 

explained by this component. Project financing 

includes sound investment climate, extensive 

risk analysis and risk sharing, strong private 

consortium, political and economic stability, and 

detailed cost and benefit analysis. 

 

Numerous factors contribute to the project 

financing component, including sound climate 

environment (4.11) and extensive risk analysis 

and risk sharing (3.71). The highest loadings are 

for these two sub-factors, which have 

significance values of 0.808 and 0.765, 

respectively. This shows that the financial market 

is crucial for the growth of PPP projects because 

it depends heavily on share and debt 

contributions. The best party to handle the risks 

is chosen to receive the risks, according to the 

concept of appropriate risk allocation. The 

management of PPP project implementation is 

made simple by this type of allocation system. In 

summary, creating a sound finance structure is 

crucial for project success [53]. Before 

committing to a project, the private sector should 

fully understand the risks involved and ensure 

that risks are managed effectively [17, 37]. The 

government should make sure that mechanisms 

are in place to control risks in all circumstances. 
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Strong private consortium and stable political 

and economic environment are the other two high 

loading sub-factors with significance values of 

0.634 and 0.632, respectively. This recommends 

that private businesses should research the 

strengths and shortcomings of other players and, 

where appropriate, team up to form a consortium 

that can leverage and capitalize on their 

particular strengths [5, 52, 46–47, 51–52, 69–70]. 

The presence of a stable political and economic 

climate is crucial for project financing. This 

encourages both domestic and foreign investors 

to participate in PPP projects, and the availability 

of financially stable partners who share the same 

objectives will increase the number of PPP 

projects that are most likely to be successfully 

implemented [17, 35, 53]. 

 

Detailed cost and benefit analysis is identified as 

the third most important factor for a PPP project 

(4.33). It has a significant loading of 0.599 and a 

rather high loading in terms of project finance. 

The public client should make sure that the whole 

project feasibility study is completed before a 

project is put up for procurement and that all 

viable solutions that are advantageous to the 

government and end users are considered [53].  

Project financial analysis is seen differently by 

the public and private sectors [49]. Cost-benefit 

analysis would therefore be preferable for project 

evaluation. The alternative that maximizes the 

gap between benefits and costs to society as a 

whole is found using a cost-benefit analysis [44-

45, 54]. PPPs offer a wide range of potential 

project finance choices. Cost-benefit analysis is 

not intended to distinguish between different 

funding choices; rather, it is used to support 

decisions about resource allocation [49]. 

Although Turkish contractors and public clients 

ranked this criterion third, it was not deemed 

essential in earlier studies. This may be due to 

disparities in cultural perceptions and customs 

between the nations. 

 

Factor 2- Project Management: 

 

15.088% of the total variances in the critical 

success factors can be attributed to the project 

management factor. This category contains five 

elements: rational and practical project manager, 

favorable legal framework, competent client and 

contractor, executive support from public and 

private sectors, regular monitoring and feedback. 

Two essential elements in project management 

are a rational and practical project manager, as 

well as favorable legal framework with a 

significance of 0.765. The most important factor 

in creating PPPs is having a supportive legal 

environment. Its mean value is 4.33, which is 

high. Bennett [75] stated that the foundation for 

sustainable private sector participation in urban 

infrastructure services is an enabling regulatory, 

legal, and political environment. All projects 

acquired under the PPP are based on a wide 

variety of law blended together, including 

planning and environment, employment, 

corporate commercial, construction, finance, and 

insurance [76]. In Türkiye, there is no coherent 

law on PPP; instead, there are different 

legislations like BOT laws. The government 

ought to release a number of formal PPP 

procurement guidelines that lay out the entire 

procurement process in detail and specify what 

evaluations and choices must be made at each 

stage. A successful project also requires a 

favorable legal framework, according to Dvir et 

al. [36] and Kerzner [42]. Türkiye has a sporadic 

selection of PPP laws available.  

 

There is a growing need for a legal framework as 

PPPs become more significant. Infrastructure 

provision is challenging in Türkiye.  It is 

necessary to have a solid understanding of PPP 

models and to put models established on reliable 

principles into practice in order to fast close this 

investment gap. Therefore, creating a uniform 

PPP law is part of the government's growth plans.  

Although one-way ANOVA study revealed this 

component to be the most important element for 

the Turkish construction sector, it was only 

briefly highlighted in the literature. 

 

The need for a rational and practical project 

manager (4.15) to assure project delivery on 

time, within acceptable standards, and within a 

predetermined budget is another significant sub-

factor. The influence of a project manager's 

experience on a project's success or failure was 

looked at by Rubin and Seelig [77]. Success was 

determined by technical performance. They 

concluded that, in contrast to the size of the 

previously, a project manager's prior experience 

had little bearing on the project's performance. In  
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other investigations, this characteristic has also been identified as a crucial element [30–31, 35–37, 41, 53, 56, 78]. 
 

Table 5. Correlation matrix 

Variables V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 V15 V16 V17 V18 V19 V20 V21 V22 V23 

V1 1.00                       

V2 0.34 1.00                      

V3 0.51 0.47 1.00                     

V4 
-

0.02 
0.19 0.29 1.00                    

V5 0.25 0.44 0.59 0.18 1.00                   

V6 
-

0.04 
0.22 0.07 0.04 0.31 1.00                  

V7 0.08 0.35 0.19 0.01 0.41 0.42 1.00                 

V8 0.11 0.32 0.20 -0.03 0.28 0.40 0.27 1.00                

V9 0.06 0.29 0.24 0.18 0.35 0.24 0.32 0.14 1.00               

V10 
-

0.01 
0.29 0.08 0.06 0.21 0.54 0.41 0.47 0.07 1.00              

V11 
-

0.01 
0.14 0.05 0.06 0.15 0.21 0.39 0.12 0.38 0.40 1.00             

V12 0.04 0.26 0.08 0.09 0.38 0.03 0.42 0.01 0.49 0.09 0.64 1.00            

V13 0.02 0.30 0.20 -0.01 0.38 0.45 0.40 0.49 0.10 0.70 0.32 0.16 1.00           

V14 0.25 0.71 0.39 0.23 0.51 0.46 0.23 0.60 0.36 0.43 0.14 0.09 0.43 1.00          

V15 0.10 0.46 0.28 -0.12 0.42 0.30 0.23 0.46 0.22 0.68 0.14 0.11 0.62 0.53 1.00         

V16 0.27 0.54 0.38 0.01 0.37 0.15 0.20 0.50 0.33 0.37 0.17 0.17 0.37 0.50 0.71 1.00        

V17 0.04 0.32 0.04 -0.08 0.20 0.49 0.35 0.58 0.05 0.65 0.21 0.01 0.48 0.49 0.59 0.58 1.00       

V18 0.33 0.66 0.31 0.11 0.38 0.22 0.36 0.45 0.28 0.38 0.04 0.01 0.21 0.62 0.37 0.52 0.50 1.00      

V19 0.38 0.41 0.43 0.03 0.32 0.42 0.18 0.51 0.04 0.49 0.14 -0.19 0.44 0.57 0.50 0.40 0.52 0.58 1.00     

V20 0.34 0.58 0.53 0.09 0.55 0.16 0.41 0.06 0.27 0.12 0.13 0.22 0.11 0.38 0.28 0.32 0.10 0.49 0.40 1.00    

V21 0.18 0.33 0.41 0.06 0.50 0.17 0.43 0.20 0.24 0.25 0.36 0.37 0.21 0.14 0.34 0.56 0.29 0.38 0.30 0.48 1.00   

V22 0.14 0.23 0.28 -0.07 0.38 0.24 0.45 0.06 0.29 0.33 0.35 0.35 0.19 0.08 0.36 0.47 0.49 0.37 0.22 0.45 0.67 1.00  

V23 0.33 0.28 0.32 -0.04 0.21 0.07 0.17 0.15 0.18 0.20 0.09 0.10 -0.03 0.12 0.40 0.58 0.29 0.31 0.24 0.52 0.47 0.61 1.00 
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Table 6. Rotated component matrix 

Common Factors Variables 
Components 

1 2 3 4 5 

Project Finance  

Solid Investment Climate 0.808     

Extensive Risk Analysis and Risk Sharing 0.765     

Strong Private Consortium 0.634     

Political and Economic Stability 0.632     

Detailed Cost and Benefit Analysis 0.599     

Project 

Management  

Rational and Practical Project Manager  0.765    

Favorable Legal Framework  0.765    

Competent Client and Contractor  0.735    

Executive Support from Public and Private Sectors  0.567    

Regular Monitoring and Feedback  0.518    

Operational 

Factors  

Detailed and Clear Project Identification   0.783   

Dedicated and Skilled Project Team   0.684   

Comprehensive Technical Feasibility   0.664   

Optimal Stakeholder Relations and Communication   0.644   

Achieving Design Objectives   0.575   

Proper and Systematic Project Control   0.524   

Procurement 

Wide Client Acceptance    0.882  

Effective Procurement Process    0.714  

Sucessful Client Consultation    0.681  

Organizational 

Factors 

Complete Project Management Methodologies     0.779 

Simple Organizational Structure     0.722 

Strong Public Entity     0.612 

Initial Eigenvalues 7.851 2.666 2.283 1.760 1.114 

Percentage of Variance 16.120 15.088 14.972 11.380 10.589 

Cumulative Percentage of Variance 16.120 31.207 46.180 57.560 68.149 

Kaiser-Meyer-Olkin Measure (KMO) of Sampling Adequacy: 0.710   

Bartlett’s Test of Sphericity:     

Approx. chi-square 1301.783   

df 253   

Sig. 0.000   

Extraction Method: Principal Component Analysis.   

Rotation Method: Varimax with Kaiser Normalization. 

Rotation converged in 8 iterations. 

  

Competent client and contractor (4.28) is crucial 

in coming up with creative ideas to achieve the 

goals of the government for PPP projects. In a 

typical PPP project, the special purpose vehicle 

will outsource the construction, operations, and 

equipment supply to qualified suppliers to 

manage its design, construction, operational, and 

maintenance obligations. The significance of 

hiring a qualified contractor has also been 

mentioned by Pinto and Slevin [38], Baker et al. 

[52], Pinto and Covin [35], Dvir et al. [36], 

Ghosh et al. [37], Qiao et al. [17], and Jefferies et 

al. [5]. 

 

The fourth crucial factor has a significance of 

0.567 and a mean value of 3.73 and is the 

executive support from public and private 

sectors. To ensure a successful PPP project, 

Kerzner [31], Ashley et al. [34], Pinto and Slevin 

[38], White and Patton [32], Dvir et al. [36], 

Ghosh et al. [37], and Qiao et al. [17] all 

emphasized the importance of managing the 

relationships. The attitude of the actors affects 

the caliber of the final product. This implies that 

this issue must also be considered when assessing 

the project's viability [53]. 
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The fifth crucial factor, regular monitoring and 

feedback (4.04), has a rather high loading and a 

significance of 0.518. A monitoring process is 

necessary to ensure an efficient operation; it 

includes performance monitoring, determining if 

the contracted services are provided in 

accordance with the contracted standards, and 

analyzing the corrective measures implemented 

by the PPP provider. The information must be 

factual, pertinent, and quantitative. Numerous 

research [35-36, 38, 55] have highlighted the 

significance of this characteristic. 

 

Factor 3- Operational Factors: 

 

14.972% of all CSF deviations are accounted for 

by the operational factors. This primary aspect 

has six components: detailed and clear project 

identification, dedicated and skilled project team, 

comprehensive technical feasibility, optimal 

stakeholder relations and communication, 

achieving design objectives, proper and 

systematic project control. 

 

With a significance of 0.783, detailed and clear 

project identification (4.33) has the highest 

loading. The project identification step is crucial 

because it ensures that all involved parties have a 

shared knowledge of the project's goals. The 

team becomes committed to and in agreement 

with the project goals when there are only a few 

primary goals [79]. As a result, a project's 

progress may be efficiently tracked. Because the 

project's objectives are made explicit from the 

outset, success may ultimately be assessed more 

precisely [17, 30, 34–35, 38, 43, 55].  

 

If the project's scope is established at the outset, 

it should remain within those boundaries and 

avoid growing to encompass more than was 

originally intended. This element was discussed 

in earlier studies, and it was believed to be crucial 

for success in the end result. However, it was 

discovered in this study that it is extremely 

important for the Turkish building industry. 

 

The second crucial factor is a dedicated and 

skilled project team (4.22), which has a high 

loading and a significance of 0.684. The success 

of the project depends on understanding the 

contractor and consultant teams involved in PPP 

delivery [34, 36, 38, 41]. A team-based 

management approach is typically justified by 

the complexity and size of the majority of PPP 

projects in order to ensure that all necessary 

abilities are successfully utilized. The team's 

experience spans a wide range of areas, including 

management, previous work on related projects, 

public relations, leadership skills, and many 

more. 

 

Comprehensive technical feasibility, the third 

operational component, has a mean value of 4.26 

and a significance level of 0.664. For the private 

sector to win a PPP contract, comprehensive 

technical feasibility is necessary [35, 38, 46, 52]. 

Technical challenges are typically one of the 

most crucial factors in a project feasibility 

assessment. This implies that it is crucial to 

analyze the related technical issues while 

thinking about PPP procurement choices. 

 

Another important component is optimal 

stakeholder relations and communication (3.98). 

When used efficiently, communication can cut 

down on ineffective work, prevent duplication, 

and aid in error-free operations. This can aid in 

managing uncertainty, help identify issues 

earlier, or spark ideas for better solutions [36–38, 

43, 51, 56]. 

 

Functional and technical specifications, schedule 

goals, and budget goals are components of 

achieving design objectives with a significance 

of 0.575 (3.96). Both the consultant and the 

contractor have a responsibility to collaborate 

amicably in order to accomplish these objectives 

for a successful project completion. Numerous 

researchers have highlighted the significance of 

this component [34, 36, 44–45, 54]. 

 

The final operational factor with a loading of 

0.524 is proper and systematic project control 

(4.07). For a project to be delivered successfully, 

adherence to the initial requirements - including 

those related to schedule, budget, quality, and 

environmental concerns - is crucial. Over the 

years, the construction sector has regularly failed 

to deliver successful projects on schedule, within 

budget, and with the required level of quality 

[80]. All parties are required to follow the 

timelines, finances, quality, safety, and 

environmental criteria set forth at the project's 

inception [32, 34, 52]. To produce a successful 
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project, all parties must work together in 

coordination to complete tasks within the allotted 

time frames [36, 42]. The fact that the results 

were provided in this manner is not unexpected 

given that the literature research indicates a 

moderate loading for this element. In addition, 

the criticality level for proper and systematic 

schedule, cost, quality, and budget control has 

been noted to be near to moderate. It is related to 

elements like a realistic and logical project 

manager and an enthusiastic and skilled project 

crew.  Unfortunately, in Türkiye, the planning 

stage is typically kept very brief, making it 

impossible to accurately estimate the time and 

cost of construction. Eventually, the contractors 

request an extension to finish the projects 

because, in these conditions, the needed quality 

cannot be achieved. 

 

Factor 4- Procurement: 

 

11.380% of all CSF deviations are attributable to 

the procurement component. Three things fall 

under this category: wide client acceptance, 

effective procurement process, and successful 

client consultation. 

 

Wide client acceptance (2.99) indicates that the 

final project's sale to its intended users has the 

maximum loading, with a significance of 0.882. 

Client satisfaction with the goods and services 

the industry has been delivering in recent years 

has increased pressure on service providers to 

increase performance [2]. While the 

communities' goals are to receive better services 

or live in a better environment, the private 

sector's typical goals are profit production and 

market penetration [53]. Additionally, it has been 

noted by Pinto and Slevin [38], Pinto and 

Prescott [55], and Pinto and Covin [35] that client 

acceptance is one of the essential elements for a 

project's effective completion. 

 

Effective procurement process (3.63) must be 

present throughout the whole procurement 

process. With a significance of 0.714, this sub-

factor has a significant loading. A quick and 

effective procurement procedure is crucial for 

reducing transaction costs and expediting the 

negotiation and closing of the purchase. To 

achieve competitive neutrality, or the objective 

and uniform treatment of public and private 

parties in their rivalry for public works and 

services, the government must establish the 

relevant policies or legal procedures [81]. 

Maintaining the integrity of the procurement 

process, sustaining competition, fostering 

technological and financial advances, optimizing 

resource allocation, boosting productivity, and 

cutting costs are all significant goals of a 

competitively neutral procurement process. Most 

of the time, competitive bidding processes based 

only on price may not be able to help achieve a 

strong private consortium and obtain value for 

the public. When looking for the ideal partner, 

the government should have a long-term 

perspective [5, 17, 53, 67, 71]. Despite its 

relatively high mean value, effective 

procurement process was ranked 20th by the 

respondents. A few studies [31, 34] have also 

shown the importance of this aspect. 

 

Another crucial element is successful client 

consultation, which has a factor loading of 0.681 

and a mean value of 3.39. A construction project 

needs to comprehend and meet the needs of the 

clients. Client consultation is the initial phase of 

a program to execute change, according to Kolb 

and Frohman [82]. In their investigations, Pinto 

and Covin [35], Pinto and Slevin [38], and 

Manley [83] also highlighted the significance of 

this aspect. 

 

Factor 5- Organizational Factors: 

 

10.589% of the overall variance in CSFs can be 

attributed to organizational factors. This factor 

consists of three parts: complete project 

management methodologies, simple 

organizational structure, and strong public entity. 

Complete project management methodologies 

are related to higher loading (3.73). 

 

According to Schultz and Slevin [84], Jaselskis 

and Ashley [59], Wong and Maher [33], and 

Ghosh et al. [37], managerial support for 

projects, or indeed for any implementation, has 

long been seen to be extremely important in 

determining whether they would ultimately 

succeed or fail. According to Beck [85], project 

management is ultimately responsible for 

carrying out executive management's plans or 

goals for the organization. It is dependent on 

executive management for authority, direction, 



Elif Durna, Beliz Ozorhon, Semih Çağlayan   

 

44 
 

and support. The project manager's confidence in 

management's support during a crisis as well as 

the allocation of enough resources (money, 

people, time, etc.) are both examples of how 

management may help the project. 

 

One of the organizational variables related to 

organizational outcomes revealed in this study is 

the simple structure of the project organization 

(3.30). It has a favorable relationship with project 

management success, as determined by cost 

effectiveness or overall evaluations of project 

performance. The organizational structure of a 

project has also been deemed essential for the 

project's success by Nahapiet and Nahapiet [61], 

Might and Fisher [30], Kerzner [31], White and 

Patton [32], Wong and Maher [33], Dvir et al. 

[36], and Clarke [43]. 

 

Finally, for PPP projects to be financially viable 

and appealing investment prospects for private 

sector developers, a strong public entity (3.78) is 

required. The loading for this sub-factor is 0.612. 

This affirms the institutional framework of a PPP 

project, which holds that policymakers, 

government agencies, and its agency are essential 

for the execution of PPPs [53]. 

 

4. Conclusion 

 

This study examines the CSFs of PPP projects in 

developing nations using the results of a 

questionnaire survey. In this regard, data from 

the Turkish construction industry was gathered. 

The 23 CSFs' underlying factor groupings were 

discovered by factor analysis, and they are 

denoted by the following names: project finance, 

project management, operational factors, 

procurement, and organizational factors. Based 

on a one-way ANOVA analysis, the relative 

significance of the CSFs was assessed. The three 

elements “favorable legal framework,” “detailed 

and clear project identification,” and “detailed 

cost and benefit analysis” are deemed to be the 

most important for the Turkish building industry. 

 

According to the analysis' findings, a favorable 

legal framework is the most important 

component for the success of PPP projects. 

Given the complexity of the country's legal 

system and the lack of a unified PPP law, the 

scenario is not unexpected in the case of Türkiye. 

The government's development plans also refer 

to the requirement for a supportive legal 

environment. Detailed and precise project 

identification is the second most important 

component of a successful project delivery. 

Construction time and operating time must be 

carefully scrutinized, particularly throughout the 

tendering process.  

 

Due to the national culture and business practices 

of Türkiye, project specifications frequently 

change even after the bidding process. In the 

Turkish construction sector, clients frequently 

request numerous project adjustments since they 

don't give themselves enough time to plan. The 

third most crucial success criterion for PPP 

projects in the Turkish construction industry is a 

thorough, acceptable cost-benefit analysis. Both 

the public and private sectors should thoroughly 

evaluate the benefits and drawbacks, risks, 

expenses, and other factors of a PPP project 

before moving forward.  

 

Cost-benefit analysis is crucial because the 

majority of PPP projects are intricate and highly 

regulated. Since Türkiye is a developing nation 

with an unstable political and economic climate, 

borrowing rates that directly affect project costs 

might fluctuate sharply far too frequently. The 

climate for investing is made unstable by this 

circumstance, which raises the risk for the 

investors. Potential PPP project partners prefer to 

prolong the operation period and take 

precautions to manage this risk. 

 

Learning from past mistakes and experiences, the 

Turkish government should support the PPP 

technique as it will enable the timely and high-

quality completion of public projects. The 

findings of the analysis indicated that the Turkish 

government should resolve legal matters first in 

order to draw in investors and the private sector. 

Second, each partner should devote an 

appropriate amount of time to preparation in 

order to correctly identify the project's purpose, 

objectives, and requirements. 

 

The results of the study reflect the perceptions 

and experiences of the Turkish construction 

professionals. Even though they are well-

experienced in international arena, this should be 

considered as a limitation. Based on the unique 
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circumstances of the nations where PPP projects 

are done, the results could differ. Türkiye serves 

as an example of a developing nation. In contrast, 

in a developed nation with a well-established 

legal system, the outcomes would be different. 
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Lipase was immobilized onto agarose beads and used for enzyme-catalyzed 

hydrolysis/transesterification of castor oil at room temperature without surfactants 

and salts. The immobilization yield was evaluated by reacting p-nitrophenyl 

butyrate and immobilized lipase. The reaction was performed in a 25 mL phosphate 

buffer medium (pH 7.0) and incubated for 2 hours. The absorbance of the formed 

p-nitrophenol was measured at 346 nm. The highest immobilization rate was 

obtained using 5.0 mg lipase with 2.5 mL glyoxal agarose beads. The reaction was 

performed in 25.0 mL sodium bicarbonate buffer pH 10 for 12 h. The 

hydrolysis/transesterification of castor oil was performed in phosphate buffer (pH 

7) – ethanol medium. The main products were ricinoleic acid and ethyl ricinoleate. 

The highest hydrolysis/transesterification yield was 87% using 1.0 g castor oil and 

2.5 mL of lipase immobilized agarose beads in the phosphate buffer (pH 7): ethanol 

(1: 9, V: V) at 72 hours. The reaction products were analyzed using a Fourier 

Transform Infrared spectrometer (FTIR) and Reversed-Phase High-Performance 

Liquid Chromatography (RP-HPLC). 

 
1. Introduction 

 

Most industrial processes about oil hydrolysis or 

transformation to produce valuable products 

such as free fatty acids (FFAs) or their esters are 

carried out in harsh conditions. Enzymatic 

reactions can be performed under more 

favorable conditions than complicated 

processes. Lipases, triacylglycerol 

acylhydrolases, are mainly derived from 

microorganisms and have been used for many 

applications, such as enzymatic oil hydrolysis, 

modifying flavor via fatty acids, producing 

alcohols, etc [1].  

 

They can catalyze transformations of various 

organic reactions via esterifications and 

transesterifications [2]. Lipases are usually used 

for hydrolysis and transesterification of castor 

oil under mild conditions. Castor oil is a 

triglyceride of fatty acids, and ricinoleic acid is 

the main hydrolysis reaction product. Ricinoleic 

acid has anti-inflammatory and bactericidal 

properties [3]. Therefore, it has received 

significant interest in the pharmaceutical 

industry. Also, its ester derivatives are used in 

many industrial processes, such as emulsifiers 

and soaps [4].  

 

Some studies investigated the effect of solution 

mediums on hydrolysis and transesterification 

of castor oil by lipases. Yamamoto and Fujiwara 

used sodium phosphate buffer (pH 7.0) as the 

reaction medium and reported that isooctane, 

Triton X-I00, or PEG-6000 addition slightly 

improved hydrolysis yields using free lipase [5]. 

Kulkarni and Pandit investigated the effect of n-

hexane, n-heptane, isooctane, and diethyl ether 

solvents and reported that they all enhanced 

hydrolysis yield by using free lipase [6]. Jeon et 
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al. achieved 100% hydrolysis yield via 

isopropyl ether–water mixture (1:1) by free 

lipase [7]. Malhotra et al. investigated lipase-

catalyzed castor oil transesterification [8]. The 

reported conversion rates were 95%, 90%, and 

80% for hexanol, octanol, and dodecanol. 

Narwal et al. used lipase-immobilized silica gel 

for castor oil transesterification [9].  

The highest yield obtained was 78%. In the 

present work, 90% ethanol was used as a 

reaction medium, and hydrolysis and 

transesterification products were obtained via 

catalysis of lipase-immobilized agarose beads. 

As can be seen from the literature studies, 

researchers have performed hydrolysis and 

transesterification of castor oil using different 

reaction media by free and immobilized lipase. 

This study aims to show the availability of 

agarose as a support material for lipase 

immobilization and the ability of lipase-

immobilized agarose beads to obtain both ester 

and hydrolysis products in an alcohol/phosphate 

buffer (pH 7) medium.  

Using agarose as a support material provides 

high immobilization efficiency, easy 

immobilization, and increased enzyme stability. 

Both hydrolysis and transesterification products 

were obtained in mild conditions using lipase-

immobilized agarose beads and ethanol-

phosphate buffer (pH 7) medium. 

 

2. General Methods 

 

2.1. Materials 

 

All of the used chemicals were of analytical 

grade. High-density glyoxal 6BCL agarose 

(ABT) was used as supporting material. Lipase 

from Burkholderia (Pseudomonas) cepacia was 

purchased from Sigma. Ricinoleic acid, as 

standard, was purchased from TCI chemicals. 

Ethanol, NaOH, acetonitrile, acetone, p-

nitrophenyl, and p-nitrophenyl butyrate (PNB) 

were purchased from Merck Chemicals. Before 

HPLC analysis, the solutions were filtered with 

a 0.45 µm mesh cellulose esters 

filter(CHMLAB). 

 

2.2. Immobilization of lipase 

 

The lipase immobilization was carried out 

according to the previously described method 

by Bolivar et al [10]. The glyoxal agarose beads 

(2.5 mL) were added to the 25.0 mL of 0.1 M 

sodium bicarbonate solution (pH 10) containing 

2.5 – 7.5 mg lipase. The suspension was shaken 

with an orbital shaker at a 150 rpm agitation rate 

for 2 – 12 h intervals. At the end, 20.0 mg 

NaBH4 was added to the suspension and stirred 

for 30 min. Then, it was washed with distilled 

water and stored in phosphate buffer (pH 7.0). 

The immobilization degree was evaluated with 

the hydrolysis of pNB.  

 

2.3. Hydrolysis of pNPB 

 

Hydrolysis of p-nitrophenyl butyrate (as 

substrate, 40 µM) was investigated using 2.5 

mL of the immobilized enzyme. The reaction 

was performed in a 25 mL phosphate buffer 

medium (pH 7.0) and incubated for 2 hours. The 

absorbance of the product, p-nitrophenyl, was 

measured at 346 nm by a UV-Vis 

spectrophotometer (Shimadzu, UV-2600), and 

the concentrations were calculated using the 

calibration curve in the range of 10 – 40 µM p-

nitrophenyl concentrations.  

 

2.4. Hydrolysis/transesterification reaction 

 

The hydrolysis/transesterification experiments 

were carried out in a 1:9 volume ratio of 

phosphate buffer (pH 7)-ethanol medium with 

different reaction times (2 – 72 h), shaking rates 

(30 – 200 rpm), enzyme immobilized agarose 

beads amount (1 – 5 mL in phosphate buffer, 

pH 7) and castor oil amount (0.1 – 2.0 g) in a 

closed erlenmeyer flask. First, an appropriate 

amount of castor oil was dissolved in ethanol, 

and then the immobilized enzyme in the buffer 

solution was added to the reaction medium. The 

total reaction volume was made up to 25 mL. 

Approximately 100 µL of the sample was 

collected with the help of an automatic pipette 

at the specified times. The samples were filtered 

with a 0.45 μm cellulose filter before HPLC 

analysis. All experiments were performed in 

three replicates. The total (hydrolysis and 

transesterification) conversation rates were 

calculated using the peak areas of TAG in 

HPLC analysis before and after reaction with 

castor oil and immobilized enzyme. The 

concentrations of formed ricinoleic acid and 
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ethyl ricinoleate were calculated using the 

calibration curve (4 – 80 µg/mL). 

 

2.5. Analysis of products 

 

The hydrolysis/transesterification products were 

analyzed by an RP-HPLC (Shimadzu model 

LC-20AD, SPD-M20A diode array detector). 

The acetonitrile and acetone (V/V, 2:1) mixture 

was used as the mobile phase. The C18 column 

was used (5 µm, 4.6 mm × 250 mm 

Intersustain) for the analysis. The flow rate was 

1.0 mL/min, and the injection volume was 3.0 

μL. FTIR analyses of castor oil and the products 

were carried out with a Perkin Elmer Spectrum 

Two FTIR with ATR attachment. After the 

reactions, the solutions were filtered with a 0.45 

μm cellulose filter paper and dried in a vacuum 

oven at 30 °C before FTIR analysis.  

 

3. Results and Discussion 

 

3.1. Lipase immobilization 

 

Enzyme immobilization experiment was carried 

out in 1, 2, 4, 8, and 12 hours to provide 

maximum immobilization. Immobilization 

occurred between amine groups of lipase and 

aldehyde groups of glyoxal agarose beads and 

resulted in the formation of imine groups. With 

the addition of NaBH4, these groups were 

reduced, and stable multi-covalent bonds 

formed between lipase and glyoxal agarose 

beads [10, 11]. The immobilization degree was 

evaluated by pNPB hydrolysis [12]. The 

absorbance of the product, p-nitrophenyl, was 

measured at 346 nm. The occurred reaction is 

shown in Figure 1. The hydrolysis rate 

increased from 56% to 99% by raised times 

from 2 to 12 h (Figure 2). Immobilization was 

also tried with different enzyme amounts to 

reach maximum hydrolysis yields. The lipases 

(2.5, 5.0, and 7.5 mg) were used for 

immobilization with 2.5 mL of agarose. Nearly 

100% hydrolysis yield was achieved using 5.0 

mg of the enzyme (Figure 2.). As can be seen 

from the results, maximum immobilization was 

obtained with a 12 h reaction using 5 mg 

enzyme and 2.5 mL agarose beads. Further 

experiments were carried out with immobilized 

lipase obtained in a reaction of 5 mg lipase with 

2.5 mL glyoxal agarose beads in 25 mL sodium 

bicarbonate buffer pH 10 for 12 h. 

 

Figure 1. The catalytic reaction of p-nitrophenyl 

butyrate 

 

 

 
Figure 2. The immobilized enzyme activities in 

different immobilization times (a) (5.0 mg of lipase, 

2.5 mL of glyoxal agarose) and amounts of lipase 

(b) (2.5 mL of glyoxal agarose, 12 h 

 

3.2. Characterization of lipase  

 

RP-HPLC and FTIR analyses were performed 

for the identification of products. RP-HPLC 

chromatograms are shown in Figure 3. As can 

be seen from the figure, castor oil is mainly 

triacylglycerol (TAG)(~%70), and a large 

proportion of TAG remained unhydrolyzed at 

the reaction in the buffer. The hydrolysis 

increased with the rising ethanol ratio, and 

transesterification products were also formed in 

the reaction. The primary hydrolysis and 

transesterification products were ricinoleic acid 

and ethyl ricinoleate. The obtained highest 

amounts were 0.41 g for ricinoleic acid and 0.47 

g for ethyl ricinoleate using 2.5 mL of lipase-

immobilized agarose beads. The reaction was 

performed using 1.0 g of castor oil at 150 rpm 

agitation rate for 72 hours in a 25 mL 1: 9 (V: 

V) ratio of phosphate buffer (pH 7): ethanol 

medium. The retention times of ricinoleic acid 

and ethyl ricinoleate were 3.47 minutes and 4.72 
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minutes. The other observed peaks were 

probably castor oil hydrolysates such as linoleic, 

oleic, palmitic, stearic, and linolenic acids and 

their esters.  

 

The FTIR spectra of castor oil and product are 

shown in Figure 4. The 3380 and 3009 cm−1 

peaks in the castor oil spectrum were attributed 

to the –OH and =CH vibrations. The 1743 and 

1162 cm−1 peaks were assigned to C=O and C-O 

symmetric stretching vibrational bands, 

respectively. The product spectrum supports 

that the product was a mixture of FFAs and 

esters. A split band was obtained at around 1700 

cm-1 from FFAs and esters. The C-O vibration 

bands of FFAs and esters appeared at 1179 and 

1034 cm-1, respectively. These results were 

agreed with Khaskheli et al [13]. 

 

 
Figure 3. HPLC chromatograms of castor oil and 

products after hydrolysis/transesterification 

reactions. (72 h, 150 rpm, 2.5 mL lipase 

immobilized agarose beads, 1.0 g castor oil, 25 mL 

reaction volume) 

 
Figure 4. FTIR spectra of castor oil and product 

 

 

 

 

3.3. Optimization of substrates ratio 

 

The hydrolysis/transesterification reactions were 

carried out in different ethanol/buffer ratios. The 

enzyme-substrate interactions were feeble when 

only water was used as solvent due to the low 

solubility of oil. The ricinoleic acid (1.0%)  

formed when the reaction was performed in the 

phosphate buffer solution (pH 7).  

Although the solubility problem could be 

overcome using surfactants, salts, or higher 

temperatures, there are also some disadvantages. 

The use of alcohols could be a solution to oil 

solubility but decrease yields of the hydrolysis 

reaction due to the occurring transesterification 

reaction. Both hydrolysis and transesterification 

efficiency increased with more dissolved castor 

oil by raising the ethanol ratio in the solution 

(Table 1). Also, ethanol acted as a substrate for 

transesterification and increased the reaction 

efficiency. The obtained maximum alcohol ratio 

was 90% because the synthesized lipase 

immobilized agarose was stored in the buffer 

and added to the reaction medium in buffer 

solution. In 1:9 (phosphate buffer (pH 7): 

ethanol, V: V) reaction medium, the result of 

the hydrolysis and transesterification reactions 

(Figure 5) FFAs and ester products were 

formed. The main products were ricinoleic acid 

and ethyl ricinoleate. In the enzyme: oil ratio 

experiments, the reaction yields decreased with 

the increased castor oil due to insufficient 

immobilized lipase in the solution (Table 2). 

The reaction yields were calculated from total 

TAG conversion rates obtained by HPLC 

analysis. The conversion percentage decreased 

from 87% using 1.0 g of castor oil to 43% using 

2.0 g of castor oil with 2.5 mL lipase 

immobilized agarose beads at 150 rpm agitation 

speed and 72 h. Also, the decrease in efficiency 

may be due to the increased viscosity of the 

solution at higher oil content. As expected, the 

reaction yield increased when the amount of 

lipase-immobilized agarose beads was raised, 

and the castor oil was kept constant (1.0 g). The 

obtained efficiencies were 31% and 99% using 

1 mL and 5 mL of immobilized lipase at 150 

rpm agitation speed and 72 h. 
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Table 1. The effect of ethanol concentration on the 

hydrolysis/transesterification of castor oil with 

immobilized lipase 
Ratio of phosphate buffer 

(pH 7):ethanol (V:V) 

Ricinoleic 

acid (g) 

Ethyl 

ricinoleate (g) 

1:0 0.1 - 

1:3 0.15 0.17 

1:6 0.27 0.31 

1:9 0.40 0.47 

 

 
Figure 5. Hydrolysis and transesterification 

reactions of castor oil 

 

Table 2. The effect of castor oil amount on the 

hydrolysis/transesterification of castor oil with 

immobilized lipase 
Ratio* Hydrolysis /  

transesterification(%) 

2.5:0.1 99 

2.5:0.5 90 

2.5:1.0 87 

2.5:1.5 70 

2.5:2.0 43 

1.0:1.0 31 

2.0:1.0 70 

3.0:1.0 90 

4.0:1.0 96 

5.0:1.0 99 

*Lipase immobilized agarose beads (mL): castor oil (g) in 

phosphate buffer (pH 7): ethanol (1:9, V:V) 
 

3.4. Optimization of other parameters 

 

The optimization experiments were performed 

at room temperature (20 °C), and yields were 

calculated from total TAG conversion rates 

obtained by HPLC analysis. The effect of 

temperature was not investigated due to the low 

boiling point of ethyl alcohol. As shown in 

Figure 6, the hydrolysis/transesterification yield 

increased with raised time from 35% (2 hours) 

to 87% (72 hours) due to more enzyme-

substrate interaction. Similarly, the yields were 

increased by the agitation rate. A liquid film 

was formed around the beads in the solution, 

and film diffusion rates of the substrate were 

low at the lower agitation speed. The diffusion 

rate of the substrate was raised by eliminating 

film resistance at higher agitation speeds [14]. 

The obtained yield increased from 30% to 87% 

with raised agitation speeds from 30 to 150 rpm. 

 

 In the present study, lipase was used as an 

immobilization agent for glyoxal agarose beads. 

Easy and direct lipase immobilization occurred 

in an alkaline medium via multi-covalent 

attachment. Therefore, a stable structure is 

formed against the various external effects. The 

synthesized lipase immobilized agarose beads 

can be used for castor oil hydrolysis and 

transesterification. The reaction products, 

ricinoleic acid, and its derivatives could be used 

as a surfactant, plasticizer, emulsifier, soap 

ingredient, etc [15]. The obtained results were 

compared to the literature study in Table 3. It is 

seen that the obtained results are compatible 

with the literature. No study has been found on 

the hydrolysis of castor oil using lipase-

immobilized glyoxal agarose beads in phosphate 

buffer(pH 7)-ethanol medium. 

 

 

 
Figure 6. The effect of reaction time (1.0 g castor 

oil, 2.5 mL of immobilized lipase, 150 rpm), 

agitation speed (1.0 g castor oil, 2.5 mL of 

immobilized lipase, 72 h) on the reaction yields 
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Table 3. Comparison of the obtained results with the literature studies 
Method Reaction Conditions Yield 

Free lipase [5] Hydrolysis Phosphate buffer (pH 7.0), 40 °C, 72 h, 1 g lipase 71.3% 

Free lipase [6] Hydrolysis Isooctane, pH 7, 55°C, 24 h 175U lipase ~90% 

Free lipase [7] Hydrolysis Isopropyl ether:water(1:1), 30 °C, 24 h, pH 6, 4% lipase  ~100% 

Immobilized [8] Transesterification 
1-hexanol, 50 °C, 48 h, RMIM+Novozym 435 

(2.5%+5% w/w oil) 
95% 

Immobilized [9] Transesterification Methanol, 55 °C, 96 h, 84 U lipase 78.13% 

Immobilized [this 

study] 

Hydrolysis / 

transesterification 

Ethanol:phosphate buffer(9:1) pH 7, 72 h, 2.5 mL 

immobilized lipase suspension  
87% 

 

4. Conclusion 

 

An enzymatic procedure was evaluated for 

hydrolysis/transesterification of castor oil by 

lipase-immobilized glyoxal agarose beads. 

Immobilization efficiency improved at a 12-

hour reaction using 5.0 mg enzyme and 2.5 mL 

agarose beads. A nearly 100% hydrolysis yield 

was achieved against the p-NPB using lipase-

immobilized agarose beads. The highest 

conversion yield was obtained using 2.5 mL of 

lipase immobilized agarose beads and 1.0 g of 

castor oil at a 150 rpm agitation rate, 72 hours in 

25 mL 1: 9 (V: V) ratio of phosphate buffer(pH 

7): ethanol medium. The obtained main 

products were ricinoleic acid and ethyl 

ricinoleate. The other reaction products 

probably were linoleic, oleic, palmitic, stearic, 

and linolenic acids and their esters. The reaction 

products were analyzed using RP-HPLC and 

FTIR. 
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Fiber-reinforced polymer composites are manufactured using various methods, with 

vacuum-assisted resin transfer molding (VARTM or VARIM). This study's primary 

focus lies in assessing how the orientation of sampling impacts the mechanical 

properties of glass fiber-reinforced pure and nanocomposites. 2 wt.% nano Al2O3-

doped and non-doped composites were produced using the VARTM process. 

Tensile, flexural, and density test specimens were extracted from three distinct zones 

and two distinc direction those aligned horizontally to the resin flow (HRF) and those 

oriented vertically to the resin flow (VRF). Remarkably, results showed up to a 

3.91% increase in values from samples in the third zone, particularly on the vacuum 

outlet side. To facilitate precise stress value comparisons across plates, uniform 

sample orientation and consistent zone selection are essential. 

 
1. Introduction 

 

Composite materials have brought a new age in 

materials engineering science, allowing 

engineers to create superior materials with 

outstanding mechanical characteristics. Fiber-

reinforced polymer composites (FRP) are one of 

them and are made up of two major components: 

a load-bearing component, such as fibers, and a 

polymer medium that acts as a binding and 

protection for the fibers [1-3]. The polymer 

matrix plays a pivotal role in ensuring the fibers 

maintain their orientation and structural integrity, 

while also facilitating the transfer of loads. 

Typically, thermoset or thermoplastic materials 

are chosen for the polymer matrix [4, 5]. 

Meanwhile, the fibers primarily shoulder the load 

transmitted from the matrix, imparting 

macroscopic stiffness and strength to the 

structure. Commonly used reinforcing fibers 

include glass, aramid, and carbon fibers. Such 

FRP composites are gaining prominence due to 

their exceptional resistance to corrosion, 

impressive thermo-mechanical characteristics, 

and high strength-to-weight ratio [6, 7]. Their 

diverse range of properties makes them 

indispensable in a wide array of industries, 

including aerospace, marine, construction, 

biomedical, automotive, and many others [8-10]. 

 

The performance of composite materials is 

predominantly influenced by the quality of their 

constituent elements and the precision of their 

manufacturing processes. The manufacturing 

processes need to be investigated to determine 

the material's optimal properties for the specific 

purpose. Various approaches are viable, 

depending on the chosen reinforcement category 

and the intended product application [11, 12]. 

Some of them are as follows; hand layup [13], 

compression molding [14], filament winding 

[15], pultrusion [16], spray-up [17], resin transfer 

molding (RTM) [18], vacuum-assisted resin 

infusion method (VARIM) [19]. Since the 1950s, 

vacuum-assisted resin infusion method 

(VARIM) has been utilized to create fiber 
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reinforced polymer composites in different 

shapes [20-23]. This method is also referred to as 

vacuum assisted resin transfer molding 

(VARTM) in the literature [24]. The technique is 

a closed mold method for producing high-

performance and large-scale fiber reinforced 

polymer (FRP) products with minimal tooling 

costs. Although large and complex composite 

parts can be produced in high quality with this 

method, there are some disadvantages. The 

possibility of air leakage is considerable, and this 

is highly dependent on the worker's ability, 

training, and the consumables (peel ply, vacuum 

bag, distribution medium etc.) condition of each 

VARIM operation. Dry spots and inadequate 

resin infusion might result from air leakage and 

can ruin the composite production [25]. Factors 

such as mold filling, fiber compaction, dry spot 

and micro-voids are the related processing issues 

to be considered in order to produce a stable 

composite. 

 

The VARIM technique is also a key method in 

the production of nanoparticle enhanced FRP 

composites [26-28]. To create nanocomposite, 

nano-enhanced polymers can be injected into 

fiber mats composed of fibers such as carbon, 

aramid or glass fibers. Due to its unique through-

thickness flowing profile the VARIM process 

has been recognized as a potential approach for 

producing nano-enhanced FRP among several 

production methods. However, through-

thickness flow may not reduce the traveling 

distance of the nano resin flow along the fiber 

preform to the desired level [29]. As a result, the 

possibility of nanoparticles being filtered by the 

fiber preform increases. This nanoparticle 

filtration affects the distribution of nano-

enhanced polymer blend in composite. This 

imperfection can also affect the mechanical 

properties of the nanocomposite. The porosity of 

the fiber preform also has an impact on 

nanoparticle filtering. Fan et al. [30] developed a 

new injection and double vacuum assisted resin 

transfer molding (IDVARTM) technique to 

decrease the impacts of porosity. The infusion is 

assisted by capillary pressure in this approach. 

This provided a high void formation, allowing 

the nano-doped resin to pass through the fiber 

with less nanoparticle filtration. Another 

VARTM-based technique to incorporating 

carbon nanofibers (CNFs) into FRP was 

investigated by Movva et al. [31]. They used a 

solvent guided spray method to pre-bond the 

CNFs to the glass fiber matting. This technique 

may lower the risk of CNF filtering during resin 

infusion.  

 

The literature review revealed that the VARTM 

or VARIM method was improved with different 

modifications to minimize nanoparticle filtration 

for nanocomposite production. However, the 

mechanical stability of the sample extraction 

zones of the nanocomposite plate produced by 

the traditional VARTM method is an important 

issue that needs to be investigated in detail. In 

this study, nano alumina (Al2O3) reinforced 

epoxy composites were produced by VARIM. 

Samples were taken from the composites in the 

directions horizontal to the resin flow (HRF) and 

vertical to the resin flow (VRF), and the 

mechanical properties of these directions were 

determined by tensile, three point bending and 

density tests. Also, ANOVA analysis was 

performed to determine the significance of the 

variables and to see if each variable has or not 

significant effect on tensile and flexural strength 

values. 

 

2. Experimental Procedure 

 

2.1. Materials 

 

The nanoparticle to be used for nano 

reinforcement was aluminum oxide (Al2O3) with 

78 nm average particle size (Nanografi). The 

purity of nanoparticles is 99.55%. MGS L285 

epoxy resin and H287 hardener were used for 

obtaining nano-enhanced polymer (HEXION).  It 

was chosen because it has a low viscosity (600-

900 mPas). The resin-to-hardener ratio is 100:40 

by weight. Plain weave-type glass fiber with an 

area weight of 200 gr/m2 was used as the fiber 

reinforcement. A table type circular saw bench 

with water cooling system was used to cut the 

samples. 

 

2.2. Production of glass fiber reinforced epoxy 

nanocomposite 

 

Two different composites were produced by 

using the conventional VARTM method. One 

plate was produced in pure form and the other 

was produced using nano Al2O3 particles to study 



Gökhan Demircan  

60 
 

the dispersion of the nanoparticle in polymer 

resin. The representation of the method is shown 

in Fig 1. 

 

The following steps were applied for production. 

• Release film was applied to prevent the 

composite plate from sticking to the bench. 

• 16 layers of glass fiber were laid on the release 

film. 

• A peel ply was applied for easy removal of the 

composite plate. 

• Infusion mesh was applied on the top of the peel 

ply.  

• A Spiral hose was used to provide a fast resin 

supply in the resin injection line. 

• Ventilation ports are placed in the resin inlet 

and outlet region. 

• The assembly was surrounded with sealing 

tape, which is a double-sided sticky adhesive. 

• The vacuum bag was carefully laid on the 

assembly. 

• Resin injection port was closed, and vacuum 

port opened to apply the vacuum.  

• Pure resin and nano-enhanced resin were 

infused into the resin reservoir. 

• After the vacuum port was closed, the system 

was left to cure at 80 ⁰C for 15 h (bench heater) 

as mentioned by resin manufacturer. 

• Demolding the composite part from the bench 

was successfully made. Fig. 2 shows a cured 

composite plate on the bench.

 

Figure 1. Schematic representation of VARTM 

 

2 wt.% of Al2O3 nanoparticles was used to form 

nano-enhanced epoxy resin using the ultrasonic 

dual mixing method (UMM) [32]. Ultrasonic 

dual mixing is the employment of ultrasonic 

vibration and mechanical stirring at the same 

time to shear the resin matrix. It has the ability to 

modify resin matrix and provide a homogeneous 

distribution of nanoparticles that is nearly 

cluster-free. 

 

Figure 2. Cured composite plate on the bench 

 

This was important in significantly improving 

the mechanical and physical characteristics of the 

polymeric basis composites. The ultrasonic 

mixing was done with an ultrasonic stirrer (VCX 

500, Sonics, USA) with a maximum power 

output of 750 W and a steady frequency of 20 
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kHz and a 50 mm diameter titanium alloy tip. A 

pulse of 2 s on and 3 s off was used to apply 

sonication with a 70% amplitude for 2 h. During 

sonication process a magnetic mixer (MR Hei-

Tech, Heidolph, Germany) was used 

simultaneously at 400 rpm [5, 19, 26]. To achieve 

a successful dispersion, precautions were taken 

during UMM to ensure that the temperature of 

the polymer mixture did not rise throughout the 

mixing time. The mixing was done in a bowl 

bordered by an ice bath, and the temperature of 

the bath is tracked by immersing a temperature 

probe connected to the ultrasonic mixer to 

prevent an extreme increase in temperature 

during mixing. The schematic representation of 

UMM method is shown in Fig 3. Finally, two 

composite plates were produced for comparison 

purposes. One is pure plate without nanoparticle 

additive, and the other is nanoparticle doped 

plate. 

Figure 3. Schematic representation of UMM method 

 

2.3. Mechanical tests and sampling 

orientation 

 

Tensile and bending tests were performed in 

accordance with ASTM D3039/D3039M-17 [33] 

and ASTM D790-17 [34] using a Shimadzu 

AGS-X Plus Universal test machine. Density 

Measurement was carried out with Archimedes' 

principle with samples having 15x15x3.2 mm3 

dimensions. The bending test specimen's 

dimensions were determined to be 127x12.7x3.2 

mm3 and the dimensions of tensile test specimen 

were 250x25x3.2 mm3. The strain rate was 2 

mm/min for tensile test and 1 mm/min for 

bending test. Samples and dimensions were 

shown in Fig. 4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 4. Test samples and dimensions 

 

Two different plates were produced to examine 

the effect of nanoparticle filtration on the 

mechanical properties of the composite. One 

plate has no nanoparticles, while the other has 2 

wt.% of nanoparticles. The plates were divided 

into 3 different zones to determine in which 

zones the filtration is effective along the vacuum 

line. In addition, to examine the effect of sample 

extraction directions, samples were extracted 

both vertical to the resin flow (VRF) and 

horizontal to the resin flow (HRF). Sample 

notations are given in Fig. 5. Sample extraction 

zones and orientations are shown in Fig. 6.  

 

Figure 5. The notation of samples 
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Figure 6. Sampling orientation of composite  

 

3. Results and Discussion 

 

3.1. Mechanical test results 

 

Tensile, flexural and density tests were carried 

out using 5 samples of each parameter and the 

average results were taken as a basis in the 

graphics. Fig. 7 shows all test results. 

Considering the Fig. 7, it is observed that the 

tensile, bending and density values for both pure 

and nano composite increase from the 1st zone to 

the 3rd zone. This result is valid for both HRF 

and VRF samples. Normally, test results are 

expected to be very close to each other in pure 

composite. But the highest change was observed 

in bending. 

 

VRF samples have an increase rate of 3.23%. 

This is because the resin line of the plate is long. 

The fact that the length of this line was around 1 

m caused the compaction ratio at the vacuum side 

to be higher than the compaction ratio at the resin 

inlet.  It can be concluded that the VARIM or 

VARTM technique was effective in compacting 

the fiber reinforcement under vacuum pressure, 

resulting in samples with a high fiber volume 

percentage, consistent thickness, and minimal 

voids content [35]. Furthermore, the compaction 

pressure is restricted to the pressure of 

atmosphere, prohibiting the vacuum infusion 

process from attaining greater fiber volumetric 

levels [36]. Since the thickness values of the 

composite plate shown in Table 1 are thinner in 

the region where the compaction is high, stress 

values increase due to the cross-sectional area 

difference in the experimental stress calculation. 

Density results also confirm this phenomenon. 

The density values increased from the 1st zone to 

the 3rd zone for both composite plates. The fact 

that the compaction is more on the vacuum side 

has reduced the possible void amount, which has 

caused the density values to increase towards the 

3rd zone. 

 

Considering the Fig.7-b, it is seen that the 

nanocomposite exhibits a similar behavior like 

pure one. Since the phenomena described above 

are also valid for this composite, all test results 

increased from 1st zone to the 3rd zone. 

However, when increase percentages in Table 2 
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are examined, it is seen that the increase in the 

test results in nanocomposite for each region is 

higher than in pure composite. The percentage 

increase rates were calculated based on how 

much the test results in zone 2 and 3 increased 

compared to zone 1. Based on the tensile test 

result, an increase of 2.82% was observed in NV-

3, while this rate was 1.49% in PV-3. Similarly, 

in bending test results, an increase of 3.31% in 

NV-3 and 3.23% in PV-3 was observed. Results 

demonstrate a consistent pattern in regions 

aligned horizontally with the resin flow.

 

Figure 7. Test results of nanocomposite plates a) pure composite b) nanocomposite 

 

2 wt.% of Al2O3 nanoparticles increased the 

tensile and flexural strength of glass fiber 

reinforced epoxy composites. Although there is 

variation between regions, an improvement in 

tensile strength from 5.97% to 8.61% was 

observed. This improvement varied between 

5.62% and 6.41% in flexural strength. If a 

comparison is made between HRF and VRF 

directions, it is seen that HRF values are higher 

than VRF values both for pure and nano 
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composite. This is because the thickness is more 

stable in the HRF direction than in the VRF 

direction. 

 
Table 1. Thickness values of zones of composite 

plates 

Zone Thickness (mm) 

Pure Zone 1 2.404 

Pure Zone 2 2.374 

Pure Zone 3 2.341 

Nano Zone 1 2.556 

Nano Zone 2 2.515 

Nano Zone 3 2.476 

 

Table 2. Percentage increase of tensile and bending 

test results 

No. 

Tensile 

Strength  

(MPa) 

Perc. 

Increase 

(%) 

Flexural 

Strength 

(MPa) 

Perc. 

Increase 

(%) 

P-V1 469±1.5 --- 681±2.5 --- 

P-V2 471±2.6 0.43 689±3.2 1.17 

P-V3 476±3.2 1.49 703±3.1 3.23 

N-V1 497±1.7 --- 724±2.6 --- 

N-V2 500±1.3 0.60 735±3.3 1.52 

N-V3 511±2.4 2.82 748±2.7 3.31 

P-H1 455±1.6 --- 675±2.4 --- 

P-H2 460±1.3 1.10 678±2.8 0.44 

P-H3 465±2.8 2.20 685±3.1 1.48 

N-H1 486±2.2 --- 713±3.2 --- 

N-H2 492±1.9 1.23 719±3.1 0.84 

N-H3 505±2.1 3.91 726±3.4 1.82 

 

2 wt.% of Al2O3 nanoparticles increased the 

tensile and flexural strength of glass fiber 

reinforced epoxy composites. Although there is 

variation between regions, an improvement in 

tensile strength from 5.97% to 8.61% was 

observed. This improvement varied between 

5.62% and 6.41% in flexural strength. If a 

comparison is made between HRF and VRF 

directions, it is seen that HRF values are higher 

than VRF values both for pure and nano 

composite. This is because the thickness is more 

stable in the HRF direction than in the VRF 

direction. The reason why the increase between 

regions in nanocomposite is higher than in pure 

composite depends on the compaction ratio. 

Since compaction ratio is more on the vacuum 

port, the movement of the resin in the through-

thickness direction is shortened in this port. Since 

the nano-doped resin will travel less distance in 

vacuum port, the nanoparticle filtration is less in 

this line, resulting in relatively higher mechanical 

properties of the region close to the vacuum line 

[27]. In other words, the mechanical properties 

are affected by the resin flow direction. The first 

resin flow occurs horizontally through the 

infusion mesh, while the second resin flow 

occurs within the fiber through thickness. Hsiao 

et al. [37] presented an analytical solution for this 

and stated that a dimensionless approach with the 

expression given in Equation 1 is an important 

approach in determining the main production 

parameters. 

 
𝑄𝑥

𝑄𝑦
~

𝐾2𝑥𝑥ℎ2
2

𝐾2𝑦𝑦𝑑2
≪ 1                                                      (1) 

 

The structural layer's permeabilities in the x and 

y directions are K2xx and K2yy, respectively. h2 is 

the thickness of fiber preform and d is the length 

of flow front region.  

 

Tensile and flexural test results were also given 

as stress-strain graphics in Fig.8 and Fig.9, 

respectively. Tensile and bending forces 

represent fundamental aspects of mechanical 

loading, constituting two of the five primary 

types of loads in the field. The stress-strain 

curves of fiber-reinforced polymer composites 

under tensile and bending forces are different 

from each other. Since FRP composites are in a 

brittle structure, they do not have yield points 

[38]. When the tensile stress-strain curves (Fig.8) 

are examined, the curves demonstrate a linear 

relationship and the sample is suddenly broken 

without any yielding. The rupture happens 

without any obvious difference in the rate of 

elongation [39]. The curves obtained in this study 

are similar to the typical curves observed in FRP 

composites. No abnormality was found between 

the curves of pure and nanocomposite or between 

the curves of VRF and HRF zones. A similar 

trend occured in bending (flexural) curves. But 

here, when the stress reaches its maximum point, 

the fracture does not occur suddenly, as in tensile 

test. Once stress reaches its peak, the sample 

sustains bending load until a specific threshold, 

as bending stress is highest at the specimen's 

surface and zero at the neutral axis. This behavior 

reflects the material's capacity to withstand 

bending forces and highlights the distribution of 
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stress across the specimen. The normal bending 

stress changes linearly according to the distance 

from the neutral axis in the elastic range. 

Therefore, the surface of the sample is subjected 

to maximum stress and the fibers on the surface 

begin to rupture first. The rupture of fibers 

continues gradually from the surface to the 

neutral axis. This means that the fracture event 

occurs with a long strain and this causes the 

flexural stress-strain curves to form as in Fig. 9. 

Fig. 10 shows the damage mechanism of tested 

samples. The reason for the behavior of flexural 

stress-strain curves is more clearly understood 

with this figure. The fiber ruptures on the surface 

of the sample are clearly visible. 

 

Figure 8. Tensile strength-strain curves of composite plates a) vertical to the resin flow (VRF) b) horizontal 

to the resin flow (HRF) 

 

Figure 9. Flexural strength-strain curves of composite plates a) vertical to the resin flow (VRF) b) horizontal 

to the resin flow (HRF) 

 

In tensile test samples, failure modes should be 

analyzed according to ASTM D3039 standard. In 

this standard three-character coding is used to 

identify failure modes. The first character 

represents the failure type, the second character 

represents the failure area, and the third character 

represents the failure location. The failure types 

with respect to coding system were shown in Fig. 

10. The first character “L” represents the lateral 

failure type observed similarly in all samples. 

The second character "M" and "A" are the failure 

area codes of "multiple areas" and "at grip", 

respectively. These two failure areas were 

observed predominantly in all samples. The third 

character, "V" and "T" are failure location codes 

of "various" and "top", respectively. These two 

failure locations are valid for all samples. 

Damage mechanisms with the above codes were 

observed in all samples regardless of 

nanoparticle contribution and sampling 

orientation.   

 

The first character “L” represents the lateral 

failure type observed similarly in all samples. 

The second character "M" and "A" are the failure 

area codes of "multiple areas" and "at grip", 

respectively. These two failure areas were 

observed predominantly in all samples. The third 

character, "V" and "T" are failure location codes 

of "various" and "top", respectively. These two 

failure locations are valid for all samples. 

Damage mechanisms with the above codes were 
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observed in all samples regardless of 

nanoparticle contribution and sampling 

orientation. The SEM images of nanocomposite 

tensile test samples are shown in Fig.11. The 

homogeneous distribution of nanoparticles is 

shown in the surface image in Figure 11-a. The 

various damage modes, encompassing fiber 

fracture, matrix breakage, and delamination are 

demonstrated in Fig. 11b and Fig. 11c. It can be 

seen in Fig.11b that nano Al2O3 particles 

strengthen the matrix-fiber bonding

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. Damage mechanism of tensile and flexural test samples 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. SEM images of test sample 
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3.2. Statistical analysis (ANOVA) 

 

One-way ANOVA analysis was used to 

determine whether the means of three 

independent variables were statistically 

significant [40]. The three different variables are 

the first, second and third zones from which the 

samples are extracted. A null hypothesis (H0) is 

needed to use the ANOVA test. In this study, the 

H0 hypothesis was considered as “there is no 

difference between the means for three different 

regions.” To test this hypothesis, strength values 

was used as dependent variable and three 

different regions were used as factor variables. 

First, to test the hypothesis, the data of the PV 

samples were tested using the IBM SPSS 

Statistics 22. Table 3 shows the descriptives of 

PV samples for tensile strength. N represents the 

number of samples and tests were performed at 

the 95% Confidence Interval for the Mean. 

 

After determining the descriptives, the one-way 

ANOVA analysis was performed. Table 4 shows 

the results of PV samples for tensile strength. df 

means degree of freedom and F is the variance of 

the group means. The value in the last column 

indicates statistical significance. It's generally 

represented by P-Value. The null hypothesis 

should be assessed by comparing the P-value to 

the significance level to see if any of the 

comparison of means are statistically significant. 

A significance score of 0.05 is usually sufficient. 

With a significance level of 0.05, there's a 5% 

chance of determining that a difference exists. 

The null hypothesis is rejected if the P-value is 

below or equal to the significance level [41]. If 

the P-value is greater, the null hypothesis is 

accepted. In Table 4, the P-value is 0.104, which 

is greater than 0.05 and the hypothesis is 

accepted. It means that there is no difference 

between the means for three different regions. 

Although the experimental results show an 

increase from the first zone to the third zone for 

PV samples, statistical analysis indicates that this 

change is not significant.

 
Table 3. Descriptives of PV (Pure-Vertical) samples 

 N Mean 

Std. 

Deviation 

Std. 

Error 

95% Confidence 

Interval for Mean 

Minimum Maximum 

Lower 

Bound 

Upper 

Bound 

PV-1 5 469.4306 5.15650 2.30606 463.0280 475.8332 463.33 475.41 

PV-2 5 471.1172 4.96969 2.22251 464.9465 477.2879 465.77 476.62 

PV-3 5 476.0494 3.63552 1.62585 471.5353 480.5635 470.47 480.50 

Total 15 472.1991 5.18457 1.33865 469.3279 475.0702 463.33 480.50 

Table 4. One way ANOVA of PV (Pure-Vertical) 

samples 

 

Sum of 

Squares df 

Mean 

Square F P 

Between 

Groups 
118.300 2 59.150 2.751 0.104 

Within 

Groups 
258.017 12 21.501   

Total 376.316 14    

 

Normally, if the null hypothesis is accepted, the 

analysis is not continued. Because the result 

already indicates that the mean of the 

independent variables is not significant. 

However, Tukey test from post hoc analysis is  

given in Table 5 to show that the results between 

groups are not significant. Tensile stress 

variables of PV-1, PV-2 and PV-3 samples were 

evaluated among themselves and P-values were 

higher than 0.05 in all comparisons. This means 

that although there is an experimental difference 

between the stress values of the tensile samples 

extracted from three different zones, this 

difference is not statistically significant. The 

above-mentioned analysis was performed for 

only one parameter. Since it is meaningless to 

give each table in detail for each parameter, the 

results of ANOVA analysis, which is the most 

important table for all parameters, are given in 

Table 6. All p-values for each parameter are 

greater than 0,05. This shows that in all samples, 

from the first region to the third region, the test 
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results are not statistically significant in terms of 

tensile and flexural stress for both pure and 

nanocomposite. The fact that group comparisons 

do not show a statistically significant difference 

does not mean that the experimental results are 

insignificant. According to McLean and Ernest 

[42], significance tests may not give information 

regarding the practical importance of an event or 

whether the result can be replicated. Slight 

differences between experimental results make 

sense in the test evaluation. In the realm of 

experimental applications, it is of paramount 

importance to meticulously extract the samples 

from precisely the same orientation. This 

meticulous approach ensures that the samples 

being compared are not only consistent but also 

align perfectly, thereby enhancing the accuracy 

and reliability of the results obtained. This 

critical step serves as the cornerstone for the 

entire experimental process, laying the 

foundation for meaningful and robust evaluations 

that can lead to invaluable insights and scientific 

advancements.

 

Table 5. Multiple comparisons (Tukey) of PV (Pure-Vertical) samples 

Groups (I) Groups (J) 

Mean Difference 

(I-J) 

Std. 

Error P 

95% Confidence Interval 

Lower 

Bound 

Upper 

Bound 

PV-1 
PV-2 -1.68660 2.93267 .836 -9.5106 6.1374 

PV-3 -6.61880 2.93267 .101 -14.4428 1.2052 

PV-2 
PV-1 1.68660 2.93267 .836 -6.1374 9.5106 

PV-3 -4.93220 2.93267 .252 -12.7562 2.8918 

PV-3 
PV-1 6.61880 2.93267 .101 -1.2052 14.4428 

PV-2 4.93220 2.93267 .252 -2.8918 12.7562 

 

Table 6. One-way ANOVA test results of all parameters 

Groups Types Sum of Squares df Mean Square F P 

PV (Tensile) Between Groups 118.300 2 59.150 2.751 .104 

PH (Tensile) Between Groups 248.914 2 124.457 1.986 .180 

NV (Tensile) Between Groups 521.307 2 260.654 3.041 .085 

NH (Tensile) Between Groups 970.601 2 485.301 2.344 .138 

PV (Flexural) Between Groups 1199.749 2 599.874 1.190 .338 

PH (Flexural) Between Groups 267.103 2 133.551 .540 .597 

NV (Flexural) Between Groups 1430.553 2 715.276 .366 .432 

NH (Flexural) Between Groups 482.234 2 241.117 1.038 .384 

4. Conclusion 
 

The VARTM or VARIM method employed in 

the production of nanocomposites is a subject 

that demands examination from various 

perspectives, particularly concerning 

nanoparticle filtration. In this study, two types of 

materials were manufactured: pure glass fiber-

reinforced composites and glass fiber-reinforced 

nanocomposites with a 2 wt.% Al2O3 doping. 

The study investigated the effects of extracting 

samples from different zones and orientations 

within both the pure and nanocomposite 

materials. Samples were collected from three 

distinct zones: the resin inlet zone (First), the 

middle zone (Second), and the vacuum outlet 

zone (Third). Additionally, two directions were 

considered: horizontal to the resin flow (HRF) 

and vertical to the resin flow (VRF) to provide a 

comprehensive assessment of the mechanical 

properties of the composites. Mechanical 

property assessments were conducted, including 

tensile, three-point bending, and density tests. 

As a result, there was a notable increase in 

tensile, bending, and density values when 

moving from the first zone to the third zone in 

both pure and nanocomposites. This increase can 

be attributed to the slightly higher pressure at the 



Sakarya University Journal of Science, 28(1) 2024, 58-72 

69 
 

vacuum outlet compared to the pressure at the 

resin inlet. It is worth noting that the plates used 

in this study had a length of approximately 1 

meter. The pressure differential led to variations 

in thickness, resulting in stress value differences 

of up to 3.91%, with the nanocomposites 

exhibiting more pronounced variations compared 

to the pure composites.  

 

The reduction in nanoparticle filtration through-

thickness in the vacuum outlet region can be 

explained by the thinner thickness of the vacuum 

outlet compared to the resin inlet due to 

compaction. This shorter travel distance for the 

nano-doped resin in the vacuum outlet resulted in 

enhanced mechanical properties in the vicinity of 

the vacuum outlet, as supported by the density 

measurements. Notably, the density values of 

both composite plates increased from the first to 

the third zone due to reduced potential voids 

caused by higher compaction on the vacuum 

side. In the context of nanocomposite production, 

using smaller-sized plates has proven to yield 

more consistent outcomes. It's also important to 

mention that the horizontal to the resin flow 

(HRF) values consistently exceeded the vertical 

to the resin flow (VRF) values, highlighting the 

greater thickness stability in the HRF direction. 

To ensure accurate comparisons between stress 

values of samples across different plates, it is 

essential to extract samples with the same 

orientation and from the same zone. 

 

To assess the statistical significance of the means 

of three independent variables, a one-way 

ANOVA analysis was conducted. The null 

hypothesis (H0) posited that there was no 

difference in means across three different 

regions. The null hypothesis was accepted, as the 

calculated p-value of 0.104 exceeded the 

significance level of 0.05. This result indicates 

that there is no statistically significant difference 

in means among the three distinct regions. 

 

While experimental observations may suggest an 

increase in test results from the first to the third 

zones, the statistical analysis reveals that this 

shift is not significant. However, it's important to 

note that a lack of statistical significance does not 

render experimental results meaningless. Instead, 

it indicates the absence of a clear correlation. 

Nonetheless, for a more precise interpretation of 

the results, it remains crucial to consistently 

extract samples from the same zone and 

orientation in experimental tests. 
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The use of waste materials in alkali-activated material technologies is important in 

terms of sustainability. The production of alkali-activated composites (AAC) with 

hollow brick waste (HBW) as a binder may contribute to solving existing 

environmental problems related to the depletion of natural resources. In this study, 

mortars were produced using different concentrations (6 M, 8 M, and 10 M NaOH) 

and Alkaline Activator/Powder Material (AA/PM) ratios of 0.30, 0.35, and 0.40 

through the alkali activation method. The hollow brick waste (HBW) powder was 

obtained by grinding inactive bricks in brick factories. The prepared mortars were 

cured separately for each mixture at 90°C for 24 hours. Compressive and flexural 

strength tests were performed on the prepared perforated hollow brick waste-based 

composites. The Taguchi method was used to determine the optimum mixing ratios 

by conducting compressive and flexural strength tests on the produced AAC. To 

optimize the parameters determined using the Taguchi method, the best mixing ratios 

were determined using the L9 (3^2) orthogonal index. The compressive and flexural 

strengths of the mixtures were evaluated considering the signal to noise ratio "larger 

the better" and the highest compressive strength value was 63.669 MPa and the 

highest flexural strength value was 6.629 MPa according to the optimum values. 

According to the obtained results, it was determined that the AAC produced at 6 M 

NaOH and 0.30 AA/PM ratio exhibited the highest compressive and flexural strength 

values. 

 
1. Introduction 

 

The most widely used engineering material in the 

world is concrete. Cement, on the other hand, is 

the most costly, least environmentally friendly, 

and energy-intensive material of traditional 

concrete, despite being suitable and readily 

available for construction applications [1]. The 

cement industry accounts for 5-8% of human-

induced CO2 emissions, resulting in significant 

carbon emissions [2]. In terms of sustainability 

and environmental awareness, the design, 

production, and use of eco-friendly building 

materials that will contribute to reducing the use 

of cement-based materials by using recycled or 

waste materials to minimize energy and natural 

resource consumption has become a topic of 

interest [3]. Therefore, in recent years, there has 

been an increased interest in alternative studies 

aiming to produce building materials without 

using cement. The fact that alkali-activated 

composite materials produced using industrial 

waste products and/or recycled products have 

much lower CO2 emissions compared to Portland 

cement has become an important issue in 

materials science [4-7]. Therefore, the 

production of alkali-activated materials has 

contributed to both the reduction of carbon 

dioxide emissions and the development of 

sustainable building materials with adequate 

mechanical parameters [8-10]. 

With the increase in urbanization, significant 

amounts of waste are generated each year as a 

result of infrastructure improvement, repair and 

demolition [11]. The waste generated after 
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construction and demolition activities has 

become a major problem for society [12]. 

Therefore, the use of construction and demolition 

waste in various construction processes is being 

encouraged in specific locations around the 

world. Construction and demolition waste is used 

in concrete production as recycled coarse and 

fine aggregates according to their sizes [13, 14]. 

Recycled coarse aggregates are currently applied 

in the production of non-structural concrete and 

sub-base foundations [15]. 

 

Numerous studies have shown that concrete can 

be produced by binding materials such as fly ash 

and blast furnace slag, which contain alumina 

and silica, with alkali activators without the use 

of cement [16, 17]. As a result of the activation 

of fly ash and blast furnace slag with alkalis, 

calcium silicate hydrate (C-S-H) structures 

similar to cement-based binders are formed [18]. 

When the properties and performance of cement-

free and alkali-activated fly ash or blast furnace 

slag binders are evaluated, it has been revealed 

that they can be used as an alternative to cement 

through research studies [19]. In this regard, 

studies on the use of various agricultural and 

industrial wastes as well as construction and 

demolition wastes activated with alkali activators 

have increased when environmental problems 

and factors such as the decrease of natural 

resources are taken into account [20, 21]. The 

production of alkali-activated composites 

involves the utilization of waste materials, 

contributing to recycling and the production of 

sustainable and environmentally friendly 

building materials [22-24]. 

 

The results obtained in the study where recycled 

fine powder was used as a partial replacement of 

fly ash at different substitution rates (10%, 20%, 

30%, 40% and 50%) as a partial replacement of 

fly ash showed that the replacement of recycled 

fine powder up to 30% improved the strength and 

durability properties of geopolymer mortar 

mixtures [25]. In the study investigating the 

effect of activator type, usage rates and 

combinations on the rheological and workability 

performance of CDW-based geopolymer matrix, 

wall and roof elements containing recycled 

aggregates such as brick, glass waste, tile and 

concrete waste were prepared and it was 

recommended that the activator selection should 

be made according to the application needs [26].  

 

In the study conducted by Yurt (2020), alkali-

activated concrete (AAC) samples produced 

using ground granulated blast furnace slag 

(GGBFS) were tested for capillary water 

absorption, density, Dynamic Elasticity Modulus 

(DMoE), compressive strength, tensile strength 

in splitting, wear resistance tests and 

microstructure analyzes. The study determined 

that GGBFS can be used entirely in AAC 

production, and high-strength cement-free 

concrete with a compressive strength of 82.32 

MPa was achieved [27]. In the study conducted 

by Yıldırım et al. (2021), as different wall units, 

red clay brick, hollow brick and tile were used in 

binary combinations with a total weight of binder 

in 75-25%, 50-50% and 25-75% ratios. 

According to the results obtained from the study, 

it was observed that alkali-activated binders with 

compressive strength up to 80 MPa can be 

produced [28].  

 

In a study examining the strength and wear 

properties of geopolymer concrete prepared with 

zeolite-incorporated high-temperature furnace 

slag at weight percentages of 5%, 10%, and 15% 

over time, it was stated that the highest 

compressive strength value of 88 MPa was 

obtained at 60 °C water curing [29]. It was 

observed that the increase in the amount of 

zeolite added to geopolymer concrete resulted in 

an increase in wear resistance. In the study where 

recycled clay brick, recycled ceramic wall tile 

and recycled concrete wastes were used, the 

relationship between fresh and mechanical 

properties such as fluidity, setting time, 

compressive strength and microstructure and 

design factors were comprehensively 

investigated. According to the results obtained, it 

was confirmed that recycled clay brick, recycled 

concrete wastes and recycled ceramic wall triple 

combinations significantly increased the 

sustainability of geopolymer binders compared 

to their individual use [30].  

 

Alkali-activated mortar specimens were 

produced by adding different ratios (5%, 10% 

and 15%) of marble powder and 0.5% of glass 

fiber to ferrochrome slag ground to the same 

fineness as cement. Compressive strength, 



Mine Kurtay Yıldız 

 

75 
 

flexural strength, unit weight, ultrasonic 

transmission rate and capillarity coefficient 

determination tests were applied to the produced 

geopolymer mortar samples and the results of the 

experiments were analyzed by Taguchi method. 

The highest compressive strength value of 24.27 

MPa was obtained with Elazig ferrochrome slag 

without cement and the optimum levels of the 

parameters were determined by analysis of 

variance [31].  

 

In the study where the Taguchi-Grey relational 

analysis method was used for the systematic 

evaluation and efficient recycling of blast 

furnace slag and paper production waste (PPW) 

for reuse, the setting time, compressive strength, 

flexural strength, and tensile strength of the 

produced mortar were analyzed. Four types of 

PPW-blast furnace slag specimens were 

prepared: lime mud, primary sludge, fly ash and 

bottom ash. It was found that PS content affected 

the setting time, bottom ash content affected the 

flexural and compressive strengths, and bottom 

ash and lime mud content affected the degree of 

shrinkage and the most suitable PPW-BFS 

mortar composition was lime mud: 5%; primary 

sludge: 5%; fly ash: 30%; bottom ash: 10% [32]. 

 

The Taguchi method is efficiently used for 

fractional factorial design of materials. This 

method is based on the principles of using 

orthogonal arrays [33, 34]. The optimum 

combination is determined based on the signal-

to-noise ratio (S/N) and is used to understand the 

effects of each parameter on the responses.  

Several studies have been conducted using the 

Taguchi method to convert complex waste 

compositions into construction materials [32, 35, 

36]. The Taguchi method is efficiently utilized 

for examining waste materials with complex 

compositions, but its disadvantage is that it can 

only be used to optimize a single objective. 

Therefore, this limitation restricts the application 

possibilities of the method. Upon reviewing the 

literature, it can be observed that there is a limited 

number of studies focusing on the use of brick 

waste through alkali activation method. 

 

In this study, mortar production was carried out 

using the alkali activation method with different 

concentrations of NaOH (6 M, 8 M, and 10 M) 

and AA/PM ratios (0.30, 0.35, 0.40) of hollow 

brick powder waste. The compressive and 

flexural strength tests were applied to the 

samples. The optimum mixture ratios were 

determined using the Taguchi L9 (3^2) 

orthogonal array design based on the obtained 

experimental results. There is a need for new 

approaches for the reuse of waste materials 

generated after construction and demolition 

applications [37].  

Recycling of demolition wastes is one of the 

important subjects with high added value and has 

been studied in recent years. In addition, the 

utilization of building demolition wastes in this 

way is environmentally effective. Therefore, it is 

believed that this research will contribute to the 

existing literature with the use of Taguchi 

method in determining the mixing ratios of BFS 

and HBW based AAC systems. 

1. Material and Method 

 

1.1. Materials and mixture ratios 

 

In the preparation stage of alkali-activated mortar 

samples, finely ground blast furnace slag (BFS) 

obtained from Oyak Bolu Çimento Ereğli 

Facility was used. The chemical and physical 

properties of the BFS and HBW used in the study 

are shown in Table 1. AFS 30-35 silica sand was 

used in the mixtures. HBW obtained from the 

Duzce region were ground and used after passing 

through a 4 mm sieve in the laboratory. In 

addition, the sieve analysis of the BFS and HBW 

are shown in Figure 1. Sika ViscoCrete SF-18 

high-performance superplasticizer (brown; 

density: 1.25 g/cm3) obtained from Sika 

Construction Chemicals was used to increase the 

workability of composite mixtures. In addition, 

liquid Sodium Hydroxide (NaOH) (colorless; 

density: 1.507 g/cm3) and liquid Sodium Silicate  
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(Na2SiO3) (colorless; density: 1.431 g/cm3) were 

used as alkali activators.  

Figure 1. Sieve analysis of the BFS and HBW 

 

Na2SiO3 was added to the mixture at a ratio of 2 

for the prepared mortar. The mixture ratios of the 

produced alkali-activated composites are given 

in Table 2. 

 

1.2. Preparation of mortar samples 

 

For the compressive strength tests, molds with 

dimensions of 50x50x50 mm were used, and for 

the flexural strength tests, molds with dimensions 

of 40x40x160 mm were used (Fig. 2). NaOH 

solutions prepared as 6M, 8M and 10M were 

mixed until homogeneous. The materials to be 

used for the mortar specimens were weighed 

separately in individual containers and prepared. 

For the prepared mortar, sodium silicate 

(Na2SiO3) was added to achieve a 

Na2SiO3/NaOH ratio of 2 [38, 39]. 

 

 

 

 

Figure 2. Beam and cubic molds used in 

experiments 

 

 

While the powder materials were mixed in the 

mixer at low speed (62.5 rpm) for 60 seconds, a  

homogeneous mixture of alkali activator and 

super plasticizer was ensured during this time.  

After 60 seconds, the alkaline activators were 

added to the powdered samples, and the mixtures 

were mixed at a high speed (125 rpm) for 150 

seconds. After mixing, the homogeneity of 

themortar was checked, and if necessary, it was 

mixed again for 60 seconds (Fig. 3). The mortar 

was placed in lubricated molds and compacted 

thoroughly on the shaking table. After the 

mortars placed in the molds were covered with 

stretch film, they were kept in an oven at 90°C 

for 24 hours and when the samples reached room 

temperature, compressive and flexural strength 

tests were conducted. 

 

1.3. Compressive strength tests 

 

Compressive strength tests were carried out 

according to the ASTM C109 (2020) standard. 

Compressive strength tests were performed on 

the prepared cube specimens with an application 

rate of 0.5 MPa/s (Fig. 4a). The averages of the 

obtained results were calculated, and the 

compression strength values were determined 

using Equation 1. 

Table 1. Chemical properties of BFS and hollow brick powder waste  

 SiO2 Fe2O3 TiO2 Al2O3 CaO MgO Na2O K2O SO3 Mn2O3 Cr2O3 

BFS 38.86 0.71 2.03 13.23 37.71 4.15 0.47 0.54 0.01 0.74 0.01 

HBW 59.78 9.04 1.02 21.24 1.92 1.73 0.67 2.97 0.00 0.19 0.03 
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𝑅𝑐 =
𝐹𝑐

𝐴𝑟𝑒𝑎
        (1) 

 

In the formula, Rc represents the compressive 

strength (MPa), Fc represents the maximum load 

reached at the point of failure (N), and Area 

represents the cross-sectional area of the 

specimen (expressed in mm²). 

 

 
Figure 3. Mixing materials and mixer 

 

 

  
Figure 4. a) Compressive and b) Flexural strength 

test specimens 

 

 

 

1.4. Flexural strength tests 

 

Flexural strength tests were conducted according 

to the TS EN 1015–11/A1 (2013) standard. The 

three-point bending test method based on the 

simple beam principle was used in the study. 

Flexural strength tests were conducted at a 

loading rate of 0.05 MPa/s (Fig. 4b). The flexural 

strength calculation was made according to the 

results obtained by using the formula in Equation 

2. In the formula, σ: the flexural strength 

(N/mm²), P: the force acting at the moment of 

fracture (N), L: the distance between the two 

supports (mm), b: the beam width (mm), and d: 

the beam height (mm). 

 

𝜎 =
3𝑃𝐿

2𝑏𝑑2
                  (2) 

 

1.5. Taguchi method 

 

The Taguchi method is a statistical approach 

based on the principle of determining the most 

suitable parameter to achieve a high-quality 

product or process design. In this method, the 

most significant factors that affect product 

quality are identified during the product 

development stage, and the optimum parameters 

are determined by statistical analysis of these 

factors in order to obtain the desired result [33]. 

The Taguchi method allows for the reduction of 

the number of experiments required to obtain the 

desired quality product by identifying the most 

important parameters. This contributes positively 

in terms of both time and cost [34].  

 

In the Taguchi method, the Signal-to-Noise (S/N) 

ratio is a measure that determines the 

Table 2. Mixing ratios of alkali-activated composite samples 

Mix 

Type 

BFS 

(%) 

HBW 

(%) 

Silica 

sand 

(%) 

SP* 

(%) 

NaOH 

(%) 

Na2SiO

3 (%) 
AA/PM 

6 M  

NaOH 

21.90 32.80 21.90 0.40 7.60 15.20 0.30 

24.57 24.57 24.57 0.50 8.60 17.20 0.35 

23.70 23.70 23.70 0.50 9.50 19.00 0.40 

8 M  

NaOH 

21.90 32.80 21.90 0.40 7.60 15.20 0.30 

24.57 24.57 24.57 0.50 8.60 17.20 0.35 

23.70 23.70 23.70 0.50 9.50 19.00 0.40 

10 M  

NaOH 

21.90 32.80 21.90 0.40 7.60 15.20 0.30 

24.57 24.57 24.57 0.50 8.60 17.20 0.35 

23.70 23.70 23.70 0.50 9.50 19.00 0.40 
*  Super Plasticizer 
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performance of a product or process and ensures 

that the targeted output quality is achieved at the 

desired level. The S/N ratio is selected as the 

smallest-the better, the largest-the better, or the 

target value-the better, depending on the desired 

objective, in order to reach the desired goal. 

When calculating the S/N ratios, the smallest-the 

better is preferred when the output values need to 

be minimized, the largest-the better when they 

need to be maximized, and the target value-the 

better when they need to match a specific 

nominal value [40]. In this study, optimization 

was performed using the Taguchi method with 

the predetermined parameters and levels, and the 

best mixing ratios were determined. The L9 (3^2) 

Taguchi orthogonal index was chosen with 3 

concentrations of NaOH of 6M, 8M and 10M and 

AA/PM 0.30, 0.35 and 0.40 ratios with 3 levels 

(Table 3). 

 
Table 3. Experimental parameters and levels 

Parameter Level Value 

NaOH 3 6M, 8M , 10M 

AA/PM 3 0.30, 0.35, 0.40 

 

2. Result and Discussion 

2.1. Compressive strength results 

 

The test results of compressive strength for the 

prepared AACs are shown in Table 4.  

 
Table 4. Compressive strength results 

NaOH AA/PM 

Compressive 

Strength 

Results 

(MPa)* 

  *SD 

6 M 

0.30 63.669 ±4.930 

0.35 45.906 ±6.004 

0.40 34.284 ±5.221 

8 M 

0.30 38.216 ±2.962 

0.35 37.405 ±2.691 

0.40 37.996 ±2.795 

10 M 

0.30 30.603 ±2.248 

0.35 29.219 ±1.648 

0.40 26.461 ±2.127 

*Standard Deviation 

 

 

When examining Table 4, it can be observed that 

an increase in NaOH molarity and AA/PM ratio 

leads to a decrease in compressive strength 

values [41]. The amount of Na2O present in the 

NaOH solution plays an important role in the 

development of compressive strength. 6 M and 

higher NaOH concentration increases the amount 

of Na+ cation and causes higher alkalinity [42]. 

However, specimens with high alkali content 

show a decrease in compressive strength due to 

the rapid precipitation of aluminosilicates at 

early ages and the formation of a porous 

microstructure. In addition, higher NaOH 

concentration leads to a weakening of the gel 

structure due to excess hydroxide ions and a 

decrease in the availability of Si, Al and Ca [43]. 

During the analysis of compressive strength 

values using the Taguchi method, Equation 3 was 

preferred by considering the larger-the-better 

case since it is desired to have high compressive 

strength values for the specimens in the 

calculation stage of the S/N ratios.  

 

𝑆 𝑁⁄ = −10 log(
1

𝑛
∑ = 1

1

𝑦𝑖2
𝑛
𝑖=1 )    (3) 

 

The highest S/N graph and S/N ratios in the 

response table obtained using the Taguchi 

method to achieve the optimum parameter 

(NaOH and AA/PM) values for Figure 4 and 

Table 5 are shown. According to Figure 4, the 

highest S/N ratio was obtained at a parameter 

level of 6 M NaOH and an AA/PM ratio of 0.30.  
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Table 5. S/N ratios obtained according to 

compressive strength values 

NaOH AA/PM S/N 

6 M 

0.30 36.078 

0.35 33.237 

0.40 30.701 

8 M 

0.30 31.645 

0.35 31.458 

0.40 31.594 

10 M 

0.30 29.715 

0.35 29.313 

0.40 28.452 

 

Furthermore, Variance (ANOVA) analysis was 

conducted to determine the effect of the pressure 

resistance experimental parameters (Table 6). 

 

 
Figure 4. S/N ratios compressive strength according 

to parameter levels 

 

When Table 6 is examined, the fact that the P 

value for NaOH is lower than that of AA/PM 

shows that it is a more influential parameter. The 

parameter with the higher F value is again the 

NaOH parameter. When analyzing the impact 

ratios of the parameters on the compressive 

strength results, it can be observed that the most 

influential parameter is NaOH with a percentage 

of 55.28%. 

 

2.2. Flexural strength results 

 

The average values of the flexural strength 

results obtained from 9 series activated with 

alkali prepared using different ratios of NaOH 

and AA/PM are given in Table 7. It is seen that 

the flexural strength values decrease with the 

increase in the NaOH ratio in Table 7. The 

flexural strength follows a similar trend to the 

compressive strength, with a significant decrease 

observed when the NaOH concentration rises 

from 6 M to 10 M. This decrease in the flexural 

strength values may be attributed to the change 

in the microstructure of HBW-based samples due 

to the increase in NaOH concentration. While the 

analysis of flexural strength values using the 

Taguchi method, Equation 3 was preferred, 

considering the larger-the-better case, as higher 

flexural strength values for the mortars were 

desired during the calculation stage of the S/N 

ratios. 

 

  
Figure 5. S/N ratios flexural strength by parameter 

levels 

 

The graph of the flexural strength values 

analyzed using the Taguchi method according to 

parameter levels is given in Figure 5, and the S/N 

ratios are provided in Table 8. When examining 

Table 8, the lower P-value for NaOH compared 

to AA/PM indicates that NaOH is a more 

influential parameter. The parameter with a high 

F-value is also NaOH. When analyzing the 

impact ratios of the parameters on the flexural 

strength results, it can be observed that the most 

influential parameter is NaOH with a percentage 

of 75.47%. 
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Table 7. Flexural strength results 

 

 

 

 

 

 

 

 

*Standard Deviation 

 
Table 8. S/N ratios according to flexural strength 

values 

NaOH  AA/PM  S/N 

6 M 

0.30 16.428 

0.35 14.115 

0.40 11.413 

8 M 

0.30 11.129 

0.35 9.229 

0.40 7.736 

 10 M 

0.30 7.103 

0.35 3.625 

0.40 6.148 

 

The highest S/N ratio was obtained at the 

parameter levels of 6 M NaOH and an AA/PM 

ratio of 0.30. Additionally, Variance analysis was  

conducted to determine the effect of the flexural 

strength experimental parameters (Table 9). 

 

 

3. Conclusion 

 

In this study, the compressive and flexural 

strength of alkali-activated mortars produced 

using high furnace slag and hollow brick waste 

were investigated. The parameters determined 

using the Taguchi method were optimized for the 

best mixture ratios using the L9 (3^2) orthogonal 

array. The following data were obtained as a 

result of the study: 

 

• The lowest compressive strength was 

obtained from 10M NaOH with 26.461 MPa, 

and the highest compressive strength was 

obtained from 6M NaOH with 63.669 MPa. It 

was observed that as AA/TM increased from 

0.30 to 0.40, the compressive strength of 6M 

NaOH, 8M NaOH and 10M NaOH decreased 

by 46%, 0.5% and 14%, respectively. 

 

• The highest flexural strength was obtained 

from 6M NaOH with 6.629 MPa, and the 

lowest flexural strength was obtained from 

10M NaOH, 1.518 MPa. It was observed that 

as AA/TM increased from 0.30 to 0.40, the 

flexural strength of 6M NaOH, 8M NaOH and 

10M NaOH compressive strength decreased 

by 44%, 32% and 11%, respectively. 

 

• When evaluating the compressive and flexural 

strength results according to the AA/PM ratios 

used (0.30, 0.35, and 0.40), it was observed 

that the highest value was obtained at a ratio 

of 0.30. 

 

• According to the experimental results of 

compressive and flexural strength, it was 

observed that the highest strength values were 

obtained at 6 M, while the lowest values were 

obtained at 10 M.

 

 
 

 

Table 6. Analysis of variance results for compressive strength values 

Parameter 
Degree of 

Freedom 

Effect 

Ratio 

Sum of 

Squares 

Mean of 

Squares 
F-Value P-Value 

NaOH 2 55.28% 553.0 276.48 4.33 0.100 

AA/PM 2 19.19% 192.0 95.98 1.50 0.302 

Error 4 25.53% 255.3 63.84   

Total 8 100.00%     

NaOH  AA/PM  

Flexural  

Strength  

Results  

(MPa)* 

*SD 

6 M 

0.30 6.629 ±0.588 

0.35 5.079 ±0.939 

0.40 3.721 ±0.910 

8 M 

0.30 3.602 ±0.315 

0.35 2.894 ±0.341 

0.40 2.437 ±0.472 

10 M 

0.30 2.266 ±0.573 

0.35 1.518 ±0.235 

0.40 2.030 ±0.259 
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• Optimum values were determined by 

conducting a variance analysis using the 

Taguchi method based on the obtained 

compressive and flexural strength results. 

According to this analysis, it was observed 

that the best values were obtained at 6 M 

NaOH and an AA/PM ratio of 0.30. 

 

• Additional research can be conducted with 

alkaline activated mortar mixtures by 

changing the parameters and levels 

determined in this study. It is also possible to 

improve the study by using different waste 

materials, changing activator types or 

additives. 
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End of 2019 had seen global spread of the deadly coronavirus (SARS-CoV-2) 

pandemic, which kills people, puts a large portion of the world in danger, and poses 

a serious threat to all of the world's nations. Leading medical professionals are 

working extremely hard to identify the virus, develop treatments for it, and create the 

vaccines that are required to stop and limit its spread. This study intends to develop 

a low-cost electronic health system to observe patients with covid infections and 

lessen the work required of clinicians. An enhanced approach for remote health 

monitoring in hospitals or detention facilities is offered by the internet of things 

(IoT). The IoT keeps and displays the patient's medical data via a web browser or 

through specialized apps that offer remote treatment once the sensors collect it. When 

a patient is in danger, the system offers immediate action to send alarms by email 

and SMS and to rapidly provide drugs to the patient. Doctors will be updated on each 

patient's condition thanks to this message. 

 
1. Introduction 

 

More than 213 nations throughout the world were 

affected by the coronavirus (COVID 19), which 

spread quickly and became a highly hazardous 

outbreak. More than 23 million cases have been 

officially stated to the world health organization 

(WHO), and over 800,000 individuals have 

passed away as a result [1, 2]. The global 

economy, public health, and several other facets 

of daily life are now at risk due to the emergence 

of the coronavirus. Frequently, COVID 19 

produces lung issues that first manifest as 

respiratory signs that might turn into pneumonia, 

which rapidly worsens the patient's clinical 

condition. Three classifications of COVID 19 

infection severity exist: mild infection, high-risk 

(fatal) infection, and infection without clinical 

signs [3]. 

 

The worldwide threat posed by the coronavirus 

epidemic to healthcare systems makes it more 

difficult to treat individuals who are not directly 

affected by the virus pandemic but who still have 

health issues that are unrelated to this epidemic. 

Patients who are admitted to the hospital in 

critical condition are quarantined from the 

injured based on the severity of their Coronavirus 

infection. To relieve the strain on hospitals, 

patients with minor symptoms were instead sent 

home to receive care. However, in these 

circumstances, medical intervention is not 

necessary until the patient's condition rapidly 

deteriorates. 
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One of the most important things to consider 

when fighting the virus is how to improve 

healthcare delivery methods and develop medical 

platforms to observe patients distantly as well as 

sustain the health of medical workforce and 

healthcare service providers. Decreased direct 

patient contact also helps to stop the epidemic 

from spreading. The next generation health 

monitoring and controlling technologies created 

by current technology makes it necessary to 

move healthcare from hospitals to homes or 

detention facilities in order to give medical 

gadgets to patients who need them most.  

 

Medical technology advancements, including 

sensors and remote monitoring, provide patients 

control and offer doctors a viable way to combat 

the COVID 19 outbreak. Due to the low cost of 

its component parts, which encourages the 

development of more innovative technologies, 

internet-connected devices provide enormous 

promise for the transition to remote medical care. 

There are several devices and sensors that make 

up the Internet of Things (IoT) [4]. Today, health 

care is seen as a crucial concern due to the 

possibility of clinical collapse. A patient is 

remotely monitored via the IoT when they are 

admitted to a hospital or a place of quarantine, 

and their anxious family is also kept informed at 

all times of the patient's status. 

 

Monitoring is done at a minimal cost with 

Raspberry Pi and IoT using a collection of 

sensors. The suggested system gauges body 

movement, heart rate, temperature, blood 

pressure, and blood oxygenation. The medical 

staff's burden is reduced, and physicians' lives are 

also preserved since they can monitor numerous 

patients at once thanks to the capacity to transmit 

information instantaneously, particularly when 

they are at the top of their profession and more 

susceptible to harm. By communicating with the 

patient's family, the medical system can work 

preventing from collapsing.  

 

On the other side, we can accomplish this 

utilizing the IoT' sensor platform. We have 

created a health monitoring system to keep tabs 

on patients and communicate data to the 

accountable medical professionals via remote 

monitoring. In order to do this, a microcontroller 

gathers health data from the sensors, sends it to 

the cloud, and then displays it on PCs and mobile 

applications while following a security policy to 

safeguard patient information. The body area 

system, which is run by a Raspberry Pi and 

features a special upgraded communication for 

low-energy sensors, aims to give comprehensive 

patient information. 

 

 
Figure 1. Application scenarios of wearable sensor 

[5] 

 

Monitoring a variety of accessible physiological 

parameters such as respiratory parameters, blood 

oxygen saturation (SpO2), heart rate, blood 

pressure, and body temperature via wearable 

devices and unobtrusive sensing can also provide 

more accurate alerts to anomalous physiological 

changes, which can potentially identify 

deteriorating health or the onset of serious 

medical problems. It has the potential to be used 

to continuously monitor personal health at home, 

public places, residential care, or hospitals, with 

application scenarios including providing 

screening and real-time triage of patients with 

suspected infection, monitoring diagnosed 

patients with mild severity while in isolation, and 

enabling real-time health surveillance of patients 

in improvised hospital and established hospital 

settings. Figure 1 depicts a non-exhaustive list of 

application possibilities.  

 

During the COVID-19 pandemic, wearable 

technologies and unobtrusive sensing, in 

conjunction with telemedicine, can monitor 

COVID-19 symptoms and warning signals, 

allowing health care clinicians to remotely 

monitor a patient's health over time. This will 

enable better management through early 

diagnosis and monitoring of coronavirus 

symptoms, reducing the requirement for face-to-

face contact even further. If symptoms appear, 

the data supplied through the secure cloud 
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platform can enable healthcare authorities to 

implement effective general population triage, 

such as quarantining patients, transferring them 

to care home facilities, or managing high-risk 

people in their own homes. 

 

2. Materials and Methods 

 

2.1. Related works 

 

One of the most crucial variables causing sudden 

infant death syndrome, a febrile complication, is 

an unexpected rise in the baby's temperature 

during sleep. In [6,] an IoT-based infant 

monitoring mechanism, specifically a smart 

cradle structure, is offered, which records the 

baby's real-time temperature, heart rate, wetness, 

and sound, and the data obtained from the sensors 

will be uploaded to a web platform over Wi-Fi 

and verified in real-time. In the event of weeping, 

the cradle will swing on its own. If the sobbing 

does not cease or if there is an abnormal increase 

in the detected body temperature, heart rate, or 

humidity level, the alert will sound.  

 

It is critical to improve the standards of the data 

set for efficient big data management, and 

filtering methods are being developed for a 

higher quality data set. Using data cleaning 

procedures, for example, is a preprocessing 

approach that simplifies data mining processes. 

By limiting the production of interference, more 

controllable data is generated, and large data may 

be managed more successfully. In [7], we look 

into the effective operation of IoT and massive 

data generated by the IoT. Furthermore, real-time 

anomalous data filtering is conducted on IoT 

edges using a data collection comprised of six 

separate real-time data sets. 

 

[8] demonstrated wearable sensor and 

telemedicine technologies for using covid 

patients. The usage of sensors and remote health 

caring systems to tackle the coronavirus 

epidemic was mentioned in the article. Making 

healthcare systems portable, they also strive to 

decrease patient-medical staff interaction to halt 

the transmission of illness and ensure the security 

of medical personnel. The use of telemedicine in 

the battle against COVID 19 is extremely 

promising [8]. In light of COVID 19, researchers 

and developers have a definite interest in mobile 

health and the usage of mobile health apps. Its 

excellent and promising outcomes are starting to 

be adjusted by medical professionals for wider 

use. [9] planned COVID-19 Pandemic sensors 

and new technology.  

 

The development and adoption of technologies 

that can track patients with the newly emergent 

covid were reviewed and addressed [9]. Figure 1 

presents Application scenarios of wearable 

sensors. An IoT-based patient monitoring system 

utilizing electrocardiogram (ECG) sensor has 

been suggested by [10]. Their study covered an 

ECG sensor-based remote patient monitoring 

system. It has been proposed to use a mobile 

health system that can be remotely operated to 

monitor the patient using an ECG sensor. These 

datas are transmitted to the cloud which can be 

accessed by doctors and can track the patient's 

health, and notify them of any potential health 

worsening [11].  

 

A real-time health monitoring system that is IoT 

based was introduced in [11]. The proposed 

research uses a collection of sensors using mobile 

and web applications to control the patient's 

situation. In order for caregivers and medical 

experts to access the database, provide guidance, 

and mitigate any harmful effects, data are 

collected and created [10]. An IoT-based 

emergency health monitoring system has been 

proposed by [10]. In addition to gathering 

information on the patient's temperature, pulse, 

and number of heart beats per minute, the article 

suggests a health system that would enable the 

doctor to inform and keep tabs on the patient's 

health state every few seconds [12]. 

 

[13] makes the suggestion of a health monitoring 

system that is based on the IoT. This research 

describes a cost-effective technology for 

continuous health monitoring and detection of 

human body fluctuation. During the study, pulse 

rate, humidity, and temperature were observed 

using sensors. The data was saved in the cloud 

after comparing the sensor results to the 

predefined value. Then, with the aid of the cloud 

and Node MCU, sends an alarm message to the 

user or doctor for health fluctuations when the 

value goes above the predefined value.  

The results of the experiment suggest that a 

health monitoring device is a more convenient 

and reliable way to identify changes in the human 

body in a short period of time [13]. [14] have 
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proposed an IoT based system for health care 

tracking and monitoring. An IoT is nothing more 

than the connection of sensors connected to 

different things to the internet in order to send 

data to the internet and to make use of data 

already accessible on the internet. The link has a 

lot of potential for improving human health.  

 

Each individual is helped to maintain his or her 

physical well-being by the various equipment 

that is available. The primary goal of this study 

was to provide a complete overview of IoT 

applications in medical care, as well as to report 

on the wide variety of gadgets and tools that are 

already available and planned. We have 

prioritized both research and commercial devices 

in our survey article in order to explore and 

investigate present and future technology [14].  

 

A health monitoring system for remote patient 

has been proposed by [15] which is also IoT-

based. With the use of sensors, the proposed 

system can keep tabs on patients' basic vitals 

such their body temperature, blood pressure, 

pulse rate, and ECG data at home or at other 

places. The user may remotely monitor the 

patient's current state from any location, with the 

caveat that the user must have internet access to 

get real-time information about the patient. The 

suggested concept would be tremendously 

beneficial to society and would complement 

current health monitoring technologies [15]. 

 

[16] has proposed a wearable health monitoring 

device. A wearable health monitoring gadget was 

presented in this proposal, which would be 

especially helpful for those with Parkinson's 

disease. This system offers a thorough way for 

heart rate monitoring, real-time showing, 

collecting historical data, and sending crucial 

data to a mobile phone, in contrast to other 

options that are now accessible. Other 

capabilities include step counting, aberrant 

gesture detection, and falling detection, as well 

as the ability for users to design their own 

anomalous gestures and be taught off-line [16]. 

Figure 2 depicts wearable pulse oximeters. 

 

 
Figure 2. Wearable pulse oximeters [8] 

 

2.2. Physiological measurements  

 

In this section, different measurements systems 

will be described. Vital indicators such as oxygen 

saturation, respiratory rate, heart rate, blood 

pressure, temperature, glucose, ECG, galvanic 

skin response (GSR), and body posture are 

utilized to evaluate the health state of COVID 19 

patients.  

 

2.2.1. Oxygen saturations (SPO2) 

 

One of the fundamental elements for maintaining 

life is oxygen. A significant sign of the newly 

developing covid illness is an oxygen deficiency. 

It refers to how much saturated hemoglobin is 

present in the blood. Inflammation of the lung's 

air sacs brought on by COVID 19 impairs oxygen 

delivery to the blood and harms the lungs [17]. 

When a patient has respiratory issues, their 

proportion of Spo2 falls from 95% to 99%, which 

is the range for a healthy individual. A key 

indicator for identifying people with 

coronaviruses is oxygen saturations. 

 

People with spo2 levels of over 94% may be able 

to get home health care, according to the WHO 

[3]. According to this study, a COVID patient 

who have a percentage of less than 93% should 

be hospitalized [18]. Less than 90% of patients 

had a higher mortality rate [19]. To preserve 

patients' health and prevent any potential health 

deterioration, continuous monitoring of oxygen 

saturation hemoglobin is crucial. It can save a lot 

of lives, principally as it is portable and available 



   
Alaa Hussein Abdulaal, A. F. M. Shahen Shah, Muhammet Ali Karabulut     

 

89 
 

in any home, mainly in underdeveloped nations 

[20, 21].  

 

The basis for how pulse oximetry devices operate 

is optical imaging, or the degree to which arterial 

blood volume alters light absorption. The oxygen 

gadget, which is often worn on the finger, has an 

LED and an infrared beam. The ratio is estimated 

once the wavelengths are identified based on how 

much oxygenated and non-oxygenated 

hemoglobin absorbs each of the two light 

wavelengths. De-oxy and oxyhemoglobin 

(HBO2) are the two kinds of hemoglobin found 

in red blood cells [22]. 
 

2.2.2. Respiratory rate   

   

The respiratory rate (RR) is a crucial marker for 

managing COVID-19 patients because it may 

accurately and quickly anticipate conditions like 

hypoxia (low oxygen levels) and elevated blood 

carbon dioxide levels. The main determinant of 

respiratory illness is RR. Additionally, a 

characteristic of a COVID patient is respiratory 

rate. Studies on sars-cov-2 patients in Wuhan, 

China, revealed that 63% of those who passed 

away from the covid had a greater RR (54) per 

minute [22]. Therefore, monitoring the evolution 

of covid and identifying any potential worsening 

to mediate in a timely way to deliver therapeutic 

therapy is made feasible by utilizing the IoT to 

measure the respiratory rate. 

 

There are three techniques to monitor respiratory 

rate using the IoT:  

• By sensing factors such as temperature and 

carbon dioxide, and then calculating the quantity 

of respiratory airflow. 

• Breathing is accompanied by a sonic and bodily 

experience of mechanical stress, in the form of 

respiration and concomitant chest and abdominal 

motions. 

• Based on the modifying impact of breathing on 

respiratory arrhythmia (RSA) signals, as well as 

other cardiovascular signals such as the ECG and 

Photoplethysmography (PPG). Thermal, 

acoustic, humidity, pressure, resistance, 

acceleration, inductance, resistance, and 

electromyography are examples of technologies. 

These sensors can be found in wearable devices 

that can be strapped to the chest [23-26], or put 

on the skin [18, 27]. 

2.2.3. Airflow 

 

The basis for the airflow approach is Exhaled air 

is hotter, more humid, and contains more carbon 

dioxide than inhaled air. According to it, the 

amount of carbon dioxide and temperature 

change are used to calculate the respiratory rate. 

The nose's airways serve as a sensor for the 

airflow sensor's basic design. The sensor, which 

is a thermostat in the mouth or nose, determines 

the quantity of carbon dioxide and humidity 

present during inhalation and exhalation. It has 

been stated that a high-sensitivity respiratory 

sensor is capable of detecting various breathing 

patterns [18]. According to reports, a multi-air 

flow sensor electrolyte that can be utilized with a 

face mask in a COVID -19 scenario has also been 

created [28]. Figure 3 shows an airflow sensor.  

 

The average healthy adult breathes between 12 

and 20 times each minute. This percentage varies 

based on the patient's health, with low or high 

respiratory rates indicating a larger or lesser 

requirement for oxygen, respectively. A serious 

decline in the patient's health is also indicated by 

a drop in RR to 9 per minute or less. 

 

 
Figure 3. Airflow sensor [29] 

 

2.2.4. ECG for monitoring COVID patients 

 

By observing the heart's actions, the ECG 

equipment carries out the process of assessing the 

muscular and electrical function of heart. One of 

a person's vital signs, it is. Monitoring heart 

activity has become essential for individuals with 

cardiovascular issues, particularly with COVID 

19 patients. Patients with COVID 19 have 

reportedly had a considerable alteration in their 

ECG signals and an increased heart rate [30]. 

Cardiac functions must be regularly checked in 

order to avoid any worsening in the patient's 
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health [31]. The IoT-based ECG sensor also 

lessens direct patient-doctor contact and guards 

against dangerous infections. The portable ECG 

gadget has three ends, each attached to the 

patient's chest with a circular adhesive and 

connecting cables. The proposed sensor is quite 

convenient and cozy to use. The ECG is one of 

several items that the Food and Drug 

Administration has approved for use in COVID 

19 patient monitoring [32]. Figure 4 presents an 

ECG sensor. 

 

 
Figure 4. ECG sensors 

 

2.2.5. Body temperature 

 

It is an essential sign of a healthy physique. By 

keeping an eye on the temperature, we can 

determine whether a patient has a fever with 

precision. In heavily packed public spaces like 

airports and subway stations, thermal scanning 

devices such as infrared scanning were utilized 

during the COV-SARS-2 virus epidemic. As a 

result, the suggested temperature monitoring 

device can track changes in body temperature 

since it can quickly identify individuals with high 

temperatures who may be infected with the virus 

[32], particularly those without symptoms who 

may be treated remotely. In Figure 5, a 

temperature sensor is shown. 

 

 
Figure 5. Temperature sensor [31] 

 

2.2.6. Blood pressure monitoring 

 

Blood pressure is a warning sign for heart 

patients and is thought to be the cause of 10 

million deaths globally [33]. It is a reflection of 

the condition of the heart and blood arteries. 

According to studies and research done on 5800 

Corona epidemic patients, high blood pressure is 

also a disorder that affects the patient (3090 out 

of 5800, with a rate of more than 57%) [34]. 

Recent studies that involved 44,900 patients 

found that persons with high blood pressure 

(6.1%) and heart disease (11%) had higher death 

rates than patients without heart issues (1%) [35]. 

 

Blood pressure has been monitored during the 

previous century using the traditional method, 

which necessitates the face-to-face presence of 

medical personnel. However, as the coronavirus 

outbreak expanded, more patients asked for 

blood pressure monitors. This put a great deal of 

strain on medical personnel and raised the danger 

that they would become infected with the 

COVID 19 virus, which is extremely infectious. 

Therefore, we can monitor and supply the 

medical personnel with the most recent 

information by using IoT technology and certain 

wearable sensors. This will result in better blood 

pressure management related to the coronavirus. 

A blood pressure sensor is presented in Figure 6. 

 

 
Figure 6. Blood pressure sensor 

 

2.2.7. GSR 

 

Galvanic skin reaction is what it is. Strong 

emotions activate the sympathetic nervous 

system, which causes the sweat glands to release 

perspiration and allows for the measurement of 

the skin's electrical conductivity. As seen in 

Figure 7, linking the polarity of the fingers allows 

for the monitoring of emotions. 

 

 
Figure 7. GSR sensor 
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2.2.8. Glucose 

 

It is a tool for measuring and keeping track of 

blood glucose levels. A single-use test strip is 

used to collect a sample of the patient's blood, 

and after some time, the result is shown, as 

shown in Figure 8. 

 

 
Figure 8. Glucose sensors [36] 

 

2.2.9. Body position   

 

The patient is continually monitored, as shown in 

Figure 9, and the body position sensor is put 

around the chest to detect the form of the body, 

for instance (standing, lying down, laying left, 

right, down). A body position sensor is shown in 

Figure 10. 

  

 
Figure 9. body position 

 

 
Figure 10. Body position sensor 

 

2.3. Design and working methodology  

 

Before attaching the sensors to the 

microcontroller device, we'll need a health sensor 

shield to connect them all together, including the 

blood pressure sensor, pulse sensor, temperature 

sensor, oxygen sensor, sugar sensor, and motion 

sensor (Raspberry Pi or Arduino). After being 

gathered from the patient by sensors, data is 

transferred by Wi-Fi or GSM to the database 

where it is stored. The doctor may obtain the 

information remotely using a smartphone or 

computer device. System work flow is presented 

in Figure 11. 

 

The sensors sense data while the 

sensors are in patient s contact

Microcontroller receives data and 

prepares to send those

GSM module sends data to a 

webserver

Database stores data and checks 

condition for sending email

The webserver shows data collected 

from sensors

The mobile application illusturates 

the outcome through webserver 

 
Figure 11. System work flow 

 

2.3.1. System model 

 

The proposal suggests a system in which 

information is gathered from sensors and 

delivered to the microcontroller, which then 

transmits vital signs to the cloud through Wi-Fi 

or GSM, where a database is produced and saved 

for use by smartphone and computer devices. 

System model is presented in Figure 12. Table 1 

presents measurement levels of monitoring 

patients with COVID 19 using wearable 

technologies. 

 

 
Figure 12. System model 
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Table 1. Monitoring patients with covid-19 using 

wearable technologies [8] 

Measurements Warning 

levels for 

COVID 19 

Normal 

levels 

Oxygen 

Saturation 

(SPO2) 

 90 % 95-98 % 

Respiratory Rate 

(RR) 
 25 ppm 12 – 25 

ppm 

Body 

temperature 
 100 °F 97.7 – 99.5 

°F 

Heart Rate (HR)  120 

 60 

60 – 120 

bpm 

Blood Pressure  120 mmHg 

systolic 

 80 mmHg 

diastolic 

80 / 120 

mmHg 

Glucose  144 mg/dl 

 72 mg/dl 

72 – 144 

mg/dl 

GSR  7.0 s 

 2.0 s 

2.0 – 7.00 

s 

 

2.3.1.1. E-health sensor platform shield  

 

As seen in Figure 13, an electronic circuit was 

created that can control all the sensors at once. 

The Raspberry Pi is used to collect data from the 

sensors, which include the glucometer, ECG, 

body temperature, GSR, airflow (breathing), 

pulse, SPO2, and patient position 

(accelerometer).  

 

 
Figure 13. e-health sensors 

 

2.4. Telemedicine technology 

 

Even if e-health and telemedicine are not still in 

their infancy, they are crucial initiatives in the 

war against SARS-CoV-2 [37]. Many healthcare 

systems throughout the world, particularly those 

in nations with highly developed medical 

infrastructure like the United States, have 

declined as a result of Covid-19's fast 

proliferation [37]. It is now crucial to design and 

implement a health system which embrace 

telemedicine technology and implement the 

mobile digital system [38].  

 

Through the use of video medical care 

(videoconferencing services), telemedicine, 

mobile health, and wearable medical sensors 

outfitted with IoT and neural networks (NN) 

technology and big data analysis, can advance 

dramatically [39]. Additionally, by following up, 

keeping tabs on patients' health, and delivering 

the right care remotely. 

 

Reducing the danger of direct patient contact, 

slowing the transmission of viruses, and 

preventing the collapse of the medical system 

due to high infection rates are significant 

advantages of telemedicine and mobile digital 

system. The United States of America is one of 

the nations that has shifted its medical practices 

to telemedicine [37]. It advised performing 

remote medical examinations, minimizing direct 

patient interaction, cutting back on the amount of 

time needed, and hiring fewer physicians. 

 

This section will highlight cutting-edge 

telemedicine and mobile health technologies that 

can treat the newly developing Coronavirus. The 

focus will be on treating individuals suspected of 

having the Corona Virus, providing treatment, 

and utilizing telehealth technologies. Finally, 

we'll offer an exemplary medical sensor platform 

that can handle a variety of data. 

 

i. E-Health Monitoring of SARS-CoV-2 

Smart devices and wearable sensors are 

supported by the health platform known as 

Mobile Health [40]. The suggested system is 

divided into 3 primary components: 

1- Wearable sensors for the purpose of gathering 

the needed data. 

2- A network with the purpose of sending the 

gathered data to the main station monitoring, 

which functions as a central computer. 

3- A cloud whose job it is to evaluate the sensor-

generated data and make use of the valuable 

information. 

 

The technology can trace infected individuals' 

interactions and deliver essential medical 

treatment. 

ii. Contact tracking technology 
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The most crucial tactic for limiting the 

transmission of the virus is contact tracking [40]. 

Quarantine, isolation of people infected, and 

social estrangement will continue to be the most 

crucial elements in curbing the epidemic’s spread 

in the absence of effective treatment and a 

vaccine [41]. To stop the spread of the illness, 

remote surveillance and infection tracking are 

helpful [42].  

 

To stop the disease from spreading, a contact 

tracking tool that compiles a list of contacts can 

inform those individuals. Security issues 

pertaining to user privacy are brought up by the 

practice of gathering data from mobile devices 

from individuals on a broad scale. A peer-to-peer 

contact tracing normalization has been created to 

address this issue, employing Ysak's encryption 

of user identification to protect user privacy in 

the event of a pandemic [43]. 

 

Using bluetooth technology, Google. and Apple 

have created a contact tracing application that 

exchanges signals without disclosing the user's 

identify or sharing data. Users who were in 

contact with a suspected and diagnosed case can 

receive notifications from the system [44].  

 

iii. Remote monitoring physiological 

It is feasible to transfer treatment from the 

hospital to the home using the COVID19 mobile 

health platform, particularly for patients with 

minor wounds and those with various illnesses 

who run the risk of contracting an infection from 

interacting with other patients. Medical 

instruments like those connected with a 

temperature sensor platform, blood pressure 

sensor, and the percentage of oxygen are needed 

to monitor the patient's health in addition to the 

very necessary portable ECG equipment to check 

the patient's tachycardia difficulties. 

 

The mobile medical platform, which depends on 

a collection of remotely collected sensors, cannot 

take the role of specialist medical professionals, 

but it may be a helpful tool in making judgments 

about treatment that enable the medical unit to 

act quickly. 

 

iv. Remote imaging 

One of the major clinical indicators of COVID 19 

illness is acute pneumonia connected with 

SARS-CoV-2, where medical imaging plays a 

crucial role in observing and identifying the 

condition. COVID 19 disease has the potential to 

harm the organs and tissues of patients. The 

medical unit receives the findings of the MRI and 

CT scans for remote diagnosis. Figure 14 shows 

portable medical imaging devices.  

 

 
Figure 14. Portable medical imaging devices [45-

46] 

 

There are several medical imaging systems, such 

as remote x-ray, remote ultrasound, and 

tomography, that process pictures utilizing 

neural network methods (artificial intelligence). 

People who are infected by the virus may be able 

to receive a CT picture by using a mobile medical 

imaging center, provided that remote clinicians 

make the diagnosis and the outcomes and images 

are preserved in the cloud [45–47]. 

 

2.5. Data encryption 

 

The IoT is widely used in telemedicine and 

medical care. As a result, the IoT came into 

focus. This provided a significant possibility for 

growth and higher productivity, which in turn 

boosted quality as it applied to the delivery of 

medical treatment for Corona virus patients. 

 

Remote medical treatment is becoming one of the 

most important components of life, not only for 

COVID affected people but also for everyone 

with a chronic condition and the elderly. This is 

due to the fact that managing, diagnosing, and 

treating patients remotely is now feasible, saving 

time and effort while also safeguarding the staff's 

health. 

 

One of the primary obstacles preventing the IoT 

and mobile health platforms is the growing user 

concern over privacy and security due to the 

worry of harmful attacks and privacy violations 

[45]. Therefore, there is a pressing need for 
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greater study in the area of user protection and 

information security. 

 

Data encryption and app security are required to 

protect patient data. One of the biggest issues for 

mobile health apps and cloud services is dealing 

with security concerns such as patient privacy 

violations, illegal access, and the manipulation of 

critical cloud data. We'll go through the two most 

crucial mobile health safety standards: [48, 23]. 

 

i. Authentication: Using one of the encryption 

techniques, proving the user's identity and 

confirming it with the medical professionals if 

the user is ill. 

ii. Authorization: Following the user's 

identification has been confirmed, this is the 

next stage. Depending on the privileges 

granted to each party, access rights are 

dispersed. 

iii. Non-repudiation: By employing a unique 

encryption platform and maybe distinctive 

symbols or signatures, it confirms that the 

sender of the communication actually 

transmitted it. 

iv. Integrity and confidentiality make sure that 

the message is only viewed by the intended 

recipient and that the transmission is private. 

 

For a cloud-based mobile health system, a four-

layer structure is suggested, each of which is 

interconnected. 

• First layer: It inclusea users in general, such as 

patients, technicians, doctors, and hospital 

administrators. 

• Second Layer: The computers, smart gadgets, 

and office equipment found in this layer are 

used to receive, transmit, and display data for 

the first layer. 

• Third layer: Between the first layer and the 

fourth layer, communication and data 

transmission are handled by this layer. 

• Fourth layer: In this layer, which is used to 

monitor patients, direct orders, and provide 

instructions, are hospitals, health centers, and 

decision-making centers. 

 

An encryption technique with three stages—

authentication, data encryption, and 

decryption—has been developed to secure data 

and create a secure link between the user layer 

(first layer) and the communication layer (third 

layer). Figure 15 depicts secure framework for 

IoT-based medical data.  

 

 
Figure 15. Proposed secure framework for IoT-

based medical data [48] 

 

 
Figure 16. Encryption Scheme [48] 

 

Three processes are involved: data recording, 

logging in using the entered information, and 

verification. A user name and password are 

provided to the user, and all login information is 

maintained in the cloud. Hash codes are 

produced using the SHA-512 encryption 

technique to confirm the patient's identification, 

and after verification, the sensors are turned on, 

the e-health platform is engaged, and the data and 

results are encrypted using Caesar encryption. 

The text is replaced with the encrypted text as 

part of the encryption process. Then, an elliptic 

encryption method is used to further encrypt the 

data. Figure 16 shows how the cloud sequentially 

receives encrypted data and starts to decrypt it 

before assembling it and sending it to the 

hospital's private layer. 
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3. Results and Discussion 

 

This study established the use of IoT-driven 

electronic devices and their integration with 

secure communication systems for COVID-19 

patient monitoring. There are, however, several 

critical considerations to consider when 

comparing comparable research. For starters, if 

IoT devices are unsafe or have flaws, the chance 

of patients' confidential health data being 

disclosed increases.  

 

As a result, future research should place a greater 

emphasis on the security of IoT devices. 

Furthermore, widespread usage of this 

technology may result in data management and 

communication issues between healthcare 

personnel and patients. As a result of the findings 

of previous research, appropriate management 

and user training procedures for IoT-based 

COVID-19 patient monitoring systems must be 

established. In conclusion, while this study 

indicates the promise of IoT technology for 

monitoring COVID-19 patients, it also 

underlines the importance of future research on 

security and data management. Moreover, after 

the implementation of 5G, a lot of IoT based 

applications will be available [49]. 

 

3.1. Analysis of the results for body 

temperature 

 

The average body temperature for adults is 98.6 

degrees Fahrenheit, with a 24-hour range of 0.5 

degrees Celsius (0.9 degrees Fahrenheit). Table 2 

and Figure 17 show the body temperature rates 

and outcomes, respectively. 

 
Table 2. Body temperature rates 

Normal 36.5–37.5 °C (97.7–99.5 °F) 

Hypothermia <35.0 °C (95.0 °F) 

Fever >37.5–38.3 °C (99.5–100.9 °F 

Hyperpyrexia >40.0–41.5 °C (104–106.7 °F) 

 

 

 

 
Figure 17. Body temperature results: (a) in serial 

monitor; (b) in mobile application; (c) waves in the 

mobile application; (d) in web server; (e) waves in 

web server; (f) in GLCD 

 

3.2. Analysis of the blood oxygen and pulse 

test results (SPO2) 

 

Normal rates are between 94% and 99% for 

healthy individuals, but they fall to 85% or less 

for COVID 19 patients and patients who are 

oxygen deficient because the virus targets the 

patient's respiratory system, which lowers the 

oxygen level. Figure 18 shows Spo2 results.  

 

 
Figure 18. Spo2 results: (a) in serial monitor; (b) in 

mobile application; (c) waves in the mobile 

application; (d) in web server; (e) waves in web 

server; (f) in GLCD 

 

3.3. Analysis for electrocardiogram (ECG)  

 

 
Figure 19. ECG Schematic 

 

One of the most vital medical devices for 

diagnosing and determining the functionality of 

the heart is the ECG machine. ECG system and 
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results can be depicted in Figure 19 and 20, 

respectively.  
 

 
Figure 20. ECG results: (a) in serial monitor; (b) in 

mobile application; (c) waves in the mobile 

application; (d) in web server; (e) waves in web 

server; (f) in GLCD 

 

3.4. Analysis for airflow: Breathing sensor 

 

The newest findings on COVID 19 sickness 

reveal a shift in respiratory rates as a result of the 

harm the virus does to the human body, making 

the respiratory index one of the key indicators of 

a person's overall health. Airflow results are 

shown in Figure 21.  

 

 
Figure 21. Airflow results: (a) in serial monitor; (b) 

in mobile application; (c) waves in the mobile 

application; (d) in web server; (e) waves in web 

server; (f) in GLCD 

 

3.5. Analysis for blood pressure 

 

One of the most important markers of a patient's 

health is their blood pressure, which is not always 

steady due to changes in patient's posture, stress 

levels, and psychological state due to COVID 19 

pandemic, especially in patients who have 

chronic illnesses. Table 3 and Figure 22 show a 

system for classifying blood pressure and blood 

pressure results, respectively. 

 

 
Figure 22. Blood pressure results: (a) in serial 

monitor; (b) in mobile application; (c) waves in the 

mobile application; (d) in web server; (e) waves in 

webserver 

 

Table 3. A system for classifying blood pressure 

Bp Systolic Diastolic 

Ordinary <120 and <80 

High blood pressure >119 – <140 81–90 

Step 1: Hypertension >141 – <160 91 –98 

Step 2: Hypertension >161 >100 

 

3.6. Analysis for glucometer  

 

It is the level of blood glucose concentration. On 

the single-use test strip, we place a drop of blood, 

and then we insert the strip into device. Figure 23 

shows glucometer results.  

 

 
Figure 23. Glucometer results: (a) in serial monitor; 

(b) in mobile application; (c) waves in the mobile 

application; (d) in web server; (e) waves in the web 

server 

 

3.7. Analysis for galvanic skin response 

(GSR) 

 

The quantity of moisture affects measurement of 

the skin's electrical conductivity sensor. When 

skin's electrical resistance varies, the sweat gland 

regulates the sympathetic nervous system to keep 

track of the stress. Figure 24 shows GSR results.  
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Figure 24. GSR results: (a) in serial monitor; (b) in 

mobile application; (c) waves in the mobile 

application; (d) in web server; (e) waves in web 

server; (f) in GLCD 

 

3.8. Analysis for body position  

 

The location of the item is determined using a 3-

axis accelerometer (sitting, standing, lying down, 

prone). Figure 25 shows body position results.  

 

 
Figure 25. Body position results: (a) in serial 

monitor; (b) in the mobile application; (c) waves in 

the mobile application; (d) in web server; (e) waves 

in web server; (f) in GLCD 

 

4. Conclusion 

 

We provided a thorough real-world picture of 

wearable sensors and remote medical treatment 

during the Corona Epidemic in this study. By 

moving direct care to far-flung locales, it helps 

ease the strain on medical facilities (i.e., 

transferring care from the hospital to the home). 

With the help of the telehealth center, it is 

possible to keep an eye on patients, make quick 

diagnoses, and take action to stop any potential 

worsening and minimize contact between 

medical professionals and patients. As a result, it 

will be used to treat epidemics in the future, 

particularly COVID 19. While wearable devices 

and telehealth offer tremendous potential to help 

improve the management of infectious diseases 

such as COVID-19, overcoming some of the 

challenges to enable more widespread adoption 

remains a key concern. Some promising aspects 

of the development and introduction of wearable 

devices, unobtrusive sensing, and telehealth will 

be studied for future research and applications. 

Moreover, artificial intelligence-based software 

will be developed as future work. 
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Heart disease, a global ailment with substantial mortality rates, poses a significant 

health concern. The prevalence of heart disease has escalated due to the demanding 

nature of contemporary occupations and inherent genetic predispositions. Hence, 

timely detection of cardiac disorders is paramount to preserving lives. However, the 

analysis of routine clinical data presents a formidable challenge in identifying 

cardiovascular ailments. Leveraging machine learning approaches to scrutinize 

clinical data can furnish effective solutions for informed decision-making and precise 

prognostications. This research endeavors to predict heart disease by examining the 

data of 303 individuals encompassing 14 distinct categories. Several machine 

learning methodologies, namely K-Nearest Neighbor, Gaussian Naive Bayes, 

Logistic Regression, Random Forest, Gradient Boosting, and Artificial Neural 

Networks, are proposed as potential remedies to address the problem. The 

experimental findings unveil that Gradient Boosting attains a remarkable accuracy 

of 95% and Artificial Neural Networks exhibit a commendable accuracy of 90.1%, 

establishing them as the most successful models in this study. These results 

underscore the superior performance of the proposed techniques vis-à-vis the 

existing literature. 

 
1. Introduction 

 

The early and precise detection of heart diseases 

plays a vital role in the preservation of patients' 

lives, like numerous other medical conditions. It 

is noteworthy that heart disease accounts for 

approximately 32% of total fatalities, amounting 

to 17.9 million deaths annually [1]. For this 

reason, the applications made in the field of 

health, the diagnoses made, and the results 

obtained are of great importance for human life. 

 

Today, artificial intelligence applications have 

affected many areas of life. Artificial intelligence 

has also made very useful contributions to the 

field of medicine in evaluating, classifying, and 

analyzing data. The investigation and 

development of prediction methods focused on 

heart diseases represent a crucial area of study 

within the field of medicine. Deep learning and 

machine learning algorithms, both categorized 

under artificial intelligence, have the capability 

to be employed on carefully curated datasets, 

incorporating specific information gathered from 

individuals. This approach allows for the 

development of highly accurate models, yielding 

exceptional precision rates. By putting the 

information from the newly arrived patient into 

these models, it becomes possible to diagnose 

many patients with high accuracy in a very short 

time. 

 

Within the existing body of literature, numerous 

investigations have been conducted in the field of 

heart disease prediction. A recent study [2] put 

forward the utilization of six distinct machine 
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learning techniques to identify the likelihood of 

heart disease occurrence, aiming to discern the 

prevalence of this medical condition. The 

performance of these methods was evaluated 

over eight different classification metrics. 

Among the methods proposed in the study, 

logistic regression provided the highest 

performance with 85% accuracy, 89% sensitivity 

and 81% specificity.  

 

Random Forest, Decision Tree and Hybrid 

version of them are employed to solve disease 

prediction problem on Cleveland dataset in [3]. 

Based on the experimental findings, it is revealed 

that the hybrid model attains an accuracy rate of 

88.7% in the prediction task. [4] introduces the 

Hybrid Random Forest with Linear Model 

(HRFLM) approach. Many studies use some 

feature selection techniques to get better 

performances. The HRFLM technique, in 

contrast, employs all features from the Cleveland 

dataset without any limitations on feature 

selection. In the HRFLM approach, all 13 clinical 

characteristics are utilized as input to an ANN 

with back propagation. The proposed method's 

accuracy is 87%. 

 

In [5], ensemble learning based methods for heart 

disease prediction are proposed and tested. A 

classifier that is derived via randomness analysis 

of distance sequences is used as the base 

estimation for a bagging strategy. The medical 

Spectf dataset has successfully tested the 

approach. In the case of the UCI dataset, known 

as Statlog, a classifier based on Graph Lasso and 

Ledoit-Wolf shrinkage techniques is devised. 

These two methods yield highly satisfactory 

accuracy outcomes, with Spectf achieving 88.7% 

accuracy and Statlog achieving 88.8% accuracy. 

 

A hybrid approach utilizing data mining 

techniques for heart disease prediction is 

proposed in the study conducted by [6]. 

Experimental results demonstrate that higher 

accuracy is achieved by the hybrid approach 

compared to individual algorithms. The complex 

relationships between risk factors and heart 

disease are effectively captured by combining the 

outputs of multiple algorithms, resulting in 

improved prediction performance. By applying 

Naive Bayes, Support Vector Machines, k-NN, 

ANN, J4.8, Random Forests, and Genetic 

Algorithm to the entire dataset, an accuracy rate 

of 89.2% is achieved, and the feature set is 

reduced from 14 to 12 without compromising 

accuracy, as determined through calculations. 

 

In [7], a hybridized approach is introduced to 

enable early detection of heart disease. The 

dataset undergoes a feature selection process 

combining the Genetic Approach (GA) with 

recursive feature removal, thereby identifying 

the most relevant features. Pre-processing of the 

data involves utilizing both SMOTE (Synthetic 

Minority Oversampling Technique) and 

traditional scalar methods. The proposed hybrid 

system incorporates support vector machine, 

naive Bayes, logistic regression, random forest, 

and Adaboost classifiers. Experimental results 

reveal that the random forest classifier achieves 

the highest accuracy rate of 86.6% within the 

proposed methodology. 

 

[8] proposes a method based on deep neural 

networks (DNN). After two convolutional layers, 

the model has eight dense layers. The 6 layers of 

the model have 128,128,128,128,64,1 neuron, 

respectively. The activation function used 

throughout the network, except for the last layer, 

is the exponential linear unit (ELU). The 

proposed DNN model achieved accuracy of 

91.7%. 

 

2. Proposed Method 

 

In this work, prediction of heart disease is 

considered as a classification problem. To solve 

this classification problem, various machine 

learning based approaches are proposed. 

 

2.1. Dataset 

 

Heart Disease Dataset [9] is created 1988 with 

the work of 4 different health institutions, 

including V.A. Medical Center Long Beach and 

Cleveland Clinic Foundation, Hungarian 

Institute of Cardiology Budapest, University 

Hospital Basel Switzerland, University Hospital 

Zurich Switzerland. This dataset contains 76 

features in 14 different categories. For those who 

do machine learning studies, especially the 

Cleveland part has been the only dataset for a 

long time.  
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Within the labeled data, the target section 

contains grading information about the presence 

of the disease. A scale ranging from 0 to 4 is 

utilized to denote the absence or presence and 

severity of the disease. A rating of 0-4 

corresponds to the absence of the disease, 

whereas a rating higher than 4 indicates the 

presence and increasing severity of the disease. 

Although the personal information of the 

patients, such as name and surname, was 

included in the dataset at first, it was then 

anonymized. Dataset properties and details are 

given in Table 1. 

 

Of the 14 features in the dataset, 9 of them are 

categorical and 5 of them are numerical data. 

Components of high risk of developing heart 

disease: weight, high cholesterol, smoking, 

diabetes, high blood pressure, and family history 

are stated in the dataset comment sections. The 

metrics that cannot be changed and that we 

cannot have an impact on are stated as increasing 

age, gender, and heredity. Factors that can be 

found in the data set and changed in a person's 

life: high blood pressure, smoking, being 

overweight, high cholesterol, sedentary life, and 

having diabetes. 

 

2.2. Proposed machine learning methods 

 

In this research investigation, a range of machine 

learning techniques is employed to address the 

problem at hand. The utilized methods 

encompass Artificial Neural Networks (ANN), 

K-nearest neighbor (kNN), Random Forests, 

Gaussian Naïve Bayes, Logistic Regression, 

Gradient Boosting and Support Vector Machine 

(SVM). 

 
Table 1. Heart disease dataset properties 

Feature Description 

Age Current age of persons 

Sex People's gender 

Cp Chest pain types: Atypical 

angina, asymptomatic, 

typical angina, non-anginal 

pain. 

Trestbps A person's blood pressure is 

tested at a hospital when 

they are at rest. 

Chol Measurement of a person's 

cholesterol 

 
 

Table 2. Heart disease dataset properties (Continue) 
Feature
  

Description 

Fbs Fasting blood glucose level of a 
person (if value > 120 mg/dl, 1 

means true; 0 means false) 
Restecg Electrocardiographic measurement 

at rest 0.1,2 normal, wave 
abnormal and possible 

hypertrophy, respectively 
Thalach Person's highest heart rate 
Exang Pain formation due to exercise is 

present or absent, in order of 0 or 1 
Oldpeak ECG position of ST depression at 

rest 
Slope The slope of the ST segment 

during peak exercise is categorized 
into three distinct patterns: upward 

slope, flat slope, and downward 
slope, denoted by the values 1, 2, 

and 3, respectively. 
Ca Main change metric 

Thal  Thalassemia is a blood disorder 
that has three levels: normal (3), 

fixed (6), and reversible (7). 
Target Heart disease 0 or 1 respectively 

no, yes 

 

Support Vector Machine (SVM) is a supervised 

learning approach that can employ various kernel 

functions depending on the data’s characteristics 

during the algorithm’s execution. This flexibility 

enables it to perform both linear and nonlinear 

classification tasks effectively. Its main objective 

is to establish a hyperplane that efficiently 

separates the data points. 

 

K-nearest neighbor (k-NN) [10] is an example-

based learning method without an initial training 

set of examples based on a full theoretical model. 

Basically, in this method, the value to be 

estimated is determined by the value of its 

neighbors in the sample space. The k-nearest 

neighbor (kNN) makes its estimations based on 

two basic measurements (distance and number of 

neighbors). Distance is expressed as the distance 

of the state or value from which the estimation 

will be made to other states or values. Euclidean, 

Minkowski or Manhattan criteria can be used to 

calculate the distance. K indicates how many of 

the nearest neighbors will be selected. The 

variables in the dataset entering the model are 

evaluated in space according to the determined K 

value. Then, input’s state or value is determined 

as the majority of the k neighbors. In this work, 

Euclidean distance criteria and K=3 are selected. 

 

The utilization of Naive Bayes (NB), a 

probabilistic machine learning approach 

grounded in Bayes' theorem, is observed in 
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various classification tasks. An improvement on 

naive Bayes, Gaussian Naive Bayes assumes that 

each class has a Gaussian distribution. A change 

in the value of one attribute in the algorithm has 

no direct impact on the value of any other 

attribute. The Gaussian Naive Bayes method is 

favored due to its simplicity and effectiveness as 

an algorithm, as it calculates the mean and 

standard deviation of the training data. It is built 

on a probabilistic model with an easy-to-code 

algorithm that makes predictions in real time. As 

a result, because it can be designed to reply 

rapidly to user inquiries, this algorithm is a 

common choice for solving real-world issues. 

 

Logistic Regression (LR) serves as a predictive 

analytic method in the domain of statistical 

analysis used in classification issues that is based 

on the idea of likelihood. Similar to a linear 

regression model, logistic regression utilizes a 

more advanced cost function known as the 

"sigmoid function" instead of a linear or 

logistical function. The logistic regression 

hypothesis limits the cost function to values 

between 0 and 1. 

 

Decision trees are utilized as models capable of 

acquiring fundamental decision rules for 

predicting the class or value of a target variable 

based on historical information derived from 

training data. The initiation of prediction takes 

place at the root node, which serves as the highest 

decision node. The last nodes of the tree are the 

leaf nodes when predictions of a category or a 

numerical value are made. There are intermediate 

nodes between the root node and the leaf node. 

Feature-based comparisons are made until the 

leaf node is reached.  

 

The splits of these nodes are determined 

according to the entropy value. Random Forest 

(RF) employs the concept of bagging. A number 

of models are trained using different dataset 

subsets in bagging, and the final output is created 

by integrating the findings of all the models. 

Gradient Boosting (GB) benefits from the 

boosting strategy. Boosting is a sequential 

construction procedure that focuses on lowering 

prior model faults while increasing the effect of 

high-performance. The base model for random 

forests and Gradient boosting is decision trees 

[11]. 

Artificial Neural Networks (ANNs) [12] are 

models inspired by the human brain, designed to 

simulate learning processes. They mimic the 

structure and learning capabilities of biological 

neural networks found in the brain, allowing 

them to learn, store information, and generalize. 

In ANNs, artificial neurons are interconnected to 

form a network of connections. Artificial neural 

networks employ three primary layers, namely 

the input layer, the middleware (hidden) layer, 

and the output layer, which collectively govern 

the network's operations.  

 

Through the input layer, data is sent to the 

network. In the hidden layers, it is processed 

before being transmitted to the output layer. Data 

processing is the process of transforming data 

input into output using the network's weight 

values. In order to ensure accurate output results 

for the given inputs, the network necessitates the 

establishment of suitable weights. The ANN 

model employed in this study is depicted in 

Figure 1. 

 

3. Experiment Results 

 

The proposed method is trained and evaluated 

Cleveland Heart Disease Dataset [9]. Parameters 

of proposed methods are given in Table 2. 

Proposed methods in this work are evaluated 

using Precision, Recall, F1-score and Accuracy 

metrics which of formulas are given in (1), (2), 

(3) and (4), respectively. These metrics are 

obtained from the contingency table shown in 

Table 3. An effective heart disease prediction 

system will have greater TP and TN while having 

lower FP and FN. 

 

 
Figure 1. Proposed ANN model 
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Cleveland dataset contains data of 303 patients in 

total. These patients are randomly divided into 

80% training and 20% test. The performance 

outcomes of the suggested methodologies on the 

Cleveland dataset are displayed in Table 4. For 

general comparison, accuracy is preferred. Table 

4 reveals that the proposed Gradient Boosting 

model exhibits the highest accuracy value. This 

outcome serves as evidence that machine 

learning methods generally outperform neural 

network-based methods (ANN, Deep Neural 

Network) on smaller datasets. To further explore 

the capabilities of the proposed methods, an 

analysis of confusion matrices is conducted. 

When Figure 2 is examined, it becomes apparent 

that the Gradient Boosting method displays the 

least amount of confusion between classes. 

 
Table 2. Experimental parameters of proposed 

methods 
SVM penalty=2, 

loss=‘squared_hinge’, C=1.0 

k-NN n_neighbors=3, 

distance_metric = 

‘Minkowski’ 

GNB var_smooting = 0.1 

LR max_iter=1000, 

random_state=1, 

solver='liblinear', 

penalty=’l1’ 

RF n_estimators=1000, 

random_state=1, 

max_leaf_nodes=20, 

min_samples_split=15 

GB random_state=1, 

n_estimators=100, 

max_leaf_nodes=3, 

loss=’exponential’,                                    

min_samples_leaf=20 

ANN optimizer = 'adam', loss = 

'binary_crossentropy' 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +   𝑅𝑒𝑐𝑎𝑙𝑙
 

(3) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

(4) 

 

 

Table 4. Evaluation of proposed methods for heart 

disease prediction 
Model Precision Recall F1-Score Accuracy 

SVM 91.0 92.0 92.0 91.8 

k-NN 87.0 88.0 87.0 86.8 

GNB 88.0 89.5 88.0 88.5 

LR 91.0 92.0 92.0 91.8 

RF 88.0 89.5 88.5 91.8 

GB 95.0 95.0 95.0 95.0 

ANN 90.0 89.5 89.0 90.1 

 

In terms of accuracy, Table 5 showcases a 

comparison between the proposed method and 

recent approaches in the literature on the 

Cleveland dataset. The accuracy results of recent 

approaches are derived from their original 

papers. As seen from Table 5, the proposed 

method outperforms the compared methods. 

Also, the processing speed performance of the 

proposed method is analyzed. Processing speed 

is obtained 16 ms on a PC with 2.80 GHz Quad 

core CPU, 8 GB RAM. 

 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2. Confusion matrix of proposed methods (a) 

k-NN (b) GNB (c) LR (d) RF (e) GB (f) ANN 
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Table 5. Evaluation of proposed method and recent 

methods 
Method Accuracy 

Dwedi et al. [2] 85.0 

Kavitha et al. [3] 88.7 

Mohan et al.  [4] 87.0 

Karadeniz et al. [5] 88.7 

Tarawneh et al. [6] 89.2 

Rani et al. [7] 86.6 

Aarof et al. [8] 91.7 

Ahamad et al. [13] 87.9 

Chandrasekhar et al. 

[14] 
93.4 

Proposed Method 95.0 

 

4. Conclusion 

 

Heart disease continues to pose a substantial 

worldwide health challenge, significantly 

impacting both morbidity and mortality rates. 

Recent years have witnessed extensive research 

endeavors dedicated to diagnosing, predicting, 

and preventing heart disease. In this study, a 

range of machine learning techniques is 

employed to forecast heart disease occurrence. 

The proposed Gradient Boosting approach 

exhibits exceptional efficacy in predicting heart 

disease on the Cleveland dataset, surpassing 

contemporary methods in terms of accuracy. This 

investigation contributes to the field of heart 

disease prediction by introducing a dependable 

and precise methodology for early detection and 

prevention of cardiovascular disorders. 
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The influence of oriented magnetic field on the incompressible and electrically 

conducting flow is investigated in a square cavity with a moving top wall and a no-

slip constricted bottom wall. Radial basis function (RBF) approximation is employed 

to velocity-stream function-vorticity formulation of MHD equations. Numerical 

results are shown in terms of streamlines for different values of Hartmann number 

M, orientation angle of magnetic field θ and the height of the constricted bottom wall 

hc with a fixed Reynolds number. It is obtained that the number of vortices arises as 

either hc or M increases. However, the increase in θ leads to decrease the number of 

vortices. Formation of vortices depends on not only the strength and the orientation 

of the magnetic field but also the constriction of the bottom wall. 

1. Introduction 

 

Flow behaviour in a wavy enclosure has been 

many industrial applications such as electronic 

packages, micro-electronic devices, crystal 

growth, etc. Saidi, Legay-Desesquelles, Prunet-

Foch [1] obtained numerical results of the natural 

convection flow in a sinusoidal cavity by using 

finite difference method (FDM). They also 

presented the experimental results of this 

problem which are good agreement with the 

numerical ones. Das, Mahmud [2] applied finite 

volume method (FVM) to solve the Navier-

Stokes (N-S) equations coupled with the energy 

equations. Average Nusselt number and 

streamlines are depicted for different values of 

Grashof number and amplitude-wavelength 

ratios. Layek, Midya [3] studied the impacts of 

both constriction height and Reynolds number on 

the incompressible flow in a constricted channel. 

They implemented the FDM to primitive form of 

N-S equations. The influence of wavy top and 

bottom walls on heat transfer of nanofluids 

reported in [4]. They showed that including 

nanoparticle into fluid causes the heat transfer to 

increase.  Mekroussi, Nehari, Bouzit, Chemloul 

[5] focused on the mixed convection flow in an 

inclined lid-driven cavity with wavy bottom wall. 

They indicated that the local Nusselt number 

attains maximum value at the undulation number 

is 6 and inclination angle 120°. Natural 

convection of nanofluids in an inclined cavity 

with wavy side walls is studied by Öğüt, Akyol, 

Arıcı [6]. It is found that local Nusselt number 

decreases with an increase in the inclination 

angle of the cavity. Azizul, Alsabery, Hashim, 

Chamkha [7] considered the mixed convection 

flow in cavity with a wavy bottom wall and 

moving side walls. Numerical results are 

depicted for Reynolds, Richardson, Prandtl 

numbers and the oscillations of the walls by 

applying finite element method (FEM). 
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Pirmohammadi, Ghassemi [8] included the 

magnetic field impact on the heat transfer in a 

tilted cavity. They solved magnetohydrodynamic 

(MHD) convection equations for different values 

of Hartmann and Rayleigh numbers and the 

inclination angle of the cavity. Öztop, Sakhrieh, 

Abu-Nada, Al-Salem [9] analyzed the heat 

transfer of nanofluid in a lid-driven cavity with a 

hot wavy bottom wall imposed to the horizontal 

magnetic field. They reported that Hartmann 

number controls the heat transfer. MHD 

convection flow in a constricted cavity is studied 

in [10]. They indicate the contour plots of flow, 

pressure and temperature for varying the length 

of the cavity, constriction ratio, Hartmann and 

Grashof numbers. Khalil, Azzawi, Al-damook 

[11] performed the MHD free convection in a 

trapezoidal wavy cavity for various Rayleigh and 

Hartmann numbers and the number of waves. It 

is investigated that Rayleigh number increases 

the heat transfer. Saha, Islam, Yeasmin, Parveen 

[12] utilized FEM to MHD natural convection 

flow of nanofluids in an enclosure with wavy top 

wall exposed to horizontal magnetic field. They 

obtained that heat transfer is effected by the 

shape of the nanoparticles. 

 

The impact of magnetic field with an orientation 

angle on MHD duct flow is analyzed by Aydın, 

Selvitopi [13]. They implemented the FEM-

BEM coupled approach to MHD equations with 

unbounded extarnal domain. Inclination angle of 

the magnetic filed is considered for MHD mixed 

convection in parallel plates by Kaladhar, Reddy, 

Srinivasacharya [14]. Computations carried out 

for Soret and Hall parameters, Hartmann 

numbers and inclination angle. They depicted 

that an increase in the angle decreases the profiles 

of concentration. Wasif, Mishal, Haque, Haque, 

Rahman [15] investigated the heat transfer in 

different cavity shapes subjected to oriented 

magnetic field.  

 

The effect of the angle of magnetic field on the 

Nusselt number depends on the aspect ratio of the 

cavity. Hussain, Öztop [16] focused on the 

rotation of the magnetic field on power law fluid 

in a curvilinear cavity with a moving top wall. 

Influences of various physical parameters on 

isolines, streamlines and isoconcentration are 

depicted utilizing FEM. Gürbüz-Çaldağ, Çelik 

[17] studied the effect of the inclination angle of 

magnetic field on Stokes flow in a lid-driven 

cavity. They showed that the magnitude of the 

stream function depends on the type of the 

inclination angle. Selvitopi [18] applied Galerkin 

FEM to MHD duct flow equations. Impact of the 

time-varied oblique magnetic field on flow is 

anlayzed. In [19] flow behaviour in a T-Junction 

is considered under the effect of magnetic field 

with an angle. Numerical results are obtained in 

terms of velocity and induced magnetic field by 

using the stabilized FEM.  

 

To the best of the authors' knowledge the impact 

of the oriented magnetic field on the flow in a lid-

driven cavity with constricted bottom cavity has 

not been studied yet. We adopt RBF 

approximation to MHD equations in terms of 

velocity, stream function and vorticity. The 

contour plots of stream function are depicted for 

various values of Hartmann number, orientation 

of magnetic field and the constriction height of 

the cavity with a fixed Reynolds number. It is 

deduced that the constriction causes the 

formation of new eddies (vortices) with different 

directions. On the contrary, the augmentation of 

inclination angle diminishes the number of 

vortices. 

 

2. Mathematical Formulation 

 

The two-dimensional steady flow of a viscous, 

incompressible and electrically conducting fluid 

is considered in a square lid-driven cavity whose 

bottom wall is constricted using the function 𝑔𝑏 

such that  

 

𝑔𝑏(𝑥) =
1

2
ℎ𝑐(1 + 𝑐𝑜𝑠( 2𝜋(𝑥 −

1

2
))),0 ≤ 𝑥 ≤ 1    (1) 

 

where ℎ𝑐 is the constriction height shown in 

Figure 1. The uniform inclined magnetic field is 

exposed to the cavity. This problem is modelled 

by MHD equations which are obtained from the 

Navier-Stokes equations of fluid dynamics and 

Maxwell's equations of electromagnetics through 

Ohm's law. The non-dimensional form of MHD 

equations is obtained from the transformations 

such as 

 

(𝑥, 𝑦) → (𝑥𝑙, 𝑦𝑙),    (𝑢, 𝑣) → (𝑢𝑈, 𝑣𝑈),   (2) 

 

𝑝 → 𝑝𝜈𝜌𝑈/𝑙.        (3) 
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In these transformations 𝑙, 𝑈, 𝜌 and ν are 

characteristic length, characteristic velocity, 

density and kinematic viscosity of the fluid, 

respectively. The non-dimensional MHD 

equations [20-21] are 

 

𝛻 ⋅ 𝒖 = 0         (4) 

 

𝛻2𝒖 = 𝑅𝑒(𝒖 ⋅ 𝛻)𝒖 + 𝛻𝑝 − 𝑀2(𝒖 × 𝑯) × 𝑯       (5) 

 

where H  is the magnetic field. Non-dimensional 

parameters are the Reynolds number and the 

Hartmann number given as 

 

𝑅𝑒 = 𝑙𝑈/𝜈,  𝑀 = 𝑙𝜇𝐻0√𝜎/𝜌𝜈,               (6) 

 

respectively. In these parameters, 𝜇,𝐻0  and σ are 

magnetic permeability, magnetic field intensity 

and electric conductivity, respectively. 

 

To eliminate pressure terms in the equation (5) 

MHD equations can be transformed into the 

stream function-vorticity formulation by using 

the definition of stream function  

 

𝑢 = 𝜓𝑦,  𝑣 = −𝜓𝑥     (7) 

 

and the vorticity  

  

𝜔 = 𝑣𝑥 − 𝑢𝑦.      (8) 

 

Thus, the steady and two-dimensional MHD flow 

equations in terms of velocity components, 

stream function and vorticity are 

 

𝛻2𝜓 = −𝜔       (9) 

∇2𝜔 = 𝑅𝑒 (𝑢
𝜕𝜔

𝜕𝑥
+ 𝑣

𝜕𝜔

𝜕𝑦
) + 𝑀2 (−

𝜕𝑢

𝜕𝑦
𝑠𝑖𝑛2𝜃 +

(
𝜕𝑣

𝜕𝑦
−

𝜕𝑢

𝜕𝑥
) sin 𝜃𝑐𝑜𝑠𝜃 +

𝜕𝑣

𝜕𝑥
𝑐𝑜𝑠2𝜃)                 (10) 

 

where θ is the inclination angle of the magnetic 

field. 

 

The boundary conditions are 

 

𝑢 = 0,   𝑣 = 0,   𝜓 = 0 on the left wall  
 

(x=0, 0 ≤ 𝑦 < 1),                                         (11)  

 

𝑢 = 0,   𝑣 = 0,   𝜓 = 0 on the right wall  

   

(x=1, 0 ≤ 𝑦 < 1),        (12) 

 

𝑢 = 0,   𝑣 = 0,   𝜓 = 0 on the bottom wall  
 

(y=g
𝑏
(𝑥), 0 ≤ 𝑥 ≤ 1),        (13) 

 

𝑢 = 1, 𝑣 = 0,   𝜓 = 0 on the top wall  
 

(y=1, 0 ≤ 𝑥 ≤ 1).                   (14) 

  

The unknown vorticity boundary conditions are 

obtained from the stream function equation by 

using the discretization matrix G given in the 

next section. 

  

 
Figure 1. Lid-driven cavity with constricted bottom 

wall. 

 

3. Numerical Technique 
 

The radial basis function (RBF) approximation 

method is employed to solve MHD equations (9)-

(10). In RBF technique [22], the inhomogeneity 

term 1b  of Poisson equation (𝛻2�̃� = 𝑏1), which 

is the term except for the Laplacian, is 

approximated by the RBFs {𝑓𝑖} as  

 

𝑏1(𝑥, 𝑦) = ∑ 𝛽𝑖
𝑁𝑇
𝑖=1 𝑓𝑖(𝑟),   (𝑥, 𝑦) ∈ 𝛺          (15) 

 

and the approximate solution �̃� is written 

 

�̃�(𝑥, 𝑦) = ∑ 𝛽𝑖
𝑁𝑇
𝑖=1 ℎ𝑖(𝑟)               (16) 

 

where {ℎ𝑖} is obtained from the differential 

equation  

 

𝛻2ℎ𝑖(𝑟) = 𝑓𝑖(𝑟)                (17) 

 

and 𝑟 = √(𝑥 − 𝑥𝑖)
2 + (𝑦 − 𝑦𝑖)

2.  
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The approximate solution �̃� is forced to satisfy 

boundary condition 

 

 

𝐵𝑐�̃� = 𝑏2,                     (18) 

 

we get 

 

∑ 𝛽𝑖
𝑁𝑇
𝑖=1 𝐵𝑐ℎ𝑖(𝑟) = 𝑏2(𝑥, 𝑦), (𝑥, 𝑦) ∈ ∂Ω.       (19) 

 

Discretizing the boundary   with NB  points 

and the domain   with ND  points gives 

 

∑ 𝛽𝑖
𝑁𝑇
𝑖=1 𝐵𝑐ℎ𝑖(𝑟𝑗) = 𝑏2(𝑥𝑗 , 𝑦𝑗),  1 ≤ 𝑗 ≤ 𝑁𝐵  (20)  

 

∑ 𝛽𝑖
𝑁𝑇
𝑖=1 𝑓𝑖(𝑟𝑘) = 𝑏1(𝑥𝑘, 𝑦𝑘),                                      

 1 + 𝑁𝐵 ≤ 𝑘 ≤ 𝑁𝑇 = 𝑁𝐵 + 𝑁𝐷.                         (21) 

 

The unknown coefficients {𝛽𝑖} are obtained from 

the system  

 

𝐶𝛽 = 𝐵                 (22) 

 

which is the combination of equation (20) and 

(21) where 

 

𝐶 =

[
 
 
 
 
 
𝐵𝑐ℎ1(𝑟1) 𝐵𝑐ℎ2(𝑟1) ⋯ 𝐵𝑐ℎ𝑁𝑇(𝑟1)

⋮ ⋮ ⋱ ⋮
𝐵𝑐ℎ1(𝑟𝑁𝐵) 𝐵𝑐ℎ2(𝑟𝑁𝐵) ⋯ 𝐵𝑐ℎ𝑁𝑇(𝑟𝑁𝐵)
𝑓1(𝑟𝑁𝐵+1) 𝑓2(𝑟𝑁𝐵+1) ⋯ 𝑓𝑁𝑇(𝑟𝑁𝐵+1)

⋮ ⋮ ⋱ ⋮
𝑓1(𝑟𝑁𝑇) 𝑓2(𝑟𝑁𝑇) ⋯ 𝑓𝑁𝑇(𝑟𝑁𝑇) ]

 
 
 
 
 

𝑁𝑇×𝑁𝑇

, 

  

𝐵 =

[
 
 
 
 
 

𝑏2(𝑥1, 𝑦1)
⋮

𝑏2(𝑥𝑁𝐵 , 𝑦𝑁𝐵)
𝑏1(𝑥𝑁𝐵+1, 𝑦𝑁𝐵+1)

⋮
𝑏1(𝑥𝑁𝑇 , 𝑦𝑁𝑇) ]

 
 
 
 
 

𝑁𝑇×1

,   𝛽 = [
𝛽1

⋮
𝛽𝑁𝑇

]

𝑁𝑇×1

.  

 

The numerical solution 

 

�̃� = 𝐴[𝐶−1𝐵]                (23) 

 

is acquired from equation (16)  by substituting 

the coefficients {𝛽𝑖}  obtained in the above 

system (22). 

 

The space derivatives of unknowns are obtained 

by the discretized matrix 

 

𝐺  (𝐺𝑖𝑗
= 1 + 𝑟𝑖𝑗) as  

𝑃𝑥 = 𝐺𝑥𝐺
−1𝑃,   𝑃𝑦 = 𝐺𝑦𝐺−1𝑃                         (24) 

where 𝑃 denotes 𝑢, 𝑣, 𝜓 and  𝜔.  

 

In [23], different RBFs such as quadratic 

polynomial 𝑓(𝑟) = 1 + 𝑟 + 𝑟2 and 

multiquadratics 𝑓(𝑟) = √𝑟2 + 𝑐2 with the pre- 

defined shape parameter 𝑐  are used to find 

solution of MHD Stokes flow in a lid-driven 

cavity problem. It is deduced that the similar 

results are obtained, and the linear RBF takes less 

computational time. In our computation, the 

iteration takes 210.347s CPU time and 709 

iteration step with 𝑓(𝑟) = 1 + 𝑟 whereas 

211.476s time and 710 step with 𝑓(𝑟) = 1 + 𝑟 +

𝑟2 for ℎ𝑐 = 0.25, 𝑀 = 0 and 𝜃 = 0°. For that 

reason, the polynomial RBF 𝑓(𝑟) = 1 + 𝑟 and 

the corresponding ℎ function ℎ(𝑟) =
𝑟2

4
+

𝑟3

9
 are 

chosen to find numerical solutions of coupled 

MHD equations (9)-(10) iteratively.  

Iterative procedure is given as:  

 

• Discretized form of the stream function 

equation (9) 

 

𝜓𝑙+1 = 𝐴𝐶−1𝐵               (25) 

 

is solved by using an initial estimate for 

the vorticity 𝜔0. The right-hand side 

matrix 𝐵 is obtained by taking 

 

𝑏2(𝑥, 𝑦) = 0  and  

𝑏1(𝑥, 𝑦) = −𝜔𝑙.                    (26) 

 

• Velocity components are obtained from 

the equation (7) with new stream function 

value such as  

 

 𝑢𝑙+1 = 𝐺𝑦𝐺−1𝜓𝑙+1,  

            𝑣𝑙+1 = −𝐺𝑥𝐺
−1𝜓𝑙+1.                        (27) 

 

•  The unknown boundary values of 

vorticity are obtained from the definition 

of the vorticity (8) 

 

𝜔𝑏𝑐
𝑙+1 = 𝐺𝑥𝐺

−1𝑣𝑙+1 − 𝐺𝑦𝐺−1𝑢𝑙+1.     (28) 

 

• We solve the vorticity equation (10) 

 

𝜔𝑙+1 = 𝐴𝐶−1𝐵                          (29) 
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where 𝐵 is obtained by taking 

 

𝑏2(𝑥, 𝑦) = 𝜔𝑏𝑐
𝑙+1                                  (30) 

 

And 

 
            𝑏1(𝑥, 𝑦) = 𝑅𝑒(𝑢𝑑

𝑙+1𝐺𝑥𝐺
−1 + 𝑣𝑑

𝑙+1𝐺𝑦𝐺−1)𝜔𝑙 

         −𝑀2𝑠𝑖𝑛2𝜃𝐺𝑦𝐺−1𝑢𝑙+1 

                                   +𝑀2 𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃 (𝐺𝑦𝐺−1𝑣𝑙+1  −

                                    −𝐺𝑥𝐺
−1𝑢𝑙+1)  

                  +𝑀2 𝑐𝑜𝑠2 𝜃𝐺𝑥𝐺
−1𝑣𝑙+1               (31)  

 

𝑢𝑑 and 𝑣𝑑 are diagonal matrices of  𝑢 and 

𝑣 respectively. 

 

• The iteration continues until the 

preassigned tolerance (𝜉) is reached 

between two successive iterations such 

that 

 
||𝜓𝑙+1−𝜓𝑙||∞

||𝜓𝑙+1||∞
< 𝜉,  

||𝜔𝑙+1−𝜔𝑙||∞

||𝜔𝑙+1||∞
< 𝜉  (32) 

 

where 𝜉 is taken 610−  and 𝑙 is iteration level. 

This iteration is coded with Matlab version 

R20022a and results are visualized with Tecplot 

360EX. 

 

4. Numerical Results 

 

The present iterative RBF approximation is 

adapted to the steady MHD equations (9)-(10) for 

various values of Hartmann number (0 ≤ 𝑀 ≤
50), inclination angle of the magnetic field (0° ≤
𝜃 ≤ 90°) and the constriction height ℎ𝑐 =
0.25,0.5 to analyze the effects of the strength, 

direction of the magnetic field and the 

constriction of the cavity on the flow, 

respectively. Boundary of the cavity is 

discretized by taking 𝑁𝐵 = 160  points. 𝑥 and 𝑦 

coordinates of the points [4] are obtained by 

 

𝑥𝑖+1 = 𝑥𝑖 + 𝛥𝑥 and  y𝑖+1 = 𝑦𝑖 + 𝛥𝑦              (33) 

 

where 

 

𝛥𝑥 =
1

𝑁𝐵/4
  and  Δ𝑦 =

1−𝑔𝑏(𝑥)

𝑁𝐵/4
.                    (34) 

 

The discretization of the domain is depicted in 

Figure 2. The numerical results are presented in 

terms of counter plots of stream function in 

Figures 3-8. 

 

We validate our proposed technique by taking 

𝑀 = 0, ℎ𝑐 = 0, 𝑅𝑒 = 100. In this case, our 

governing equations convert to Navier-Stokes 

equations in a non-constricted lid-driven cavity 

so we can compare our results with the solutions 

obtained by Ghia, Ghia, Shin [24]. In Figures 3-

4, it is seen that both the streamlines and the 

velocity profiles are in well agreement with the 

results in [24]. 

 

 
Figure 2. Discretization of the cavity. 

 
 

 
Figure 3. Validation case for 𝑀 = 0. 

 

 
Figure 4. Centerline velocities for 𝑀 = 0 and 𝑅𝑒 =

100. 
 

Also, streamlines are plotted for ℎ𝑐 = 0.2, 𝑀 =
50 with 𝑅𝑒 =100 and 𝑅𝑒 =200 as shown in 

Figure 5.  It can be observed that flow patterns 

are the same. The difference between them is that 

the position of main vortex as in the Navier-

Stokes equations for a single lid driven cavity. 

More information also can be found in [25]. 
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Besides, our aim is to investigate impact of 

strength of inclined magnetic field on the 

streamlines in the cavity with wavy bottom. 

Thus, we fixed Reynolds number at 100 in our 

calculations. 

 

 

Figure 5. Flow patterns for ℎ𝑐 = 0.2,𝑀 = 50 with 

(a) 𝑅𝑒 =100, (b) 𝑅𝑒 =200. 

After the validation, computations are carried out 

for different values of ch in the absence of 

magnetic field (𝑀 = 0) to investigate the impact 

of constriction on the stream function profiles in 

Figure 6. For small values of ℎ𝑐 main vortex of 

the fluid is located near the top wall due the effect 

of moving lid and secondary vortices with an 

opposite direction are formed at the left and right 

of the constricted area. As ℎ𝑐 increases to 0.5, the 

main vortex of the flow shifts through the right 

part of the cavity. On the other hand, secondary 

vortices move upward and the formation of new 

vortex with small value is seen at the left bottom 

corner. 

 

 
Figure 6. Effect of the constriction of the cavity on 

streamlines for a fixed 𝑀 = 0. 
 

Figure 7 demonstrates the effects of both strength 

and the direction of the magnetic field on the 

streamline profiles for fixed ℎ𝑐 = 0.25. When 

𝜃 = 0°which means that magnetic field is 

applied in the 𝑥 −direction, secondary vortices 

occur at the left and right corners due to the 

constriction. As Hartmann number increases, the 

secondary vortices in the corners move up and 

bifurcate into main vortex with each other under 

the first one. The third vortices circulating 

opposite direction are formed at the bottom 

corners.  

When the inclination angle of the magnetic field 

is included, flow behaviour is changed. For 𝜃 =
45° the symmetry of the flow is deformed. The 

right secondary vortex is larger than the left one 

due to the direction of the magnetic field. As 𝑀 

increases, new vortices develop at the right 

corner. On the contrary, the vorticity at the left 

corner vanishes. As 𝜃 reaches to 90°, flow attains 

symmetric behaviour. For small Hartmann 

number secondary vortices occur at the bottom 

corners due the constriction. However, these 

vortices diminish with an increase in the strength 

of the magnetic field. Fluid flows in all part of 

the cavity showing the impact of the moving lid. 

The augmented in 𝑀causes to form a boundary 

layer regardless of the direction of the magnetic 

field. 

 

 
Figure 7. Streamlines for a fixed ℎ𝑐 = 0.25. 

 

In Figure 8 the influences of both 𝑀  and 𝜃 on 

streamlines are analyzed for different values of 

ℎ𝑐 = 0.25,0.5. In the case of 𝜃 = 0°, for 𝑀 = 10 

the effect of ℎ𝑐 on the main vortex and the other 

vortices are the same as in the case of  𝑀 = 0 

(Figure 6) which shows that the electromagnetic 

effect on the flow is small. Flow behaviours 

obtained for fixed 𝑀 = 50 show that increase in 

ℎ𝑐 retards the main effect of Hartmann number 

on the single secondary vortex formation. It is 

deduced that the higher constriction ratio 

requires the higher Hartmann number to form a 

single secondary vortex. When the inclination 
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angle increases to 45°, for small values of 𝑀 flow 

behaviours are the same as in the case of 𝜃 = 0°. 
However, with a further increase in 𝑀 vortices at 

the left corner due to the constriction diminish. 

Thus, the direction of the magnetic field controls 

the development of the new vortices due the 

constriction. 

 
Table 1. Maximum value of |𝜓|. 

hc=0.25 M=0 M=10 M=30 M=50 

ϴ = 0° 0.09369 0.07358 0.04610 0.03568 

ϴ= 45°  0.06817 0.02945 0.01456 

ϴ= 90°  0.06134 0.01980 0.00703 

hc=0.5     

ϴ= 0° 0.07783 0.06899 0.04727 0.03682 

ϴ= 45°  0.06162 0.03061 0.01758 

ϴ= 90°  0.05596 0.02146 0.01045 

 

Table 1 indicates the effects of physical 

parameters on the maximum value of  |𝜓|. In the 

absence of magnetic field the increase in the 

constriction decreases |𝜓|𝑚𝑎𝑥. The same effect is 

observed for small Hartmann number 𝑀 = 10. 
However, with a further increase in 𝑀 as the 

constriction of the cavity increases, the 

maximum value of |𝜓| increases regardless of the 

direction of the magnetic field. On the other 

hand, for a fixed ℎ𝑐 ,  |𝜓|𝑚𝑎𝑥 decreases due to the 

augmentation of 𝑀. 

 

5. Conclusion 

 
The behaviour of the flow in a lid-driven cavity 

with a constricted bottom wall under an applied 

magnetic field with an inclination angle is 

analyzed for the first time. The governing MHD 

equations are solved by using RBF 

approximation for different values of Hartmann 

number, inclination angle and the constriction of 

the cavity. It is deduced that the rotation of the 

magnetic field plays an important role on the 

formation of the new vortices due to the 

constriction. As the inclination angle increases 

the number of new vortices because of the 

constriction diminishes. An increase in the 

Hartmann number decreases the maximum value 

of |𝜓| regardless of the direction. The flow 

structure is controlled by the strength of the 

magnetic field, direction of the magnetic field 

and the constriction of the cavity.

Figure 8. Effects of M and ϴ on streamlines for ℎ𝑐 = 0.25,0.5. 
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Water, which is an indispensable element of human life, is also a basic need for 

living things and nature. Groundwater, which is the world's freshwater source, has 

low-cost usage opportunities because it is generally of high quality and does not 

need to be treated. For this reason, there has been an excessive increase in the use of 

groundwater in recent years due to the low rainfall and limited surface waters. 

Accordingly, in recent years, the lack of precipitation and the decrease in surface 

water potential have led to an excessive increase in groundwater use. Nowadays, 

technology, which is called the information age and finds its place in almost all 

professional applications, supports practitioners in terms of time, effort, and cost. 

Among these technological studies, Geographic Information System (GIS) 

applications are one of the most popular fields of study (detection and monitoring of 

groundwater resources and application of thematic maps with spatial analysis). The 

AHP technique, one of the GIS-supported MCDM methods, was used to reveal the 

groundwater potential of the Ömerli district basin of Mardin province. First of all, 

raster maps were created in the GIS program ArcGIS ArcMap environment, and then 

reclassified maps were produced. These data regarding the basin study were 

obtained from official institutions and private drilling companies that work on 

groundwater. In the first stage of the study, data related to groundwater potential 

such as precipitation, static water level, dynamic water level, well yield, depth, and 

aspect were modeled. In the second stage, these data were weighted in AHP and the 

resulting map was created and interpreted; It was created and interpreted with very 

bad, bad, moderate, good and very good values. In the third and last stage, the results 

and recommendations were discussed. 

 
1. Introduction 

 

Groundwater is the general name for water found 

in the layers below the earth's surface. This water 

is stored in underground aquifers and fed from 

various sources. In our country, the average total 

rainfall per square meter is measured as 574 mm. 

However, the amount of precipitation may vary 

depending on geographical regions. There fore, 

groundwater can be found at different levels and 

quantities depending on the region [1].  

Depending on the changing precipitation   

amounts, the amount of water leaking and stored 

subsurface also changes. In some regions, water 

is constantly infiltrating into the ground, and 

groundwater is fed. However, in today's world, 

together with the effects of man on nature, water 

discharges directly into the streams and seas as 

surface flows, and groundwater level is drawn 

deeper. The decrease in groundwater in response 
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to the rapidly increasing water demand in the 

world has led to the determination of existing 

resources primarily with a reliable and 

controllable database.  

 

It is known that the vast majority of usable fresh 

water in the world and in our country is found in 

groundwater resources. The use of groundwater 

resources is usually made possible by drilling 

wells. Underground water is extracted from these 

deep water wells with the help of drilling, with 

deep water well pumps. The number of deep 

water well pumps, the use of which is increasing 

every year in our country, has reached 191173 as 

of 2019 [2].    

 

It is known that well features are as important as 

the pump in transporting the water to the surface 

of the wells. Well Properties also lead to the use 

of the properties of the pump in the well. In this 

case, it causes the pumping system to be taken 

[3]. In deep water wells, the feed conditions 

affect the pumping operation that will be used, 

such as the water velocity, and the length and 

width of the well. In addition, it was emphasized 

that the water level in the deep water well 

depends on the aquifer type, aquifer depth, 

reserve and degree of saturation [4-5].  

 

The water levels in the well differ depending on 

the characteristics of the aquifer and the well. 

The position of the pump in the well becomes 

important in response to the water levels formed 

in the well. In deep water wells, it shows certain 

heights according to the movement or condition 

of the water. It is known that water levels in 

pumping wells affect pump operating 

characteristics. The height of the pump, when it 

is not working, is defined as the static water level, 

and the decreasing water level after a while is 

defined as the dynamic water level, and the 

difference between these two heights is 

expressed as a decrease [6]. Immersion depth, on 

the other hand, refers to the water level up to the 

pump suction inlet when the well is at the 

dynamic water level. The vertical hydraulic head 

is the water level between the static water level 

and the pump inlet axis (Figure 1).  

 

Schulz (2013) reported that the immersion depth 

of deep well pumps should be 5 m below the 

dynamic water level. In another study, it was 

emphasized that determining the dynamic 

submersion depth of the deep water well pump 

installation as 2-3 m and placing it according to 

this level depending on the fixed deep water well 

equipment and feeding would be more 

appropriate for the pump. Working conditions [7-

8].     

 

Detailed information about the hydraulics of the 

wells and their water-giving formations (aquifer) 

are obtained from the pumping tests carried out 

in the wells. This information, other geological, 

chemical, etc. Information about the groundwater 

basins and capacities of the plain is obtained. A 

good business project can be prepared in 

proportion to the accuracy of the experiments and 

values. In this direction, there are different 

package programs that have emerged with the 

developing technology in the field of surface and 

ground waters. Each surface and groundwater 

program has its own software features and 

advantages. 

 

In this sense, program selection is a very 

important issue for such businesses and program 

selection requires multi-criteria decision making. 

In this study, the Analytical Hierarchy Process 

(AHP) technique, which is one of the GIS audio 

MCDM methods, is discussed by considering the 

criteria to be considered in choosing the most 

appropriate package program and finding the 

most appropriate solution. 

 

2. Material And Method 

 

The location map of the study area has been 

considered as a map showing both the 

topographic and geological structure of the 

Ömerli basin, which has an annual precipitation 

of approximately 460 mm/year, has a plateau 

appearance and attracts attention with its 

simplicity. Surface forms (Fig. 1). The land 

structure within the boundaries of the district is 

in the form of consecutive reverse layers with a 

total surface area of 409 km2 [9].  

 

Drilling data obtained from institutions and 

organizations related to water wells were 

extracted and those within the borders of the 

basin were discussed. These data were arranged 

in the Excel table by giving their coordinates. 

Subsequently, these data, which were called to 
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the ArcMap 10.2 environment in the GIS 

program, were digitized and a thematic map was 

created. In the same way, a slope map was 

created with the help of a DEM map. A 

precipitation map was created with the data 

related to precipitation received from the 

meteorology institution. Then, Static Water 

Level, Dynamic Water Level, Well Yield, Depth, 

and Aspect thematic maps were created and 

reclassified maps of these maps were obtained. 

 

2.1. Study area and geographical structure 

 

The Assyrian State was established in the 

geography called Upper Mesopotamia and 

including the Ömerli basin. When the Yaylatepe 

(Hıbatok), Göllü, İkipınar, Beşikkaya (Fafit), and 

Maserati ruins in the district are examined, the 

region where this settlement is quite old has 

remained under the rule of Assyrians, Persians, 

Romans, Byzantines and Turkish-Islamic States 

28 km from Mardin. It is in the east of the city 

center.  

Ömerli is adjacent to Midyat in the east, Yesilli 

in the west, Nusaybin in the south and Savur in 

the north. The total area of the district is 409 km2 

[10]. 

  

Figure 1. Ömerli Basin Location Map 

 

The south and east of the basin consist of slightly 

rugged and limestone hills extending in the east-

west direction. The Mardin Mountains, 

sandwiched between the Syrian platform in the 

south and the Diyarbakır-Siirt pliocene 

depression in the north; mostly composed of 

southward inverted anticlines, and their peaks are 

the southern slopes. The base of the Cretaceous 

lime stones is seen only on the Sadan-Derik line. 

The thickness here is close to 400 meters; It 

continues as an alternation of various hard 

massive lime stones, brecciated lime stones and 

marly lime stones, forming large cliffs on the 

Derik-Sadan line. It starts with the Cretaceous 

pedestal conglomerates, and these 

conglomerates, ranging in size from 10-30 

meters, have large elements and include all 

Paleozoic series stones. The elements include old 

effusive and intrusive pebbles and all Paleozoic 

series elements. Conglomerates gradually pass 

upwards into marls and limestone's [11]. 

 

The land structure within the boundaries of the 

district is in the form of successive reverse layers 

and consists of hills at an altitude of 800 to 1100 

meters around the streams that usually separate 

in the north-south direction. The land structure is 

closed and covered with oak vegetation varying 

between 0.50 meters and 3.5 meters in length. 

Plant density decreases towards the north. 

Partially flat lands in the valleys can be irrigated 

with the help of springs within the boundaries of 

the district. The district has a continental climate 

with low temperature and precipitation in 

summers, and severe cold and snowfall in winter. 

There are seasons when heavy snow or heavy 

rain is recorded from time to time [10]. 

 

2.2. Method  

 

The Ömerli basin groundwater potential study 

was determined by GIS. For this, the data 

obtained from approximately 320 boreholes 

drilled for irrigation and drinking purposes by 

drilling companies, as well as relevant 

institutions and organizations, were used. 130 of 

them were evaluated in the study area (Figure 2). 

 

2.2.1. Outline of the study 

 

GIS is a system that creates situations such as 

collecting, storing, querying, controlling, 

processing, analyzing and displaying the data of 

the earth for a purpose. With its additional 

extensions such as Spatial Analyze and 

Geostatistical Analyze, it has a wide range of 

uses such as interpolation, modeling, and 

production of state and forecast maps while 

performing statistical analyses. Applications 

such as ARC INFO, TNTmips, Map Info, and 

Net cad are the most common. In this study, the 

ArcMap 10.5 program was used. Within the 
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scope of this information, the following 

explanations were obtained; 

 

➢ Along with the arrangement and 

digitization of the well data, these data were 

classified and results such as well depth, static 

water level, dynamic water level, well pump 

efficiency and opening time were obtained in 

1/1,000.000 and 1/500.000 scales. 

 

➢ Through the digitization of maps, shape 

(.shp) files have been created for contour lines, 

settlements, rivers, and streams. Using digital 

1:100.000 and 1:50.000 map data, a Digital 

Elevation Model (DEM) map has been 

generated. 

 

➢ In the Net cad program, Ömerli Basin 

(.ncz) files were first converted to (.shp) format 

with the ArcGIS Data Interoperability program 

and then opened in the ArcMap program. 

 

➢ Ömerli basin groundwater data were 

collected and corrected in the Microsoft Excel 

program and converted to digital map with a GIS 

program. 

 

➢ Spatial Analysis → Interpolation → IDW 

method was used in the ArcMap environment. 

Thanks to this technique, data belonging to 

unknown regions were obtained by using the data 

values in the known region and interpolating the 

weighted average method. 

 

➢ Annual well data was organized, and 

separate thematic maps were created for each 

period. These maps include the Static Water 

Level map (Figure 3-III), Dynamic Water Level 

map (Figure 3-IV), Pump Efficiency map (Figure 

3-V), and Well Depth map (Figure 3-IV).    

 

➢ Spatial Analysis-evaluation, as seen in 

Table 1, estimated on pump efficiency; Achieved 

with 30% impact, 25% impact at low dynamic 

water level, 20% impact at near-surface static 

water levels, and 10% impact at depth [11]. 

 

➢ These thematic maps were reclassified 

and converted into raster maps. While preparing 

data for Optimum Groundwater Potential as 

shown in Table 1, a Spatial Analysis-assessment 

was performed with the following effects: 30% 

for pump efficiency, 25% for low dynamic water 

levels, 20% for static water levels, 10% for 

surface and depth [11].  

➢  Geographic Coordinate System 

GCS_WGS_1984 is used as a projection on the 

map. 

 

2.2.2. AHP technique approach for 

determining groundwater potential of ömerli 

basin 

 

In the study, the AHP method was used to 

maintain the groundwater processes. Fuzzy AHP 

is used to determine the preference weights of the 

evaluation [12]. 

 

In order to better express the verbal uncertainty 

to be encountered in determining the target 

market, Chang's [4] Order Analysis Technique, 

which is widely used in fuzzy AHP applications, 

was used as a solution technique [4]. 

 

The AHP method was developed in 1970 by 

Thomas L. Saaty at the Wharton School of 

Business to think for the solution of complex 

multi-criteria decision-making problems. This 

method is a technique that decision-makers 

(experts) need to have in determining the degree 

of importance by considering all criteria. 

Decision-makers, criteria, and sub-criteria make 

comparisons with Saaty's criteria 1-9 by filling 

out the criteria questionnaires. Ranks of 

alternatives to consider all criteria are found [13-

23]. 

 

There are several multi-criteria decision-making 

(MCDM) methods available, among which the 

Analytic Hierarchy Process (AHP) offers 

significant advantages. One of its key benefits is 

its widespread use, which enables it to provide 

good results for complex decision problems 

involving both objective and subjective 

judgments [14]. 

 

AHP is a method that collects more than one 

statement under one heading and includes it. The 

hierarchical structure of complex numbers 

consists of binary comparisons, multiple factors 

and eigenvectors obtained by calculating their 

weights. Saaty gathered everything together, 

connected them and found a powerful method, 

AHP. With this method, the analysis became 
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easier and improved, and the number of 

applications using the AHP method increased by 

introducing the Expert Choice program. The first 

academic interviews by the International AHP 

Association were held in Tianjin, China [15]. 

 

AHP method is often used to evaluate decision 

options and solve problems. AHP is used in many 

studies such as making predictions, comparing, 

and ranking the factors that differ according to 

their importance. It is a multi-criteria decision-

making formulation that shows the result of 

comparisons between factors using the 

eigenvalue method and reveals the importance of 

numerical scales. In the AHP method, factors and 

options are compared in pairs by experts in this 

method. These comparisons generally use a scale 

of 1-9 developed by Saaty and given in Table 1 

below [16].   

 

The weights to be given to the criteria for 

groundwater performance in the AHP method by 

Vaidya and Kumar (2006) are given in Table 1 

below.
 

Table 1. Importance ratings used in comparisons [17-18]. 
Importance level 

 

Definition Explanation 
   

1 Equally Important Both factors are equally important. 

3 Moderately Important According to experience and judgment, one factor is slightly more 

important than the other. 

5 Strongly Important One factor is strongly more important than the other. 

7 Very Strongly Important One factor is strongly more important than the other. 

9 Absolutely Important One of the factors is much more important than the other. 

2, 4, 6, 8  Represents Intermediate Values They are the intermediate values of the degrees found in the 

explanations above in the preference between the two factors. 

Mutual Values If a value (x) is assigned when comparing i with j; The value to assign when comparing j with i will be 

(1/x). 
  

 

In order to create a hierarchical structure in 

decision problems, the values of the criteria are 

found at each stage and pairwise comparisons are 

made. In the solution of the AHP method, the 

following process is followed; 

 

1) Defining the decision problem and 

revealing the purpose, 

 

2) Determining the criteria to reveal the 

purpose, 

 

3) Creation of decision options, 

 

4) Creation of hierarchical structure, 

 

5) Making binary comparisons for each step, 

creating importance levels by using eigenvalues 

and eigenvector values, 

 

6) Pairwise comparisons of options and priorities 

based on criteria, 

 

7) Finding the compliance ratio, 

8) Sorting the options and putting the option with 

the strongest priority first, 

9) Calculation by sensitivity analysis 

 

While finding W (weight matrix), the result is 

reached by using pairwise comparison. It is used 

relatively, that is, in verbal comparisons, as well 

as in comparisons with numerical data at the 

decision stage. Comparisons are usually made 

using Saaty's 1-9 weight scale. All comparison 

results will be positive. The diagonal values of 

the comparison matrix are 1. This is because the 

criterion is compared with itself  [14]. 

 

If n relative importance weights with criteria 𝑎1, 

𝑎2,…, 𝑎𝑛 and weights 𝑤1, 𝑤2,…, 𝑤𝑛 are taken into 

account, the general expression of the pairwise 

comparison matrix is as in Equation 1; 

 

[
 
 
 
 

 

a11

⋮
  ai1

⋯
⋱ 
⋯

  a1j

⋮
  aij

⋯
⋱
⋯

  a1n

⋮
  ain

   ⋮     ⋱    ⋮     ⋱ ⋮
  an1 ⋯     anj ⋯   ann]

 
 
 
 

                       (1) 
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It exists as 𝑎𝑖𝑗= 1/𝑎𝑗𝑖 and 𝑎𝑖𝑗= 𝑎𝑖𝑘/𝑎𝑗𝑘. In the real 

expression of the problem, 𝑊𝑖/𝑊𝑗 is unknown, 

therefore, the predicted 𝑎𝑖𝑗≅𝑊𝑖/𝑊𝑗 in AHP is to 

determine the result of 𝑎𝑖𝑗. 

 

The general expression of the weight matrix is 

Equation 2; 

 

[
 
 
 
 

 

W1/W2

⋮
Wi/W1

⋯
⋱ 
⋯

W1/Wj

⋮
Wi/Wj

⋯
⋱
⋯

W1/Wn

⋮
Wi/Wn

      ⋮       ⋱       ⋮       ⋱ ⋮
Wn/W1 ⋯  Wn/Wj ⋯ Wn/Wn]

 
 
 
 

         (2) 

 

W (weight matrix) and w (weight values) values 

are multiplied and the result is; 

 

 
 

The equation takes the form of 2. 

 

There is a base value for each evaluation factor. 

When we take the arithmetic average of these 

values, 𝜆𝑚𝑎𝑥 (eigenvalue) is obtained for 

comparison [20]. 𝐴.𝑤 = 𝜆𝑚𝑎𝑥.𝑤 and 𝜆𝑚𝑎𝑥 are 

found together with the eigenvector w 

considering the relative weight values. 𝜆𝑚𝑎𝑥 is 

the eigenvalue of the matrix A and the 

eigenvector w and is calculated with (𝐴 

−𝜆𝑚𝑎𝑥𝐼).𝑤=0. Consistency Index (CI) and 

Consistency Ratio (CR) are included to find 

consistency of subjective results and correct 

relative weights. The Consistency Index (CI) is 

calculated as follows; 

 

CI = 
 λmax−n

𝑛−1
                                                     (4) 

 

Here n represents the total number of features, 

that is, the number of criteria. For a reliable 

result, the CI (Consistency Index) value should 

not exceed 0.1. Otherwise, the study must be 

repeated until this value (<0.1) is achieved. 

Consistency Rate (CR) is calculated as follows; 

 

CR = CI/RI                                                     (5) 

 

RI stands for random value index. The RI values 

that different element values (n) can take are 

shown in Table 2 below [17]. 
 

 

Table 2 Random value index [17] 
n 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

RI 0 0 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49 1.51 1.54 1.56 1.57 1.59 

 

3. Results 

 

The planned management of groundwater 

resources plays a very important role for the 

sustainability of life in arid and semi-arid regions 

at every stage. The southern part of the study 

basin shows semi-arid climate characteristics. In 

the study area, the highest precipitation falls in 

the winter season, and the lowest precipitation 

falls in the summer season. The annual average 

temperature of Ömerli District is 19.7°C. The 

annual average rainfall is 425 mm. 

 
Figure 2. AHP method implementation template 

with GIS support [19]. 

 

First of all, raster thematic maps of the 6 

parameters were produced in ArcMap (Figure 3) 

[3]. 
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Figure 3. Thematic maps created according to the outline of the study (I. Study well, II. Rainfall, III. Static 

water level, IV. Dynamic water level, V. Well yield, VI. Depth, VII. Aspect map)  
After the creation of raster thematic maps, these maps were reclassified (Figure 4) [21-27]. 

 

                      

                   

  

          

 

 

I II 

III IV 

V VI 

VII 

I II 

III IV 

 V VI 



Sakarya University Journal of Science, 28(1) 2024, 117-132  

 

124 
 

Figure 4. Classified maps created according to the outline of the study (I. Precipitation, II. Static water level, 

III. Dynamic water level, IV. Well yield, V. Depth map, VI. Aspect map) 

 

Raster thematic maps were produced to create the 

infrastructure of the AHP method (Figure 2). 

These 6 parameters were then reclassified in the 

ArcMap environment (Figure 3). 

After raster thematic maps are produced, Water 

wells are established for various purposes such as 

water supply, environmental monitoring, and 

Groundwater treatment. Technical parts related 

to well hydraulics; 

 

Well Location Map: 220 of the 320 drilling data 

to be used in the well location map given in 

Figure 3-I were evaluated. Then, 15 of these data 

were taken into account as observation wells to 

be evaluated in the groundwater potential map. 

 

Rainfall: The groundwater Potential Index 

distribution map is created to analyze the yearly 

460-600 mm/year average rainfall, which is one 

of the crucial parameters. This thematic raster 

map is divided into five distinct classes during its 

creation within the ArcMap environment. 

As seen in the map (Figure 3-II), the northern 

parts of the watershed have higher average 

annual rainfall, while the eastern regions 

experience lower average annual rainfall. 

Generally, the region exhibits similar 

precipitation patterns. It can be noted that not 

only the quantity of rainfall but also its duration  

and intensity play a significant role in nourishing 

the groundwater, in addition to the basin's 

groundwater potential. Extended periods of low-

intensity rainfall will have a positive impact on 

the groundwater aquifer [6].  

 

Static Water Level (SWL): The height at which 

the water level remains constant (the height 

between the surface level and the water level) 

when water is not drawn from a well. A static 

water level of 5 m in a well indicates that the 

water level is stable at 5 m below when pumping 

is not done. The static water level expressed for 

the basin is the general static level, not the 

specific static level in the plain where the well is 

drilled. If continuous observation is made within 

the basin boundaries, the average of the daily or 

monthly lowest levels of the surrounding wells is 

accepted as the general static level. The second 

point to be considered about the static level is that 

if more than one well is to be drilled in the field, 

the wells should be wetted outside of each other's 

area of influence; If there is a necessity in this, 

static levels should be calculated by taking this 

effect into account [11]. Spatial Analyst 

tools/Multiple Value Determination method. The 

altitude values are recorded in the Excel table and 

the level of the aquifer is found by subtracting the 

Static Water Level from the altitude value. The 

aquifer map was created using Spatial Analyst 

Tools/Interpolation/IDW methods (Figure 3-III). 

 

Dynamic Water Level (DWL): It is the height 

at which the water remains constant while the 

water drawn from a well continues with a certain 

flow rate. It is the height of the water gushing 

from the well in an artesian well. 

Figure 5 was created inspired by the information 

of Vaidya and Kumar (2006). In the light of this 

information, criteria such as static water level, 

dynamic water level, and well efficiency are 

explained. 
 

Figure 5. Groundwater and wells [20] 

 

When the dynamic water level map of the 

groundwater of the basin is examined, it is seen 

that the groundwater flow is directed from the 

upper parts to the lower parts. As a natural 

consequence of this process, groundwater in the 

upper parts was carried to the lower parts, 

causing the water level to drop in the upper wells 

(Figure3-IV). 

 

Well Yield: It is the volume of water drawn from 

a well per unit time. It is usually calculated in 

units of m3/day, liters/hour. It is usually 

expressed as m3/day or lt/s (Figure 3-V). The 



   

Veysel Aslan     

 

125 
 

purpose of water yield tests in wells is to obtain 

information about the hydraulics of the wells and 

the formations that give water (aquifers). When 

this information is combined with geological 

information, the groundwater situation of the 

aquifers and the plain can be understood. 

Obtaining and analyzing this information 

completely and accurately is especially important 

for the error-free preparation of business projects 

and the selection of the appropriate pump. The 

main purpose of groundwater survey is; 

• Determination of aquifer properties 

• Revealing well characteristics 

• Pump selection suitable for wells 

Well productivity for Ömerli plain almost varies 

between 0.11-11 l/s in most of the basin, while 

productivity can be between 20-30 l/s in the 

northwestern parts. It varies between 10-20 lt/s in 

different parts of the region. 

As a result, it is understood that the middle parts 

of the Ömerli basin are higher in terms of both 

groundwater potential and productivity. When 

the maps obtained in the Ömerli basin study were 

compared with the groundwater maps of the 

Harran plain made by Aslan, Sepetcioğlu in 

2022; It is seen that both basins have an average 

groundwater potential. 

However, in the Ömerli basin, groundwater has 

been used as alternative drinking and utility 

water in other water sources as well as irrigation. 

The upstream part of these sources is Karacadağ. 

It reaches the historical Sur region with basalt 

cracks. However, considering the entire basin, 

these available resources alone are not sufficient 

to meet the water needs. When there is no mains 

water, the existing groundwater potential is at a 

level to meet the drinking water of the region [2]. 

The water levels in the well differ depending on 

the characteristics of the aquifer and the well. 

The position of the pump in the well becomes 

important in response to the water wells levels 

formed in the well. In deep water wells, it shows 

certain heights according to the movement or 

condition of the water. It is known that water 

levels in pumping wells affect pump operating 

characteristics.  

The height of the pump, when it is not working, 

is defined as the static water level, and the 

decreasing water level after a while is defined as 

the dynamic water level, and the difference 

between these two heights is expressed as a 

decrease [6]. Immersion depth, on the other hand, 

refers to the water level up to the pump suction 

inlet when the well is at the dynamic water level. 

The vertical hydraulic head is the water level 

between the static water level and the pump inlet 

axis (Figure 1).  

Schulz (2013) reported that the immersion depth 

of deep well pumps should be 5 m below the 

dynamic  water  level. In  another  study, it  was 

emphasized that determining the dynamic 

submersion depth of the deep water well pump 

installation as 2-3 m and placing it according to 

this level depending on the fixed deep water well 

equipment and feeding would be more 

appropriate for the pump. working conditions 

[7]. 

 

Well Depth: The efficiency of a well depends on 

the specific flow and the reduction achieved. 

Since the fall also depends on the thickness of the 

aquifer, in principle it is most convenient to drill 

a well at the bottom of the aquifer. If there is 

wells throughout the aquifer. The depth of the 

wells varies between 15 meters and 400 meters 

Since the fall also depends on the thickness of the 

aquifer, in principle it is most convenient to drill 

a well at the bottom of the aquifer. If there is no 

known poor quality or inefficiency in the aquifer 

layers, each well should be drilled to the  (Figure 

3-VI).  

An inspection of the water surveillance in 

boreholes and observation wells is required from 

time to time before and during the pumping test 

or in various polluting water investigations. 

Accurate measurements are very important. 

Water levels in free and country aquifers can be 

measured by various methods. Measurement in 

free aquifer with advanced measuring 

instruments such as steel meter, electric meter, 

pressure gauge, air pipe. In the pressurized 

aquifer, the measurement is made with a plastic 

pipe and a manometer. 

 

Aspect: Aspect refers to the direction of slope or 

the orientation of the hillside surface with respect 

to magnetic north, represented by values ranging 
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from 0 to 360 degrees in a clockwise direction. 

Additionally, the value for each cell in the dataset 

encompasses the direction of the cell's sloping 

surfaces. 

Aspect determination possibilities, which have 

an important place in field analysis, without the 

direction of flat surfaces defined by the value of 

-1; 

 

▪ To calculate the solar illumination of each 

location and to determine the biodiversity living 

in the area. 

 

▪ After determining all the southern slopes of 

the mountains, finding where the snow will melt 

first and revealing the settlement areas that will 

be affected by snow waters, 

 

▪ Besides recognizing flat areas, it can be 

used to identify many places of need and to see a 

kind of compass work. 

 

Parameters are measured at different scales and 

thus standardized using the GIS reclassification 

tool. Each parameter is weighted according to its 

significance level (Wi) and applied as in Equation 

5. The GIS technique is not capable of finding 

these weights (Wi);  

 

For this reason, Analytical Hierarchy Process 

(AHP), one of the Multi-Criteria Decision 

Making methods, is used (Saaty, 2008). Each 

criterion is evaluated using a matrix of pairwise 

comparisons with the scales shown in Table 1 

Table 3).
 

Table 3. Parameter values according to groundwater potential 
Parameters Values of Parameters for Groundwater (%) Weighting of Parameters 
   

Static Water Level 20 3 

Dynamic Water Level 30 4 

Well Yield 40 5 

Groundwater Depth 10 2 
   

3.1. AHP Approach for determination of 

ömerli basin groundwater potential 

 

In the study, the Analytic Hierarchy Process 

(AHP) analysis method was employed to 

determine preference weights for the 

continuation and assessment of groundwater 

processes. This method is widely used as a 

solution technique for better expressing the 

verbal uncertainty encountered in target market 

identification. Additionally, it is a technique that 

requires the opinions of decision-makers to 

determine the relative importance levels 

concerning all criteria. Below is the AHP Method 

Sequential Application Working Template 

(Figure 6). In this study, decision-makers 

compared the criteria and sub-criteria using 

Saaty's 1-9 scale. Subsequently, all parameters 

were taken intoconsideration, and the priority 

sequence of alternatives was determined (Figure 

4-5-6).  

Figure 6. AHP method sequential application 

working template [12].   

 

In establishing criteria for parameters, 

comparisons are needed to determine the 

importance of one criterion relative to another. 

The importance comparisons of the criteria were 

made within the framework of the experience 

gained so far and according to Table 1, which is 

the criterion comparison scale suggested by 

Saaty (2008) (Table 4).
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Table 4. Used parameters and their weights 
 Parameters Grade Explanation 
    

R Rainfall 25 Very Strong 

SWL Static Water Level 10 Strong Plus 

DWL Dynamic Water Level 20 Very Strong 

WY Well Yield 30 Very Important 

D Groundwater Depth 9 Extra Important 

A Aspect 6 Important 
    

Thus, a comparison matrix was created by 

comparing the importance of each criterion with 

each of the other criteria. In order to create the 

vector that will indicate the priorities of the 

criteria, the column total values of the 

comparison matrix were first calculated (Table 

5). 

Looking at the results in Table 6, the best the 

alternative parameters with the best performance 

are precipitation (22%), static water level 

(13.3%) and finally aspect sub-criteria (10%). 

 
 

Table 5. Pairwise comparison matrix 
Layers Assigned Weights R SWL DWL WY D A 
        

R 7 1.000 1.167 0.875 0.778 1.400 1.750 

SWL 6 0.857 1.000 0.750 0.667 1.200 1.500 

DWL 8 1.143 1.333 1.000 0.889 1.600 2.000 

WY 9 1.286 1.500 1.125 1.000 1.800 2.250 

D 5 0.714 0.833 0.625 0.556 1.000 1.250 

A 4 0.571 0.667 0.500 0.444 0.800 1.000 

Total  5.571 6.500 4.875 4,434 7.800 9.750 
        

Table 6. Pairwise comparison matrix (Standardized matrix) 
Layers R SWL DWL WY D A Geometric mean Normalized weight 
         

R 0.63650 0.17954 0.17949 0,17546 0.17949 0.17949 1.47821 0.22575 

SWL 0.15383 0.15385 0.15385 0.15043 0.15385 0.15385 0.93983 0.15328 

DWL 0.20517 0.20508 0.20513 0,20049 0.20513 0.20513 1.03875 0.17094 

WY 0.23084 0.23077 0.23077 0.22553 0.23077 0.23077 1.38976 0.22991 

D 0.12816 0.12815 0.12821 0,12539 0.12821 0.12821 0.65298 0.10682 

A 0.10250 0.10262 0.10256 0.10014 0.10256 0.10256 0.62414 0.10216 
         

In establishing criteria regarding parameters, 

comparisons are needed to determine the degree 

of importance of one criterion relative to another. 

λmax = 6.12367 

Consistency Index: CI=(6.12367-6)/5=0.024734 

CI/RI = 0.057743/1.24 = 0.019947 

If the consistency ratio is less than 0.10, the 

matrix is considered consistent, implying that the 

judgments of the decision-makers are consistent 

[22]. Therefore, the applied AHP technique for 

the Ömerli Basin is suitable for the research 

article (0.1 > (CI/RI = 0.019947). 

The values obtained as a result of the applied 

AHP Method are in ArcMap environment of 

ArcGIS; The GWPI region map was obtained by  

applying ArcToolbox → Spatial Analyst Tools 

→ Overlay → Weighted Overlay. 

 

 

3.2. Production of groundwater potential 

ındex distribution map 

 

Six parameters, namely Rainfall (mm/year), 

Static Water Level (m), Dynamic Water Level 

(m), Well Pump Efficiency, Well Depth (m), and 

Aspect, have been classified and used to create 

the Groundwater Potential Index Distribution 

map. The calculation for the parameter "P" is 

defined as P = (QH)/200, where Q represents the 

discharge of extracted water (m3/hour), and H 

represents the manometric height (m) (Figure 7). 
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Figure 7. Ömerli basin optimum ground water 

enterprise map 

The values in the GWPI area map of the Ömerli 

basin range between 454 and 594 and the 

corresponding percentage area calculations are 

shown in Table 7. Groundwater is potentially 

good or even very good, especially at the extreme 

points of the basin.  

It can be said that the groundwater potential is 

weak or very weak, especially in the middle parts 

of the basin. It is a normal level in the southeast 

and northwest regions (Figure 7). Additionally, 

the green dots shown in Figure 7 represent 

observation wells [23]. 
 

Table 7. Classification according to Ömerli district boundary GWPI distribution values 
GWPI Value Description Percentage (%) Total area (409 km2) 

    

454-500 No bad 12.32 50,59 

501-518 Not bad at all 14,27 58,36 

519-535 Moderate level 25,35 103,68 

536-557 Enough for the area 28,62 117.06 

558-594 Pretty good for the county. 19,44 79,51 
    

3.2.1. Validity (Verification)  

 

Data obtained from 15 observation wells within 

the basin boundaries were utilized to validate the 

groundwater index area map of the basin. The 

groundwater study area map, indicating the 

locations of observation wells, is illustrated in 

Figure 4 within the GWPZ map. Nearly all the 

irrigation pumping wells currently in use are 

assessed as having very good, poor, (weak), or 

very weak groundwater potential for the region. 

Based on this classification, only 1 out of the 15 

reference well data showed partial compatibility. 

Perfect compatibility was achieved for 14 of these 

wells  [24-26] (Table 8). 

Table 8. Data from GWPI and wells are compared 
RN Town X Y Z Depth SWL DWL Yield GWPI Evaluation Rapport 

            

1 Alicli 680992 4134521 250 250 103 112 11 254 Poor Compatible 

2 Gollu 681904 4148060 250 325 123 129 10 239 Good Compatible 

3 Alicli 680926 4138342 225 311 113 129 4 224 Poor Compatible 

4 Salih 677324 4146986 250 271 53 77 3 245 Good Compatible 

5 Kocakuyu 674886 674886 110 197 80 90 2 233 Poor Compatible 

6 Catalyurt 680926 4138342 86 174 45 54 3 227 Poor Compatible 

7 Yesilli 686277 4139659 65 159 43 51 8 212 Good Compatible 

8 Salih 676559 4146844 79 183 60 85 2 203 Good Compatible 

9 Yeni Mahalle 671691 4146078 160 85 22 59 2 208 Good Compatible 

10 Besikkaya 683729 4141036 80 92 43 57 4.9 201 Poor Compatible 

11 Kayaüstü 670137 4146177 200 270 60 85 3 273 Good Compatible 

12 Salih 678596 4149312 160 221 53 71 2 231 Poor P Compatible 

13 Kayadere 669266 4148076 180 200 19 44 2 204 Moderate Compatible 
            

Partially Compatible: P. Compatible 

3.3. Analysis of the study 

 

In the Ömerli basin, annual rainfall generally 

ranges between 480 mm/year and occasionally 

reaches 590 mm/year. The majority of this 

precipitation occurs in the southeastern part of 

the area, which is the mountainous region. The 

city center, being a plain area, receives relatively 

low amounts of rainfall. Instead of relying on 

surface runoff, groundwater is predominantly 

used, particularly for irrigation purposes. Static 

Water Level (SWL) values vary between 5 m 

and, to a lesser extent, 220 m. The Dynamic 

Water Level (DWL) within the basin ranges from 

around 10 m depth to partially 280 m. Well yield 

varies between 0.11 and 12 l/s, while well depths 

range from 22 m up to around 400 meters in 

certain areas. The Baki map highlights the 

significance of terrain orientation and 

groundwater flow directions. 

From an operational perspective in the study, 

pump efficiency was considered significant, and 

thus assigned a weight of 30%. Subsequently, the 
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importance of rainfall was evaluated at 25%. The 

assessment for Dynamic Water Level (DWL) 

was set at 20%, followed by 12% for Static Water 

Level, 7% for groundwater depth, and 6% for the 

Aspect parameter. The groundwater potential 

within the basin is at a good level. This signifies 

the region's economic capacity to extract 

groundwater and its possession of a substantial 

groundwater potential. While the groundwater 

potential is lower at the basin's center, it tends to 

be generally moderate in the eastern and western 

parts, as well as the northwest region. However, 

in the northwest and western areas, namely 

Kocakuyu, Koçak, Çatalyurt, and Kayadere, 

groundwater management seems to be weaker. 

 

4. Conclusion and Recommendations 
 

Within the scope of this study, a water potential 

evaluation index was developed by using the 

GIS-supported AHP method in order to evaluate 

the groundwater potential within the boundaries 

of the Ömerli basin in terms of drinking and 

utility water. In the creation of the water potential 

index, the results of the analysis of the data 

obtained from the water wells drilled by the 

relevant institutions and organizations, and the 

private sector were used.  

The criteria constituting the water potential 

evaluation index were selected by taking into 

account the expert opinions and water potential 

standards, and a weight indicating the water 

potential status was obtained for each criterion. 

In this way, an index showing the total water 

potential suitability ratio was developed. The 

water potential index for the study area is very 

good (19.44%), high quality (28.62 %), medium 

quality (25.35%), low quality (14.27%) and very 

poor (12.32%) defined in five categories. 

A geostatistical method known as the 

groundwater potential index and the Inverse 

Distance Weighting (IDW) method was used to 

generate distribution maps of the water potential 

of the study area. According to these maps, in the 

southeast and northwest parts of the study area, 

which covers an area of approximately 200 km², 

water quality is seen as very high and high areas. 

As a result of this study, the proposed method can 

be reliably and successfully used for identifying 

areas with high water potential and in water 

potential assessment studies. The utilization of 

groundwater potential maps indicating areas with 

high water potential can enhance the productivity 

of drinking water, irrigation, and agricultural 

activities. Simultaneously, it can also help 

mitigate potential economic losses arising from 

wells in regions with low water potential. 

Groundwater potential maps created for the study 

area can be used by local authorities, engineers, 

urban and regional planners, further enhancing 

their decision-making processes. Also, as a 

recommendation; 

Moreover, the findings of this research suggest 

that the developed groundwater potential 

assessment method could provide reliable results 

for identifying areas suitable for water supply 

and sustainable agricultural practices. The 

integration of these maps into water resource 

management and land-use planning strategies 

could lead to more informed and efficient 

decision-making processes, benefiting both local 

communities and regional development efforts  

[25]. 

 

•  Penal sanctions should be applied to  

machines that drill wells without permission. 

• In order to make irrigation system 

transformations on time, regularly and at the 

desired speed, and to apply drip irrigation 

systems in pressurized systems instead of flood 

irrigation, joint funds should be created and 

resources should be transferred to institutions 

and organizations. 

• Considering that groundwaters are public 

property, it should be taken into account that the 

waters in the region are the most important 

strategic national resource for our 

  country, and ways of transferring the   heritage 

to the future by protecting it in a cleaner and 

usable way should be sought. 

• The equipment and insulation of the wells 

to be drilled for irrigation, utility, and drinking 

water should be done  in accordance with the 

standards. 

 

• When the data of the last 10 years are 

evaluated, it is seen in the graphs that the YES 

level in the Basin has decreased by 
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approximately 20-25 m. For this reason, 

regardless of the number of reservoirs and wells, 

after deciding at which meter to keep the targeted 

groundwater level, excess water withdrawal 

should be prevented. 

 

• First of all, the water drawn from the 

wells should be taken under control. If gravity is 

controlled it can be controlled and the 

management of groundwater will be more 

effective, easier, and sustainable. 

 

•    Considering the certified, undocumented and 

additional wells, projects at the planning stage, 

and cooperative irrigation areas in surface 

irrigation in the enterprise, is it primarily surface 

water or groundwater? choice must be made [26-

27]. 

 

•  All undocumented wells should be taken under 

control. It should be ensured that the wells are 

used in the project by looking at the inventory of 

the mourning wells opened by the citizens for the 

groundwater projected in the region. 

 

•  The electrification networks of these wells 

should be projected and transferred to units to be 

established by the State. 

 

•   Underground water wells will be controlled 

and illegal electricity usage will be prevented. 
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Recently, we have shown that oral administrations of an oxidovanadium (IV) 

complex, VOL, with tetradentate thiosemicarbazone ligand normalizes 

hyperglycemia of streptozotocin-induced diabetic rats (STZ-rats).  For the 

development of vanadium compounds that exhibit insulin-like behavior, it is 

essential to know some of the pharmacokinetic properties of these complexes. The 

goal of the current research is to examine the healing effect of new sythesed VOL 

complex on the oxidative stress parameters of diabetic stomac tissue. Rats used in 

the experiments were divided as control, VOL+control, diabetic and diabetic+VOL. 

The rats were sacrificed after 12 days of the experimental period. The levels of 

glutathione, lipid peroxidation, non-enzymatic glycosylation, advanced oxidized 

protein products levels and the activities of some enzymes were measured in stomach 

tissue of all the experimental animals. Although VOL treatment to diabetic rats 

increased the stomach glutathione levels; lipid peroxidation, non-enzymatic 

glycosylation and advanced oxidized protein products levels were decreased. Also, 

the activities of catalase, superoxide dismutase, glutathione-S-transferase, 

glutathione peroxidase, glutathione reductase and carbonic anhydrase were increased 

in VOL treated diabetic group. Whereas, lactate dehydrogenase and xanthine oxidase 

activities were decreased. According to the obtained outcomes, it can be said that 

VOL treatment has a healing effect on the stomach tissue of diabetic rats. This effect 

provided by VOL is most likely due to the insulin-like and antioxidant activity of the 

complex. In conclusion, we can say that VOL may be a suitable candidate for 

diabetes treatment 

 

1. Introduction 

 

In recent years, increasing urbanization and 

deteriorating lifestyle has led to an increasing 

level of diabetes mellitus (DM), which is 

estimated to reach 700 million worldwide by 

2045 [1]. The main underlying causes are the 

disruptions in carbohydrate, lipid and protein 

metabolisms due to insufficient insulin levels or 

its action on target tissues such as eyes, skin, 

kidneys, heart, nerve and stomach [2-6]. In 

addition to disorders in insulin metabolism, 

recent reports show that severe acute respiratory 

syndrome coronavirus 2 (SARS-CoV-2) 

infection can also induce hyperglycemia and 

diabetic ketoacidosis as a result of coronavirus 

disease 2019 (COVID-19) complications even in 

nondiabetic patients [7]. 

 

Although the diffusiveness of diabetic 

gastroenteropathy has not been fully disclosed, 

there is shown that the 10-year cumulative 
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incidence of diabetic gastroparesis is 5.2% for 

patients with type 1 DM, and 1% for type 2 DM 

patients [8]. The most common gastrointestinal 

dysfunctions in diabetic patients are nausea, 

vomiting, diarrhea, heartburn, constipation, and 

motor dysfunction in various segments of the 

system [9]. 

 

Hyperglycemia can alter oxidant/antioxidant 

balance in the biological system, which is an 

important factor causing oxidative stress [10]. 

High free radical production and accumulation, 

which occurs through metabolic reactions and 

immune cell responses as well as processes such 

as cell interactions and signaling, cell growth, 

aging, synaptic plasticity, autoimmune reactions, 

autophagy and apoptosis, can trigger devastating 

biological effects. [11].  

Streptozotocin (STZ) is a diabetes-inducing 

agent that acts directly on the islet beta cells of 

the pancreas, causing an elevation of reactive 

oxygen species (ROS) levels and weakening of 

the defense system that neutralizes them [12]. 

The degeneration of insulin-producing beta cells 

in the pancreas leads to the pathogenesis of 

diabetic [13]. 

 

There are various oral antihyperglycemics 

currently available for the treatment of diabetes. 

From them, sulfonylureas and biguanides have 

been in use since the 1950s. The sulfonylurea 

family (glyburide, glimepiride and glipizide) 

bestows their antidiabetic action via a 

mechanism that involves stimulating insulin 

secretion [14-16], while biguanides (metformin) 

act by increasing insulin activity [17]. Contrary 

to these traditional agents whose glucose-

lowering effects were serendipitously 

discovered, a new generation of oral antidiabetics 

such as dipeptidyl peptidase-4 inhibitors have 

been developed [18]. However, different 

prospective studies are rapidly underway to find 

the most effective orally active insulin 

replacements or insulin mimicking agents.  

 

Vanadium is an ultra-trace element that acts as a 

cofactor for some intra cellular enzymatic 

reactions in the biological system. It is also 

closely related to glucose homeostasis, lipid 

metabolism, antioxidant functions and regulation 

of immunity in humans and animals [19]. Initial 

findings suggested that vanadium had replaced 

insulin in living organisms. However, it was later 

reported to enhance insulin secretion by 

regenerating pancreatic beta cells [20, 21]. 

Furthermore, vanadium and some of its 

complexes have curative effects on 

hyperlipidemia and hypertension. They are also 

potential agents to cure malignant tumors, heart 

and neuronal disorders, influenza and viral 

infections like human immunodeficiency virus 

(HIV) and SARS-CoV-2 [19, 22]. 

 

Although diabetic gastroenteropathy is often 

associated with other manifestations of DM, its 

prevalence is not well documented. The current 

research is aimed at determining the effects of 

thiosemicarbazone-based oxidovanadium (IV) 

complex (VOL) on biochemical changes in 

stomach tissue of diabetic rats as a candidate for 

alternative therapies. 

 

2. Materials and Methods  

 

2.1. Synthesis 

 

2,4-dihydroxybenzaldehyde-S-methyl-

thiosemicarbazone was used as starting material 

to obtain 2,4-dihydroxybenzylidene-N (4)-2-

hydroxybenzylidene-S-methyl-

thiosemicarbazidato-oxidovanadium (IV) 

(VOL). The compound was prepared according 

to previously reported methods [21, 23, 24]. 2,4-

dihydroxybenzaldehyde (1 mmol) was added to 

the solution of S-methyl-thiosemicarbazide (1 

mmol) in ethanol (50 ml), and refluxed for 4 

hours. The cream-colored precipitate formed was 

filtered, and recrystallized with ethanol 

(m.p.:180-181 oC, yield: 92%).  

 

Further reactions were proceeded when 

VOSO4.5H2O (1 mmol) was dissolved in a 

balloon flask by adding ethanol (50 ml). The 

solution of the starting material (1 mmol), 2-

hydroxybenzaldehyde (1 mmol) were added to 

balloon containing the metal solution and then 

stirred for 5 hours [21, 25]. The brownish-

powder product formed was filtered, and its 

structural confirmation was evaluated by 

elemental analysis, UV and IR spectra (Fig 1). 

The characterization data are: Yield 68%, m.p. > 

380-381oC. µeff: 1.64 BM. Anal. Calc. for 

C16H13N3O4SV (394.3 g mol−1): Found (calc.): C, 
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48.77 (48.74); H, 3.30 (3.30); N, 10.69 (10.66); 

S, 8.12 (8.09). UV-Vis (λ nm in DMSO): 246, 

316, 352, 418, 800, 958. IR (ATR, cm−1): ν(OH) 

3411, ν(C=N) 1605, 1595, 1578, ν(C−O) 1146‐

1123, ν(V=O) 985, ν(V-O) 477-434. 
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2.2. Animal groupings 

 

Male Swiss albino rats (between 3.0-3.5 months 

old and 200 ± 50 g weight) were provided from 

Animal Care and Use Institute’s Committee of 

Istanbul University. Before starting the study, all 

rats were housed in the same conditions. 

Animals, fed with standard pellets, were allowed 

to access water ad libitum. The experimental 

protocols were reviewed and approved by the 

Animal Care and Use Institute’s Committee of 

Istanbul University. Animals were randomly 

selected into four experimental groups as 

follows: two control groups divided as (Group 1; 

n=5) control group-intact and (Group 2; n=5) 

treated control-which received VOL (0.2 

mM/kg/day); two diabetic groups separated as 

(Group 3; n=6) diabetic control-injectied with 

streptozotocin (STZ) (65 mg/kg body weight) 

and (Group 4; n=5) VOL treated diabetic group 

(received the same doses of STZ and VOL). VOL 

was given to the rats by gavage technique (upon 

dissolution in 3% gum arabic solution) for 12 

days after the rats became diabetic [26]. On day 

12, last day of the experiment, the animals were 

sacrificed under anesthesia and stomach tissue 

samples were collected.  

 

2.3. Diabetic model induction 

 

After overnight fasting but allowed free access to 

water, diabetes was induced via a single 

intraperitoneal injection (i.p.) of STZ (dissolved 

in cold citrate buffer (0.1 M, pH 4.5) to the rats 

(65 mg/kg) [27]. Diabetes was confirmed from 

tail blood samples after 24 hours of injection. A 

blood glucose level above 250 mg/dL was 

considered a standard for successful diabetic 

model induction. On the 0, 1, 6 and 12 days, 

blood glucose and weight of all animals were 

examined. This section was detailed in the study 

based on synthesis characterization and 

antidiabetic properties of the VOL complex [21]. 

 

2.4. Sample collection 

 

After intervention for 12 days, the rats in each 

group were sacrificed and stomach specimens 

were carefully collected. Stomach tissues were 

homogenized in a cold saline solution (0.9 %), 

and centrifuged at 15000×g, +4°C for 10 

minutes. The clear supernatant of each sample 

was aliquoted into several vials and stored at 

−76°C for biochemical analysis for later use. 

 

2.5. Analysis of oxidative stress markers and 

antioxidant enzyme activities 

 

The reduced glutathione (GSH), lipid 

peroxidation (LPO), advanced oxidized protein 

products (AOPP), non-enzymatic glycosylation 

(NEG), and total protein levels of the stomach 

homogenates were determined according to the 

methods of Beutler [28] - using Ellman’s reagent, 

Ledwozyw et al. [29], Witko-Sarsat et al. [30], 

thiobarbituric acid method [31] and Lowry et al. 

32], respectively. Catalase (CAT), superoxide 

dismutase (SOD), glutathione peroxidase (GPx), 

glutathione reductase (GR) and glutathione-S-

transferase (GST) activities were assessed as 

described by Aebi [33], Mylorie et al. [34], 

Paglia & Valentine [35] and modified by Wendel 

[36], Beutler [37] and Habig & Jakoby [38], 

respectively. The activities of carbonic 

anhydrase (CA), lactate dehydrogenase (LDH) 

and xanthine oxidase (XO) were estimated 

according to Verpoorte et al. [39], Wroblewski 

[40] and Corte & Stirpe [41], respectively.     

 

2.6. Statistical analysis 

 

Biochemical findings were evaluated using 

GraphPad Prism Software, version 6.01 (San 

Diego, USA). Data were expressed as mean ± 

standard deviation (SD) using one-way analysis 

of variance (One-way ANOVA), followed by 

Figure 1. The oxidovanadium (IV) complex, 

VOL 
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Tukey’s multiple comparison post hoc test. p < 

0.05 was considered statistically significant. 

3. Results and Discussion 

 

3.1. Synthesis and structural confirmation  

 

Complex VOL was obtained from the template 

reaction of the starting material and aldehyde in 

the presence of oxovanadium (II) ion. Formation 

of the complex was monitored through IR 

spectrum, by tracking bands attributed to the 2-

OH and NH2 groups on the starting material. The 

disappearance of these bands and the emergence 

of bands related to the V=O and VO vibrations 

were evidence of VOL formation [21]. 

 

In IR spectrum of the starting material, the imine 

groups were observed at 1608 and 1585 cm−1, 

while the hydroxyl group was monitored at 3495 

cm−1. In the infrared spectrum of  VOL, bands 

attributed to C=N1 and N4=C were monitored at 

1605, 1595, and 1578 cm−1 respectively. 

Additionally, while the stretching and bending 

bands at 3445, 3337 and 1624 cm−1 of amine 

group of the starting material disappeared, new 

bands formed at 985, 477-434 cm−1 assigned to 

V=O and VO groups were observed. The UV-Vis 

spectrum of VOL showed the charge transfer 

bands at the 246, 316 and 352 nm assigned to 

π→π* and n→ π*, d-d bands at 418, 800 and 958 

nm [21]. 

 

The structure and purity of the products were 

checked by elemental and TLC analyses. Before 

the biological tests, the stability of VOL was 

investigated in gum arabic solution by 

monitoring UV-Vis spectrum. The absorptions 

and λmax values remained unchanged for 20 

days. 

 

3.2. Biochemical result 

 

The findings regarding body weight and fasting 

blood glucose levels of the animals used in the 

present study has been previously reported [21]. 

The loss in body weight as well as increased 

blood glucose levels that arise due to STZ 

administration were diminished by VOL 

treatment.  

 

Fig. 2 represents the levels of GSH and LPO 

parameters in the control and other experimental 

groups. An evident decrease in GSH (p<0.05) 

and significantly increased LPO (p<0.05) was 

observed in the diabetic group. In contrast, the 

administration of VOL to the diabetic animals 

markedly increased (p<0.05) GSH level, whereas 

the level of LPO significantly decreased 

(p<0.0001) as compared to non-treated diabetic 

rats (Fig. 2).  

 

 
Figure 2. Effects of VOL on gastric tissue GSH and 

LPO levels in control and experimental animals 

 

*p < 0.05; ****p < 0.0001; VOL: N (1)-2, 4-

dihydroxybenzylidene-N-(4)hydroxybenzylidene-S-

methyl thiosemicarbazidato-oxidovanadium (IV); 

GSH: reduced glutathione; LPO: lipid peroxidation 

 

The levels of AOPP and NEG are presented in 

Fig. 3 Elevated AOPP and NEG levels were 

observed in the STZ-treated group when 

compared to the control group (p<0.05; p<0.05). 

The 12 days treatment of the diabetic animals 

with VOL resulted in a significant decline in the 

levels of both AOPP and NEG when compared to 

the solely STZ administered rats (p<0.05; 

p<0.05).  

 

Figure 3. Effects of VOL on gastric tissue AOPP 

and NEG levels in control and experimental animals 
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*p < 0.05; VOL: N (1)-2, 4-dihydroxybenzylidene-N-

(4)hydroxybenzylidene-S-methyl 

thiosemicarbazidato-oxidovanadium (IV); AOPP: 

advanced oxidized protein products; NEG: non 

enzymatic glycolisation 

 

An apparent reduction in the activities, CAT and 

SOD (though not statistically significant) of 

diabetic rats in comparison to control was 

observed (Fig. 4). Moreover, the activities of 

these enzymes significantly increased upon 

treatment of the diabetic rats with VOL as 

compared to non-treated diabetic animals 

(p<0.01; p<0.0001). 

 

 
 

Figure 4. Effects of VOL on gastric tissue CAT and 

SOD activities in control and experimental animals 

 

**p < 0.01; ****p < 0.0001; VOL: N (1)-2, 4-

dihydroxybenzylidene-N-(4)hydroxybenzylidene-S-

methyl thiosemicarbazidato-oxidovanadium (IV); 

CAT: catalase; SOD: superoxide dismutase 

 

Gastric tissue LDH, XO and CA activities for all 

the experimental groups are given in Figs. 5, 6. 

Compared to the control group, significantly 

higher LDH and XO activities (p<0.01; p<0.001, 

respectively) were observed in the non-treated 

diabetic group. The rise in the activity of these 

enzymes (LDH and XO) due to diabetes was 

significantly attenuated by VOL (p<0.01; 

p<0.0001, respectively) (Fig. 5). Similarly, the 

activity of CA was significantly elevated in the 

diabetic group as compared to control animals 

(p<0.0001). The 12 days VOL administration to 

diabetic animals significantly increased CA 

activity when compared to the non-treated 

hyperglycemic group (p<0.0001) (Fig. 6).  

 

Figure 5. Effects of VOL on gastric tissue LDH and 

XO activities in control and experimental animals 

 

**p < 0.01; ***p < 0.001; ****p < 0.0001; 

VOL: N (1)-2, 4-dihydroxybenzylidene-N-(4) 

hydroxybenzylidene-S-methyl thiosemicarbazidato-

oxidovanadium (IV); LDH: lactate dehydrogenase; 

XO: xanthine oxidase 

 

Figure 6. Effects of VOL on gastric tissue CA 

activity in control and experimental animals 

 

****p<0.0001; VOL: N (1)-2, 4-

dihydroxybenzylidene-N-(4)hydroxybenzylidene-S-

methyl thiosemicarbazidato-oxidovanadium (IV); 

CA: carbonic anhydrase 

 

The activities of GST, GPx and GR of the 

hyperglycemic group markedly decreased when 

compared to non-treated control animals 

(p<0.001; p<0.05; p<0.001). On the other hand, 

VOL treatment significantly increased the 

activities of these antioxidant enzymes in the 

diabetic rats when compared to the 

hyperglycemic animals (p<0.01) (Figure 7).     
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Figure 7. Effects of VOL on gastric tissue GST, 

GPx and GR activities in control and experimental 

animals 

 

*p < 0.05; **p < 0.01; VOL: N (1)-2, 4-

dihydroxybenzylidene-N-(4)hydroxybenzylidene-S-

methyl thiosemicarbazidato-oxidovanadium (IV); 

GST: glutathione-S-transferase; GPx: glutathione 

peroxidase; GR: glutathione reductase 

 

Oxidative stress has a very common effect on the 

emergence and the progression of diabetes, as 

well as its complications [42]. An abnormally 

increased level of free radicals can compromise 

the function of the antioxidant defense system. 

Thus, resulting in damage to the intra-cellular 

organelles, defective enzyme activities, 

increased lipid peroxidation levels, and insulin 

resistance. In general, oxidative stress may 

trigger the complications observed in the DM.  

 

The present study was undertaken to assess the 

potential of an oxidovanadium (IV) complex as 

an antidiabetic and antioxidant agent in order to 

ameliorate defective biochemical parameters in 

the stomach tissue of diabetic rats. 

The possible antidiabetic mechanism of 

vanadium and vanadium-based compounds has 

been described in several studies [43-45]. 

Vanadium mimics insulin action, thereby 

resulting in the mediation of phosphorylation of 

certain downstream targets, such as the activation 

of phosphatidylinositol 3'-kinase (PI3K), and the 

stimulation of phosphatidylinositol phosphate 

synthesis. In general, the mimic action of these 

compounds leads to the regulation of glucose 

transport, glycogen synthesis and 

gluconeogenesis [22].  

 

It can also restore pancreatic beta cells, as 

observed in our previous research [20, 21], and 

by Gao et al. [46]. However, the administration 

of the VOL complex to diabetic rats resulted in a 

significant gain of body weight, a decrease in 

blood glucose levels, as well as significant 

regeneration of pancreatic beta cells [21]. These 

findings support the fact that VOL had 

hypoglycemic property [12]. 

 

As a stimulant for insulin secretion, GSH plays 

an important role in glucose performance. GSH 

level is relevant for the balance between 

oxidation and the reduction cycles. In the present 

study, decreased GSH levels of the diabetic 

animals might be attributed to changes in the 

GSH metabolism following increased blood 

glucose levels [47]. The induction of diabetes 

either with STZ or alloxan resulted in an 

increased level of thiobarbituric acid reactive 

substances (TBARS), which is indirect evidence 

of increased free radical production [42]. 

Therefore, preventing the formation of hydroxyl 

radicals would be an effective way to reduce 

hydroxyl-induced damage. In the present study, 

VOL significantly increased stomach GSH levels 

and decreased LPO formation in diabetic rats. 

These findings are in agreement with the 

previous work [48]. This may be due to the effect 

of the oxidovanadium (IV) complex on blood 

glucose lowering effect, as well as the increase in 

gastric antioxidant capacity in diabetic rats. 

 

Diabetes is tightly associated with the formation 

of glycation end products (AGEs) and AOPP in 

different tissues [49]. While AGEs are the result 

of non-enzymatic glucose-protein reactions 
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alongside lipids and nucleic acids, AOPP is an 

indicator of albumin damage due to oxidative 

stress [30].  

 

AGEs and AOPP levels are reported to be 

elevated in diabetic conditions due to 

micro/macrovascular complications and 

albuminuria [50-53]. In the present study, STZ 

induced diabetes resulted in an increased gastric 

AOPP levels, as well as NEG level [49]. 

Vanadium administration normalized the levels 

of AOPP and NEG via its antidiabetic effect.   

 

Besides high lipid peroxidation, disrupted CAT 

and SOD activities are associated with increased 

production of O2− and cellular radical level [53]. 

High production and the accumulation of free 

radicals disrupt intracellular antioxidant levels 

and decrease GSH level. Under such 

circumstances, the activities of GSH 

metabolizing enzymes such as GPx, GR and GST 

are reduced [11]. ROS and other reactive species 

are directly moped up/scavenged by GSH via the 

indirect activities of GPx, GR and GST. The 

proton released as a result of the oxidation of 

GSH enables the reduction of H2O2 to water by 

GPx.  

 

Therefore, decreased GSH level is accompanied 

by reduction of H2O2 and accumulation of 

hydroxyl radicals which are responsible for the 

oxidative damage of cells. On the other hand, 

accumulating GSSG is reduced to GSH by GR in 

the presence of NADPH, so as to be reutilized for 

the detoxification of ROS [54]. The decreased 

activity in all glutathione-related enzymes (GPx, 

GR and GST) observed in the hyperglycemic 

group of the present study, can be either due to 

decreased intracellular GSH concentration or 

increased GSH consumption by GPx [55]. In 

addition to restoring the impaired activities of 

glutathione metabolizing enzymes, oral VOL 

treatment also restores CAT and SOD activities 

in the STZ-induced diabetic group. 

CA and its isozymes are found in significant 

amounts in the stomach tissue because they are 

related to the secretion of gastric acid. Stomach 

Parietal cells are responsible for the production 

of gastric acid. The hydrochloric acid produced 

by these cells occurs via a mechanism dependent 

on the hydration of carbon dioxide to carbonic 

acid (catalyzed by CA) [56]. Depending on the 

increase in blood glucose concentration, stomach 

CA activity decreases. According to Speeckaert 

et al. [57], hyperglycemia and insulin resistance 

can increase the level of anaerobic conversion, 

lactic acid accumulation in red blood cells. This 

can cause a decrease in the level of CAIII protein, 

thus preventing oxygen from binding to 

hemoglobin while triggering increased HbAlc 

levels. Parallel to these findings, decreased CA 

activity in stomach tissue of diabetic animals was 

observed in the present study. VOL significantly 

increased the activity of CA in the diabetic 

treated group. On the other hand, LDH and XO 

levels (two important tissue damage markers) 

were observed to be elevated in diabetic gastric 

tissue (Fig 5). While LDH catalyzes the reduction 

of pyruvate to the lactate without oxygen 

consumption, XO catalyzes the last two steps 

modulating the conversion of hypoxanthine to 

xanthine and then xanthine to uric acid. These 

metabolic pathways have been associated with 

oxidative stress and insulin resistance [58, 59]. In 

line with the current results, previous studies 

have shown that LDH and XO activities in 

diabetic stomach tissue increase [5]. In the 

current research, the increased activities of LDH 

and XO were significantly diminished in the 

diabetic + VOL group, to levels near that of the 

control groups. 

 

4. Conclusion 

 

Diabetic gastroenteropathy is an important 

complication that can lead to a high risk of death 

in diabetic patients. For this reason, the diagnosis 

of diabetic gastroenteropathy should be well 

observed and its complications outlined. In the 

present research, an oxidovanadium (IV) 

complex, VOL which was orally administered to 

diabetic STZ-rats may have exhibited its 

beneficial effect in the gastric tissue against 

oxidative stress damage caused by DM due to its 

hypoglycemic and antioxidant effects. 
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With the developments in treatment technologies, including porous materials in 

electrochemical systems have recently become the focus of researchers' attention. In 

electrochemical methods, operating cost is as important as efficiency. It is possible to 

increase the system performance by increasing the effective electrode surface by 

incorporating activated carbon, which can be produced from biomass, into 

electrochemical oxidation systems. This study investigated using activated carbon 

from walnut shells as a microelectrode in the electrochemical oxidative degradation of 

malachite green. When potential differences between 2V and 4V are applied to 2DES 

and 3DES reactors containing MG solution, a higher % MG Removal was obtained in 

3DES reactors than in 2DES reactors. When the potential difference is 4V, a value of 

0.026 (min-1) k1.3D and 0.0117 (min-1) k1.2D are obtained. In 3DES reactors, the rate 

constant at 0.003 A/cm2 was achieved as 0.0167 (min-1) k1.3D, while at 0.010 A/cm2, it 

increased by approximately 5 times, reaching a value of 0.0845 min-1 k1.3D. Similarly, 

in 3DES reactors, when the current density increased from 0.003 A/cm2 to 0.010 

A/cm2, the mass transfer rate increased from 0.011 (cm/s) to 0.05633 (cm/s). 

1. Introduction 

 

Electro-oxidation is a method by which hydroxyl 

radicals oxidize and purify pollutants. It is one of 

the most widely used methods in wastewater 

treatment as it allows the breakdown of high-

toxicity waste [1]. The anode has an essential 

place in the electro-oxidation method. In studies 

with electro-oxidation processes (2DES), 

generally, Ti/Ru TiO2, Ti/Pt [2], Ti/Ir-Pb, Ti/Ir-

Sn, Ti/Ru-Pb, Ti/Pt-Pd and Ti/RuO2 [3] etc. 

anodes are widely used. Particle electrodes are 

essential in designing and operating three-

dimensional electrochemical oxidative 

degradation reactors (3DES). It has many 

advantages over traditional electrochemical 

oxidation reactors and has become the focus of 

interest of researchers since its inception. 

Recently, many studies have focused on 

preparing particle electrodes for 3D 

electrochemical oxidation [4,5]. 

 

Particle electrodes are mainly prepared using 

highly porous and high-impedance materials. 

Researchers have used various materials, such as 

graphite [6], Ti-Sn/γ-Al2O3 [7], CuFe2O4 [8], Pd-

supported magnetic biochar [9], γ-Fe2O3-CNTs 

[10] and activated carbon [11] in the synthesis of 

particle electrodes. However, developing such 

particle electrodes is limited due to the complex 

preparation process and expensive (or non-

abundant) raw materials, which hinders the 

practical application of the. 3-D electrochemical 

oxidation reactor. Therefore, selecting available 

and cost-effective raw materials for the 

preparation of particulate electrodes is crucial. 

Therefore, synthesizing particle electrodes using 

local and abundant waste biomass is a very 

logical method. 
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The 3D electro-oxidation method, based on 

traditional electrochemical technology, is 

developed by filling conductive particles 

between the anode and the cathode [12]. The 2-

dimensional electro-oxidation method is the 

realization of the electro-oxidation process on a 

thin film on the surface of an electrode. In the 3D 

electro-oxidation method, it is possible to 

increase the surface of the microelectrodes easily 

by increasing the amount of particle electrodes. 

In this way, the surface area where direct 

oxidation will occur is increased. This situation 

improves the degradation of the pollutant to be 

removed [8].  

 

This study examined the oxidative degradation of 

malachite green (MG) using activated carbons 

produced from biomass kinetically in a 3D 

electro-oxidation reactor. At the same time, the 

degradation of malachite green was performed in 

the 2D electro-oxidation reactor, and the kinetic 

results were compared with the 3D reactor.  

 

2. Materıals And Method 

 

2.1. Devices and chemicals 

 
Phosphoric acid (H3PO4) (Merck) was used for 

the chemical activation process of biomass to 

produce activated carbon with an acidic 

character. The pH values of the solutions were 

brought to the desired value by using 0.1N HCl 

(Merck) and 0.1N NaOH pellets (Merck 

EMPLURA®) solutions. The malachite green 

(basic green 4) was used as an organic 

compound. UV/vis spectrophotometer (Model: 

Thermo Electron AquaMete) was used to 

measure the MG concentration in aqueous 

solution. 

 

2.2. Production of activated carbons as 

microparticles 

 

Walnut shells were ground into small pieces. 

Walnut shells and the appropriate amount of 

H3PO4 were added as a walnut shell/H3PO4 ratio 

(w/w) of 4/1. This mixture was mixed with a 

magnetic stirrer at 65 °C for 7 hours; the heating 

was turned off and left for 17 hours. The filtered 

sample was dried in an oven. The appropriate 

amount from the sample, which absorbed the 

chemical agent, was placed in the reaction vessel. 

The vessel was brought to 400 °C in a nitrogen 

atmosphere. The reactor was kept at the final 

temperature for 1 hour and was left to cool in the 

furnace. Micro and mesoporous activated carbon 

with 1328 m2/g surface area was produced using 

4/1 (w/w) phosphoric acid from the walnut shell. 

Activated carbon is used as microelectrodes in 

3DES reactors.  

 

2.3. Electrochemical oxidative degradation  

 

In this study, a three-dimensional electrode 

system (3DES) and a two-dimensional electrode 

system (2DES) were used as electrochemical 

(EC) oxidative degradation systems. A schematic 

image of 2DES and 3DER electro-oxidation 

systems is given in Figure 1.  For this purpose, a 

5x10x5 mm glass electrolytic cell connected to a 

DC power source and continuously stirred was 

used in 2DES and 3DES systems.  

 

Carbon fibre was used as an anode and cathode 

for 2.5x2.5 cm (6.25 cm2 surface area). While the 

2DES electrochemical cell was designed with an 

anode and cathode, activated carbon was added 

between the anode and the cathode in the 3DES 

cell, and 0.2 g activated carbon was used as 

particle electrodes. Each 3DES reactor has a 

surface area of 265.6 m2 (1328 m2/g particle electrode 

x 0.2 g particle electrode) of particulate 

electrodes. A 3-phase, 3-dimensional 

electrochemical oxidation system is built in the 

3DES cell, where continuous mixing is applied. 

The voltage during the 2DES and 3DES 

experiments was varied in the range of 2-4 V. 

 

 

Figure 1. Schematic image of 2DES and 3DES 

systems 
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0.003-0.010 (A/cm2) j values were applied. All 

experiments were carried out under control 

during the study at 25 °C. MG solutions were 

loaded into the EC reactor at an initial 

concentration of 250 ppm in each EC 

experiment. Sodium chloride was used to adjust 

the initial conductivity of the solution. During the 

experiments, 2 ml samples were drawn from the 

solution and analyzed to determine the amount of 

MG. 

 

A calibration curve was created in a UV-vis 

spectrophotometer using MG solutions at 

different concentrations. The concentration of 

MG in the solution at any time was calculated 

using this calibration curve at 621 nm [13]. Using 

the MG concentration (C) in the solution at any 

time t and the MG concentration (C0) at time t = 

0, the % MG Removal was calculated using Eq 

1. 

 

% Removal =  
C

C0 − C
∗ 100           

(1) 

 

 

If we consider electro-oxidation as a surface 

treatment, then the kinetics of decay can be 

represented by the following Eq. 2 in terms of the 

heterogeneous rate constant, kh (cm/s) [14],  
 

r = − (
V

Ae
)

d[C]

dt
= kh[C]                      

(2) 

 

 

Where Ae electrode surface area (cm2), V is the 

reactor volume (cm3), and t is the EC oxidative 

degradation time (s). Inside the electro-oxidation 

reactor, the MG removal rate is proportional to 

the concentration of the contaminant. Therefore, 

the kinetics for MG removal can be represented 

by the following pseudo-first-order kinetic 

model: Eqs. (3 and 4) [15,16]: 

 

r = −
d[C]

dt
= k1 2D or 3D[C]         (3) 

−ln (
C

C0
) = k1 2D or 3Dt 

(4) 

 

Where k1 2D or 3D is the pseudo-first-order reaction 

rate constant (min-1), and k1 2D or 3D is related to kh 

as follows Eq. 5. Constants can be determined 

from ln (C/C0) vs time graphs. 

kh = k1 2D or 3D (
V

Ae
)          (5) 

3. Results And Discussion 

3.1. Textural properties of particle electrodes 

 
The surface area, micropore volume, mesopore 

volume and average pore diameter obtained 

using N2 adsorption-desorption isotherms of 

particle electrodes are given in Table 1. 

 

Table 1. The surface pore properties of the 

particle electrodes 
SBET 

(m2/g) 

Vmic  

(cm3/g) 

Vmes  

(cm3/g) 

Vtot  

(cm3/g) 

Dp                     

(Å) 

1328 0.492 0.286 0.778 23.44 

 

The surface area of particle electrodes is 1328 

m2/g, and its total pore volume is 0.778 cm3/g. 

The micropore volume is more than the 

mesopore volume. The average pore diameter is 

23.44 Å. Adsorption-desorption isotherms and 

pore size distributions of particle electrodes are 

given in Figure 2. 

 

 
(a) 

 
(b) 

Figure 2. Adsorption-desorption isotherms (a) 

and pore size distributions (b) of particle 

electrodes 
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Considering Figure 2 (a), the adsorption-

desorption isotherms of particle electrodes 

comply with Type I isotherms according to the 

IUPAC classification [17]. According to Figure 

2 (b), the particle electrodes had peaks between 

10-20 Å (1-2 nm) and 20-60 Å (2-4 nm). 

According to IUPAC, the pores of porous 

materials such as activated carbon are classified 

as micropores (<2 nm), mesopores (2-50 nm), 

and macropores (> 50 nm). In this study, particle 

electrodes consist of micro and mesopores. 

 

2DES and 3DES reactors were used in MG 

oxidative electrochemical degradation studies. 

The effects of voltage and current densities 

applied to the reactors were investigated to 

determine the reactor efficiency. 

 

3.2. Effect of voltage 

 

In the experiments with 2D and 3D 

electrochemical (EC) oxidative degradation 

systems, the MG concentration changes 

occurring at all potential difference values 

examined during the reaction were recorded and 

shown graphically in   

. The resulting energy consumption values were 

calculated with the help of these values and 

shown graphically in Figure 4. The energy 

consumption values obtained with the help of the 

potential difference values that occur during the 

reaction were calculated with the help of (6) [18]. 
 

E =
U. I. t

V
 

 (6) 

 

 

Where E is electrical energy (kWh/m3), U is 

volts, I is current intensity (A), t is time (hours), 

and V is solution volume (m3). Energy 

consumption is also calculated according to                    

(7) per unit mass of decomposed MG [19]. 

 

E =
U. I. t

(C0 − C). V
 

                   (7) 

 

Where E is electrical energy (kWh/g MG), U is 

volt, I is current intensity (A), t is time (hours), V 

is solution volume (L). While calculating the 

energy consumption values, the current densities 

for 2, 3, and 4V potential differences in 2DES 

reactors were taken as 0.033, 0.044 and 0.057 

A/cm2, respectively. In 3DES reactors, the 

current densities for the same potential 

differences are 0.060, 0.067 and 0.081 A/cm2, 

respectively.  

 

According to Figure 3, when potential 

differences between 2V and 4V are applied to 

2DES and 3DES reactors containing MG 

solution, a higher % MG Removal was obtained 

in 3DES reactors than in 2DES reactors. Direct 

oxidation of MG takes place in two steps: the first 

is the diffusion of MG to the anode surface, and 

the second is the oxidation of MG on the anode 

surface. In 3DES reactors, microelectrodes 

provide an extra surface for the oxidation of MG 

molecules. In this way, more MG molecules are 

degraded due to electron transfers occurring both 

on the carbon fibre surface, which is the anode, 

and on the surface of the microelectrodes. When 

the 3DES reactors are not subjected to any 

potential difference (0 V), the MG molecules that 

come into contact with the particle electrodes are 

absorbed on the surfaces of the particle 

electrodes. Without a potential difference, the 

adsorption mechanism results in a 13.87% MG 

Removal. 

 

When the potential difference in the 2DES 

reactor increased from 2V to 4V, the %R value 

increased from 65.74 to 76.00. Similarly, in 

3DES reactors, with the potential difference 

increase to 3V, the %R value increased from 87.6 

to 95.6. When 4V voltage was applied in 3DES 

reactors, a 96.8 %R value was obtained. The 

variation of the same potential difference 

reduced the normalized concentration from 0.34 

to 0.20 in 2DES reactors and from 0.12 to 0.032 

in 3DES reactors at 120 min. The optimum 

potential difference was considered 3V since the 

decomposition efficiencies obtained at the 3V 

and 4V potential differences were close. 

However, the results also need to be evaluated 

from an economic point of view. As seen in Eq. 

(6), the energy consumption value is expressed as 

the amount of energy applied per unit of time per 

unit volume. The potential difference value 

applied to the system is one of the critical 

parameters affecting energy consumption. 

The increase in the value of the potential 

difference applied causes the energy 

consumption value to increase. For all the 

potential differences studied, 3DES reactors 

consumed more energy than 2DES (Figure 4 (a)). 
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At 4V volts, where the highest MG removal 

values were obtained, 11.52 kWh/m3 energy 

consumption was a requirement in 2DES 

reactors, while 16.32 kWh/m3  energy was 

needed in 3DES reactors. The microelectrodes 

used in 3DES reactors have caused electrical 

resistance in the system.  

 

 
(a) 

 
(b)  

Figure 3. Comparison of normalized 

concentration vs time (a) and % MG Removal 

vs time (b) at different potentials in 2DES and 

3DES oxidation systems 

 

The increase in resistance led to an increase in 

current at a constant voltage. As a result, 3DES 

reactors have higher energy requirements.  

 

 
(a) 

 
(b) 

Figure 4. The resulting energy consumption 

values for 2DES and 3DES reactors 

 

When the energy requirements per gram of the 

degraded MG are examined (Figure 4 (b)), the 

energy requirement in 3DES reactors is lower 

than in 2DES reactors. In 3DES reactors, the 

energy consumption of 0.015, 0.028 and 0.048 

kWh/gMG was realized for potential differences 

of 2, 3 and 4V. In 2DES reactors, the energy 

consumption of  0.020, 0.038, and  0.061 

kWh/gMG occurred for the same potential 

differences. From this point of view, 3DES 

reactors are more economical. When the 3D 

electrochemical oxidative degradation system 

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

0 20 40 60 80 100 120

C
/C

0

t, min

0 V

2 V/2DES

3 V/2DES

4 V/2DES

2 V/3DES

3 V/3DES

4 V/3DES

0

10

20

30

40

50

60

70

80

90

100

0 20 40 60 80 100 120

%
 

M
G

 R
em

o
v

al
 

t, min

2 V/2DES

3 V/2DES

4 V/2DES

2 V/3DES

3 V/3DES

4 V/3DES

0 V

0,00

2,00

4,00

6,00

8,00

10,00

12,00

14,00

16,00

18,00

2 3 4

E
n

er
g
y

 c
o
n

su
m

p
ti

o
n
, 

k
w

 h
/m

3
Potential difference, V

2DES, E (kWh/m3)

3DES, E (kWh/m3)

0,000

0,010

0,020

0,030

0,040

0,050

0,060

2 3 4

E
n

er
g
y

 c
o
n

su
m

p
ti

o
n
, 

k
W

h
/g

 M
G

Potential difference, V

2DES, E (kWh/g MG)

3DES, E (kWh/g MG)



Canan Samdan 

 

150 
 

was evaluated regarding energy consumption to 

determine the optimal potential difference, less 

energy requirement occurred in 3V than in 4V. 

Therefore, the 3V potential difference may be the 

optimum condition for 3DES reactors.  

 

 
Figure 5. The pseudo-first-order kinetic model 

for 2DES and 3DES reactors at 2V, 3V and 4V 

 

To kinetically evaluate the data obtained at 2, 3 

and 4V potential differences, ln (C/C0) - time 

graphs were drawn for 2DES and 3DES reactors 

and pseudo-first-order reaction rate constants 

k1,2D (min-1) and  k1,3D (min-1) were calculated. 

The resulting graphs are shown in Figure . In 

addition, the kh (cm/s) values for the MG 

degradation reactions in the 2DES and 3DES 

reactors (Eq. (5)) are calculated, and all rate 

constants are given in Table 2. 

 

As the voltage increased in 2DES reactors, the 

oxidative degradation rate increased, and the 

highest values of k1.2D and kh,2D were obtained as 

0.0117 (min-1) and 0.0078 (cm/s) at 4V, 

respectively. In 3DES reactors, when a potential 

difference of 2V is applied, a value of 0.015 (min-

1) k1.3D is obtained,  while when the potential 

difference is increased to 4V, a value of 0.026 

(min-1) k1.3D is obtained. In addition, the 

heterogeneous rate constant increased as the 

potential difference applied increased.  

 

3.3. Effect of current density 

 

To investigate the effect of current density on the 

oxidative degradation of MG, experiments were 

performed in both 2DES and 3DES reactors at 

different current densities. Over time, the 

oxidative degradation rate and % degradation 

amount of MG were determined, and the results 

are given in Figure 6. The compatibility of the  

obtained data with the pseudo-first-order kinetic 

model was investigated (Figure 7). The pseudo-

first-order rate constant (k1.2D (min-1) and k1.3D 

(min-1)) and heterogeneous rate constants (kh,2D 

(cm/s) and kh,3D (cm/s)) for both reactor types are 

calculated and given in Hata! Başvuru kaynağı 

bulunamadı..  

 

Table 2. Kinetic rate constants for electro-

oxidative degradation of MG in 2DES and 

3DESreactors 
 2DES 

V (volt) k1,2D (min-1) kh,2D (cm/s) R2 

2V 0.0091 0.00607 0.99 

3V 0.0093 0.00620 0.99 

4V 0.0117 0.00780 0.99 

j (A/cm2) k1,2D (min-1) kh,2D (cm/s) R2 

0.003   0.0110 0.00733 0.98 

0.006 0.0118 0.00787 0.99 

0.008 0.0125 0.00833 0.98 

0.010 0.0157 0.01047 0.99 

  3DES  

V (volt) k1,2D (min-1) kh,2D (cm/s) R2 

2V 0.015 0.0100 0.99 

3V 0.022 0.0146 0.98 

4V 0.026 0.0173 0.99 

j (A/cm2) k1,2D (min-1) kh,2D (cm/s) R2 

0.003   0.0167 0.01113 0.99 

0.006 0.0418 0.02787 0.98 

0.008 0.0467 0.03113 0.98 

0.010 0.0845 0.05633 0.99 

 

As the current density applied in the 2DES and 

3DES reactors increased, the normalized 

concentration value decreased from 0.24 to 0.13 

in 2DES reactors and decreased from 0.09 to 0 in 

3DES reactors (Figure 6 (a)). Similarly, the % 

MG Removal value increased (Figure 6 (b)).  
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(a) 

(b) 

Figure 6. Comparison of normalized 

concentration vs time (a) and % MG Removal 

vs time (b) at different current densities in 

2DES and 3DES oxidation systems 

 

At the end of 2 hours in 2DES reactors, 75.50% 

MG Removal was achieved at 0.003 A/cm2 

current density, and  86.33% %R value was 

obtained at  0.010 A/cm2.In 3DER reactors,  

90.63% MG Removal was achieved at 0.003 

A/cm2 and 100% %R value was obtained at 0.006 

A/cm2  j value. The increase in current density 

affected the oxidation of 3DES reactors more 

than in 2DES reactors.  

 
Figure 7. The pseudo-first-order kinetic model 

for 2DES and 3DES reactors at 0.003, 0.006, 

0.008 and 0.010 A/cm2 current density 

 

When we evaluate the effect of current density 

from a kinetic point of view, the data obtained at 

all current densities were well compatible with 

the pseudo-first-order kinetic model with an R2 

value of 0.98-0.99. As the current density 

increased in 2DES reactors, the oxidative 

degradation rate increased, and the highest values 

of k1.2D and kh,2D were obtained as 0.0157 (min-1) 

and 0.01047 (cm/s) at 0.010 A/cm2, respectively. 

In 3DES reactors, the rate constant at 0.003 

A/cm2 was achieved as 0.0167 (min-1) k1.3D, 

while at 0.010 A/cm2, it increased by 

approximately 5 times, reaching a value of 

0.0845 min-1 k1.3D. Similarly, in 3DES reactors, 

when the current density increased from 0.003 

A/cm2  to 0.010 A/cm2, the mass transfer rate 

increased from 0.011 (cm/s) to 0.05633 (cm/s).  

 

4. Conclusions 

 

In this study, activated carbon was produced 

from walnut shells by the chemical activation 

method. When potential differences between 2V 

and 4V are applied to 2DES and 3DES reactors 

containing MG solution, a higher % MG 

Removal was obtained in 3DES reactors than in 

2DES reactors. In 3DES reactors, 

microelectrodes provide an extra surface for the 

oxidation of MG molecules. In this way, more 

MG molecules are degraded due to electron 

transfers occurring both on the carbon fibre 
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surface, which is the anode, and on the surface of 

the microelectrodes. In 3DES reactors, the 

energy consumption of 0.015, 0.028 and 0.048 

kWh/gMG was realized for potential differences 

of 2, 3 and 4V. In 2DES reactors, the energy 

consumption of 0.020, 0.038, and 0.061 kWh/gMG 

occurred for the same potential differences. From 

this point of view, 3DES reactors are more 

economical. 

 

When the potential difference is 4V, a value of 

0.026 (min-1) k1.3D is obtained. In 3DES reactors, 

the rate constant at 0.003 A/cm2 was achieved as 

0.0167 (min-1) k1.3D, while at 0.010 A/cm2, it 

increased by approximately 5 times, reaching a 

value of 0.0845 min-1 k1.3D. Similarly, in 3DES 

reactors, when the current density increased from 

0.003 A/cm2 to 0.010 A/cm2, the mass transfer 

rate increased from 0.011 (cm/s) to 0.05633 

(cm/s).  The change in current density in 3DES 

reactors had a more significant effect on the 

oxidative degradation rate of MG than the 

potential difference variation.  

 

Article Information Form 

 

Funding 

This study was financially supported by 

Eskişehir Osmangazi University Scientific 

Research Foundation (Project No: FBA-2021-

1591). 

 

Authors' Contribution  

Conceptualization, Funding acquisition, 

Investigation, Methodolog Project 

administration, Resources, Validation, 

Visualizatio, Writing – review & editing.  

 

The Declaration of Conflict of Interest/ 

Common Interest  

The author has declared no conflict of interest or 

common interest. 

 

The Declaration of Ethics Committee Approval 

The author declares that this document does not 

require ethics committee approval or special 

permission. 

 

The Declaration of Research and Publication 

Ethics  

The author of the paper declares that he complies 

with the scientific, ethical, and quotation rules of 

SAUJS in all processes of the paper and that she 

does not make any falsification of the data 

collected. In addition, she declares that Sakarya 

University Journal of Science and its editorial 

board are not responsible for any ethical 

violations that may be encountered and that this 

study has not been evaluated in any academic 

publication environment other than Sakarya 

University Journal of Science. 

 

Copyright Statement 

Authors own the copyright of their work 

published in the journal and their work is 

published under the CC BY-NC 4.0 license. 

 

References 

 

[1]  Wang, Z., Qi, J., Feng, Y., Li, K., Li, X., 

“Preparation of Catalytic Particle 

Electrodes from Steel Slag and Its 

Performance in a Three-Dimensional 

Electrochemical Oxidation System,” 

Journal of Industrial and Engineering 

Chemistry, vol. 20, no. 5, 2014, pp. 3672–

3677.  

 

[2]  Tavares, M. G., Da Silva, L. V. A., Sales 

Solano, A. M., Tonholo, J., Martínez-

Huitle, C. A., Zanta, C. L. P. S., 

“Electrochemical Oxidation of Methyl Red 

Using Ti/Ru0.3Ti0.7O2 and Ti/Pt 

Anodes,” Chemical Engineering Journal, 

vol. 204–206, 2012, pp. 141–150.  

 

[3]  Isarain-Chavez, E., Baro, M. D., 

Rossinyol, E., Morales-Ortiz, U., Sort, J., 

Brillas, E., and Pellicer, E., “Comparative 

Electrochemical Oxidation of Methyl 

Orange Azo Dye Using Ti/Ir-Pb, Ti/Ir-Sn, 

Ti/Ru-Pb, Ti/Pt-Pd and Ti/RuO 2 Anodes,” 

Electrochimica Acta, vol. 244, 2017, pp. 

199–208.  

 

[4]  Zhang, T., Liu, Y., Yang, L., Li, W., Wang, 

W., Liu, P., “Ti–Sn–Ce/Bamboo Biochar 

Particle Electrodes for Enhanced 

Electrocatalytic Treatment of Coking 

Wastewater in a Three-Dimensional 

Electrochemical Reaction System,” 

Journal of Cleaner Production, vol. 258, 

2020, p. 120273.  

 



   
Sakarya University Journal of Science, 28(1) 2024, 145-154     

 

153 
 

[5]  Xiao, H., Hao, Y., Wu, J., Meng, X., Feng, 

F., Xu, F., Luo, S., Jiang, B., 

“Differentiating the Reaction Mechanism 

of Three-Dimensionally Electrocatalytic 

System Packed with Different Particle 

Electrodes: Electro-Oxidation versus 

Electro-Fenton,” Chemosphere, vol. 325, 

2023, p. 138423.  

 

[6]  Shen, B., Wen, X., Huang, X., “Enhanced 

Removal Performance of Estriol by a 

Three-Dimensional Electrode Reactor,” 

Chemical Engineering Journal, vol. 327, 

2017, pp. 597–607.  

 

[7]  Sun, Y., Li, P., Zheng, H., Zhao, C., Xiao, 

X., Xu, Y., Sun, W., Wu, H., Ren, M., 

“Electrochemical Treatment of 

Chloramphenicol Using Ti-Sn/γ-Al2O3 

Particle Electrodes with a Three-

Dimensional Reactor,” Chemical 

Engineering Journal, vol. 308, pp. 1233–

1242, 2017. 

 

[8]  Li, J., Yan, J., Yao, G., Zhang, Y., Li, X., 

Lai, B., “Improving the Degradation of 

Atrazine in the Three-Dimensional (3D) 

Electrochemical Process Using CuFe2O4 

as Both Particle Electrode and Catalyst for 

Persulfate Activation,” Chemical 

Engineering Journal, vol. 361, pp. 1317–

1332, 2019.  

[9]  Wang, Y., Cui, C., Zhang, G., Xin, Y., 

Wang, S., “Electrocatalytic 

Hydrodechlorination of Pentachlorophenol 

on Pd-Supported Magnetic Biochar 

Particle Electrodes,” Separation and 

Purification Technology, vol. 258, p. 

118017, 2021.  

 

[10]  Ren, Y., Wang, J., Qu, G., Ren, N., Lu, P., 

Chen, X., Wang, Z., Yang, Y., Hu, Y., 

“Study on the Mechanism of High 

Effective Mineralization of Rhodamine B 

in Three Dimensional Electrochemical 

System with γ-Fe2O3@CNTs Particle 

Electrodes,” Separation and Purification 

Technology, vol. 314, p. 123616, 2023.  

[11]  Wang, X., Zhao, Z., Wang, H., Wang, F., 

Dong, W., “Decomplexation of Cu-1-

Hydroxyethylidene-1,1-Diphosphonic 

Acid by a Three-Dimensional Electrolysis 

System with Activated Biochar as Particle 

Electrodes,” Journal of Environmental 

Sciences, vol. 124, pp. 630–643, 2023.  

 

[12]  Zhao, H.-Z., Sun, Y., Xu, L.-N., Ni, J.-R., 

“Removal of Acid Orange 7 in Simulated 

Wastewater Using a Three-Dimensional 

Electrode Reactor: Removal Mechanisms 

and Dye Degradation Pathway,” 

Chemosphere, vol. 78, no. 1, pp. 46–51, 

2010.  

 

[13]  Chowdhury, S., Saha, P., “Sea Shell 

Powder as a New Adsorbent to Remove 

Basic Green 4 (Malachite Green) from 

Aqueous Solutions: Equilibrium, Kinetic 

and ermodynamic Studies,” Chemical 

Engineering Journal, vol. 164, no. 1, pp. 

168–177, 2010.  

 

[14]  Kumar, S., Singh, S., Srivastava, V. C., 

“Electro-Oxidation of Nitrophenol by 

Ruthenium Oxide Coated Titanium 

Electrode: Parametric, Kinetic and 

Mechanistic Study,” Chemical 

Engineering Journal, vol. 263, pp. 135–

143, 2015.  

 

[15]  Al-Shannag, M., Al-Qodah, Z., Bani-

Melhem, K., Qtaishat, M. R., Alkasrawi, 

M., “Heavy Metal Ions Removal from 

Metal Plating Wastewater Using 

Electrocoagulation: Kinetic Study and 

Process Performance,” Chemical 

Engineering Journal, vol. 260, pp. 749–

756, 2015.  

 

[16]  Tonini, G. A., Ruotolo, L. A. M., “Heavy 

Metal Removal from Simulated 

Wastewater Using Electrochemical 

Technology: Optimization of Copper 

Electrodeposition in a Membraneless 

Fluidized Bed Electrode,” Clean 

Technologies and Environmental Policy, 

no. 2, 2017, pp. 403–415, vol. 19.  

[17]  Gottipati, R., Mishra, S., “Preparation of 

Microporous Activated Carbon from Aegle 

Marmelos Fruit Shell and Its Application in 

Removal of Chromium(VI) from Aqueous 

Phase,” Journal of Industrial and 



Canan Samdan 

 

154 
 

Engineering Chemistry, 2016, pp. 355–

363, vol. 36.  

 

[18]  Akbal, F., Camcı, S., “Copper, Chromium 

and Nickel Removal from Metal Plating 

Wastewater by Electrocoagulation,” 

Desalination, vol. 269, no. 1–3, pp. 214–

222, 2011.  

 

[19]  Meng, H., Chen, C., Yan, Z., Li, X., Xu, J., 

Sheng, G., “Co-Doping Polymethyl 

Methacrylate and Copper Tailings to 

Improve the Performances of Sludge-

Derived Particle Electrode,” Water 

Research, vol. 165, p. 115016, 2019.  

 



 

 

 

 

Investigation of Light Baryons in Hot QCD 

 

Gülşah Bozkır 1*  
 
1* National Defence University, Army NCO Vocational HE School, Department of Basic Sciences, Balıkesir, Türkiye, 

gbozkir@msu.edu.tr  
*Corresponding Author 

 

ARTICLE INFO ABSTRACT 

 

Keywords: 

Light Baryons 

Thermal QCD Sum Rules 

Mass 

Residue 

 

 

 

 

Article History:  
Received: 27.04.2023  

Accepted: 23.11.2023  

Online Available: 27.02.2024 

 

 

We investigate the behavior of light baryons in hot QCD. To this aim, we evaluate 

the light baryons mass and residue in hot medium using the thermal correlation 

function with two-point by means of the thermal QCD sum rule. In sum rule 

calculations, we consider the additional thermal condensates appearing in Wilson 

expansion at 𝑻 ≠ 𝟎. We determine the thermal continuum threshold using obtained 

sum rules expressions to analyze numerically.  We observe that the masses and 

residues of light baryons stay approximately the same until the temperature reaches 

a certain value and then they fall with the temperature increase. We see that vacuum 

values of parameters in our calculations are in good consistency with other studies 

in the literature. Also, we define the fit functions that show how the spectroscopic 

parameters for light baryons behave at 𝑻 ≠ 𝟎. 

 

 

 

 

1. Introduction 

 

The determination of the behaviour of light 

baryons at T≠0 is among the important research 

topics of recent years in hadron physics. Such 

studies have a crucial role in commenting on the 

non-perturbative and perturbative nature of the 

hadronic matter in a hot medium. They can allow 

us to have more ideas about neutron stars' 

compact internal structure.  

 

One of the most reliable and practicable 

phenomenological approaches to evaluate the 

spectroscopic parameters of light baryons at T≠0 

is the thermal QCD sum rules method 

(TQCDSR). TQCDSR is the extended form to 

the finite temperature of QCD sum rules first 

proposed by Shifman, Vainshtein, and Zakharov 

for particles at T=0 [1, 2]. It was firstly given by 

Bochkarev and Shaposhnikov for particles in hot 

medium [3]. In TQCDSR, the Lorentz invariance 

is disrupted at T≠0 and some operators different 

from vacuum operators arise in the operator 

product expansion (OPE) [4, 5]. Also, 

condensates in vacuum are changed placed by 

their thermal expectation values, and the four-

vector velocity in the hot QCD is used.  

 

In TQCDSR, the thermal correlation function 

(TCF), which forms the starting point of the 

method, is defined and the spectroscopic 

parameters of hadrons, such as mass and residue, 

are obtained by calculating this function in two 

different ways. The first calculation is to obtain 

the TCF in hadron language using the dispersion 

relationship. 

 

The other calculation is to write the TCF in quark 

language using OPE. The coefficients with the 

same structures of these correlation functions 

obtained from two different ways are equalized 

to each other using quark-hadron duality. Finally, 

after the undesirable terms arising in the 

dispersion relationship are eliminated with the 
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Borel transformation, the spectroscopic 

parameters of hadrons in a hot medium are 

extracted. 

 

Spectroscopic parameters of mesons at non-zero 

temperature by the TQCDSR have been widely 

studied in the literature [6-31], but there are 

comparatively lesser works about the thermal 

behaviour of light baryons via different 

phenomenological methods [32-49]. In the 

present paper, we calculate the 

𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω− light baryons mass and 

residue at 𝑇 ≠ 0 using the thermal light quark 

propagator by means of TQCDSR. In numerical 

calculations, we use the energy density and 

thermal versions of quark and gluon condensates 

obtained by lattice QCD.  

 

This work is planned as follows: In Section 2, the 

thermal QCD sum rules for the masses and 

residues of light baryons at non-zero temperature 

are obtained. In Section 3, numerical calculations 

are presented for the considered light baryon. 

Section 4 is devoted to our discussions and 

conclusions. 

 

2. Material and Method 

 

In this part, QCD sum rules for light baryons 

mass and residue at non-zero temperature are 

presented. The starting point of the calculations 

is the following the TCF introduced as 

 

Π(𝜇𝜈)(𝑝, 𝑇) = 𝑖 ∫ 𝑑4 𝑥 𝑒𝑖𝑝∙𝑥 

× 〈𝒯 (𝜂(𝜇)
𝑂(𝐷)(𝑥) 𝜂(𝜈)

+ 𝑂(𝐷)(0))〉,                          (1) 

 

where 𝑝 is the four-momentum, 𝑇 represents 

temperature and 𝒯 denotes time ordering 

product. Also, 𝜂𝑂(𝑥) and 𝜂𝜇
𝐷(𝑥) are interpolating 

currents for 𝑁, Σ, Λ, Ξ octet and 

Δ, Σ∗, Ξ∗, Ω− decuplet light baryons, respectively. 

We take the following expressions for these 

interpolating currents: 

 

𝜂𝑂(𝑥) = 𝑁𝜀𝑎𝑏𝑐 ∑ [𝐾 (𝑞1
𝑇,𝑎(𝑥)𝐶𝐴1

𝑖 𝑞2
𝑏(𝑥))

2

𝑖=1

 

× 𝐴2
𝑖 𝑞3

𝑐(𝑥)] + 𝐿 [(𝑞2
𝑇,𝑎(𝑥)𝐶𝐴1

𝑖 𝑞3
𝑏(𝑥)) 𝐴2

𝑖 𝑞1
𝑐(𝑥)] 

+𝑀 [(𝑞1
𝑇,𝑎(𝑥)𝐶𝐴1

𝑖 𝑞3
𝑏(𝑥)) 𝐴2

𝑖 𝑞2
𝑐(𝑥)],                   (2) 

 

𝜂𝜇
𝐷(𝑥) = 𝑁𝜀𝑎𝑏𝑐 [(𝑞1

𝑇,𝑎(𝑥)𝐶𝛾𝜇𝑞2
𝑏(𝑥)) 

× 𝑞3
𝑐(𝑥) + (𝑞2

𝑇,𝑎(𝑥)𝐶𝛾𝜇𝑞3
𝑏(𝑥)) 𝑞1

𝑐(𝑥) 

+ (𝑞3
𝑇,𝑎(𝑥)𝐶𝛾𝜇𝑞1

𝑏(𝑥)) 𝑞2
𝑐(𝑥)].                        (3) 

 

Here 𝑎, 𝑏, 𝑐 denote color indices, 𝐴1
1 = 𝐼, 𝐴1

2 =

𝐴2
1 = 𝛾5  and 𝐴2

2 = 𝑡.    𝐶 and 𝑡 are the charge 

conjugation operator and arbitrary auxiliary 

parameter, respectively. We take as 𝑡 = −1 that 

accords to Ioffe current. The normalization 

constant 𝑁 and the coefficients 𝐾, 𝐿, 𝑀 as well as 

quark fields 𝑞1, 𝑞2 and 𝑞3 for 

𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω− light baryons are 

presented in Table 1. 

 
Table 1. 𝑁, 𝐾, 𝐿, 𝑀 coefficients as well as quark 

fields 𝑞1, 𝑞2 and 𝑞3 for 𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω− light 

baryons 

 𝑵 𝑲 𝑳 𝑴 𝒒𝟏 𝒒𝟐 𝒒𝟑 

N 2 1 0 0 𝑢 𝑑 𝑢 

Σ − 1 √2⁄  1 −1 0 𝑢 𝑑 𝑠 

Λ 1 √6⁄  1 1 2 𝑢 𝑑 𝑠 

Ξ −2 1 0 0 𝑢 𝑑 𝑠 

Δ 1 √3⁄  − − − 𝑑 𝑑 𝑢 

Σ* √2 3⁄  − − − 𝑢 𝑑 𝑠 

Ξ* 1 √3⁄  − − − 𝑠 𝑠 𝑢 

Ω- 1 3⁄  − − − 𝑠 𝑠 𝑠 

 

To obtain desired sum rules, TCF given in Eq. (1) 

is evaluated in two different forms:  In a first 

form, the hadronic side, the obtained expression 

includes observable hadronic states like mass and 

residue. In a second form, the QCD side, TCF is 

evaluated in the way of light quark fields by 

Wick’s theorem. The sum rules for hadronic 

states are eventually reached by equating the 

determined structures' coefficients from both 

sides help of the dispersion relation. To suppress 

the terms arising from continuum and the higher 

states, it is necessary to apply the Borel 

transformation to on both parts of the equation.   
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The hadronic part of TCF is determined by 

inserting a full set of hadronic states into Eq. (1) 

and performing the four-dimensional integral. 

Therefore, we can write the hadronic part of TCF 

as 

 

Π(𝜇𝜈)
𝐻𝐴𝐷(𝑝, 𝑇) = −⟨0|𝜂(𝜇)

𝑂(𝐷)(0) |𝐿(𝑝, 𝑠)⟩
𝑇
 

×
⟨𝐿(𝑝, 𝑠)|�̅�(𝜈)

𝑂(𝐷)(0) |0⟩
𝑇

𝑝2−𝑚𝑂(𝐷)
2 (𝑇)

+ ⋯,                          (4) 

 

where 𝑚𝑂(𝐷)(𝑇) is the thermal mass of octet or 

decuplet light baryon at 𝑇 ≠ 0, |𝐿(𝑝, 𝑠)⟩ is the 

light baryon state and the dots represents the 

contributions of the higher states and continuum. 

The matrix elements for octet and decuplet 

baryon can be taken respectively as 

 

⟨0|𝜂𝑂(0) |𝐿(𝑝, 𝑠)⟩𝑇 = 𝜆𝑂(𝑇)𝑢(𝑝, 𝑠),             (5) 

 

⟨0|𝜂𝜇
𝐷(0) |𝐿(𝑝, 𝑠)⟩

𝑇
= 𝜆𝐷(𝑇)𝑢𝜇(𝑝, 𝑠),            (6) 

 

Here, 𝜆𝑂(𝑇) and 𝜆𝐷(𝑇) are thermal residues of 

octet and decuplet baryon at 𝑇 ≠ 0, respectively. 

As 𝑢(𝑝, 𝑠) represents Dirac spinor, 𝑢𝜇(𝑝, 𝑠) 

denotes the Rarita–Schwinger spinor. After we 

insert the matrix elements given in Eqs. (5), (6) 

into Eq. (4) and sum over the spins for considered 

light baryon, we find the hadronic part of TCF 

with respect to the Borel parameter in two 

different Lorentz structures as 

 

�̂�Π1(𝜇𝜈)
𝐻𝐴𝐷 (𝑝2, 𝑝0, 𝑇) = −𝜆𝑂(𝐷)(𝑇)𝑒

−
𝑚𝑂(𝐷)

2 (𝑇)

𝑀2 ,   (7)            

 

�̂�Π2(𝜇𝜈)
𝐻𝐴𝐷 (𝑝2, 𝑝0, 𝑇) = −𝜆𝑂(𝐷)(𝑇) 

×  𝑚𝑂(𝐷)(𝑇)𝑒− 𝑚𝑁,𝐻(𝐷)
2 (𝑇)

𝑀2 ,                   (8) 

 

where 𝑀2 indicates the Borel parameter, 𝑝0 

denotes the quasi-particle energy, Π1 and  Π2 are 

coefficients of Lorentz structures  𝓅  and 𝐼 for 

nucleon/hyperon as they are coefficients of  

𝓅𝑔𝜇𝜈 and 𝑔𝜇𝜈 for decuplet baryons, respectively. 

The next aim is to obtain the QCD part of TCF 

with respect to quark fields by operator product 

expansion (OPE). TCF in this representation can 

be separated to the different Lorentz structures as 

hadronic side. We select 𝓅 and 𝐼 Lorentz 

structures for nucleon/hyperon as well as  𝓅𝑔𝜇𝜈 

and 𝑔𝜇𝜈 structures for decuplet baryons. By 

inserting the interpolating currents given in Eqs. 

(2) and (3) for considered light baryon into TCF 

and then contracting out all quark pairs by 

Wick’s theorem, we find the QCD part of the 

TCF in connection with the thermal light quark 

propagators 𝑆𝑞(𝑥): 

 

Π𝑄𝐶𝐷,𝑁(𝑝, 𝑇) = 4𝑖𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{((𝛾5𝑆𝑢
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)𝛾5 

−𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑢

𝑎�́�(𝑥)�́�𝑑
𝑏�́�(𝑥)]) +

𝑡(𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥) +

𝑆𝑢
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)𝛾5 −

𝛾5𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑢

𝑎�́�(𝑥)𝛾5�́�𝑑
𝑏�́�(𝑥)] −

𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑢

𝑎�́�(𝑥)�́�𝑑
𝑏�́�(𝑥)𝛾5]) +

𝑡2(𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥) −

𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑑

𝑏�́�(𝑥)𝛾5�́�𝑢
𝑎�́�(𝑥)𝛾5])}⟩

𝑇
,                     (9) 

 

Π𝑄𝐶𝐷,Σ(𝑝, 𝑇) =
𝑖

2
𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

⟨{(𝛾5𝑆𝑑
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑢

𝑎�́�(𝑥)�́�𝑠
𝑏�́�(𝑥)] 

+𝛾5𝑆𝑑
𝑐�́�(𝑥)�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)𝛾5 

+𝛾5𝑆𝑢
𝑐�́�(𝑥)�́�𝑠

𝑎�́�(𝑥)𝑆𝑑
𝑏�́�(𝑥)𝛾5 

+𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑠

𝑎�́�(𝑥)�́�𝑑
𝑏�́�(𝑥)]) 

+𝑡(𝛾5𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥) 

+𝛾5𝑆𝑑
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)] 

+𝑆𝑢
𝑐�́�(𝑥)�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)𝛾5 

+𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥)] 

+𝛾5𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)] 
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+𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑆́ 𝑠

𝑎�́�(𝑥)𝑆𝑑
𝑏�́�(𝑥) 

+𝑆𝑑
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)] 

+𝑆𝑑
𝑐�́�(𝑥)�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)𝛾5) 

+𝑡2(𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)] 

+𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥) 

+𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥) 

+𝑆𝑑
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑠
𝑏�́�(𝑥)])}⟩

𝑇
,               (10) 

 

Π𝑄𝐶𝐷,Ξ(𝑝, 𝑇) = 𝑖𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{((𝛾5𝑆𝑠
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑠

𝑎�́�(𝑥)�́�𝑢
𝑏�́�(𝑥)] 

−𝛾5𝑆𝑠
𝑐�́�(𝑥)�́�𝑢

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)𝛾5) +

𝑡 (𝛾5𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑢

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)] −

𝛾5𝑆𝑠
𝑐�́�𝛾5(𝑥)�́�𝑢

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥) +

𝑆𝑠
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑢

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥)] −

𝑆𝑠
𝑐�́�(𝑥)�́�𝑢

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥)) +

𝑡2 (𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑢
𝑏�́�(𝑥)] −

𝑆𝑠
𝑐�́�(𝑥)𝛾5�́�𝑢

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥))}⟩

𝑇
,                            (11) 

 

Π𝑄𝐶𝐷,Λ(𝑝, 𝑇) =
𝑖

6
𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{((4𝛾5𝑆𝑠
𝑐�́�(𝑥)𝛾5𝑇𝑟[𝑆𝑢

𝑎�́�(𝑥)�́�𝑑
𝑏�́�(𝑥)] 

−2𝛾5𝑆𝑠
𝑐�́�(𝑥)�́�𝑢

𝑎�́�(𝑥)𝑆𝑑
𝑏�́�(𝑥)𝛾5   

−2𝛾5𝑆𝑠
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)𝛾5 

−2𝛾5𝑆𝑑
𝑐�́�(𝑥)�́�𝑢

𝑎�́�(𝑥)𝑆𝑠
𝑏�́�(𝑥)𝛾5 

+𝛾5𝑆𝑑
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)] 

−𝛾5𝑆𝑑
𝑐�́�(𝑥)�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)𝛾5 

−2𝛾5𝑆𝑢
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)𝛾5 

−𝛾5𝑆𝑢
𝑐�́�(𝑥)�́�𝑠

𝑎�́�(𝑥)𝑆𝑑
𝑏�́�(𝑥)𝛾5 

+𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑑

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)]) 

+t(4𝛾5𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)] 

−2𝛾5𝑆𝑠
𝑐�́�𝛾5(𝑥)�́�𝑢

𝑎�́�(𝑥)𝑆𝑑
𝑎𝑏(𝑥) 

−2𝛾5𝑆𝑠
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥) 

+4𝑆𝑠
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)] 

−2𝑆𝑠
𝑐�́�(𝑥)�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)𝛾5 

−2𝑆𝑠
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)𝛾5 

−2𝛾5𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑢

𝑎�́�(𝑥)𝑆𝑠
𝑏�́�(𝑥) 

+𝛾5𝑆𝑑
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥)] 

−𝛾5𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑏�́�(𝑥)𝑆𝑢
𝑎�́�(𝑥) 

−2𝑆𝑑
𝑐�́�(𝑥)�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑠
𝑏�́�(𝑥) 

+𝑆𝑑
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)] 

−𝑆𝑑
𝑐�́�(𝑥)�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥)𝛾5 

−2𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥) 

−𝛾5𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑎�́�(𝑥)𝑆𝑑
𝑏�́�(𝑥) 

+𝛾5𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑑

𝑏�́�(𝑥)𝑆𝑠
𝑎�́�(𝑥)] 

−2𝑆𝑢
𝑐�́�(𝑥)�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥)𝛾5 

−𝑆𝑢
𝑐�́�(𝑥)�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)𝛾5 

+𝑆𝑢
𝑐�́�(𝑥)𝛾5𝑇𝑟[�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥)]) 

+𝑡2(4𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)] −

2𝑆𝑠
𝑐�́�(𝑥)𝛾5�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥) −

2𝑆𝑠
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥) −

2𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑠
𝑏�́�(𝑥) +

𝑆𝑑
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑢

𝑎�́�(𝑥)𝛾5𝑆𝑠
𝑏�́�(𝑥)] −

𝑆𝑑
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑏�́�(𝑥)𝛾5𝑆𝑢
𝑎�́�(𝑥) −

2𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑑

𝑏�́�(𝑥)𝛾5𝑆𝑠
𝑎�́�(𝑥) −

𝑆𝑢
𝑐�́�(𝑥)𝛾5�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥) −

𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝛾5�́�𝑠

𝑎�́�(𝑥)𝛾5𝑆𝑑
𝑏�́�(𝑥)])}⟩

𝑇
 ,            (12) 

Π𝜇𝜈
𝑄𝐶𝐷,Δ(𝑝, 𝑇) =

𝑖

3
𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 
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× ⟨{2𝑆𝑑
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑎�́�(𝑥)𝛾𝜇𝑆𝑢
𝑏�́�(𝑥)

− 2𝑆𝑑
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑎�́�(𝑥)𝛾𝜇𝑆𝑢
𝑏�́�(𝑥)

+ 4𝑆𝑑
𝑐�́�(𝑥)𝛾𝜈�́�𝑢

𝑏�́�(𝑥)𝛾𝜇𝑆𝑑
𝑎�́�(𝑥)

+ 2𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑎�́�(𝑥)𝛾𝜇𝑆𝑑
𝑏�́�(𝑥)

− 2𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑏�́�(𝑥)𝛾𝜇𝑆𝑑
𝑎�́�(𝑥)

− 𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑑

𝑏�́�(𝑥)𝛾𝜈�́�𝑑
𝑎�́�(𝑥)𝛾𝜇]        

+𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑑

𝑏�́�(𝑥)𝛾𝜈�́�𝑑
𝑎�́�(𝑥)𝛾𝜇]  −

𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑑

𝑏�́�(𝑥)𝛾𝜈�́�𝑑
𝑎�́�(𝑥)𝛾𝜇]}⟩

𝑇
                  (13)   

                                            

Π𝜇𝜈
𝑄𝐶𝐷,Ω−

(𝑝, 𝑇) = 𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑠
𝑏�́�(𝑥) 

−𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑏�́�(𝑥)𝛾𝜇𝑆𝑠
𝑎�́�(𝑥) 

−𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑠
𝑏�́�(𝑥) 

+𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑏�́�(𝑥)𝛾𝜇𝑆𝑠
𝑎�́�(𝑥) 

−𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑠

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇] 

+𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑠

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇]⟩

𝑇
.                  (14) 

 

Π𝜇𝜈
𝑄𝐶𝐷,Ξ∗

(𝑝, 𝑇) =
𝑖

3
𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{2𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑢
𝑏�́�(𝑥)

− 2𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑢
𝑏�́�(𝑥)

+ 4𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑢

𝑏�́�(𝑥)𝛾𝜇𝑆𝑠
𝑎�́�(𝑥)

+ 2𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑠
𝑏�́�(𝑥)

− 2𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑏�́�(𝑥)𝛾𝜇𝑆𝑠
𝑎�́�(𝑥)

− 𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑠

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇]

+ 𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑠

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇]

−4𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑢

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇]⟩

𝑇
 ,            (15) 

 

Π𝜇𝜈
𝑄𝐶𝐷,Σ∗

(𝑝, 𝑇) = −
2𝑖

3
𝜀𝑎𝑏𝑐𝜀�́��́��́� ∫ 𝑑4𝑥 𝑒𝑖𝑝.𝑥 

× ⟨{𝑆𝑑
𝑐�́�(𝑥)𝛾𝜈�́�𝑢

𝑏�́�(𝑥)𝛾𝜇𝑆𝑠
𝑎�́�(𝑥)

+ 𝑆𝑑
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑎�́�(𝑥)𝛾𝜇𝑆𝑢
𝑏�́�(𝑥)

+ 𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑏�́�(𝑥)𝛾𝜇𝑆𝑢
𝑎�́�(𝑥)

+ 𝑆𝑠
𝑐�́�(𝑥)𝛾𝜈�́�𝑢

𝑎�́�(𝑥)𝛾𝜇𝑆𝑑
𝑏�́�(𝑥)

+ 𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑠

𝑏�́�(𝑥)𝛾𝜇𝑆𝑑
𝑎�́�(𝑥)

+ 𝑆𝑢
𝑐�́�(𝑥)𝛾𝜈�́�𝑑

𝑎�́�(𝑥)𝛾𝜇𝑆𝑠
𝑏�́�(𝑥)

+ 𝑆𝑠
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑑

𝑏�́�(𝑥)𝛾𝜈�́�𝑢
𝑎�́�(𝑥)𝛾𝜇]

+ 𝑆𝑢
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑠

𝑏�́�(𝑥)𝛾𝜈�́�𝑑
𝑎�́�(𝑥)𝛾𝜇]

+𝑆𝑑
𝑐�́�(𝑥)𝑇𝑟[𝑆𝑢

𝑏�́�(𝑥)𝛾𝜈�́�𝑠
𝑎�́�(𝑥)𝛾𝜇]⟩

𝑇
 ,             (16) 

    

Here �́� = 𝐶𝑆𝑇𝐶 and 𝑆𝑞(𝑥) is given as 

 

𝑆𝑞
𝑖𝑗(𝑥) = 𝑖

𝑥𝜇𝛾𝜇

2𝜋2𝑥4
𝛿𝑖𝑗 −

𝑚𝑞

4𝜋2𝑥2
𝛿𝑖𝑗 −

〈�̅�𝑞〉

12
𝛿𝑖𝑗 

−
𝑥2

192
𝑚0

2〈�̅�𝑞〉 [1 − 𝑖
𝑚𝑞

6
𝑥𝜇𝛾𝜇] 𝛿𝑖𝑗 

+
𝑖

3
[𝑥𝜇𝛾𝜇 (

𝑚𝑞

16
〈�̅�𝑞〉 −

1

12
〈𝑢Θ𝑓𝑢〉) 

+
1

3
(𝑢 ∙ 𝑥 𝑢𝜇𝛾𝜇〈𝑢Θ𝑓𝑢〉)] 𝛿𝑖𝑗 

−
𝑖𝑔𝑠𝜆𝐴

𝑖𝑗

32𝜋2𝑥2 𝐺𝜇𝜈
𝐴 (𝑥𝜇𝛾𝜇𝜎𝜇𝜈 + 𝜎𝜇𝜈𝑥𝜇𝛾𝜇),           (17) 

 

where 〈�̅�𝑞〉 shows the thermal quark condensate, 

𝑚𝑞 represents the light quark mass, 𝐺𝜇𝜈
𝐴  is the 

gluon field strength tensor at non-zero 

temperature. To proceed, we insert the above-

given 𝑆𝑞(𝑥) into the QCD part of TCF for each 

light baryon.  

 

After we perform the standard Borel 

transformation and continuum subtraction, we 

obtain the QCD side of TCF in the Borel system 

for each light baryon in terms of the functions 

Π1 and Π2  as the hadronic side. In the final step, 

we match the coefficients of these two different 

forms of TCF with the same structures and obtain 

the thermal sum rules in terms of spectroscopic 

parameters of considered light baryon: 
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�̂�Π1
𝑄𝐶𝐷(𝑝0, 𝑇) = −𝜆𝑂(𝐷)

2 (𝑇)𝑒−𝑚𝑂(𝐷)
2 (𝑇) 𝑀2⁄ ,  (18) 

�̂�Π2
𝑄𝐶𝐷(𝑝0, 𝑇) = −𝜆𝑂(𝐷)

2 (𝑇) 𝑚𝑂(𝐷) 

× 𝑒−𝑚𝑂(𝐷)
2 (𝑇) 𝑀2⁄ .                                            (19) 

 

From Eqs. (18) and (19), we extract masses and 

residues for considered light baryons. 

 

3. Numerical Results  

 

The starting point of the numerical analysis is the 

determination of some input parameters required 

in calculations. These input parameters which the 

vacuum values of quark masses, quark 

condensates and gluon condensates are gathered 

in Table 2. 

 

Aside from these input parameters presented for 

𝑇 = 0, there are three more that the thermal 

quark condensate 〈�̿�𝑞〉, the thermal gluon 

condensate 〈𝐺2〉 and energy density of hot 

medium 〈Θ00
𝑓 〉. For 〈�̿�𝑞〉, we use the following 

expression [50] 

 

〈�̿�𝑞〉 = ⟨0|�̿�𝑞|0⟩
1

1+𝑒
𝐴(𝐵𝑇2+𝐶[

1
𝐺𝑒𝑉

]𝑇−1)
,             (20) 

 

where fit parameters are 𝐴 = 18.10042, 𝐵 =

1.84692
1

𝐺𝑒𝑉2, 𝐶 = 4.99216
1

𝐺𝑒𝑉
, and this 

expression is consistent with the Lattice QCD 

studies presented in [51, 52]. 

 
〈𝐺2〉 is given by 

 

〈𝐺2〉 = ⟨0|𝐺2|0⟩ [1 − 1.65 (
𝑇

𝑇𝑐
)

8.735

 

+0.04967 (
𝑇

𝑇𝑐
)

0.7211
],                                               (21) 

 

where 𝑇𝑐 is the critical temperature and ⟨0|𝐺2|0⟩ 

being gluon condensate at 𝑇 = 0. Using the 

graphics drawn in the framework lattice QCD 

[52], we can describe the following fit formula 

for energy density of hot medium 

 

〈Θ00
𝑓 〉 = 〈Θ00

𝑔 〉 = 𝑇4𝑒(𝐷𝑇2−𝐸𝑇) − 𝐹𝑇5,             (22) 

where 𝐷, 𝐸 and 𝐹 are fit parameters that 𝐷 =

113.867
1

𝐺𝑒𝑉2, 𝐸 = 12.190
1

𝐺𝑒𝑉
, 𝐹 = 10.141

1

𝐺𝑒𝑉
, 

and this formula is valid at temperatures up to 

130 𝑀𝑒𝑉. 

 

Table 2. Vacuum values of input parameters 

involved in calculations [53-56] 

Parameter Vacuum Value Unit 

𝑝0
𝑁 1 [𝐺𝑒𝑉] 

𝑝0
Σ 1.192 [𝐺𝑒𝑉] 

𝑝0
Λ 1.15 [𝐺𝑒𝑉] 

𝑝0
Ξ 1.314 [𝐺𝑒𝑉] 

𝑝0
Δ 1.231 [𝐺𝑒𝑉] 

𝑝0
Σ∗

 1.383 [𝐺𝑒𝑉] 

𝑝0
Ξ∗

 1.531 [𝐺𝑒𝑉] 

𝑝0
Ω−

 1.672 [𝐺𝑒𝑉] 

𝑚𝑢 2.3−0.5
+0.7 [𝑀𝑒𝑉] 

𝑚𝑑 4.8−0.3
+0.5 [𝑀𝑒𝑉] 

𝑚𝑠 95 ± 5 [𝑀𝑒𝑉] 

𝑚0
2 0.8 ± 0.2 [𝐺𝑒𝑉]2 

⟨0|�̅�𝑢|0⟩=⟨0|�̅�𝑑|0⟩ −(0.24 ± 0.01)3 [𝐺𝑒𝑉]3 

⟨0|�̅�𝑠|0⟩ −0.8(0.24
± 0.01)3 

[𝐺𝑒𝑉]3 

⟨0|
1
𝜋

𝛼𝑠𝐺2|0⟩ 
(0.012 ± 0.004) [𝐺𝑒𝑉]4 

 

To complete the numerical calculations, we need 

to determine the three auxiliary parameters, the 

Borel parameter 𝑀2, the thermal version of the 

continuum threshold 𝑠0(𝑇) and the parameter 𝑥 

(𝑥 = 𝑐𝑜𝑠𝜃, 𝑡 = 𝑡𝑎𝑛𝜃). According to the QCD 

sum rule principle, physical quantities should be 

roughly independent with respect to these 

parameters in suitable working ranges. To 

determine the suitable working ranges for 𝑀2 

and 𝑥, we investigate the behaviour of the 

physical parameters of the corresponding light 

baryon according to these auxiliary parameters in 

vacuum. We realize that they weakly depend on 

these parameters for selected regions.  

 

Therefore, we take the working ranges of 𝑥 

[±0.6 ∓ 0.2] and [±0.8, ∓0.4] for nucleon and 

hyperon, respectively. The working ranges of 𝑀2 

are taken as           [0.8𝐺𝑒𝑉2 − 1.2𝐺𝑒𝑉2], 
[1.0𝐺𝑒𝑉2 − 1.6𝐺𝑒𝑉2], [1.0𝐺𝑒𝑉2 − 1.6𝐺𝑒𝑉2],
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[1.2𝐺𝑒𝑉2 − 1.8𝐺𝑒𝑉2], [1.5𝐺𝑒𝑉2 − 3.0𝐺𝑒𝑉2], 
[1.7𝐺𝑒𝑉2 − 3.5𝐺𝑒𝑉2], [2.0𝐺𝑒𝑉2 − 3.8𝐺𝑒𝑉2], 
[2.2𝐺𝑒𝑉2 − 4.0𝐺𝑒𝑉2]  for the 

𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω−, respectively. 

 

At the end of this section, we would like to show 

the thermal behaviour of spectroscopic 

parameters of light baryons and residue at non-

zero temperatures. For this aim, we display the 

mass and residue at selected 𝑠0 and 𝑀2 values 

versus temperature for the corresponding light 

baryon in Figure 1 and Figure 2, respectively. 

Selected 𝑠0 and 𝑀2 values in these graphs are 

given in Table 3. It is seen that masses and 

residues of 𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω− light baryons 

remain approximately unchanged until the 

temperature reaches 𝑇 ≅ 0.13 − 0.15 𝐺𝑒𝑉 and 

then they start to rapidly fall with the temperature 

increases. By using Figs. 1 and 2, we also obtain 

the following fit functions for the thermal mass 

and residue as 

 

𝑚𝐿[𝜆𝐿](𝑇) = Γ(1 − 𝛿𝑇𝑛),                            (23) 

 

Here, Γ, 𝛿 and 𝑛 are fitting parameters and their 

values are given in Table 4 and 5 for mass and 

residue of the corresponding light baryon, 

respectively. At 𝑇 → 0 limit, it is shown that 

above our fit function for both mass and residue 

of corresponding light baryon are consistent with 

other studies and experimental results in vacuum. 

 

4. Discussion and Conclusion 

 

In this article, we wanted to determine the 

thermal behaviour of light baryons at 𝑇 ≠ 0. To 

this aim, we evaluated the mass and residue of 

light baryons by means of the TQCDSR in hot 

medium. In these calculations, we used the 

selected interpolating current for the 

corresponding light baryon and determined 

working ranges of auxiliary parameters partaken 

sum rules. We also obtained the thermal 

continuum threshold for considered light baryon 

in terms of their vacuum values.  

 

Using the additional thermal condensates at    

𝑇 ≠ 0, we numerically analyzed for 

𝑁, Σ, Λ, Ξ, Δ, Σ∗, Ξ∗, Ω− light baryons masses and 

residues. We see that the physical parameters of 

light baryons stay approximately the same until 

the temperature reaches 𝑇 ≅ 0.13 − 0.15 𝐺𝑒𝑉 

and then they fall with the temperature increases.  

If we compare this thermal reduction behavior 

with other studies in the literature, we see that the 

behaviour with respect to temperature on the 

mass and residue of 𝑁, Σ, Λ, Ξ octet baryons is 

rapport with studies given in [32, 33, 35, 47].On 

the other hand, the behaviour of the Δ, Σ∗, Ξ∗, Ω− 

decuplet baryon’s mass with respect to the 

temperature in this work is agreed with results 

given in [44,45].   

 

As a result, this melting of physical parameters 

of light baryons with increasing temperature may 

be interpreted as a transition to the quark-gluon 

plasma phase from the hadron phase.  Also, it is 

seen that the vacuum values of physical 

parameters in this study are in good conform with 

other studies in the literature.  

 

We obtained the fit functions at non-zero 

temperature for the mass and residue of light 

baryons in this article. These fit functions may be 

used to investigate other spectroscopic 

parameters of light baryons in a hot medium. We 

hope that our results may help analyses of heavy 

ion collision experiments in later times. 

 

 

Figure 1. Mass-temperature graph for the 

corresponding light baryon at selected 𝑠0 

and 𝑀2 
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Figure 2. Residue-temperature graph for the 

corresponding light baryon at selected 𝑠0 

and 𝑀2 

 

Table 3. Selected 𝑠0 and 𝑀2 values in Figs. 1 and 2 

particle 𝒔𝟎(𝑮𝒆𝑽𝟐) 𝑴𝟐(𝑮𝒆𝑽𝟐) 

𝑁 1.5 1.0 

Σ 2.8 1.3 

Λ 2.6 1.3 

Ξ 3.2 1.5 

Δ 2.9 1.5 

Σ∗ 3.5 1.7 

Ξ∗ 4.1 2.0 

Ω− 4.7 3.0 

 
Table 4. The values of parameters Γ, 𝛿 and 𝑛 in the 

fit function defined for 𝑚𝐿(𝑇) 

particle Γ(GeV ) 
𝜹 (

𝟏

𝑮𝒆𝑽
)

𝒏

 
n 

𝑁 0.81 3.67 × 1011 16 

Σ 1.37 1.37 × 107 16 

Λ 1.24 1.29 × 107 10 

Ξ 1.38 1.27 × 107 10 

Δ 1.24 2.23 × 1011 10 

Σ∗ 1.39 2.32 × 1011 16 

Ξ∗ 1.52 2.34 × 1011 16 

Ω− 1.69 2.31 × 1011 16 

 
Table 5. The values of parameters Γ, 𝛿 and 𝑛 in the 

fit function defined for 𝜆𝐿(𝑇) 

particle Γ(GeV ) 
𝜹 (

𝟏

𝑮𝒆𝑽
)

𝒏

 
n 

𝑁 0.03 3.55 × 109 14 

Σ 0.01 2.14 × 108 12 

Λ 0.01 2.14 × 108 12 

Ξ 0.02 1.80 × 108 12 

Δ 0.03 9.42 × 106 10 

Σ∗ 0.04 9.68 × 106 10 

Ξ∗ 0.04 9.63 × 106 10 

Ω− 0.05 9.50 × 106 10 
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The problem of controlling the vibrations of a string by a discrete applied force is 

considered. The vibrations of the string are modeled by the linear wave equation and 

the control is provided by an added force term. The wave equation is solved for 

controlled and uncontrolled cases with and without control force term. The applied 

force is chosen to be proportional to string displacement at some specified point.  In 

the controlled case; the wave equation involves a control parameter (gain) and related 

terms involving the value of the displcement at a single point and a delta function. 

This makes the equation quite different from the usual wave equation. The problem 

is solved analytically using a modified (compared to usual wave equation) solution 

procedure and an equation relating the string eigenfrequencies to the proportionality 

constant (gain) is derived.  This allows the observation of the change in 

eigenfrequencies with the gain.  Finally, examples of uncontrolled and controlled 

responses are presented, graphically. The results show that the resonances can be 

avoided by the applied control procedure. 

 
1. Introduction 

 

Distributed control conceivably has important 

applications in many areas including aerospace 

technology.  For example, the problem of 

controlling the panel flutter is receiving attention 

due to its occurrence at high speeds.  The specific 

difficulty of distributed control comes from its 

being modeled by partial differential equations.  

One way of circumventing this is to discretize the 

system by some numerical method and apply the 

well-known methods of lumped-parameter 

control.  This, however, has the danger of losing 

some of the physics in the problem. 

 

Pointwise control refers to the measurement and 

actuation processes being performed at certain 

points (and not at continuous intervals) within the 

problem domain.  This type of control design is 

more realistic to be implemented in real-life 

problems. Several problems relating to the 

pointwise control on elastic structures, parabolic 

equations and the wave equation were considered 

by You [1], Sadek [2], Wang [3], Cherid et al. 

[4], Droniou and Raymond [5], Sadek et al. [6], 

Guo and Xie [7], Beauchard [8] and Ouzahra [9]. 

Nguyen and Raymond [10] attempted to apply 

pointwise control concept to a fluid mechanics 

problem. Recently, Sirota and Halevi [11] 

investigated the control of a membrane (two-

dimensional wave equation) using Laplace 

transforms and transfer functions.  In a more 

recent study, Latas [12] investigated the 

suppression of the waves traveling along a 

moving string by distributed force.   

 

In this article, we will consider a control problem 

related to the one-dimensional wave equation 

which might be thought of as governing the 

vibrations of a string (among other things).  

Measurement and actuation will be performed on 

two points on the string, which may be identical. 

The controlled wave equation will involve one 

(or possibly more) control term that includes the 
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value of the physical variable (displacement of 

string) to be controlled, measured at one point.   

 

Therefore, the resulting mathematical problem 

(Eq.(5)) is not the usual wave equation since it 

involves the value of the displacement at one 

point combined with a delta function as an extra 

term.  To solve this problem, the usual solution 

procedure of expanding the displacement field in 

terms of the eigenfunctions of the spatial part of 

the problem will be modified as explained in the 

next section.  The controlled problem still has 

eigenfrequencies and eigenfunctions, but the 

eigenfunctions may no longer be orthogonal.  In 

that case, the eigenfunctions will be 

orthogonalized using the Gram-Schmit 

procedure.  The controlled eigenfrequencies are 

also different from the usual wave equation 

eigenfrequencies, and the values of the controlled 

eigenfrequencies can be modified by inserting a 

control parameter (a constant, gain) into the 

control term.  This procedure makes it possible to 

avoid any possible resonances by simply 

changing the control parameter. 

 

The paper is organized as follows. In Chapter 2, 

the problem description and the response of the 

string both with and without the control term are 

given. In Chapter 3, the response of the string 

under an external force, both without the control 

term and with the control term are presented. 

Finally, in Chapter 4, graphical solutions for all 

mentioned cases will be provided. 

 

2. Problem Formulation and Solution 

 

Consider a string of length one pinned at both 

ends, at x = 0  and  x = 1 as shown in Figure 1. 

 

We assume that the problem is suitably 

nondimensionalized so we do not have to worry 

about certain parameters like the length of the 

string, material properties, and applied forces. 
 

 

Figure 1. Geometry of the structure.  

 

The small vibrations of the string are governed 

by 

 
𝜕2𝑢

𝜕𝑡2 −
𝜕2𝑢

𝜕𝑥2 = 0     (1) 

 

where  𝑢(𝑥, 𝑡) denotes the displacement of the 

string.  We set the wave velocity equal to one 

because of nondimensionalisation.  The 

boundary conditions at the pinned ends are 

 

𝑢(0, 𝑡) = 𝑢(1, 𝑡) = 0    (2) 

 

To find the eigenfrequencies, one makes the 

substitution 

 

𝑢(𝑥, 𝑡) = 𝑈(𝑥)𝑒𝑖𝜔𝑡    (3) 

 

and this gives the eigenfrequencies and the mode 

shapes as 

 

𝜔𝑛 = 𝑛𝜋, 𝑈𝑛(𝑥) = sin 𝑛𝜋𝑥, 𝑛 = 1,2,3, … (4) 

 

We apply control to this problem in the following 

manner:  displacement u is measured at some 

point 𝑥1,  at all times, and a force proportional to  

𝑢(𝑥1, 𝑡)  is applied at another point  𝑥2.  Thus the 

vibration equation in the controlled case becomes 

 
𝜕2𝑢

𝜕𝑡2 −
𝜕2𝑢

𝜕𝑥2 + 𝐾 𝑢(𝑥1, 𝑡)𝛿(𝑥 − 𝑥2) = 0 (5) 

 

where δ is the Dirac delta function, and K is a 

constant which can be considered as a gain.  We 

want to investigate the changes in the system as 

K is changed.  In passing, we note that a related 

problem  

 
𝜕2𝑈

𝜕𝑡2 −
𝜕2𝑈

𝜕𝑥2 + 𝐾 
𝜕𝑈

𝜕𝑡
(𝑥1, 𝑡) 𝛿(𝑥 − 𝑥2) = 0 (6) 

 

in which the control is proportional to the 

velocity, rather than displacement, was 

considered in [13-15]. For this problem, the total 

energy of the string  

 

𝐸 =
1

2
∫ [(

𝜕𝑈

𝜕𝑡
)

2

+ (
𝜕𝑈

𝜕𝑥
)

2

] 𝑑𝑥
1

0

 

 

satisfies  

 
𝑑𝐸

𝑑𝑡
= − [

𝜕𝑈

𝜕𝑡
(𝑥1, 𝑡)]

2
< 0   (7) 

𝑥 

String 

𝑥1: Measurement point 

𝑥2: Actuation point 
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Thus, total energy decreases and therefore the 

control term in Eq. (6) stabilizes the string. 

However, in the present problem (Eq.(5)) the 

control is proportional to displacement rather 

than velocity and no result similar to Eq. (7) is 

known. Thus, it is important to investigate the 

solution of Eq.(5). Again, making the 

substitution  𝑢(𝑥, 𝑡) = 𝑈(𝑥)𝑒𝑖𝜔𝑡, 

 
𝑑2𝑈

𝑑𝑥2 + 𝜔2𝑈 + 𝐾 𝑈(𝑥1) 𝛿(𝑥 − 𝑥2) = 0 (8) 

 

This equation must be solved with the boundary 

conditions 

 

𝑈(0) = 𝑈(1) = 0    (9) 

 

Since  𝑈(𝑥1)  is (an unknown) constant, 

assuming 

 

𝑈(𝑥) = 𝐶1(𝑥) cos 𝜔𝑥 + 𝐶2(𝑥) sin 𝜔𝑥        (10) 

 

where 𝐶1(𝑥)  and  𝐶2(𝑥) are functions to be 

found, we obtain the solution satisfying the 

boundary conditions as 

 

𝑈(𝑥) =
𝐾

𝜔
 𝑈(𝑥1) [sin 𝜔(𝑥2 − 𝑥)  ℎ(𝑥 − 𝑥2) +

sin 𝜔(1−𝑥2)

sin 𝜔
sin 𝜔𝑥]                                       (11) 

 

where h is the unit step function.  Setting  𝑥 = 𝑥1 

in the above solution gives the eigenvalue 

equation, 

 

1 =
𝐾

𝜔
[sin 𝜔(𝑥2 − 𝑥1)  ℎ(𝑥1 − 𝑥2) +

sin 𝜔(1−𝑥2)

sin 𝜔
sin 𝜔𝑥1]                                           (12) 

 

Roots  𝜔𝑛 of this equation are eigenvalues with 

the corresponding eigenfunctions given by 

Eq.(11), ignoring the factor in front, 

 

𝑈𝑛(𝑥) = sin 𝜔𝑛(𝑥2 − 𝑥)  ℎ(𝑥 − 𝑥2) +
sin 𝜔𝑛(1−𝑥2)

sin 𝜔𝑛
sin 𝜔𝑛𝑥                                          (13) 

 

From Eqs. (8) and (9), we obtain 

 

∫ 𝑈𝑚(𝑥)𝑈𝑛(𝑥)𝑑𝑥
1

0
= 𝐾 

𝑈𝑚(𝑥1)𝑈𝑛(𝑥1)

𝜔𝑛
2 −𝜔𝑚

2 (
sin 𝜔𝑛𝑥2

sin 𝜔𝑛𝑥1
−

sin 𝜔𝑚𝑥2

sin 𝜔𝑚𝑥1
)  for 𝑛 ≠ 𝑚                                     (14) 

 

so that  𝑈𝑛(𝑥) are not orthogonal unless 

measurement and actuation are at the same point, 

i.e.,  𝑥1 = 𝑥2. To clarify further discussion, 

assume that  𝑥1 < 𝑥2  thus ℎ(𝑥1 − 𝑥2) = 0 and 

the eigenvalue equation becomes 

 

𝜔 sin 𝜔 − 𝐾 sin 𝜔𝑥1 sin 𝜔(1 − 𝑥2) = 0   (15) 

 

For  𝐾 = 0  this gives the same eigenvalues as in 

Eq.(4), the uncontrolled case, while for  𝐾 = ∞ , 

the eigenvalues are 

 

𝜔𝑛 =
𝑛𝜋

𝑥1
  ,𝜔𝑚 =

𝑚𝜋

1−𝑥2
   ,   𝑚, 𝑛 = 1,2,3, …  (16) 

 

Eigenvalues change smoothly between Eqs.(4) 

and (16) as  K  takes values between  0  and  ∞.  

This allows us to shape the output of the system. 

 

3. Uncontrolled and Controlled Response 

 

In this section we will compute the response of 

the string to an external force with and without 

the control action under zero initial conditions.  

For the uncontrolled string 

 
𝜕2𝑢

𝜕𝑡2 −
𝜕2𝑢

𝜕𝑥2 = cos 𝜋𝑡 sin 𝜋𝑥                           (17) 

 

with the boundary and initial conditions 

 

𝑢(0, 𝑡) = 𝑢(1, 𝑡) = 0, 
𝑢(𝑥, 0) = 𝑢𝑡(𝑥, 0) = 0            (18) 

 

The solution of Eqs. (17) and (18) is: 

 

𝑢(𝑥, 𝑡) =
1

4𝜋
[cos 𝜋𝑡 − cos 3𝜋𝑡 −

2𝑡 sin 𝜋𝑡] sin 𝜋𝑥                                               (19) 

 

The presence of  cos 𝜋𝑡  in the external forcing 

term (Eq.(17)) causes a resonance and the 

response, Eq.(19), blows up with time.  The aim 

of control, in this case, will be to suppress the 

unboundedly growing vibrations of the string. 

The controlled response is governed by 

 
𝜕2𝑢

𝜕𝑡2 −
𝜕2𝑢

𝜕𝑥2 + 𝐾 𝑢(𝑥1, 𝑡)𝛿(𝑥 − 𝑥2) =

cos 𝜋𝑡 sin 𝜋𝑥                                                     (20) 

 

with the same conditions Eq.(18). We will take 

the gain constant as  𝐾 = 2  and examine the 
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response for two different cases of measurement 

and actuation: 

 

(1) Measurement and actuation are at the 

same point:  𝑥1 = 𝑥2 = 1/3 

 

In this case the eigenfunctions, Eq.(13), are 

orthogonal; expanding the solution as 

 

𝑢(𝑥, 𝑡) = ∑ 𝑝𝑛(𝑡)𝑈𝑛(𝑥)∞
𝑛=0                           (21) 

 

we find that the time factors satisfy 

 
𝑑2𝑝𝑛

𝑑𝑡2 + 𝜔𝑛
2𝑝𝑛 = −𝛼𝑛 cos 𝜋𝑡                           (22) 

 

𝑝𝑛(0) =
𝑑𝑝𝑛

𝑑𝑡
(0) = 0                                     (23) 

 

where 

 

𝛼𝑛 =
∫ sin 𝜋𝑥 𝑈𝑛(𝑥)𝑑𝑥

1
0

∫ [𝑈𝑛(𝑥)]21
0 𝑑𝑥

                                          (24) 

 

The solution is, unless  𝜔𝑛 = 𝜋, 

 

𝑝𝑛(𝑡) =
𝛼𝑛

𝜔𝑛
2 −𝜋2

(cos 𝜔𝑛𝑡 − cos 𝜋𝑡)               (25) 

 

(2) Measurement and actuation are at 

different points: 𝑥1 = 1/3 ,       𝑥2 = 2/3 

 

In this case the eigenfunctions are not 

orthogonal. But we can orthogonalize them using 

the Gram-Schmidt procedure. Naming the 

orthogonalized eigenfunctions  𝜑𝑛(𝑥) ; these 

satisfy the same Eqs.(8) and (9).  Expanding the 

solution as 

 

𝑢(𝑥, 𝑡) = ∑ 𝑝𝑛(𝑡)𝜑𝑛(𝑥)∞
𝑛=0                         (26) 

 

The time factors again satisfy Eqs.(22), (23) and, 

(24) with 𝑈𝑛 replaced by 𝜑𝑛, and the solution is 

given by Eq.(25) with 𝑈𝑛  replaced by 𝜑𝑛. 

 

4. Results and Discussion 

 

For both cases (1) and (2), five mode shapes were 

used in evaluating the response. The calculations 

are performed analytically using Wolfram 

Mathematica. The calculations for case (2) are 

shown in Figure 2 as an example. Table 1 lists 

the eigenvalues for the uncontrolled and the two 

controlled cases mentioned above for 

comparison. 

 

 
Figure 2. A Sample calculation. 

 

Table 1. Eigenfrequencies for uncontrolled and 

controlled string 

Uncontrolled Case 1 Case 2 

3.141593 2.67206 3.64467 

6.283185 6.49607 6.00458 

9.424778 9.42478 9.42478 

12.566371 15.6081 12.4511 

15.707963 18.8496 15.7996 

 

Figure 3 shows the uncontrolled time-response 

for the mid-point of the string which blowsup 

while making sinusoidal vibrations. 
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Figure 3. Uncontrolled response to sinusoidal 

forcing  

 

Figure 4 shows the displacement in time of the 

mid-point of the string when the measurement 

and the actuation are at the same point 𝑥1 = 𝑥2 =
1/3. The unbounded growth has been suppressed 

and the mid-point makes periodical vibrations in 

time.  

 

 
Figure 4. Controlled response when measurement 

and actuation are at the same point  

 

Figure 5 and Figure 6 show the shape of the string 

at various times; there is a sharp change in slope 

at 𝑥 = 𝑥1 = 𝑥2 = 1/3. 
 

 
Figure 5. Shape of string at various times; 

controlled case (t < 1)  

 

Figure 7 shows the displacement in time of the 

mid-point of the string when the measurement is 

at  𝑥1 = 1/3  and the actuation is at  𝑥2 = 2/3.  

The response is similar to the case (1). 

 
Figure 6. Shape of string at various times; 

controlled case (t ≥ 1)  

 

 
Figure 7. Controlled response when measurement 

and actuation are at different points 

 

Similarly, Figure 8 and Figure 9 show the shape 

of the string at various times. In this case, there 

is a sharp change in slope at 𝑥 = 𝑥2 = 2/3  

where the control is applied. But the string shape 

is smooth at 𝑥 = 𝑥1 = 1/3 where the 

measurement is made. 

 
Figure 8. Shape of string at various times; 

controlled case (t < 1) 

Finally, a few remark concerning the control 

effort (the size of the controlling force) should be 

made.  This quantity is 𝐾 𝑢(𝑥1, 𝑡) and K was 

taken to be 2.  Fig. 10 shows this for the case 

measurement and actuation points are the same, 
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i.e., 𝐾 𝑢 (
1

3
, 𝑡) . Control force is basically twice 

the diplacement, but since the controlled 

displacement is smaller, the control effort also 

gets smaller. 

 

 
Figure 9. Shape of string at various times; 

controlled case (t ≥ 1) 

 
Figure 10. Control force as a function of time when 

actuation and measurement are at x=1/3 

 

The controlled response can further be shaped by 

varying the constant K, the measurement and 

actuation points and more importantly, utilizing 

pointwise velocity-feedback, i.e., adding another 

control term to the right-hand side of Eq. (5) or 

(20) proportional to the time derivative of the 

displacement at possibly another point. 

 

5. Conclusion 

 

The vibrations of a string were controlled by 

applying the pointwise control concept: the string 

displacement was measured at a single point and 

a force proportional to this displacement is 

applied at another (or the same) point.  The 

resulting controlled wave equation was solved 

analytically. The usual solution procedure 

namely, eigenfunction-expansion method 

modified and resulting non-orthogonal 

eigenfunctions were orthogonalized using the 

Gram-Schmit procedure. This analytical solution 

allows to carry out numerical experiments on the 

system for various input forms.  As an example, 

the system was forced by an input that drives the 

uncontrolled system to resonance, causing 

growing sinusoidal vibrations.  The controlled 

system suppresses the growth in vibrations and 

results in a bounded periodic output.  As a result, 

it can be inferred that resonances can be avoided 

by the control procedure outlined here.  

Furthermore, it should be emphasized that 

pointwise control is a more realistic method to 

control such distributed parameter systems as 

considered here since it is impossible to actually 

measure the displacement field, as well as apply 

control forces, in a continuous interval. Only one 

measurement and one actuation point were 

considered here.  By measurement and actuation 

at more points, better results may be obtained 
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In order to increase energy efficiency and user comfort, double skin façade designs 

are becoming increasingly popular in the built environment as an alternative to 

traditional façede and curtain walling systems. The vertical cavity between the outer 

and inner skins of double skin façade systems, which is critical for natural 

ventilation, can destroy the effectiveness of façade designs by creating fire hazards 

due to the creation of uninterrupted areas between spaces. It is essential for the 

sustainability of the buildings to make appropriate fire safety designs for the risks of 

spreading toxic gases released in a possible fire through the double skin façede cavity 

to monitor the design before the building is built and to take the necessary 

precautions. Therefore, that paper developed a numerical model using computational 

fluid dynamics to monitor the smoke propagation through the cavity of the double 

skin façade and the temperature changes in the building. As a contribution to the 

physical modeling studies of double skin façade systems in the literature, the effect 

of changing the slope of the outer skin on smoke propagation and temperature 

changes was investigated. A design model was created by developing 9 scenarios: 4 

wide angles, 4 acute angles, and a right angle, each with an angle varying by 3 

degrees. While acute-angle cavity designs increased the flue effect in the cavity and 

increased the direction speed and density of the smoke towards the cavity, wide-

angle cavity designs reduced the ambient temperature. 

 
1. Introduction 

 

The energy and economic crises emerging in the 

globalizing world have affected the building 

design and the effect of developing technology, 

the building envelope has gone beyond being a 

cover separating the interior and exterior spaces 

and has become a building element that improves 

building performance. Thus, in addition to 

aesthetic concerns, the shell has turned into a 

design element that provides energy 

conservation and healthy living spaces by 

allowing climatic elements to be taken into the 

interior space in a controlled manner. Double 

skin façade systems, which have developed as an 

alternative to traditional and single-layer curtain 

wall systems, have been preferred in built 

environments in recent years because they allow 

controlled intake of climatic data such as wind, 

sun, humidity, and external pressure. Double 

skin façade systems consist of an outer skin, an 

inner skin, and the air cavity between these two 

layers. In double skin façade systems, the outer 

skin protects the building from adverse 

environmental conditions and provides control 

of natural ventilation with the help of vents on it. 

These vents provide air to be drawn into the 

cavity and, thanks to the open windows, allow 

natural, fresh air to enter the interior. In the inner 

layer, window can be opened as desired with the 

opportunity given by the outer layer. However, 

as this façade system creates uninterrupted areas 

between internal spaces through vertical and 

horizontal cavities, it poses fire risks if the 

necessary measures are not taken. 
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Predicting the development and hazards of fires 

is an excellent opportunity to prevent and 

extinguish fires in time effectively. In fire safety 

research, it is inefficient to carry out actual fire 

testing because the cost of fire testing is high, the 

experimental environment preparation time is 

long, and the experiment process has hazards. 

Therefore, using computer simulation to analyze 

fire problems is also valuable research. The key 

point of the computer model is to build a fire 

model so that the development process of fire 

can be analyzed and understood without building 

construction. For the fire model, computational 

fluid dynamics is widely used, which uses 

numerical methods and algorithms to analyze 

and solve fluid mechanics (CFD) and heat 

transfer problems. 

 

In the physical model studies with CFD, studies 

examining the fire problems caused by double-

skin facades, the resistance of the glass in the 

outer and inner skin, smoke propagation in the 

cavity, and the effect of blind elements on fire 

have been investigated. In recent years, physical 

model studies of double skin façades have 

generally investigated the effect on fire of blinds 

placed in the cavity or glazing of the double skin 

façade. 

 

It has been demonstrated that the blind angle and 

position have a significant effect on the fire 

propagation characteristics and temperature 

distribution in the double skin façade and should 

be taken into account [1-3]. The risks posed by 

smoke and flame clouds moving parallel to the 

airflow in naturally ventilated double-skin 

facades were among the research areas 

numerically analyzed in the literature. In these 

studies, smoke, temperature, pressure, and flame 

cloud analyses were carried out with scenarios 

consisting of the type of double skin façade, 

cavity width, physical properties of the spaces 

facing the cavity, position and size of window 

openings, air inlet, and outlet properties [4-11]. 

 

It has been observed that the parameters that 

affect smoke propagation and temperature in 

double-shell facades are cavity width and 

ventilation openings. It has been shown that the 

decrease in the cavity width increases the 

chimney effect in the cavity and increases the 

smoke velocity and temperature in the cavity. It 

has been shown that the air outlets opening out 

of the double shell facade cavity are 

dimensionally larger than the ventilation 

openings in the spaces, which increases the 

efficiency of smoke evacuation through the 

cavity. 

 

In the studies analyzing the performance of the 

glass of the outer skin and inner skin due to high 

temperature and pressure in a fire, scenarios 

were created from the glass's physical and 

mechanical properties and the cavity's properties 

[12-16]. Experiments and numerical analyses 

were carried out to measure the surface 

temperature and heat flow in the outer and inner 

glass panes and to investigate the cracking 

patterns, breakage and collapse of the glass 

panels. As the cavity width increases, smoke and 

flame move towards the outer glass, making the 

inner glass safer. As the cavity width decreased, 

the temperature inside the cavity increased and 

cracking and breakage occurred in the glass. 

 

2. Material and Methods 

 

Within the scope of the study, the effect of outer 

skin geometry on fire propagation in double skin 

façade cavities was numerically investigated 

using (CFD). Unlike the physical modeling 

studies in the literature, this study investigated 

the effect of the slope of the façade on the spread 

of smoke and temperature rise in the building 

due to the fire starting in the spaces adjacent to 

the double skin façade. 

 

2.1. Prototype building design 

 

Based on the relevant studies in the literature, a 

prototype building was designed to investigate 

smoke movement and temperature levels in the 

double skin cavity, neglecting the effect of 

climatic elements such as the environment and 

prevailing wind. Each floor of the three-story 

prototype building has a 400 x 600 x 350 cm 

(width x length x height) space with a double-

skin façade cavity on one side and an atrium on 

the other. The working principle of the double 

skin façade was to provide an air inlet on the 

lower surface of the outer skin and an air outlet 

on the upper surface. Air inlets and outlets were 

designed with dimensions of 350x50 cm, while 
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100x150 cm window openings and 100x210 cm 

door openings were placed in the rooms. The 

cavity width in the double skin façade was 

designed to be 250 cm, but the cavity width and 

volume changed as the slope of the outer skin 

changed. The dimensions of the atrium, which 

had a 200 x 100 cm ceiling vent, were 350 x 400 

x 1050 cm (width x length x height). As the 

material design is not the subject of the study, the 

walls, ceilings, and floors of the entire building 

have been designed as concrete with a thermal 

inertia 𝑘𝜌𝑐 of approximately 2 kWs /m4 k² 

(Figure 1). 

 

 
Figure 1. Prototype building plan and section 

 

2.2. Design fire and numerical model features 

 

Studies that provide performance-based 

approaches through CFD use the t-squared fire 

model, where the combustion rate varies with the 

square of time. The curve expressing the ratio of 

the combustion rate to the square of time for a T-

squared fire shows the time required to reach the 

highest heat release rate. If the heat release rate 

is known, which gives the most crucial 

information about how much heat is released 

when combustible materials burn, temperature, 

smoke layer thickness, smoke flow rate, and 

radiant heat flux are also known. The equation 

giving the heat release rate for a T square fire is 

given below: 

 

Q=αtp     (1) 

 

Q: Heat release rate Btu/s (kW) 

α: Fire growth coefficient Btu/s3 (kW/s2) 
t: Time from ignition (s) 

p: Positive exponent 

 

While the NFPA 92 Smoke Control Systems 

Standard classifies the fire growth rate as slow, 

medium, fast, and ultra-fast, it calculates the 

reference heat release rate as 1055 kW for 

physical model studies. Figure 2 shows the fire 

growth curve for slow, medium, fast, and ultra-

fast growth rates according to the above equation 

to reach the reference heat release rate of 1055 

kW [19].  

 

 
Figure 2. Fire growth rate for the reference heat 

release rate [20] 

 

According to Figure 2, the time to reach the 

reference heat release rate was 150 seconds and 

the fire growth coefficient (α) was calculated as 

0.047 kW/s2 from Equation 1. The 100 x 100 cm 

reaction source was selected as polyurethane 

GM27 consisting of 1.00 carbon, 1.7 hydrogen, 

0.3 oxygen and 0.08 nitrogen atoms. For this 

reaction source, smoke production is 0.198 g/g 

and carbon monoxide (CO) production is 0.042 

g/g. Table 1 shows the features of the design fire 

[21]. 

 

Table 1. Design fire features 

Feature Value 

Reaction type Polyurethane GM27 

Fire growth Fast 

Smoke production 0.198 g/g 

CO production 0.042 g/g 

Heat release rate 1055 

Fire growth 

coefficient 

0.047 

Ignition start time 10 s 

Simulation duration 160 s 

Ambient temperature 10 0C 
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The study used the Pyrosim program, which 

includes FDS functions and Smokeview 

visualization, to create geometry and define 

boundaries. To create the three-dimensional 

model in Pyrosim, the lengths of the cell network 

structure in which the boundaries were 

determined were set to 0.2x0.2x0.2m. direction 

to be used for measuring temperature, smoke 

movement, and velocity, a total of 3 

thermocouples, in the double-skin facade cavity, 

in the atrium cavity, and the last floor room, were 

placed to measure the temperature (Figure 3). 

 

 
Figure 1. Computer model features 

 

In order to examine the effect of changing the 

slope of the outer skin of the double-skin facade 

on fire, a total of 9 scenarios were determined as 

a result of changing the outer skin slope by 3 

degrees, considering that all conditions are 

constant (Figure 4). As a result of modeling 9 

scenarios, numerical analyses were performed, 

and the findings were discussed in the context of 

smoke propagation and temperature levels. 

 

Figure 4. Scenarios with changing the slope of the 

outer skin of the design model 

 

3. Findings 

 

Based on the design fire’ characteristics and 

prototype building design, the findings of 9 

scenarious consisting of outer skin slopes were 

analysed. 

 

The smoke views during the Scenario 1 

simulation process were shown in Figure 5. In 

the double skin cavity, the smoke reached the 

first floor window level at 40. seconds and the air 

outlet in the cavity at 75. seconds. The smoke 

passed into the atrium cavity at 80 seconds. 

Smoke also entered the room on the last floor at 

72. seconds, and was filled with smoke at 110. 

seconds. 

 
 

 
40. second 

 
80. second 

 
120. second 

Figure 5. Scenario 1 smoke view 

In scenario 1, the temperature values 

measured at the thermocouples were 46.04 0C 

at the top floor room, 73.52 0C at the upper 

level of the double skin cavity and 27.14 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 145.8 0C (Figure 6).
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Figure 6. Scenario 1 time dependent -temerature values 

 

The smoke views during the Scenario 2 

simulation process were shown in Figure 7. In 

the double skin cavity, the smoke reached the 

first floor window level at 40. seconds and the 

air outlet in the cavity at 72. seconds. The 

smoke passed into the atrium cavity at 80. 

seconds. Smoke also entered the room on the 

last floor at 70. seconds, and was filled with 

smoke at 110. seconds. 

 

 
40. second 

 
80. second 

 
120. second 

Figure 7. Scenario 2 smoke view 

 

In scenario 2, the temperature values 

measured at the thermocouples were 42.52 
0C at the top floor room, 69.31 0C at the 

upper level of the double skin cavity and 

27.46 0C at the upper level of the atrium. 

The highest ambient temperature during the 

simulation period was 142.33 0C (Figure 8).

 
Figure 8. Scenario 2 time-dependent temperature values 

 

The smoke views during the Scenario 3 

simulation process were shown in Figure 9. In 

the double skin cavity, the smoke reached the 

first floor window level at 40. seconds and the 

air outlet in the cavity at 70. seconds. The 

smoke passed into the atrium cavity at 75. 

seconds. Smoke also entered the room on the 
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last floor at 70. seconds, and was filled with 

smoke at 115. seconds. 

 

abore et dolore m  

 
40. second 

 
80. second 

 
120. second 

Figure 9. Scenario 3 smoke view 

 

In scenario 3, the temperature values 

measured at the thermocouples were 31.80 0C 

at the top floor room, 41.28 0C at the upper 

level of the double skin cavity and 22.98 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 227.82 0C (Figure 10). 

 
Figure 10. Scenario 3 time-dependent temperature values 

 

The smoke views during the Scenario 4 

simulation process were shown in Figure 11. 

In the double skin cavity, the smoke reached 

the first floor window level at 40. seconds and 

the air outlet in the cavity at 65. seconds. The 

smoke passed into the atrium cavity at 72. 

seconds. Smoke also entered the room on the 

last floor at 68. seconds, and was filled with 

smoke at 115. seconds. 

  

 
40. second 

 
80. second 

 
120. second 

Figure 11. Scenario 4 smoke view 

 

In scenario 4, the temperature values 

measured at the thermocouples were 24.64 0C 

at the top floor room, 41.99 0C at the upper 

level of the double skin cavity and 27.48 0C at 

the upper level of the atrium. The highest 
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ambient temperature during the simulation 

period was 263.07 0C (Figure 12). 

 

 
Figure 12. Scenario 4 time-dependent temperature values 

 

The smoke views during the Scenario 5 

simulation process were shown in Figure 13. 

In the double skin cavity, the smoke reached 

the first floor window level at 40. seconds and 

the air outlet in the cavity at 60. seconds. The 

smoke passed into the atrium cavity at 78. 

seconds. Smoke also entered the room on the 

last floor at 70. seconds, and was filled with 

smoke at 110. seconds. 

  

 
40. second 

 
80. second 

 
120. second 

Figure 13. Scenario 5 smoke view 

 

In scenario 5, the temperature values 

measured at the thermocouples were 42.18 0C 

at the top floor room, 60.72 0C at the upper 

level of the double skin cavity and 26.23 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 206.94 0C (Figure 14). 

 

 
Figure 14. Scenario 5 time dependent temperature values 
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The smoke views during the Scenario 6 

simulation process were shown in Figure 15. 

In the double skin cavity, the smoke passed 

the first floor window level at 40. seconds and 

the air outlet in the cavity at 57. seconds. The 

smoke passed into the atrium cavity at 80. 

seconds. Smoke also entered the room on the 

last floor at 62. seconds, and was filled with 

smoke at 105. seconds. 

 

 
40. second 

 
80. second 

 
120. second 

Figure 15. Scenario 6 smoke view 

 

In scenario 6, the temperature values 

measured at the thermocouples were 41.75 0C 

at the top floor room, 57.69 0C at the upper 

level of the double skin cavity and 27.74 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 194.22 0C (Figure 16). 

 

 

Figure 16. Scenario 6 time dependent temperature value 

 

The smoke views during the Scenario 7 

simulation process were shown in Figure 17. 

In the double skin cavity, the smoke passed 

the first floor window level at 40. seconds and 

the air outlet in the cavity at 55. seconds. The 

smoke passed into the atrium cavity at 80. 

seconds. Smoke also entered the room on the 

last floor at 60. seconds, and was filled with 

smoke at 103. seconds.

  

 
40. second 

 
80. second 

 
120. second 

Figure 17. Scenario 7 smoke view 
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In scenario 7, the temperature values 

measured at the thermocouples were 43.83 0C 

at the top floor room, 63.35 0C at the upper 

level of the double skin cavity and 26.66 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 181.86 0C (Figure 18). 

 

 
Figure 18. Scenario 7 time dependent temperature values 

 

The smoke views during the Scenario 8 

simulation process were shown in Figure 19. 

In the double skin cavity, the reached the first 

floor ceiling level at 40. seconds and the air 

outlet in the cavity at 52. seconds. The smoke 

passed into the atrium cavity at 83. seconds. 

Smoke also entered the room on the last floor 

at 60. seconds, and was filled with smoke at 

107. seconds.

 

 
40. second 

 
80. second 

 
120. second 

Figure 19. Scenario 8 smoke view 

 

In scenario 8, the temperature values 

measured at the thermocouples were 42.68 0C 

at the top floor room, 75.14 0C at the upper 

level of the double skin cavity and 28.57 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 179.57 0C (Figure 20). 
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Figure 20. Scenario 8 time dependent temperature values 

 

The smoke views during the Scenario 9 

simulation process were shown in Figure 21. 

In the double skin cavity, the reached the first 

floor ceiling level at 40. seconds and the air 

outlet in the cavity at 50. seconds. The smoke 

passed into the atrium cavity at 88. seconds. 

Smoke also entered the room on the last floor 

at 60. seconds, and was filled with smoke at 

120. seconds. 

 

 
40. second 

 
80. second 

 
120. second 

Figure 21. Scenario 9 smoke view 

 

In scenario 9, the temperature values 

measured at the thermocouples were 36.78 0C 

at the top floor room, 80.42 0C at the upper 

level of the double skin cavity and 18.89 0C at 

the upper level of the atrium. The highest 

ambient temperature during the simulation 

period was 193.62 0C (Figure 22). 

 

Figure 22. Scenario 9 time dependent temperature values 
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4. Discussion and Conclusion 

 

The academic studies on double skin façade 

systems in the literature analyzed numerical 

models of cavity dimensional properties, 

ventilation conditions properties, construction, 

and glass material properties. As a contribution 

to the literature physical model studies, the effect 

of the outer shell slope of the double skin façade 

on smoke extraction and indoor temperature was 

investigated in this study. In a naturally 

ventilated double skin façade system, it was 

observed that changing the slope of the façade by 

designing the ventilation conditions in the same 

way in all scenarios significantly affects the 

smoke extraction from the cavity air outlet and 

indoor temperature values. 

 

As a result of the cavity slope decreasing and 

being designed in an upward narrowing structure, 

the time for the smoke to reach the outside air 

outlet decreased, and the smoke density in the 

cavity increased. The smoke filling time in the 

last floor space was longer in the wide angle 

cavity designs than in the acute angle cavity 

designs. Exceptionally, in the S9 scenario, smoke 

diffusion decreased in areas other than the last 

cavity due to the high chimney effect in the 

cavity. 

 

When the slope of the outer shell was increased, 

and the cavity volume increased by expanding 

the cavity upwards, the level of smoke in the 

atrium has decreased compared to the scenario of 

the right-angled outer shell. Similarly, the smoke 

density in the atrium decreased in the scenarios 

with an outer shell inclination of less than 900 

compared to the right-angled shell scenario. Still, 

the smoke density has been higher than the wide-

angle scenarios. As a result, an outer or inner 

sloping shell design instead of a right-angled 

shell design provided the appropriate design 

criteria for reducing the spread of smoke into the 

spaces. 

 

While the ambient temperature decreased in the 

wide-angle scenarios S1 and S2, the highest 

ambient temperature of 263.07 0C was reached in 

the S4 scenario. In the other scenarios, a similar 

time-dependent temperature increase curve was 

observed, and in general, a negative correlation 

was observed, where the temperature increased 

as the angle decreased.  

 

According to the temperatures measured from 

the thermocouple in the last floor room, as the 

slope angle decreased, the temperature decreased 

compared to the right-angle scenario, and the 

temperature was measured 36.79 0C in the S9 

scenario, where the slope was the lowest. As the 

slope angle increased, the temperature has 

decreased significantly in the first place, but as 

the width increased more, the temperature level 

has reached the same level as the right angle. In 

the S4 scenario with 930 slope, the temperature 

measured in the last floor room has been the 

lowest among the scenarios, with 24.64 0C. This 

model showed no correlation between the 

inclination angle and the temperature levels in 

the last floor room, and a shell inclination 

increasing by 3 degrees showed the most 

favorable temperature level at the last floor room. 

 

Since the chimney effect increases as the 

temperature rises due to the increase in pressure, 

one of the methods used to determine the strength 

of the chimney effect in the cavity of the double-

skin façade is to measure the temperature levels 

in the cavity. While the temperature level in the 

cavity increased in the acute slope skin scenarios, 

the chimney effect increased as the angle 

decreased. However, while no negative or 

positive correlation was observed for the 

chimney effect temperature relationship for the 

wide-angle outer shell designs, the cavity 

temperature was lowest value for the S3 and S4 

scenarios compared to the other scenarios. 

 

In this study, the effect of the slope of the outer 

surface of the double-shell façade on smoke 

propagation and temperature was investigated, 

and appropriate cavity design criteria for fire 

safety were put forward. In addition to ensuring 

that climatic data can be efficiently taken indoors 

with appropriate cavity design, smoke extraction 

can be done through the cavity in case of a fire.  

 

The smoke and other gases generated in the fire 

will be extracted through the cavity with 

appropriate cavity designs, and the temperature 

and smoke levels in other areas of the building 

will be provided in suitable conditions for 

evacuating people. Only the effect of the slope of 
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the outer skin on the fire safety design has been 

investigated, and it is considered that other 

design criteria, such as natural ventilation 

conditions and space dimensions, can be 

examined by further academic research. 
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This paper outlines a precise, swift, and convenient spectrophotometric method 

based on the continuous wavelet transform methodology for the estimation of 

losartan potassium and hydrochlorothiazide in tablets. The continuous wavelet 

transform method is based on the use of DMeyer (DMEY-CWT). When the original 

UV spectra of losartan potassium and hydrochlorothiazide are studied, it is clear that 

their spectra closely overlap. The analysis was completed successfully without any 

pre-separation using the created DMEY-CWT approach. The calibration equations 

for losartan potassium measurement and hydrochlorothiazide determination were 

obtained at 257.6 nm and 268.4 nm for losartan potassium, 250.1 nm and 263.8 nm 

for hydrochlorothiazide. The developed approaches were evaluated for their validity 

and practicality. 

 
1. Introduction 

 

Researchers today are attempting to meet the 

demands of better scientific measurements and to 

evolve more efficient processes to boost the 

accuracy of existing analytical methods in order 

to attain the desired analytical results across a 

range of disciplines, such as those noted above. 

[1-3]. 

 

To get more chemical data and minimize the 

complexity of multicomponent substance 

analysis, LC and CE procedures were utilized in 

combination with various spectroscopic systems 

(independent approaches, notably LC-MS and 

CE-MS). Furthermore, these combined unit 

approaches are expensive and time consuming to 

analyze [4-6]. For analytical purposes, analytical 

procedures such as spectrophotometry [7], mass-

spectrometry [8], chromatography [9], 

electrophoresis [10], electrochemistry [11], and 

their combined devices have been utilized. 

Because of the difficulties of the aforementioned 

separation techniques or combination analyzers, 

analytical chemists prefer to employ 

spectroscopic methods (rather than separation 

techniques) to enable rapid and low-cost 

analysis. Continuous wavelet transform (CWT) 

approaches for spectrophotometric data are 

becoming increasingly popular since they may be 

employed in the study of components in 

complicated systems without the requirement for 

any separation step.  

 

As a result, CWT approaches can provide 

appropriate answers in such instances. [12-14]. 
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The aim of this study is to propose a new signal 

processing approach based on the simultaneous 

quantitative detection of losartan potassium 

(LOS) and hydrochlorothiazide (HCT) in tablets 

without the usage of a separation step using CWT 

and zero crossing methodology [15]. In 

pharmacological and biological investigations, 

several analytical techniques for the 

determination of LOS and HCT have been 

published, including spectrophotometric 

methods [16-19], spectrofluorometric methods 

[20], and chromatographic methods [21-25]. 

 

2. General Methods 

 

A Shimadzu UV-1601 dual-beam UV-VIS 

spectrophotometer with a constant gap width of 

2 nm was used to analyze the absorption spectra 

of mixes and tablet solutions in the spectral range 

200-305 nm. 

 

2.1. Commercial tablet  

 

A pharmaceutical tablet (HYZAAR® Tablet, 

MSD Ind., Istanbul, Türkiye, batch 

no:401042301) including 50 mg LOS and 12.5 

mg HCT per tablet was gathered from the 

Turkish market. 

  

2.2. Standard solutions 

 

By dissolving 25 mg of each drug in 100 mL of 

methanol, standard LOS and HCT stock 

solutions were created, respectively. From 

standard stock solutions for each active 

component, a calibration with a range of 4.0-26.0 

µg mL-1 for LOS and 2.0-24 µg ml-1 HCT in 

solvent was made for spectrum analysis. 

 

2.3. Sample solutions preparation 

 

Twenty LOS and HCT tablets were weighed and 

pulverized for testing. Add methanol to a 100 ml 

volumetric flask along with an equal amount of 

powder. The flask's contents were swirled 

mechanically. The supernatant is diluted with 

methanol to its final concentration after filtering. 

Ten times this process was carried out. 

 

 

 

 

3. Results and Discussion 

 

Applying the DMEY-Continuous wavelet 

transform (DMEY-CWT) approach to the spectra 

of LOS and HCT in mixtures and preparations 

for the simultaneous assay is the goal of this 

work. The UV spectra of the tablet solution and 

the LOS and HCT standards were measured 

between 200 and 305 nm, as shown in Figure 1. 

 

 
Figure 1. The UV-Absorption spectra of 4.0-26 µg 

mL-1 LOS (---) and 2.0-24 µg mL-1 HCT (─) in 

methanol 

 

3.1. DMEY continuous wavelet transform 

method (DMEY-CWT) 

 

Using methanol as the solvent, calibration 

mixtures were prepared with linear concentration 

ranges of 4.0–26 µg mL–1 for LOS and 2.0–24 

µg mL–1 for HCT in order to analyze artificial 

mixtures and tablets containing LOS and HCT 

compounds by the DMEY–CWT technique. 

These calibration solutions' initial UV spectra 

were captured at wavelengths between 200 and 

305 nm, with = 0.1 nm intervals. The LOS and 

HCT spectra were subjected to the DMEY-CWT 

technique (Figure 2). Table 1 displayed the 

regression equation, correlation coefficient, and 

associated statistical information.  

 

The quantitative analysis of synthetic mixtures 

was used to validate the calibration equation for 

the DMEY-CWT technique. Table 2 displays the 

recovery outcomes together with the relative 

standard deviation. In the application of these 

methods, DMEY-CWT method was applied 



    
Sakarya University Journal of Science, 28(1) 2024, 187-194 

 

189 
 

directly to UV spectra and DMEY-CWT 

amplitudes were measured at 257.6 nm and 268.4 

nm for LOS and 250.0 nm and 263.8 nm for HCT 

in the concentration range of 4.0-26.0 µg/mL for 

LOS and 2.0-24.0 µg/mL for HCT by using zero-

cut technique in the obtained DMEY-CWT 

spectra and calibration graphs were obtained by 

linear regression. Table 1 displays the results of 

the regression analysis. 

 
 

 
Figure 2. DMEY-CWT spectra obtained by 

transforming the UV absorption spectra of LOS (---) 

and HCT (─) 

 
Table 1. Statistical outcome for the DMEY-CWT method 

 
 

3.2. Validation of the Proposed Methods 
 

A validation set consisting of 24 artificial 

mixture solutions in methanol at different 

concentrations within the linear working range of 

4.0-26.0 µg/mL for LOS and 2.0-24.0 µg/mL for 

HCT was prepared. This validation set evaluated 

the DMEY-CWT method's precision and 

accuracy. Table 2 displays the results obtained 

after using the DMEY-CWT approach to 

synthetic combinations produced as a 

verification set. 

 

The prepared solutions were utilized for intra-

day and inter-day tests in order to evaluate the 

accuracy and precision of the DMEY-CWT 

technique. Precision and accuracy evaluations 

were applied daily at three different 

concentrations. The results can be seen in Table 

3. 
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Table 2. Recovery outcome calculated by using artificial mixtures 

 

 
Table 3. Intra-day and inter-day outcome by the DMEY-CWT method 
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The interfering effects of tablet excipients on 

LOS and HCT were tested using a standard 

addition methodology before the DMEY-CWT 

method was used to the commercial tablet 

composition. Table 4 presents the findings. 

 

 

Table 4. Standard addition results for DMEY-CWT method 

 

 

By subtracting the amount of LOS and HCT 

from the tablets, recovery and other 

calculations for LOS and HCT were carried 

out. Five replicas were used for these surveys, 

with three different concentration grades. 

 

 

 

 

 

3.3. Tablet Analysis 

 

Table 5 displays the results obtained by 

applying the suggested technique to the LOS-

HCT commercial preparation solutions. 

Results have been obtained successfully for 

quantifying tablets containing LOS and HCT. 

When the DMEY-CWT method was applied to 

commercially accessible tablets, there was no 

interaction with the tablet excipients in the 

determination of the concerned substances. 

 

 
Table 5. Tablet assay by the DMEY-CWT method (50.0 mg LOS and 12.5 mg HCT per tablet) 

 

 
 

  Added (µg mL-1) 

 LOS HCT 

  2 6 10 2 8 12 

No. Found (µg mL-1) Found (µg mL-1) 

  257.6 268.4 257.6 268.4 257.6 268.4 250.1 263.8 250.1 263.8 250.1 263.8 

1 1.99 2.03 5.71 5.84 10.04 9.92 1.96 2.05 7.83 8.03 11.95 12.02 

2 1.94 2.08 5.85 5.90 10.24 9.86 1.93 2.07 7.83 7.84 11.94 12.27 

3 1.98 2.09 5.89 5.84 10.22 9.75 1.93 1.96 8.19 8.06 11.84 12.18 

4 2.01 2.07 5.96 6.06 10.31 9.86 1.93 1.98 7.84 8.09 12.02 12.11 

5 2.00 2.02 6.06 5.95 10.35 9.96 1.91 2.01 7.80 7.90 11.79 11.99 

  Recovery (%) 

No. LOS HCT 

  257.6 268.4 257.6 268.4 257.6 268.4 250.1 263.8 250.1 263.8 250.1 263.8 

1 99.6 101.3 95.2 97.3 100.4 99.2 98.1 102.6 97.9 100.3 99.6 100.2 

2 97.1 103.9 97.5 98.3 102.4 98.6 96.3 103.7 97.8 98.0 99.5 102.3 

3 98.8 104.3 98.2 97.4 102.2 97.5 96.6 98.1 102.4 100.7 98.6 101.5 

4 100.6 103.6 99.3 101.0 103.1 98.6 96.5 99.1 98.0 101.1 100.2 100.9 

5 99.9 101.0 101.0 99.2 103.5 99.6 95.6 100.5 97.5 98.7 98.2 100.0 

Mean 99.2 102.8 98.2 98.6 102.3 98.7 96.6 100.8 98.7 99.8 99.2 101.0 

SD 1.32 1.6 2.16 1.5 1.21 0.8 0.91 2.3 2.05 1.3 0.78 0.9 

RSD 1.33 1.5 2.20 1.5 1.18 0.8 0.94 2.3 2.08 1.3 0.79 0.9 

RE -0.79 2.8 -1.76 -1.4 2.33 -1.3 -3.39 0.8 -1.29 -0.2 -0.78 1.0 
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4. Conclusion 

 

CWT offers new possibilities and alternative 

ways for the resolution of mixtures of active 

compounds with overlapping absorption 

spectra. One of the main advantages of CWT 

approach is the simultaneous data reduction 

and de-noising for the signal analysis.  

 

In our case, this DMEY-CWT approach 

provides higher peak amplitude, less noise, and 

sharper peaks then the other wavelet families 

and having flexible and versatile properties 

gives a good resolution for mentioned binary 

pharmaceutical dosage form. The spectrum 

analysis of synthetic mixtures and tablet 

formulations comprising LOS and HCT has 

been successfully carried out using the 

DMEY-CWT method that we have developed, 

to briefly explain the study. 

When the spectra overlap in the same spectral 

region, as they do in this study, this newly 

developed approach can be used without the 

need for pre-separation (see Figure 1). To 

demonstrate the reliability and practicality of 

the method, it was carried out using analytical 

validation parameters. We believe that the 

DMEY-CWT method that has been developed 

is a promising approach for the measurement 

of related compounds. 
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Prostate cancer is one of the most common cancer for men. Current therapies such 

as chemotherapy or radiotherapy non-spesifically affect cancerous cells. Current 

therapies need more targeted delivery approaches such as peptide. Asn-Gly-Arg 

(NGR) is a tool for cancer targeting therapy. To mimic more natural cancer 

microenvironment, peptide treatment approaches are examined in 3 Dimensional (D) 

hydrogels. GelMA is one of the hydrogels that permits to construct 3D 

microenvironment of PC3 prostate cancer cells. The goal of the study was to evaluate 

characteristic of GelMA to model prostate cancer environment and to determine the 

effects of NGR peptides for PC3 line.  pH values of different concentrations NGR (1 

µM, 10 µM and 100 µM)-GelMA were measured. To analyze biodegradation 

capacity of different concentrations NGR (1 µM, 10 µM and 100 µM)-GelMA, 

weigth measurements were performed. Live and Dead analysis was performed on 

days 1, 4, and 7. The findings revealed that GelMA hydrogels created a relatively 

stable and neutral pH, making them potentially valuable for drug delivery systems. 

Furthermore, the NGR-GelMA hydrogels incorporated exhibited the capacity to 

absorb liquids, resulting in an increase in weight. Notably, these hydrogels allowed 

for the observation of the dynamic 3D microenvironment of prostate cancer, which 

was influenced by the concentration of the targeted drug in the GelMA matrix. This 

suggests promising implications for developing targeted therapies for prostate cancer 

using GelMA-based drug delivery systems. As a conclusion, GelMA and NGR-

GelMA hyrdogels may be useful platform for further studies to progress on prostate 

cancer treatment. 

 
1. Introduction 

 

Cancer has affected multicellular living 

organisms for more than 200 million years, and 

evidence of cancer among modern human 

progenitors dates back well over a million years 

[1]. Prostate cancer is the most frequent cancer 

among males in the Western world and the 

second largest cause of cancer mortality [2]. 

Prostate cancer is described as malignant tumoral 

formations caused by aberrant and uncontrolled 

growth of prostate gland cells, which are part of 

the male reproductive system [3]. Current 

chemotherapy and radiotherapy are used to fight 

cancers [4]. However, current therapeutic 

approaches have some disadvantages because of 

their high side effects and non-specific to target 

cells [5-7]. Thus, new methodologies have been 

developed to catch more specificity for 

cancerous region.  

 

Peptides can specifically recognize the complex 

of antibody and cell surface [7, 8]. One of the first 

generation of tumor targetting peptides is the 

Asn-Gly-Arg (NGR) peptide [9]. The NGR 

peptide recognizes to aminopeptidase N (CD13), 
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which is a receptor that is expressed on only 

tumor neovasculature [10]. To increase the 

anticancer action of several antitumor drugs as 

doxorubicin (dox), cisplatin, proapototic 

peptides, and tumor necrosis factor (TNF), NGR 

peptides have been utilized for their target 

delivery. Garde et. al. showed that NGR based 

dox showed reduction of tumor vasculature 

rather than only dox in PC3 prostat cancer cell 

line [11].  

 

Anticancer targeting compounds including NGR 

motif can demonstrate higher affinity to tumor 

and promote higher efficacy. A study showed 

that only NGR can also affect and exhibit 

antitumor effect [12]. NGR peptides may also 

attach to CD13-v3+ tumor cells, including MDA-

MB-435 breast cancer cells, and prevent them 

from migrating and proliferating in vitro 

condition [12].  

 

Complex in vitro techniques are needed to mimic 

microenvironment of cancer tissues. 3 

Dimensional (D) cell culture supports more 

natural biochemical signals and mimics tissue-

specific architecture in terms of forced polarity, 

flattened cell shape, and subsequent cellular 

communication [13-16]. In recent years, the 

combination of hydrogel and peptide has been 

frequently used in 3D systems [17]. Hydrogel 

models may be successful in mimicking the 

tumour environment so hydrogel and peptide 

combination is a promising method for cancer 

studies [18]. Gelatin methacrylate (GelMA)-

based hydrogels provide bioengineered, semi-

synthetic 3-D platform for spheroid growth of 

ovarian cancer cells in vitro and in vivo [19].  

 

Being unique features, such as biocompatibility, 

biodegradability, and adjustable mechanical 

properties, GelMA has a potential biomaterial for 

cancer therapy [20]. GelMA-based systems 

provide an excellent platform for the creation of 

cancer therapeutics and drug delivery systems. 

Since the effects of only NGR peptide and its 

different concentrations have not clarified, yet.  

 

In this proof of the concept, the study aimed to 

examine usage of GelMA for PC3 prostate 

cancer modelling application and find the 

optimum concentration of different NGR 

peptide, one of the most important peptide for 

cell targeted approach, for PC3 prostate cancer 

cell line. 

 

2. General Methods 

 

All chemical and peptide products were 

purchased from Aapptec (Louisville, USA). 

GelMA was commercially taken from 

Zetamatrix, Türkiye. All cell culture materials 

were taken from Sigma Aldrich (St. Louis, 

Missouri, USA). Live and Dead was purchased 

from Dojindo (Munich, Germany). 

 

2.1. NGR peptide synthesis 

 

The Asn-Gly-Arg (NGR) peptide was 

synthesized on the Rink Amide NovaGel resin 

(0.62 mmol/g) [14, 16]. The resin was swollen 

with 3 mL dimethylformamide (DMF) solution 

for 30 min. Fmoc protected amino acid derivative 

(2 eq), HBTU (1.95 eq), and DIEA (3 eq) were 

dissolved in DMF. To remove the peptide 

sequence from the resin, the resin was then left in 

a trifluoroacetic acid (TFA)-based solution for 2 

hours. The product was precipitated into cold 

ether and lyophilised. 

 

2.2. Fabrication of GelMA and GelMA: NGR 

hydrogels 

 

Lyophilised GelMA was dissolved in 45 °C 

deionised water to obtain 10% concentration 

prepolymer solution [21]. A photoinitiator 

(Irgacure-2959) at 0.5% concentration was added 

to the GelMA solution and the mixture was 

stirred at 70°C for 4 h to dissolve GelMA. Only 

GelMA hydrogel was used as the control group. 

1 µM, 10 µM and 100 µM concentrations of 

NGR peptide were dissolved in GelMA.  

 

After re moving air bubbles, the solutions were 

poured into a disposable 90 mm diameter culture. 

They were exposed to UV light for 2 min to 

cross-link only GelMA and NGR-GelMA. They 

were stored at 4 °C for further characterization as 

presented in Figure 1. 
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Figure 1. Basic experimental procedure for PC3 

prostate cancer in GelMA and NGR- GelMA 

 

2.3. pH and swelling analysis of GelMA 

 

pH values in different concentrations NGR (1 

µM, 10 µM and 100 µM)-GelMA were measured 

on days 1, 3, 5, 7, 9 and 12 to test acidity 

properties of these hydrogels. The dry weights of 

GelMA and NGR (1 µM, 10 µM and 100 µM)-

GelMA hydrogels were measured on day 0 

before placement in SBF. Then, the weights of 

GelMA and NGR (1 µM, 10 µM and 100 µM)-

GelMA hydrogels were measured on days 1, 4 

and 7. 

 

2.4. Cell culture 

 

PC3 cells were grown in DMEM medium 

including 10% FBS and 1% penicillin-

streptomycin [14-16]. Cells were seeded in a 12-

well plate at the density of 1 × 105 cells per well 

and maintained in an incubator with a humidified 

atmosphere containing 5% CO2 at 37°C. The 

culture medium was refreshed every two days. 

Cells were washed three times with DPBS and 

harvested by trypsinization. 

 

2.5. Live and dead analysis of PC3 protate 

cancer cells 

 

The Double Staining Kit was used to evaluate the 

viability analysis of PC3 prostate cancer. 1 

mmol/L solution A-green (Calcein-AM/DMSO) 

and 1.5 mmol/L solution B-red (PI/pure water) 

were used get qualitative viability analysis of 

PC3 prostate cancer cells. The red colour 

represents dead cells and the green colour 

represents living cells. While the red colour 

represents dead cells, the green colour represents 

living cells. 

 

2.6. Statistical analysis 

 

All data are statistically evaluated using two-way 

ANOVA (SPSS 12.0, SPSS GmbH, Germany) 

and post hoc test. p values less than 0.05 were 

used to evaluate if there were significant 

differences between groups. (*p<0.05, **p<0.01, 

***p<0.001). 

 

3. Results And Discussion 

 

GelMA is a biocompatible material which 

supports mechanical tunning [22, 23]. Bock et. 

al. utilized from GelMA, PEG and GelSH to 

create an organoid form for cancer cell lines [22]. 

They conjugated peptides to these hydrogels and 

concluded that functionalization of hydrogel with 

peptides may provide ex vivo organoid growth of 

cancer cells. 

 

The pH values of NGR (1 µM, 10 µM and 100 

µM)-GelMA hydrogels were measured. pH is 

important for gelation and cross-linking. 

Crosslinking of GelMA molecules is responsible 

for the formation of GelMA hydrogels. The pH 

value of the control group GelMA hydrogel 

showed values of 7.65± 0.2, 7.70± 0.2, 7.75± 0.2, 

7.75± 0.2, 7.77±0.2, and 7.80± 0.2 on days 1, 3, 

5, 7, 9 respectively as given in Figure 2.  

   

 
Figure 2. pH changing of only GelMA and NGR (1 

µM, 10 µM and 100 µM)-GelMA hydrogels 

 

 pH of GelMA hydrogel increased depending on 

time, but remained constant at 7.80 after day 9. 

pH values of NGR (100 µM)-GelMA showed 

values of 7.63± 0.2, 7.63± 0.2, 7.63± 0.2, 7.63± 

0.2, 7.63± 0.2, 7.65± 0.2 on days 1, 3, 5, 7, 9, and 
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12, respectively. pH values of NGR (100 µM)-

GelMA remained constant over time, but started 

to increase on day 12. pH values of NGR (10 

µM)-GelMA showed a higher pH value than the 

other experimental groups until day 7. On day 9, 

pH values of NGR (10 µM)-GelMA was 

observed as 7.77, while it was observed as 7.76 

in NGR (10 µM)-GelMA.  

 

On the 12 days, it was observed that the pH value 

of the control group and NGR (10 µM)-GelMA 

remained constant at 7.80. This showed that the 

pH values of only GelMA hydrogel and NGR (10 

µM)-GelMA continued to increase until the 9th 

day. pH values of NGR (1 µM)-GelMA were 

7.70± 0.2, 7.75± 0.2, 7.76± 0.2, 7.77± 0.2, 7.76± 

0.2, 7.76± 0.2, 7.80± 0.2 on days 1, 3, 5, 7, 9, and 

12, respectively. This showed that the pH value 

of NGR (10 µM)-GelMA increased over time but 

remained at a constant value (7.80) after day 9. 

In this study, pH measurements of GelMA 

hydrogels and NGR (1 µM, 10 µM and 100 µM)-

GelMA hydrogels fluctuated over time, the pH 

value stabilised at 7.70 on the 12nd day. The pH 

value of NGR (1 µM)-GelMA hydrogel was 7.63 

on day 1, which was lower than the other 

experimental groups. The pH value gradually 

increased over time and reached 7.70 on day 12. 

GelMA in the control group and different 

concentration NGR (1 µM, 10 µM and 100 µM)-

GelMA hydrogels created a slightly basic 

environment.  

 

GelMA and NGR-GelMA hydrogels have been 

investigated for drug delivery applications. The 

pH sensitivity of the hydrogel can be utilised to 

design pH-sensitive drug delivery systems [24, 

25]. For example, the hydrogel can undergo 

controlled degradation for tumour tissue or cause 

the release of charged therapeutic agents. pH 

values of GelMA clearly affects drug release 

kinetics, possibly as a result of the requirement 

for extra diffusion across the GelMA layer, 

which lengthens the duration of the release [25].  

 

Gelation kinetics and crosslinking efficiency can 

be affected by the pH of the GelMA precursor 

solution. Proper hydrogel formation and 

mechanical stability can be achieved by 

optimising the pH during gelation. Moghdateri 

concluded that high acidity promotes drug 

releasing. In addition, Pan et al. also showed that 

the pH values of GelMA changed between 6.4 

and 8.4 [24]. Literature also concluded that pH 

can affect the stability and activity of proteins 

and enzymes in hydrogels [24, 26].  

 

However, healthy cell viability and behavior can 

also be affected by the pH of the hydrogel [24]. 

It is critical to maintain a suitable pH range to 

promote cell adhesion, proliferation and 

differentiation within the hydrogel matrix [24, 

25].  

 

pH values should be compatible with the 

physiological environment and promote the 

integration of the hydrogel into the host system. 

The basic pH of environment can suppress the 

growth and proliferation of cancer cells while 

promoting the growth of healthy cells [27]. 

Raghunand et al. concluded that pH and drug 

resistance associated each other in tumours and 

mentioned that low extracellular pH in tumours 

contributes to drug resistance [28]. Gu et al. 

showed that pH values of liposomes hardly ever 

change when NGR peptide bond the liposomes 

[29].  

 

As peptides are able to change biodegradability 

of modified materials, dry weights of NGR-

GelMA were measured on days 0, 1, 4 and 7 as 

shown in Figure 3.  

   

 
Figure 3. Weight measurements of only GelMA and 

NGR-GelMA hydrogels 

 

Briefly, the initial weights of the hydrogel 

scaffolds were measured. The weights of the 

control group GelMA hydrogel were measured 

as 0.423± 0.02 g, 0.653± 0.04 g, 0.796± 0.09 g 

and 0.852± 0.00 g on days 0, 1, 4 and 7, 

respectively.  This shows that the weight of 

GelMA hydrogel increases with time depending 
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on liquid absorbing capacity. The weights of 

NGR (100 µM)-GelMA were measured as 

0.331± 0.2 g, 0.386± 0.2 g, 0.433± 0.2 g and 

0.455± 0.2 g on days 0, 1, 4 and 7, respectively. 

This showed that NGR (100 µM)-GelMA 

absorbed into the liquid and increased its weight. 

The control group was found that it had the 

lowest weight compared to GelMA and other 

experimental groups.  

 

The weight of NGR (100 µM)-GelMA was 

initially less than the other experimental groups 

so it may be the reason. It was also thought that 

the absorption potential of NGR (100 µM)-

GelMA was less than the other experimental 

groups. The weights of NGR (10 µM)-GelMA 

were measured as 0.486± 0.2 g, 0.520± 0.2 g, 

0.569± 0.2 g, 0.633± 0.2 g on days 0, 1, 4 and 7, 

respectively. This indicated that the weight of 

NGR (10 µM)-GelMA increased with time. The 

results showed that the NGR (10 µM)-GelMA 

was absorbed by the liquid and increased its 

weight. The weights of NGR (1 µM)-GelMA 

were measured as 0.514± 0.2 g, 0.485± 0.2 g, 

0.573± 0.2 g, 0.583± 0.2 g on days 0, 1, 4 and 7, 

respectively. The weight of NGR (1 µM)-GelMA 

increased with time. The results showed that 

NGR (1 µM)-GelMA increased its weight by 

absorbing into the liquid. The results show the 

variation of the weights of GelMA hydrogels and 

NGR (1 µM, 10 µM and 100 µM)-GelMA over a 

period of time (on days 0, 1, 4 and 7).  

 

The weights increased continuously with time, 

indicating that the hydrogels absorbed liquid 

from the surrounding medium. The reason of 

these weight changes is the hydrophilic nature of 

GelMA hydrogel [30]. When GelMA hydrogel 

was incubated in simulated body fluid for this 

study, it started to absorb the fluid through a 

process called imbibition. The porous structure 

of the hydrogel allows it to absorb and retain 

water, the weight increased. This absorption 

occurs due to the presence of hydrophilic 

functional groups in the GelMA structure that 

have affinity for water molecules. NGR (1 µM, 

10 µM and 100 µM)-GelMA also show their 

ability to absorb liquid by showing weight 

increase over time. However, it was observed 

that the NGR (100 µM)-GelMA had the lowest 

weight compared to the control group GelMA 

and other experimental groups.  

This may be due to the relatively low initial dry 

weight of the NGR (100 µM)-GelMA, 

suggesting that the GelMA material had a lower 

mass before the absorption process begins. 

Overall, the weight changes in GelMA hydrogels 

and NGR (1 µM, 10 µM and 100 µM)-GelMA 

were primarily due to the hydrophilic nature of 

GelMA and its ability to absorb liquid by 

sorption. Specific concentrations of NGR can 

affect the initial weight and absorption potential 

to some extent as observed in the experiment. 

 

On days 1, 4 and 7, PC3 prostate cancer cell line 

was encapsulated into NGR (1 µM, 10 µM and 

100 µM)-GelMA. Live/Dead staining analysis 

was performed to determine the viability. As a 

result of the analysis the images obtained with 

the microscope are shown in Figure 4.  

 

 
Figure 4. Images of the live and dead analysis of 

PC3 cell line in the control group GelMA and NGR 

(1 µM, 10 µM and 100 µM)-GelMA on days 1, 4 

and 7 

 

In Figure 4, green colour represents living cells 

and red colour represents dead cells. Only 

GelMA was used as a control group. The control 

group observed higher green colour intensity and 

less red colour intensity compared to NGR-

GelMA hydrogel on days 1 and 4. It indicated 

that the number of living cells was higher as the 

green colour was higher in NGR-GelMA. 

However, the green colour intensity in only 

GelMA hydrogel was relatively less than NGR (1 

µM)-GelMA hydrogels at day 7.  

 

At day 7, NGR (1 µM)-GelMA hydrogels 

showed that the the number of viable cells was 

less than the control group. In NGR (100 µM)-

GelMA, the green colour intensity at day 1 and 

day 4 was relatively higher than the red colour 
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intensity. However, on day 7, the red colour 

intensity was higher than the green colour 

intensity. This indicated that NGR (100 µM)-

GelMA relatively proliferated on day 1, but the 

number of dead cells increased after day 4. These 

results show that NGR (100 µM)-GelMA 

hydrogel did not provide a favorable 

environment for the survival of the cells, it 

contained and increased the number of dead 

cells. 

 

Changes in PC3 cell viability over time were 

observed in the results of live/dead staining 

analysis of GelMA and NGR (1 µM, 10 µM and 

100 µM)-GelMA hydrogels. The only GelMA 

hydrogel provided a favorable environment for 

cells. Cell surviving and growing, which is 

reflected in living cells, observed on days 1 and 

4. However, the green colour intensity in GelMA 

hydrogels decreased on day 7. This may be due 

to limitations in nutrient diffusion or 

accumulation of metabolic waste within the 

hydrogel over time. Similarly, Shih et al. in 2019 

investigated the effect of oxygen diffusion on cell 

viability in the hydrogel [31].  

 

The results showed that the transportation ability 

of oxygen and nutrients in the hydrogel to cells 

and removing metabolic wastes are limited so 

cell viability decreased over time due to the 

limitations of oxygen diffusion in the hydrogel 

[32]. Miri et. al. used MCF-7 line to model the 

breast cancer in GelMA [32]. They proved that 

nutrients are able to diffuse into breast cancer cell 

line. The conclusion was coincided with the 

behavior of control group GelMA [33]. Fussion 

proteins within different concentration of NGR 

sequence demonstrated cytotoxic effects on 

cancer cell lines and reduced cell survival [34]. 

Since NGR (1 µM)-GelMA included the highest 

red cells and lowest green cells on day 7, the 

concentration may have been effective in 

promoting cell apoptosis and suppressing cell 

viability in the hydrogel. The dynamic nature of 

cell behavior and the microenvironment within 

hydrogels may explain the observed differences 

in cell viability between time points. The 

decrease of cell viability in NGR (1 µM) -GelMA 

hydrogels may indicate prolonged exposure to 

the hydrogel environment at day 7. GelMA 

presented high producibility and controllability 

for PC3 prostate cancer cells. It is possible to 

observe changing 3D microenvironment of PC3 

prostate cancer depending on targeting drug 

concentration in GelMA.  

 

The results appeared the effects of different 

concentration NGR (1 µM, 10 µM and 100 µM)-

GelMA in terms of PC3 prostate cancer viability. 

These findings suggested that it is important to 

optimize NGR (1 µM, 10 µM and 100 µM)-

GelMA hydrogels to achieve the desired results 

in PC3 prostate cancer cell studies. Further 

research is needed to understand the underlying 

mechanisms and explore the potential of NGR-

GelMA hydrogels as a therapeutic approach for 

prostate cancer treatment. 

 

4. Conclusion 

 

GelMA hydrogels provide a neutral pH 

environment that remains relatively stable, which 

may be effective for drug releasing systems. 

NGR-GelMA hydrogels were able to absorb 

liquid and their weight increased. GelMA 

hydrogels showed promise as a suitable matrix 

for PC3 prostate cancer cells. To calibrate model 

constants, experimental factors like cell line, 

testing duration, and peptide modification should 

be changed to match the intended volume of 

GelMA. In case of usage of NGR (100 µM) may 

contribute to PC3 prostate cancer death.  

 

Further research and optimisation is required to 

fully understand the underlying mechanisms and 

potential applications of GelMA and NGR-

GelMA hydrogels in PC3 prostate cancer 

therapy. 
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Cybersecurity is regarded as a crucial part of overall national security. A national 

cybersecurity strategy (NCSS) offers direction and a framework for national 

cybersecurity-related concerns and initiatives. Many nations have devised their own 

plans to defend against attacks, reduce risks, discourage attackers, and provide a 

secure and accessible cyberspace to promote innovation, the economy, commerce, 

and wealth. In order to assist the countries in developing their plans, organizations 

like the ITU, ENISA, OECD, NATO, e-Governance Academy and Oxford 

University issued research and advice publications based on the best practices from 

various countries. The assessment of the scope, objective, and content of Turkish 

national cybersecurity strategies is limited in academic literature. The studies in the 

literature that gathered multinational NCSS attributes from various countries and 

served as a guide for the development of national cybersecurity strategies were 

examined through a comprehensive literature review in order to assess Türkiye's 

strategies in terms of scope, content, and objectives. Following the development of 

assessment criteria based on these studies and research, a qualitative study was 

carried out to evaluate and ascertain the degree of conformity of Turkish 

cybersecurity strategies with the criteria. The historical context of Türkiye's 

cybersecurity strategies was explored in this article, along with strategy revisions, 

evaluations of the strategies' scope, content, and objectives, and gaps that should be 

filled to make the strategies more effective. 

 
1. Introduction 

 

Information and communication technology 

(ICT) is becoming increasingly vital in 

contemporary life. Ensuring continual access to 

and providing integrity and confidentiality of the 

ICT systems and contained data is defined as 

“cybersecurity” [1] and it focuses on the process 

of protecting information by monitoring, 

blocking, and dealing with cyber threats [2]. 

Cybersecurity is provided not only by technical 

means but also by establishing and applying best 

practices, training, concepts, guidelines, policies 

and strategies [1]. Cybersecurity is much more 

complex than just computer security. Rather, it 

should be viewed as a national security issue 

since improper use of the online services might 

compromise national security, safety and 

services that are provided for the nation’s benefit 

[3]. 

 

Several significant cyberattacks threatened the 

assets and systems in cyberspace and national 

security [4]. For instance, in 2007, Estonia faced 

a series of coordinated cyberattacks that targeted 

wide range of the services in internet. Iran's 

nuclear facilities was targeted by the Stuxnet 

worm in 2010 [5]. Ukraine has repeatedly been 

targeted by Russia before and during the war. 

Most recently, the United States experienced a 

significant breach with the ransomware attack on 

the Colonial Pipeline in 2021, resulting in a 
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temporary shutdown of the largest fuel pipeline. 

These incidents demonstrate the danger of 

cybersecurity threats, emphasizing the necessity 

for comprehensive national cybersecurity 

strategies. 

 

Assuring the cybersecurity of a country's 

cyberspace, cyberspace systems, information and 

communication infrastructure, and the 

information processed therein, particularly 

critical infrastructures, is of critical importance 

[6]. Online services are used in a variety of ways, 

from entertainment to education, from law 

enforcement and military services to banking 

services, and from e-commerce to international 

logistics services. Today, the maintenance of 

economic life, the continuation of the public 

services provided by a state, the provision of 

social and individual safety, security and privacy 

are highly dependent on the uninterrupted 

continuation of online services.  

 

For this reason, ensuring the cybersecurity of 

critical infrastructures and ICT systems in a 

country, including the internet infrastructure, is 

one of the most critical national security 

challenges. National cybersecurity can be 

defined as the establishment of particular 

governmental instruments and information 

security guidelines for important ICT systems 

and content within these systems [7]. National 

cybersecurity strategy (NCSS) is a broad and 

high-level strategy for identifying and 

prioritizing a set of national objectives that must 

be met within a particular time frame in order to 

secure cybersecurity at a national level [8]. 

 

Analyzing and evaluating cybersecurity 

strategies and policies in terms of content will 

ensure that the steps to be taken based on them 

are consistent and holistic. Various studies have 

been carried out by international organizations 

such as ITU (International Telecommunication 

Union), ENISA (The European Union Agency 

for Cybersecurity), OECD (Organization for 

Economic Co-operation and Development), 

NATO (North Atlantic Treaty Organization), e-

GA (e-Governance Academy) and Oxford 

University for the creation of cybersecurity 

strategies. These studies cover various topics, 

such as guidance on how an NCSS lifecycle 

should be, how an NCSS should be evaluated, 

what its content should cover, and what 

objectives should be included in an NCSS. 

 

It can be suggested that studies on the national 

cybersecurity strategy in Türkiye were initiated 

with the publication of the OECD Guidelines for 

the Security of Information Systems and 

Networks [9] with the now-abolished Prime 

Ministry Circular in the early 2000s, followed by 

the e-Transformation Türkiye Project [4]. On the 

other hand, the strategy document focused 

directly on national-level cybersecurity, was first 

published in 2013 and was renewed in 2016 and 

2020. 

 

In this article, scope, content and objectives of 

Türkiye’s cybersecurity strategies were analyzed 

based on the criteria drawn from international 

research and studies. Based on the results of the 

studies carried out by reputable organizations 

such as ITU, ENISA, OECD, NATO, e-GA and 

Oxford University, the contents of NCSSs and 

the objectives that were and should be addressed 

in the NCSSs of various countries in the world 

were determined, and evaluation criteria were 

established. Then, Türkiye's national 

cybersecurity strategies were examined, and their 

compatibility with the determined criteria was 

revealed in detail. In this circumstance, Türkiye's 

cybersecurity strategies were examined in the 

historical context, strategy changes were 

determined, strategies were evaluated in terms of 

scope, content and objectives, and gaps identified 

to improve the strategies. 

 

The significance of this study comes from its 

evaluation criteria, which were extracted through 

an extensive literature survey from the research 

and guidance documents created by notable 

organizations. Another contribution is the 

evaluation results of the comprehensiveness of 

Türkiye’s cybersecurity strategies, which 

provides guidance to scholars and decision-

makers. In addition, by using the approach in this 

study, it would be easier to carry out similar 

studies for other countries. 

 

2. Methodology 

 

In the first phase of the study, an extensive 

literature review was undertaken to gather 

relevant multinational NCSS attributes and 
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guidance on creating national cybersecurity 

strategies. The review included sources such as 

academic journals, conference papers, reports 

from international organizations like ITU, 

ENISA, OECD, NATO, e-GA, and Oxford 

University, and other scholarly literature. Based 

on these findings, specific assessment criteria 

were established to evaluate the content, scope, 

and objectives of Türkiye's national 

cybersecurity strategies, reflecting best practices, 

international standards, and widely recognized 

principles in the field of cybersecurity. 

 

The next phase involved data collection and 

qualitative analysis. Primary data were collected 

from Türkiye's official national cybersecurity 

strategy documents, as well as associated 

regulations, guidelines, and related governmental 

publications. Secondary data were gathered from 

scholarly works, reports, and analyses relating to 

Türkiye's cybersecurity strategies. The analysis 

process included careful examination of the 

collected documents to identify key themes, 

patterns, and elements that align with or diverge 

from the assessment criteria. 

 

The study concluded with summarizing the 

findings, drawing conclusions, and developing 

recommendations for enhancing Türkiye's 

cybersecurity strategies. 

 

3. Important Guidance Documents for 

Creating NCSS 

 

A nation’s welfare and the sustainability of a 

business have long depended on reliable ICT 

systems, infrastructures and services. The 

importance of cybersecurity to the nation as a 

whole is being recognized to a greater extent. An 

NCSS is a mechanism for enhancing the security 

and robustness of national infrastructure and 

services and offers a comprehensive and 

overarching approach [8]. Even though the 

nations develop strategies and take actions to 

provide cybersecurity nationwide, United States 

is one of the first countries which published its 

national cybersecurity strategy which was part of 

homeland security strategy [10]. Then, other 

nations published their strategies by highlighting 

the importance of national-level strategy settings. 

 

There are various research and studies in the 

literature that provide guidance for developing 

NCSS in terms of scope and objectives. In this 

context, the documents in Table 1 were analyzed 

to create assessment criteria for Turkish national 

cybersecurity strategies. 

 

National Cybersecurity Strategy Guide [3] was 

developed with ITU sponsorship. The document 

mainly focuses on the issues that should be 

considered when creating or reviewing national-

level cybersecurity strategies. The principles in 

the document were gathered from the multiple 

stakeholders and formulated in ends-ways-means 

approach. The guide comprises elements of the 

national cybersecurity program, and it provides a 

template for the strategy. 

 

The National Cyber Security Strategies 

document by ENISA [8] summarizes the 

common objectives that need to be addressed to 

prepare national cybersecurity strategies with 

sufficient content. The document also presents a 

brief analysis of the current state of cybersecurity 

strategies, common themes and differences 

between EU countries and the US, Canada and 

Japan. 

 

ENISA's National Cyber Security Strategies-

Practical Guide on Development and Execution 

[11] intends to provide appropriate stakeholders 

with practical assistance on the formulation, 

execution, and maintenance of cybersecurity 

strategies. In addition to the strategy 

development stages, the practices and 

recommendations for these stages, the basic 

strategic themes that need to be addressed are 

included. 

 

The National Cybersecurity Framework Manual, 

created by NATO Cooperative Cyber Defense 

Center of Excellence (CCD COE) [7], highlights 

various aspects of national cybersecurity rather 

than giving the steps to follow for strategy 

development at the national level. Detailed 

information is given about the issues that need to 

be addressed in the strategies and the issues that 

need to be balanced. 
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Table 1. Important Guidance Documents for Creating NCSS 
No Year Institution Document 

G1 2011 ITU National Cybersecurity Strategy Guide 

G2 2012 ENISA National Cyber Security Strategies 

G3 2012 ENISA National Cyber Security Strategies-Practical Guide on Development and Execution 

G4 2012 NATO  National Cyber Security Framework Manual 

G5 2012 OECD Cybersecurity Policy Making at a Turning Point 

G6 2014 ENISA An Evaluation Framework for National Cyber Security Strategies 

G7 2016 ENISA 
NCSS Good Practice Guide: Designing and Implementing National Cyber Security 

Strategies 

G8 2018 ITU 
Guide to Developing a National Cyber Security Strategy-Strategic Engagement in 

Cybersecurity 

G9 2019 ENISA Good Practices in Innovation Under NCSS 

G10 2020 ENISA National Capabilities Assessment Framework (NCAF) 

G11 2020 e-GA National Cyber Security in Practice 

G12 2021 GCSCC Cybersecurity Capacity Maturity Model for Nations (CMM) 

 

Cybersecurity Policy Making at a Turning Point 

report, created by OECD [12], includes an 

analysis of a total of ten voluntary OECD 

countries (Australia, Canada, France, Germany, 

Japan, Netherlands, UK, USA, Finland and 

Spain) that published their cybersecurity policies 

between 2009 and 2011. The report provides 

insights on commonalities and variances between 

nations, as well as significant changes between 

policy generations. 

 

An Evaluation Framework for National Cyber 

Security Strategies, developed by ENISA [13], 

includes the analysis of the strategies of 18 EU 

member states and 8 other countries and the 

findings obtained as a result of 11 interviews. 

The framework document aims to conduct an 

inventory of approaches used for evaluating 

strategies, provide recommendations on the 

implementation and evaluation of strategies, 

identify good practices, develop an evaluation 

framework, and support the framework with key 

performance indicators. 

 

NCSS Good Practice Guide: Designing and 

Implementing National Cyber Security 

Strategies created by ENISA [14] is the updated 

version of the guide prepared in 2012 [11]. The 

original guide's various processes, objectives, 

and best practices were reassessed, and the 

strategies of EU member states and European 

Free Trade Association members (Norway, 

Switzerland, Iceland and Liechtenstein) were 

analyzed. The document's goal is to assist these 

countries in developing and updating their 

national cybersecurity strategies. 

 

Guide to Developing a National Cyber Security 

Strategy-Strategic Engagement in Cybersecurity, 

created under the coordination of ITU [15], aims 

to establish a set of guidelines and best practices 

for developing, formulating, and implementing 

national cybersecurity strategies. In this context, 

the stages for all phases of the strategy were 

explained in detail. Additionally, general 

principles and the areas to focus on were 

specified in the document. 

 

The main purpose of the Good Practices in 

Innovation Under NCSS document by ENISA 

[16] is to analyze the cybersecurity innovation 

environment in EU member states and present 

the challenges and good practices in innovation 

when implementing national cybersecurity 

strategies. In the document, the main objectives 

that should be included in the national strategies, 

which were determined as a result of the 

interviews with the member countries, are 

included. 

 

In accordance with the EU Network and 

Information Security Directive [17], each EU 

member country is required to have a national 

cybersecurity strategy. In this context, the 

National Capabilities Assessment Framework 

(NCAF) document by ENISA [18] provides a 

model for member countries to measure the 

maturity level of strategies. 

 

National Cyber Security in Practice [19] is a 

handbook developed by e-Governance Academy 

(e-GA) and supported by Estonian Ministry of 

Foreign Affairs. It defines the key elements of a 

country’s cybersecurity architecture. 
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The Cybersecurity Capacity Maturity Model for 

Nations (CMM) is a maturity framework 

developed by Oxford University's Global 

Cybersecurity Capacity Center (GCSCC) with 

over 200 experts worldwide to determine the 

level of cybersecurity maturity of countries [20]. 

The model was developed in 2014, and the most 

recent iteration was released in 2021. The CMM 

lists five factors that must be addressed at the 

national level in order to properly handle 

cybersecurity. These are legal and regulatory 

measures, cybersecurity policy and strategy, 

cybersecurity culture and society, creating 

cybersecurity knowledge and capabilities and 

technology and standards. 

 

Academic literature is lacking regarding 

assessment of the content, scope and objectives 

of the Turkish NCSSs. Çakır and Arınmış [21] 

evaluated the strategies and action plans by using 

11 criteria (continuity, protection of critical 

infrastructures, research and development 

supports, leadership, national and international 

cooperation, human resources development, 

education and training, legislation, budget 

allocation, cyber deterrence, and monitoring of 

action plan results) derived from the European 

Union and ENISA documents. The study 

suggested that the number of criteria can be 

increased but kept concise since they are 

sufficient to assess the strategies. On the other 

hand, the study lacks explanations as to why the 

mentioned criteria were chosen and extracted 

from which exact sources. 

 

4. Important Turkish Cybersecurity Strategy 

Initiatives and Historical Developments  

 

It is possible to trace the beginning of the most 

important studies on cybersecurity in Türkiye to 

the establishment of TUBITAK National 

Electronics and Cryptology Institute and 

especially to the production of the first national 

crypto device in 1978 [22]. On the other hand, it 

is seen that studies on the strategy started in the 

early 2000s.  

 

The historical development of Turkish 

cybersecurity strategies demonstrates the 

country's increasing focus on protecting its 

citizens, businesses, and critical infrastructure 

from cyber threats. The first strategy document, 

Prime Ministry Circular No. 2003/10, was 

released in 2003 [4] on the security guideline [9] 

published by the OECD laid the foundation for 

the country's cybersecurity efforts. This was 

followed by the E-Transformation Türkiye 

Project [23] and its action plans [24], which 

aimed to create a more secure and efficient digital 

environment. The Information Society Strategy 

and Action Plan 2006-2010 [25] further 

advanced these efforts by defining a 

comprehensive framework for promoting the 

growth of the information society. 

 

In 2013, the National Cybersecurity Strategy and 

2013-2014 Action Plan [26] marked a new phase 

in the country's cybersecurity efforts, with a 

focus on strengthening national cybersecurity 

and improving the resilience of critical 

infrastructure. This was followed by the 

Information Society Strategy and Action Plan 

2015-2018 [27], which continued to prioritize 

cybersecurity while also emphasizing the 

importance of access to digital services for all 

citizens. The National Cybersecurity Strategy 

and 2016-2019 Action Plan [28] further 

expanded on these efforts, focusing on cyber 

defense, cybercrime, cybersecurity ecosystem, 

and national security integration with 

cybersecurity. 

 

In 2019, the Presidential Circular on Information 

Security Measures [29] reinforced the 

importance of cybersecurity for the country and 

outlined the measures necessary to protect 

sensitive information. The most recent strategy 

document, the National Cybersecurity Strategy 

and 2020-2023 Action Plan [30], focuses on 

critical infrastructures, improving national 

capabilities, combating cybercrime, promoting 

the use of secure digital technologies, and 

establishing international cooperation. 

 

In conclusion, the historical development of 

Turkish cybersecurity strategies reflects the 

country's growing recognition of the importance 

of protecting its citizens, businesses, and critical 

infrastructure from cyber threats. The successive 

strategy documents have evolved to address 

changing threats and technologies, reflecting the 

country's commitment to staying ahead of the 

curve in the rapidly evolving world of 

cybersecurity. 
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Türkiye's efforts to strengthen its cybersecurity 

posture have been reflected in the numerous 

initiatives launched over the years. In the 

following sub-titles, brief information is given 

for initiatives to better understand the evolution 

of Türkiye's cybersecurity strategies. 

 

4.1. Prime ministry circular no. 2003/10 (2003) 

 

Prime Ministry Circular dated 17 February 2003 

and numbered 2003/10 can be accepted as one of 

the first initiatives to set a strategy for 

communication and information security and the 

protection of personal privacy in Türkiye [4]. 

Adoption of the guidelines prepared by the 

OECD was adopted by the Circular. 

 

The Guidelines recommend establishing a 

culture of security among users of information 

and communication technologies, raising 

awareness on this issue, establishing a general 

reference framework for security, developing 

security practices, measures and procedures, and 

establishing standards by performing risk 

management [9]. 

 

4.2. E-Transformation Türkiye project (2003) 

 

e-Transformation Türkiye Project was initiated 

by the former Prime Ministry to make maximum 

use of ICT in the country, to provide citizens with 

fast and quality public service, and to rearrange 

the relevant legislation in line with the EU acquis 

[23]. 

 

In the project, the basic steps that Türkiye should 

take in the EU membership candidacy process 

were discussed. It is aimed to contribute to the 

transparent management of the public 

administration, to develop and expand the use of 

information and communication infrastructure 

and technologies, to prevent waste by carrying 

out investment projects in a coordinated manner 

and to use these technologies safely and securely. 

 

4.3. E-Transformation Türkiye project action 

plans (2003 and 2005) 

 

The first short-term action plan in the purview of 

e-Transformation Türkiye Project was put into 

practice with the Prime Ministry Circular dated 4 

December 2003 and numbered 2003/48 [24]. The 

second short-term action plan was published on 

March 24, 2005 [31]. 

 

Short-term action plans are discussed under eight 

headings (Information Society Strategy, 

Information Security and Technical 

Infrastructure, Human Resources and Education, 

Legal Framework, Standards, e-Government, e-

Health and e-Commerce). The topic titled 

“Technical Infrastructure and Information 

Security” is directly related to cybersecurity. 

However, there are action clauses on 

cybersecurity under other headings as well. In 

this context, actions for cybersecurity are listed 

below: 

 

- Conducting information security risk analysis 

to public institutions 

 

- Working on the use of smart cards in public 

 

- Development of pilots for testing and ensuring 

network security 

 

- Expanding the internet infrastructure and 

producing solutions for its security 

- Examining the usage of open-source software 

in government 

 

- Raising awareness in society about safe internet 

use 

 

- Enactment of the law on cyber crimes 

 

- Combating unwanted electronic 

communications 

 

- To carry out legal studies in order to protect 

sensitive information for national security 

(enactment of the National Information Security 

Law) 

 

- Public information systems emergency 

management 

 

4.4. Information society strategy and action 

plan 2006-2010 (2006) 

 

Information Society Strategy and Action Plan 

2006-2010 was published in the Official Gazette 

on July 28, 2006, and entered into force [25]. A 

total of seven main themes in the strategy (Social 
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Transformation, Impact of ICT in the Business 

World, Citizen-Oriented Service 

Transformation, Modernization in Public 

Administration, Global Competitive Information 

Technologies Sector, Competitive, Widespread 

and Cheap Communication Infrastructure and 

Services, Development of R&D and Innovation) 

with 111 action items were targeted. 

 

Among the action plans, those related to 

cybersecurity are listed below: 

 

- Internet Security 

  

- e-Commerce Security Infrastructure 

 

- Public Website Standardization and Hosting 

Service 

  

- Public Safety Net 

  

- Public Utilization Open-Source Software 

 

- Information Systems Disaster Management 

Center 

 

- Increasing the Use of e-Signature 

 

- Legal Regulations Regarding Information 

Security 

 

- National Information Systems Security 

Program 

 

Ensuring a secure internet environment, 

establishing a secure communication network 

between public institutions, safeguarding the 

protection of national security information, 

legislative efforts for the protection of personal 

data, establishing a central structure (Computer 

Emergency Response Team-CERT) under 

TUBITAK to respond to computer incidents 

across the country, determining the cybersecurity 

levels of public institutions and eliminating their 

deficiencies and determining the minimum 

security levels on the basis of public 

organizations are among the most important 

targets for cybersecurity. 

 

 

 

4.5. National cybersecurity strategy and 2013-

2014 action plan (2013) 

 

The previous strategy documents mainly contain 

objectives for the dissemination of ICT, and 

cybersecurity is considered as one of the 

secondary steps. The National Cyber Security 

Strategy and 2013-2014 Action Plan is the first 

nationwide document on cybersecurity on its 

own. The Cyber Security Council was 

established prior to the publication of this 

document by a Council of Ministers Decision 

released in Official Gazette No. 28447 on 

October 20, 2012 [26]. 

 

The Cyber Security Council, in collaboration 

with public and non-governmental organizations 

(NGOs), developed the strategy and action plan, 

which were publicized in the Official Gazette 

with the resolution of the Council of Ministers 

dated June 20, 2013, and numbered 28683 [32]. 

 

The action plan's goal is to create the legislative 

foundation for cybersecurity to maintain the 

security of critical infrastructures run by the 

public or private sectors, to protect the systems 

used in the services provided by public 

organizations and the data kept here, to develop 

cybersecurity technologies and to train human 

resources in this field. 

 

The action plan includes 29 action items and 95 

sub-action items under seven main topics. The 

main topics in the action plan are: 

 

1. Making legal arrangements 

 

2. Carrying out studies to assist the judicial 

processes 

 

3. Creating a national-level organization for 

cyber incident response 

 

4. Increasing the resiliency of the national 

cybersecurity infrastructure 

 

5. Human resource development in the field of 

cybersecurity 

 

6. Development of domestic cybersecurity 

technologies 
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7. Increasing the breadth of national security 

safeguards 

 

With this strategy and action plan, it has been 

decided to establish the National Cyber Incidents 

Response Center (Turkish: Ulusal Siber Olaylara 

Müdahale Merkezi-USOM), which works on a 

7x24 basis, instead of CERT, which was decided 

to be established within TÜBİTAK. USOM was 

established under the Information and 

Communication Technologies Authority 

(Turkish: Bilgi ve İletişim Teknolojileri 

Kurumu-BTK) according to the Communique on 

the Procedures and Principles Regarding the 

Establishment, Duties and Operations of Cyber 

Incidents Response Teams dated 11 November 

2013 and numbered 28818 [33]. 

 

4.6. Information society strategy and action 

plan 2015-2018 (2015) 

 

Türkiye's Information Society Strategy and 

Action Plan covering the period of 2015-2018 

was released in the Official Gazette dated 6 

March 2015 and numbered 29287 [27]. In the 

strategy and action plan, under eight main 

objectives (ICT sector, Sectoral competitiveness 

and broadband connectivity, Skilled manpower, 

ICT uptake, User trust and information security, 

ICT-enabled innovative techniques, Digital 

entrepreneurship and e-commerce, Public service 

efficiency), a total of 72 action items were 

arranged. Action items with cybersecurity are: 

 

- Enactment of the Cyber Security Law 

 

- Enactment of personal data protection 

legislation 

 

- Creation of Cybercrime Strategy and Action 

Plan 

 

- Raising awareness on secure internet use 

 

- Establishment of Specialized Computer Crimes 

Courts 

 

It is seen that the action plan focuses on legal 

issues in terms of cybersecurity, apart from the 

issue of secure internet use. 

 

4.7. National cybersecurity strategy and 2016-

2019 action plan (2016) 

 

A committee comprised of members from 

government organizations, academia, NGOs, and 

private sector officials produced the National 

Cybersecurity Strategy and Action Plan 2016-

2019 under the direction of the defunct Ministry 

of Transport, Maritime Affairs, and 

Communications. Even though the strategy 

document was published, since the action plan 

was classified, it was not shared with the public 

but relevant government organizations [28]. 

 

The strategic objectives determined to minimize 

the risks in the cyberspace and to provide a 

secure national cyberspace are as follows [28]: 

 

- Creating a national critical infrastructure 

catalog, achieving critical infrastructure security 

criteria, and having these critical infrastructures 

audited by the regulatory organizations with 

whom they are affiliated. 

 

- Establishment of legislation in line with 

international standards, including the audit 

approach in the field of cybersecurity. 

 

- Developing the awareness and competencies 

with respect to regulatory and supervisory 

capabilities of organizations such as sector 

regulatory bodies and ministries. 

 

- Creating regulations to safeguard organizations' 

information systems not just from cyberattacks, 

but also from human mistakes and mishaps. 

 

- The ability of any organization to conduct its 

own information security management 

procedures. 

 

- Increasing cybersecurity awareness among 

business leaders. 

 

- Educating competent individuals in 

cybersecurity and encouraging workers, 

academics, and students that desire to specialize 

in this sector. 

 

- Increasing cybersecurity awareness throughout 

society by conducting awareness campaigns in 
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the written and visual media, in addition to the 

actions of educational institutions. 

 

- Providing legislative support for the 

employment of expert personnel in cybersecurity 

in government institutions and improving the 

personnel rights of the employees. 

 

- Increasing the efficiency of institutional and 

sectoral CERTs by supplying assistance, 

producing financial adjustments, satisfying the 

need for skilled staff, setting up information 

infrastructure, and enhancing information 

exchange within the purview of the national 

incident response institution. 

 

- Establishing a strong central governmental 

power to enforce cybersecurity coordination. 

 

- Establishing a national cybersecurity 

ecosystem with wide participation from all of the 

stakeholders. 

 

- Dissemination of best practices across the 

ecosystem for national cybersecurity, 

establishing consultancy services, vulnerability 

and threat information sharing, and application 

sharing. 

 

- Conducting vulnerability research and 

certification studies to avoid the exploitation of 

vulnerabilities in local or foreign software and 

hardware items utilized in crucial components of 

computer systems. 

 

- Establishing a culture of secure software 

development and supply management. 

 

- Developing domestic products by attaching 

importance to R&D activities in order to reduce 

foreign dependency in cybersecurity. 

 

- Development of national proactive cyber 

defense capabilities to prevent attackers before 

they strike. 

 

- Deploying effective event management and 

IPv6 technology to prevent anonymity.  

 

Actions to be taken to achieve the stated strategic 

goals are grouped under five strategic action 

titles: 

1.Improving Cyber Defense and Critical 

Infrastructure Protection: It was planned to take 

actions to threats that may affect society, 

infrastructures and national economy. 

 

2. Fighting Against Cybercrime: It was planned 

to take actions aimed at eliminating the threats 

causing financial losses that affect citizens and 

organizations. 

 

3. Awareness and Human Resources 

Development: It was planned to carry out actions 

aimed at bringing a culture of cybersecurity to all 

segments of society, from corporate managers to 

computer users, and to train cybersecurity 

experts. 

 

4. Developing a Cybersecurity Ecosystem: It 

was planned to take actions to determine and 

implement the requirements for all aspects of 

cybersecurity with the participation of all 

necessary stakeholders. 

 

5. Integration of Cybersecurity into National 

Security: It was planned to take actions to reduce 

the damage that can be caused by deliberate 

attacks. 

 

4.8. Presidential circular on information 

security measures (2019) 

 

The Presidential Circular on Information 

Security Measures was published in the Official 

Gazette No. 30823 on July 6, 2019, with the goal 

of reducing and neutralizing security risks for 

information and information systems in the 

digital environment, as well as ensuring the 

security of key data types that may lead to serious 

consequences or disrupt social stability, 

especially when their security is compromised 

[29]. 

 

The circular consists of 21 articles in total. It was 

decided to create an Information and 

Communication Security Guide. Apart from the 

duties and activities performed for protecting 

national security and confidentiality, it was 

obligatory to comply with the procedures and 

principles included in the guide in the 

information systems to be established in all 

government organizations and enterprises 

providing critical infrastructure services. The 
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systems should be audited at least once a year, 

and the results should be reported to the 

Presidency Digital Transformation Office. 

 

4.9. National cybersecurity strategy and 2020-

2023 action plan (2020) 

 

National Cybersecurity Strategy and 2020-2023 

Action Plan was enacted with the Presidential 

Circular No. 2020/15 and the Official Gazette 

dated 29 December 2020 and numbered 31349 

[30]. The strategy was released under the 

supervision of Ministry of Transport and 

Infrastructure, and the action plan was shared 

with only accountable and relevant government 

entities and organizations [34]. The following 

eight strategic objectives have been adopted in 

the document: 

 

1. Securing critical infrastructure and enhancing 

resiliency 

 

2. Building national capability  

 

3. Creating an organic cybersecurity 

infrastructure 

 

4. Providing security for emerging technologies 

 

5. Combating cybercrime  

 

6. Creation and promotion of national 

cybersecurity technologies 

 

7. Integrating cybersecurity into national 

security 

 

8. Developing international cooperation 

 

According to the strategy document, 

cybersecurity is accepted as an essential 

component of national security, it was 

emphasized that transparency, accountability and 

ethical values should be taken into account while 

fulfilling the responsibilities for cybersecurity. It 

was also stated that the services provided through 

critical infrastructures should be provided 

uninterruptedly and effectively. Providing legal 

framework and the principle of using national 

products and services have been adopted by 

making the necessary investments. 

 

The objectives set in the strategy are: 

- Protecting critical infrastructures continuously. 

 

- Possessing state-of-the-art cybersecurity 

technology. 

 

- Creating in-house technological opportunities 

to meet operational requirements. 

 

- Adopting proactive cyber defense and taking 

steps against cyber incidents. 

 

- Measuring and monitoring the competency 

levels of CERTs. 

 

- Improving the capabilities of cybersecurity 

manpower for incident response. 

 

- Adopting risk analysis-based planning and 

enhancing the institutional, sectoral and national 

capabilities to deal with cyber incidents. 

 

- Providing data sharing mechanisms within the 

cybersecurity ecosystem. 

 

- Keeping the traffic domestic whenever the 

source and target of the data are domestic. 

 

- Development of a cybersecurity approach 

based on regulation and supervision in critical 

infrastructure sectors. 

 

- Preventing manufacturer dependency in IT 

products in critical infrastructure sectors. 

- Determining the requirements for ensuring the 

security of emerging technologies. 

 

- Incentivizing R&D and innovation to create 

national technologies and products. 

 

- Maintaining secure use of cyberspace by 

society. 

 

- Increasing citizens’ cybersecurity awareness. 

 

- Creating information security culture within 

organizations. 

 

- Protecting children in the online environment. 

 

- Enhancing the skills of cybersecurity 

manpower. 
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- Expanding cybersecurity education in formal 

and non-formal education and enriching the 

educational content. 

 

- Creating venue for national and international 

secure information sharing. 

 

- Reducing cybercrime and boosting cyber 

deterrence. 

 

- Creating systems to ensure the distribution of 

correct and up-to-date information on social 

media and the internet. 

 

 

5. Findings and Discussion 

 

As mentioned in the literature review, research 

and guidance documents from leading 

organizations were analyzed to determine the 

scope, content and objectives of the NCSSs 

around the world. In the analysis for Türkiye, 

only the documents that directly target the 

cybersecurity strategy were included for the 

comparison. These documents are National 

Cybersecurity Strategy and 2013-2014 Action 

Plan, National Cybersecurity Strategy and 2016-

2019 Action Plan, and National Cybersecurity 

Strategy and 2020-2023 Action Plan.

 In terms of scope and content of the Turkish 

NCSSs, 10 criteria have been extracted from the 

referenced sources as shown in Table 2. 
 

Table 2. Comparison of Content and Scope of the Turkish NCSSs 

No Topic International Guides Str2013 Str2016 Str2020 

1 Standards and Technical Measures G2-G12 + + + 

2 Legal and Regulatory Measures G1-G4, G6-G8, G10, G12  + + + 

3 Cyber Incident Response G1-G8, G10-G12  + + + 

4 Developing Cybersecurity Capacity G1-G3, G5-G12 + + + 

5 Raising Cybersecurity Awareness  G1-G3, G5-G12 + + + 

6 Organizational Measures G1-G4, G6-G8, G10, G12   +  

7 R&D and Innovation G2, G3, G6-G10, G12  + + + 

8 Cybersecurity Sector G2-G10, G12    + 

9 International Cooperation and Partnership G1-G12  + + + 

10 Domestic Cooperation and Partnership G1-G10, G12 + + + 

According to the results of the comparison, the 

first strategy (Str2013) covers all but 

organizational measures and cybersecurity 

sector. The second strategy (Str2016) covers all 

but the cybersecurity sector. The last strategy 

(Str2020) covers all but organizational measures 

and actions for cybersecurity sector were 

addressed in this strategy. In short, it can be 

suggested that Turkish NCSSs cover most of the 

scope and content of the contemporary NCSSs, 

while there are shortcomings in terms of 

organizational measures and cybersecurity 

sector-related actions. 

 

 

 

In terms of the objectives given in the Turkish 

NCSSs, 28 criteria have been extracted from the 

referenced sources as shown in Table 3. 

 

The objectives in Table 3 were sorted out based 

on the number of referenced sources. Even if the 

number of sources is only one for the last six 

objectives, it should not be overlooked that these 

sources contain the common objectives of many 

countries. Therefore, one should not be mistaken 

that objectives from fewer sources are less 

important. According to the results of the 

comparison, Str2013 covers 16 (57%) of the 

common objectives, while Str2016 covers 18 

(64%) and Str2020 covers 20 (71%).  
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Table 3. Comparison of Objectives of the Turkish NCSSs 
No Objective International Guides Str2013 Str2016 Str2020 

1 Raise awareness G1-G3, G5-G11 + + + 

2 Strengthen training and educational 

programs 

G1-G3, G-11  + + + 

3 Engage in international cooperation G1-G3, G5-G10  + + + 

4 Establish a public-private partnership G1-G3, G5-G8, G10  + + + 

5 Establish incident response capacity G2, G3, G5-G8, G10, G11  + + + 

6 Address cyber crime G2, G3, G5-G8, G10, G11   + + 

7 Foster R&D and innovation G2, G3, G6-G10 + + + 

8 Protect critical infrastructures G2, G5-G8, G10, G11  + + + 

9 Develop cybersecurity contingency 

plans 

G2, G3, G6-G8, G10     

10 Organize cybersecurity exercises G3, G5, G7-G10  +  + 

11 Establish baseline security measures G3, G6-G10     

12 Develop a clear governance structure G1-G3, G5, G8   +  

13 Follow a national risk assessment 

approach 

G2, G3, G7, G8  + + + 

14 Recognize and protect individual 

rights (Balance security with privacy) 

G3, G7, G8, G10  + +  

15 Identify and engage stakeholders G2, G3, G5, G7  + + 

16 Support private cybersecurity sector G5, G7, G9, G10  + + + 

17 Respect for fundamental values G1, G5, G6  + + + 

18 Establish and implement legislative 

framework 

G1, G2, G6  + + + 

19 Increase national cooperation  G7, G8, G10 + + + 

20 Set the vision, scope, objectives and 

priorities 

G2, G3  + + + 

21 Establish trusted information sharing 

mechanisms 

G3, G8    + 

22 Protect national digital information 

resources 

G6, G10    + 

23 Adjust the national cybersecurity 

strategy 

G3 + + + 

24 Protect children online G5   + 

25 Allocate dedicated budged and 

resources 

G8    

26 Create compliance mechanisms G8    

27 Improve cybersecurity supply chain G10    

28 Evaluate security level G3    

 

In Turkish NCSSs, there are some objectives that 

were not captured in the referenced sources but 

are unique and specific to Türkiye, which are 

given in Table 4. 

 

As it is seen in Table 4, integrating cybersecurity 

into broader national security is a common 

unique objective of all three NCSSs, and the most 

recent strategy covers several unique objectives 

while also covering the majority of the common 

objectives. Even though some of the objectives 

were not directly mentioned in the Turkish 

NCSSs, there are still regulations and actions 

taken to address those objectives. Developing 

cybersecurity contingency plans [35], 

establishing baseline security measures [29], 

supply chain security, evaluation and compliance 

[29] are all addressed by government regulations. 

 

It is suggested that a good strategic plan, if 

implemented with adequate budget and sufficient 

resources, provides significant benefits to 

organizations [35, 36]. Similarly, since the level 

of cybersecurity capabilities at a national level is 

a result of national strategies and action plans, it 

can be suggested that good strategies directly 

affect the success of the cybersecurity posture, 

together with the will and aspiration to perform 

written actions.  

 

The Global Cybersecurity Index (GCI), 

developed by the ITU to assess the countries’ 

commitment to cybersecurity, is one of the 
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measures to assess the success of national level 

cybersecurity strategies. GCI is a composite 

index with five pillars: 1) Legal measures, 2) 

Technical measures, 3) Organizational measures, 

4) Capacity building, and 5) Cooperation [37]. 

Türkiye, which was 22nd in 2014 [38] but 

regressed to 43rd in 2017 [39]. It rose to the 20th 

rank in 2018 [40] and achieved the success of 

rising to the 11th rank among 194 countries in the 

latest GCI index, which was conducted in 2020 

[41]. Since the content and scope of the common 

NCSSs as given in Table 2 cover the pillars of 

GCI, Türkiye’s approach to cybersecurity 

strategies can be deemed successful from the 

scope and content perspectives.  

 
Table 4. Unique and Specific Objectives in Turkish 

NCSSs 
NCSS Objectives 

Str2013 Integration of the cybersecurity into national 

security 

Str2016 Recruiting specialists in government 

organizations with better rights  

Creating national cybersecurity ecosystem  

Secure software development and 

procurement  

Improving proactive cyber defense 

capability  

Deployment of IPv6 protocol 

Integration of the cybersecurity into national 

security 

Str2020 Improving proactive defense mindset  

Keeping domestic internet traffic within 

country 

Preventing manufacturer dependency in IT 

products in critical infrastructures 

Determining the requirements for ensuring 

the security of new generation technologies 

Minimizing cybercrime and increasing 

deterrence  

Organic cybersecurity network  

Security of new generation technologies  

Integration of the cybersecurity into national 

security 

Development and support of domestic and 

national technologies 

 

6. Conclusion 

 

National cybersecurity strategies provide 

guidance and framework for cybersecurity 

related actions and issues in countries. A lot of 

countries developed their strategies to prevent 

attacks, decrease risks, deter attackers, and 

provide secure and available cyberspace to foster 

technology, economy, business and prosperity.  

 

Organizations such as ITU, ENISA, OECD, e-

GA, NATO and Oxford University published 

research and guidance documents by eliciting the 

best practices from several countries to assist the 

nations in developing their strategies. Based on 

the criteria derived from the worldwide research 

and studies, the scope, content and objectives of 

Türkiye's cybersecurity plans were examined in 

this article. 

 

Turkish cybersecurity related strategies appeared 

in the early 2000s under the strategies addressing 

e-transformation and information society. The 

first strategy directly dedicated to cybersecurity 

was published in 2013 and then updated in 2016 

and 2020. All three strategies cover most of the 

scope and content of the common NCSSs while 

lacking organizational and cybersecurity sector-

related measures.  

 

From the perspective of common objectives, 

Turkish strategies include most of the common 

objectives, while some of them (establishing 

trusted information sharing, protecting national 

digital information resources, budget and 

resource allocation, compliance mechanisms, 

supply chain security and evaluation) are not 

directly cited in the documents. Apart from the 

common objectives, Türkiye has specific 

objectives and supplementary directives that 

improve the cybersecurity posture.  

 

National cybersecurity is such a complicated 

subject that no single solution can be viewed as a 

universally applicable across all countries and all 

local situations [7], and therefore there isn't a 

single policy solution for cybersecurity that 

works in every circumstance [13]. Based on the 

comparisons in this paper and Türkiye’s rankings 

in ITU’s GCI, it can be concluded that Turkish 

cybersecurity strategies are among the examples 

of successful ones in terms of scope, content and 

objectives, even though there are topics, as 

identified in this paper, that should be addressed.  

 

This study does not evaluate either the outcomes 

of the strategies and action plans or whether the 

actions were performed successfully or not. A 

further study should be conducted to find out the 
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success of the implementation of the actions 

aimed in the strategies. 
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This study aimed to improve corrosion resistance and adhesion of metallic materials 

typically used in automotive application. A combination of cataphoretic and Geomet 

coatings has been used to improve corrosion resistance. Firstly, cataphoretic coating 

was applied and then the coating process was completed with Geomet 321 and ML 

Black respectively. The results of the corrosion tests were classified into different 

categories such as adhesion, water resistance, moisture resistance, salt resistance and 

cyclic tests. The corrosion properties of the two- and three-layer coatings were found 

to improve as a function of both the sandblast pre-treatment and the post-cataphoresis 

curing temperature. The findings show that the adhesion strength and corrosion 

properties of Geomet 321 increases with curing temperature and sandblasting. This 

study will be a contribution to the future of protective coatings in the automotive 

industry by describing the process steps necessary to achieve optimum results. 

 

1. Introduction 

 

Metallic materials are widely used in automotive, 

aerospace, and chemical applications because of 

their strength, melting point, and hardness. 

However, corrosion resistance is poor in some 

metallic materials. Corrosion occurs when metal 

loses electrons or interacts with air, water, and 

chemicals. It may also affect the appearance and 

structural integrity of the metal [1]. Globally, the 

annual cost of corrosion is estimated to be 

approximately US $2.5 trillion [2]. Therefore, 

improving corrosion properties are an important 

issue, especially for materials used in corrosive 

environments [3, 4]. 

Electrochemical, electrophoretic, galvanic, zinc, 

chromium, phosphate coatings have been 

proposed as the best, cheapest and most effective 

industrial methods of improving metallic 

corrosion properties [5–11]. Coatings provide a 

physical barrier to metal surfaces, extending 

substrate life [12]. Electroplating and electroless 

coatings are generally used in the spacecraft and 

aerospace industry due to their high wear and 

corrosion properties and high cost [13,14]. 

Cataphoresis and Geomet coatings offer a more 

economical option than other coatings, as well as 

high corrosive resistance. That’s why, these 

coating methods have become increasingly 

popular in the automotive industry. 

Cataphoresis coatings are widely used for 

corrosion protection of metal surfaces. In this 

method, the metal substrate is immersed in an 

electrolyte coating bath and an electric current 

form a thin film [15]. A cataphoretic coating 

offers an aesthetic appearance, a long service life 

and resistance to corrosion. Cataphoresis can also 

be used as a primer before many applications, 

and superior properties can be achieved with 

different coating techniques.  
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Zinc is the most used metal for corrosion 

protection. It exhibits a lower electrochemical 

potential than other metals [16–18]. Zinc does 

not corrode as toxic as cadmium and is suitable 

for anti-corrosive coatings [19]. The organic zinc 

lamellar coating (Geomet) is ideal for use in 

automotive materials. It provides impact, 

friction, chemical and corrosion resistance for 

bolts, nuts, hinges, and discs. Therefore, the 

second and third layers were Geomet 321 and 

Geomet ML Black after cataphoresis coating. 

These coatings contain metal oxide, zinc, and 

lamellar aluminium in their structure [20].  

 

Philip et al. used accelerated corrosion tests 

(ACT) to investigate the differences between Zn-

Fe and Geomet coatings. They observed that Zn-

Fe coated screws developed white rust within one 

week, and after four weeks, significant red rust 

[21]. However, Geomet-coated screws showed 

much better corrosion resistance. No rust 

residues were observed after even eight weeks of 

exposure to ACT. 

 

Another study compared the corrosion resistance 

of mechanical, hot-dip and Geomet coatings on a 

bolt using salt spray. The hot dip and mechanical 

zinc coatings corroded in a 750-hour corrosion 

environment while Geomet coatings showed no 

red-white rusting even after 1000 hours of 

corrosion [22]. It is also ideal for use on bolted 

joints, particularly where the bolt is subject to 

constant friction. It also eliminates the risk of 

hydrogen absorption associated with many 

electroplated zinc and zinc alloy coatings. 

Another advantage over electroplating is that the 

process is low cost and has significantly less 

environmental impact [23]. 

 

Geomet coatings are completely resistant to 

inorganic and organic solvents. They provide 

long term corrosion resistance due to their ability 

to withstand thermal shock [24]. Geomet 

coatings have been reported to not only improve 

the corrosion properties of the bolt coating, but 

also to provide lubricity, reduce bolt friction and 

extend service life [22, 25]. In combination with 

cataphoresis coatings, certain coating types can 

reduce high wear rates and maximise corrosion 

resistance [26]. Non-hydrogen embrittlement 

lamellar coatings consist of a combination of zinc 

and aluminium flakes with a water-based 

inorganic coating. During application, the liquid 

is applied to the substrate and excess liquid is 

removed by centrifugal action. A final 

passivation process enhances the corrosion 

protection properties of the coating [27]. 

 

In this study two different pre-treatment 

methods, with and without sandblasting, were 

applied to the surface of the low carbon steel to 

develop a three-layer corrosion resistant coating 

process. The first layer was cataphoresis (I), the 

second layer was base coat (Geomet 321) (II) and 

the last layer was top coat (Geomet ML Black) 

(III). To optimise the corrosion resistance, 

different curing temperatures were used in the 

cataphoresis process. Adhesion and corrosion 

resistance of Basecoat 321 and Topcoat ML 

Black were investigated using water, humidity, 

salt and cycling tests to assess post-paint 

corrosion. The combined use of [C+B] and 

[C+B+T] coatings, the applicability of 

sandblasting pre-treatment and the effect of 

different curing temperatures (150, 175, 200, 

210, 220, 230 ℃) on the coatings were 

investigated, unlike other studies in the literature. 

Corrosion resistance was 50% better than other 

literature studies. The results showed that the 

best corrosion resistance was achieved with a 

three-layer coating (C+B+T) in combination 

with sandblasting pre-treatment and curing at 

210°C. 

 

2. Experimental Process 

 

2.1. Materials 

 

Low carbon steel (AISI 1040) substrates 

(75x50x5 mm) were used for the experimental 

coating. All Geomet and Cataphoresis coating 

chemicals were purchased from PPG and NOF 

Metal Coating. The coding system shown in 

Table 1 was used to product 2-layer and 3-layer 

coatings in the publication. After the necessary 

pre-treatments, the coatings were applied in two 

layers [C+B] and three layers [C+B+T]. 

 

 

 

 

 

 



İbrahim Usta, Oğuz Yılmaz, Minel Gül, Ahmet Can, Harun Gül 

222 
 

Table 1. Coding of two- and three-layer coatings 

 

To better understand the coating methods used in 

the paper, both coatings are presented in the form 

of a model in Figure 1. Figure 1(a) shows the 

two-layer coating, while Figure 1(b) shows the 

three-layer coating. All coating procedures and 

tests were carried out at "Uzman Kataforez San. 

ve Tic. Ltd. Şti". 

 

 
Figure 1. Cross-sectional model of the coatings 

(a: [C+ B] b: [C+ B+ T]). 
 

2.2. Method and process 

 

The effect of different curing temperatures 

applied to the cataphoresis coatings on the 

adhesion and corrosion properties of Basecoat 

and Topcoat was investigated. Figure 2 details 

the surface preparation of the specimens prior to 

cataphoresis and the application of Geomet 

Basecoat 321 and Topcoat ML Black. The 

variable parameters used in the experimental 

study, sandblasting, and degree of curing, are 

shown in different colours. Figure 2 shows the 

coatings applied to the substrate sample from top 

to bottom. First step two coats [C+B] and then 

three coats [C+B+T] were applied. 

 

The first step in the pre-treatment process was an 

acid degreasing process to remove oil and 

contaminants from the sample surface. This gives 

the coating a better bond strength and then 

followed by rinsing and sandblasting. 

Two different cataphoresis coatings were 

produced with the same parameters with and 

without sandblasting pre-treatment. Sandblasting 

is a mechanical method of roughening a material 

surface. Sandblasting can produce 

nanocrystalline surfaces, just like surface 

treatment [28, 29]. Cast steel granular (S-70) 

powder with a density of 7 g/cm3 with a hardness 

of 40-50 HRC was used for the sand blasting 

process (12A; 10 min. blasting). The cutting 

action of the abrasive grit completely cleans the 

surface of the substrate and improves the surface 

quality. Sandblasting makes the surface rougher 

and cataphoresis coatings adhere better to the 

rough surface and provide better adhesion. After 

sandblasting, rinsing starts again; the necessary 

pre-treatments are shown in Figure 2.  

 

Activation pre-treatment affects phosphate 

crystal structure and size [30]. The crystal grains 

in the coating are thick, especially in zinc 

phosphate baths. Excessive phosphorus in the 

coating structure makes the structure porous, 

greatly reducing corrosion resistance [31]. An 

activation process is necessary to reduce the size 

of the phosphate coating crystals. When zinc 

phosphate crystals are small and thin, a denser 

and more homogeneous coating forms. 

Therefore, prior to cataphoresis coating, the 

activation process plays an essential role in terms 

of bond strength and corrosion properties. 

Phosphating is a process which is widely used for 

the improvement of corrosion resistance and 

materials surface structure like steel [31]. 

 

The phosphating process creates a thin, rough, 

and porous layer of phosphate on the surface. 

This layer ensures that the cataphoresis coating 

harmonises with the surface. For this reason, 

phosphating is considered a fundamental step in 

surface preparation for cataphoresis coating. 

 

The formation of a zirconium passivation layer 

after phosphating provided greater corrosion 

resistance by filling the high porosity areas on the 

sample surface. It also improved the surface 

properties by increasing the adhesion of the 

organic coating to be applied (Geomet 321/ML 

Black). The phosphate film is not uniform on the 

surface. Passivation homogenises the phosphate 

and minimises the amount of air that can remain 

under the cataphoresis. After pre-treatment of the 

substrate, the first layer of cataphoretic coating 

was applied. The cataphoresis coating bath was 

prepared by selecting the concentration and 

parameters from a previous study [32, 33]. After 

cataphoresis coating, the paint on the sample 

surface was filtered twice, and curing processes 

COATING TYPE CODE LAYER 

Cataphoresis+ 

Basecoat Geomet 321  

[C+B] Two Layer 

Cataphoresis+ 

Basecoat Geomet 321+ 

Topcoat ML Black 

[C+B+T] Three Layer 



Sakarya University Journal of Science, 28(1) 2024, 220-236    

 

223 
 

were performed at different temperatures (150, 

175, 200, 210, 220, 230 ℃) for 20 min.                                                                                     

 

After curing of the cataphoresis coatings, the 

Geomet coating process was started. Table 2 

shows the parameters of the bath for the Basecoat 

321 and the Topcoat ML Black coatings.  

 
Table 2. Bath parameters of Geomet 321 and 

Geomet ML Black coatings 

 PARAMETERS  

B
A

S
E

C
O

A
T

 

G
E

O
M

E
T

 

3
2

1
 

Temperature 20 °C 

Viscosity 90 s (DIN 4 Cup) 

Density 1,32 g/cm³ 

pH 8 

Solids Amount %40 

PRE-DRYING 
Temperature 80-100 °C 

Time 6-10 min. 

CURING 
Temperature 300-320 °C 

Time 20 min. 

 PARAMETERS  

T
O

P
C

O
A

T
 

G
E

O
M

E
T

 

M
L

 B
L

A
C

K
 

Temperature 24 °C 

Density 1,10 

Solids Amount %25 

Coating Time 10 min. 

PRE-DRYING 
Temperature 80-100 °C 

Time 6-10 min. 

CURING 
Temperature 300-320 °C 

Time 20 min. 

 

The NOF chemicals concentration was adjusted 

using the chemical analyses methods presented 

by the company to achieve the optimum coating 

concentration for Geomet coating. 

 

A curing window was used to evaluate the curing 

quality after cataphoresis. Figure 3 shows a 

curing window showing various curing times and 

temperatures at different panel temperatures.  

 

To produce a quality coating, the values in the 

curing temperature/time regions containing the 

inner regions of the red, blue, and black lines 

should be selected. For example, the curing time 

at 180 ℃ should be between 20 and 80 min in 

Figure 3. The curing window is used to prevent 

the formation of defects on the surface from 

being coated.  

 

Increasing the curing temperature after 

cataphoresis may improve corrosion resistance 

by providing less permeability on the 

performance of anti-corrosion primers, or 

delamination and crack zones may occur due to 

stress and high hardness [34]. Thus, the degree of 

curing applied after cataphoresis coating is 

critical. In addition, a defect on the surface of the 

cataphoresis coating will adversely affect 

different types of coating to be applied to it.  

 

 

Figure 2. The pre-treatments and coating processes for [C+B] and [C+B+T] 
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Figure 3. Curing window used for determining 

coating quality after drying [35] 

 

Curing below 155 ℃ will cause the 

primer/metallic substrate interphase to become 

more active, increasing the coating's tendency to 

delamination. Too low a curing temperature 

reduces the bond strength of the coating to the 

substrate. The low binding density increased the 

delamination areas on the coating surface. The 

bond density of the coating to the substrate is 

very fast at very high curing temperatures. The 

speed of this binding density makes the 

cataphoretic coating more brittle and reduces its 

corrosion performance [36]. In both cases, the 

cataphoresis coating shows poor performance in 

corrosive environments. Therefore, the 

determination of the optimum curing temperature 

prior to Geomet coating is very important. 

 

Geomet 321 coatings were applied for 10 

minutes at room temperature, pH 8. The speed of 

the centrifuge was 280 rpm for Geomet coatings. 

The Geomet 321 coatings were pre-dried at 90 °C 

and curing at 300 °C for 30 minutes.  The 

application of the coating was carried out for 10 

minutes at room temperature. The pre-drying and 

curing parameters used for the [C+B] coating 

was applied to the [C+B+T] coating, and the 

coatings were prepared for testing.  

 

After cataphoresis coating, Geomet 321 and then 

Geomet ML Black topcoats were applied on top 

of each other, using different pre-drying and 

curing degrees (150, 175, 200, 210, 220, 230) to 

obtain the optimum corrosion and adhesion 

result. 

 

2.3. Testing process 

 

The thickness of the cataphoresis coating was 

measured using an Elcometer 456 Probe, while  

the weight of the Geomet coating was measured 

using a Fischerscope Hybrid System X Ray 

instrument. Contact angle measurements were 

performed with Theta Flex Contact Angle 

Measurement Device. Each sample was 

photographed with Canon EOS 600D camera for 

comparison of sample images after the test. 

All the post-coating tests are shown in Figure 4. 

Adhesion testing is generally used to determine 

the bond strength and the force required to peel 

the coating from the substrate on surfaces such as 

painted surfaces. All samples were tested using a 

Qualtech Cross Cutting Tester (REF DIN ISO 

2409) (6-blade system at 1mm pitch). Tests were 

performed at room temperature, 50±5% relative 

humidity and constant pressure, with a tape width 

of 25 mm and an adhesive force of 6 - 10 N on 

glass. In the adhesion test, the coating surface to 

be tested is first cleaned and degreased, then cut 

with a sharp tool (knife, razor blade) down to the 

substrate material (two cuts at 30-45°) to create 

edges where the coating can be removed.   

 

Adhesive tape is applied over the cut area and 

pressed to the coating surface diagonally along 

the pattern. The tape is then pulled back in a 

parallel direction to the surface. When the 

coating peels off because of removing the tape; it 

will be concluded that the coating adhesion 

strength is insufficient.  

Figure 4. Tests applied after coatings are produced 

REF DIN EN

ISO 2409 

DRY 
ADHESİON

ASTM D 
870-02                    

WATER
RESİSTANT

MIL-STD-
810G 

HUMİDİTY 
RESİSTANT

ASTM        
B 117 

SALT SPREY 
TEST

ASTM 
G154 

CYCLE 
TEST
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The test area is visually inspected, and the 

adhesion strength is graded based on the amount 

of peel from the substrate surface [37]. Figure 5 

shows a detailed model of the peel test.  

 

 
Figure 5. Cross-Cut Band Test Model [38] 

 

The degree of peeling of coatings can be 

determined according to the ISO standard shown 

in Table 3. ISO 0-5 represents the peel rates of 

the coatings from the best to the worst. 

Dry adhesion tests were first carried out on 

Geomet 321, and Geomet ML Black coatings 

pre-treated with and without sandblasting. The 

samples that passed the dry adhesion test were 

subjected to water and moisture resistance testing 

and then adhesion testing. After these tests, the 

adhesion and corrosion properties of the coatings 

were investigated by performing salt spray and 

cycle tests on the coatings that passed the 

adhesion test. Table 4 shows all tests and 

parameters. All adhesion tests were scored using 

the conditions shown in Table 3. "0" and"1" were 

considered successful and tested further, while 

"2", "3", "4" and "5" were considered failed and 

not tested further. 

 
Table 3. Conditions for evaluating the amount of 

peeled coating after the Cross-Cut Tape Test [37] 
Peel Type Definition Peel Degree 

 

Perfectly straight cut edges. No 
abrasions on the coating. 

        0 

 

 

 

Flaking of coatings in the crosscut 
mid-section. Less than 5%, no 
significant peeling visible. 

 

        1 

 

 

Intermediate areas and edges of the 
coating have peeling. (5- 15%) 

 

2 
 

 

Partial or total breakage along the 
peel edges, partial or total breakage 
of individual pieces in wide strips 
and trims (15-35 %). 

 

3 

 

 

 

Partial or total breakage of wide 
strips or individual squares. (35- 
65%) 

 

4 

 

 

Over 65% peel of coating from 
surface. 

        5 

 

The water resistance tests (according to ASTM D 

870-02 standard) of the coating samples 

produced within the scope of the study were 

carried out in a BM 402 water bath (Figure 6) 

[39]. The samples were kept in deionised water 

at a constant temperature of 60±2℃ in a water 

bath for 24 hours. After 24 hours, samples were 

removed from water bath and dried. Samples 

were kept at room temperature for two hours and 

adhesion tested. As a result of the peel test, no 

deformation (peeling) and no change in coating 

colour is expected. 

 

The moisture resistance of the coating samples 

was also examined in a hot atmosphere 

(according to MIL-STD-810G Method 507.5) 

using a BM 402 water bath (Figure 6) [40]. It is 

relatively important for applications where the 

coating material is exposed to changes in 

different pressure or temperature. 

 
Table 4. Test and parameters performed after 

coating 

 

This is because moisture in the atmosphere can 

react with the metal components on the coating, 

which can disrupt the coating integrity structure. 

To determine the moisture resistance, moisture 

testing was performed on the produced samples. 

Moisture can cause oxidation of the coating 

structure and chemical or electrochemical 

degradation of organic and inorganic surface 

coatings. The coating sample was kept at 40 °C 

for 150 h for the moisture test. 

 

 
Figure 6. Water and moisture resistance test (BM 

402) 

 

Test Device Temperature Time (hours) 

Water 

Resistant 

BM 402 60 ± 2 ℃ 24h 

Humidity 

Resistant 

BM 402 40±1  ℃ 150h 

Salt Spray 

(%5 NaCI) 

ASCOT 35 ℃ 1000h at 24h intervals 

Cycle Test Scania/ 

STD4319 
35 ℃ A single cycle lasts for 

24h and there are 63 

cycles to be completed 

(1512h.) (Fig 7). 
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The resistance of a coating to corrosive 

environments is evaluated by salt spray testing.  

This test is performed by spraying salt on the 

coating surfaces placed in the test chamber and 

observing the corrosive effect on the material and 

the corrosion process. To ensure the correct 

application of this test, the ISO 9227 has been 

implemented in the ASTM B 117 standard [41]. 

The study used ASCOT as a corrosion chamber. 

The salt spray test creates a highly corrosive 

atmosphere using a standard 5% NaCl solution.  

 

After testing, surface corrosion is evaluated 

according to standards and acceptance criteria. 

At the end of the test, the surface is expected to 

be free from staining, deformation, red rust (a 

max. of 5% rust [42].) and white rust due to 

corrosion. Figure 7 shows the cabinet in which 

the salt spray and corrosion cycle tests are 

conducted. 

 

A method of evaluating the performance of a 

coating in a corrosive environment is corrosion 

cycle testing. It is then subjected to a series of 

temperature, moisture, and chemical tests. Cycle 

testing is performed using the Scania/STD4319 

device according to ASTM G 154 and lasts 24 

hours. A total of 63 cycles are completed by 

returning to the start after five repetitions. The 

parameters used in the cycle tests are detailed in 

Figure 8. These cycles evaluate coating material 

durability by examining corrosion, rusting and 

other material effects. After corrosion cycles, 

specimens are inspected for corrosion severity, 

coating quality, surface deformation, and other 

characteristics. 

 

 
Figure 7. Cabinets for salt spray test (a) and 

cycle tests (b) 

 

 
Figure 8. Cycle test parameters applied to coatings. 

 

3. Conclusions and Discussion 

 

It was observed that the average coating 

thickness after cataphoresis coating was 20 μm. 

The amount of coating per m2 after Geomet 

coatings was obtained by dividing the weight 

difference before and after coating by the surface 

area.  Densities of Geomet Basecoat and ML 

Black are presented in Table 5 as g/m2. Because 

of Geomet coatings are dip-spin processes, a 

homogeneous coating is not formed on the 

surface and therefore the coating thickness is 

given in gram per m2. For visual inspection, 

images of (a) C+B (white) and (b)C+B+T (black) 

samples after coating are shown in Figure 9. 

 

Firstly, surface images of Geomet 321 (Basecoat) 

were examined in Figure 9. The adhesion 

strength of Geomet 321 is low due to the low 

curing temperatures of 150 and 175°C after 

cataphoresis. This is because the low curing  

Cycle Test

Salt test at 35 ℃ for 30 min. 

Drying at 35 ℃ for 5 min.

Washing at 35 ℃

Drying at 35℃ for 5 min.

20% RH at 35℃, 1 hour 40 min.

55% RH at 35℃, 1 hour 40 min.

90% RH at 35℃, 1 hour 20 min.

55% RH at 35℃, 2 hours 40 min.

Curing 

Degree (oC) 

Geomet 321 (g/m2) 

(Basecoat) 

ML Black (g/m2) 

(Topcoat) 

150 15.1 2.64 

175 18.8 2.14 

200 17.5 1.87 

210 26.3 2.14 

220 20.4 2.34 

230 18.2 1.25 

5x 

Table 5. Geomet 321 and ML Black coating density 

(g/m2) 
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temperature creates delamination areas in the 

coating. As a first observation, curing at higher 

temperatures gives better adhesion to Geomet 

321. Good adhesion was observed at all curing 

temperatures prior to Geomet ML Black 

(Topcoat) testing. 

 

3.1.Dry adhesion test  

 

The dry adhesion tests were carried out without 

any post coating corrosion test.  Figure 10a 

shows the images of sandblasted C+B coatings 

after dry adhesion test. Table 6 shows the degree 

of peeling of Geomet 321 (Basecoat) coatings. 

The amount of peeling decreased with increasing 

curing temperatures. A high degree of peeling of 

the coating was clearly visible at a curing 

temperature of 150°. The coatings curing at 175,  

200, 210, 220° were unsuccessful, although the 

amount of coating passing to the tape decreased 

with increasing curing temperatures. The coating 

curing at 230° has not been observed any peeling 

problem, and the sample was prepared for the 

next test.   

 

Figure 10b shows the surface images of Geomet  

321 coatings without sandblasting pre-treatment 

after dry adhesion test. Comparing the Geomet 

321 coatings with and without sandblasting pre-

treatment, the first impression is that the 

adhesion of the sandblasted samples is much 

better. In particular, the coatings at 150, 175 and  

 

200° cured without sandblast pre-treatment were 

judged unsuccessful in the dry adhesion test due 

to excessive peeling. 

No peeling was observed at 210° curing 

temperature, and the test was therefore 

successfully passed. 

 

Due to the low peel of the coatings, the samples 

treated at 220° and 230° were also eliminated. As 

a result, all second layer samples [C+B] that were 

not sandblasted except 210° were eliminated in 

the adhesion test. 

Figure 9. Surface images of after coating. (a: C+B b: C+B+T) 

 

Figure 10. Surface images of Geomet 321 (Basecoat) coatings with different degrees of 

cure after cataphoresis coating with (a) and without (b) sandblasting pre-treatment after dry 

adhesion test 
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Table 6. Dry adhesion test results of Geomet 321 

(Basecoat) coatings with different degrees 

 

Due to the low peel of the coatings, the samples 

treated at 220° and 230° were also eliminated. As 

a result, all second layer samples [C+B] that were 

not sandblasted except 210° were eliminated in 

the adhesion test. 

 

The images after the dry adhesion tests of 

C+B+T coatings with sandblasting pre-treatment 

at different curing degrees are presented in 

Figure 11a, and the test results are presented in 

Table 7.  

 

The coatings passed the dry adhesion test at all 

curing temperatures.  ML Black coatings were 

found not to peel from the surface and to adhere 

well when all surface images were analysed. 

 

Figure 11b shows the surface images of Geomet 

ML Black coatings without sandblasting pre-

treatment and with different degrees of curing. 

As with sandblasted coatings, no peeling was 

observed at all cure levels; all samples passed the 

dry adhesion test and were approved for water 

resistance testing. It can be said that the dry 

adhesion strength of ML Black topcoats is much 

higher than C+B coatings at all curing 

temperatures.  

 

This is due to the silicate material contained in 

the ML Black coating. Zinc based coatings offer 

a higher level of adhesion due to their formation 

with an epoxy resin binder and an inorganic 

silicate [43]. Silicate material has been reported 

to be a good binder in previous studies [44]. In 

addition, reducing the grain size of the coating 

material can both improve the properties of the 

coating and provide better adhesion of the 

coating to the surface as a suitable binder [45]. 

Determination of solid-liquid interfacial tensions 

is essential in terms of corrosion properties. For 

this reason, contact angles of Geomet ML Black 

(Topcoat) coatings were measured before water, 

humidity, salt fog and cycling tests. 

 
Table 7. Dry adhesion test results of C+B+T 

coatings with different degrees of cure after 

cataphoresis 
 

Coating Type 

Sandblasting 

Pre-treatment 

Curing 

Degree 

(℃) 

Peel 

Degree 

Test 

Results 

 

 

CATAPHORESIS 

+ 

GEOMET 321 

(BASECOAT) 

+ 

GEOMET ML 

Black 

(TOPCOAT) 

 

 

APPLIED 

150 1 PASSED 

175 1 PASSED 

200 0 PASSED 

210 0 PASSED 

220 0 PASSED 

230 1 PASSED 

 

 

 

NOT 

APPLIED 

150 1 PASSED 

175 1 PASSED 

200 1 PASSED 

210 0 PASSED 

220 0 PASSED 

230 1 PASSED 

 
Coating Type 

 

Sandblasting 

Pre-treatment 

Curing 

Degree 

(℃) 

 

Peel 

Degree 

 

Test 

Results 

 

 

 

 

 

 

CATAPHORESIS 

+ 

GEOMET 321 

(BASECOAT) 

 

 

 

APPLIED 

150 5 FAIL 

175 4 FAIL 

200 3 FAIL 

210 3 FAIL 

220 3 FAIL 

230 0 PASSED 

  

 

 

NOT 

APPLIED 

150 5 FAIL 

175 5 FAIL 

200 4 FAIL 

210 0 PASSED 

220 2 FAIL 

230 3 FAIL 

Figure 11. Surface images after dry adhesion test of Geomet 321 + ML Black coatings 

produced at different degrees of cure after cataphoresis coating with (a) and without (b) 

sandblasting 
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Contact angle measurements were performed 

with Theta Flex Contact Angle Measurement 

Device. The contact angle is determined 

according to a certain standard in a material 

where corrosion resistance is required. Typically, 

the aim is to create a hydrophobic (water-

repellent) effect on the coating surface to 

improve corrosion resistance. This is the way in 

which a drop of water spreads or collects on the 

surface of a material [46]. Increasing the contact 

angle allows the water droplet to spread and flow 

more, rather than collecting in a small area on the 

surface. Therefore, the effect of after coating 

curing on the contact angle was investigated. 

 

Figure 12 shows a graph of the contact angles on 

the coating surface. This shows a progression 

from a spreading (most wettable) to a non-

wetting contact angle with increasing contact 

angle. Increasing the contact angle reduces the 

liquid penetration on the coating sample surface. 

It increases the corrosion resistance of coatings 

by reducing the surface defect/corrosion rate that 

will occur over time [47]. 

 

 
Figure 12. Hydrophobicity and hydrophilicity 

varying with contact angle. (Adapted from 

Tylkowski B. and Tsibranska I.) [47]. 

 

The contact angles of the coatings increased 

according to the contact angle of the substrate. 

The contact angle of the low carbon steel 

substrate was reported to be 49.5° in previous 

studies [48]. Compared to the contact angles after 

coating and substrate, the contact angles 

increased by an average of 42% according to 

substrate (Figure 13). It can be said that the 

coatings tend from a hydrophilic to a 

hydrophobic structure with an increase in the 

contact angle. This increased contact angle 

reduced liquid retention on the coating surface 

and improved corrosion resistance. The coating 

samples were observed to increase to a contact 

angle of 73° with an increasing degree of curing. 

A whole wetting angle is observed in the 

substrate, and a partial wetting angle is observed 

in the coatings when this contact angle is 

evaluated on the graph. This result proves that the 

coating with high wetting angle provides the best 

corrosion properties. 

 

 
Figure 13. Effects of curing degrees after 

cataphoresis on coating contact angles (C+B+T) 

 

3.2. Water resistance test 

 

After the water resistance test, adhesion tests 

were performed on the with (a) without (b) 

sandblasted C+B+T and C+B (indicated in 

yellow) coatings produced at different curing 

temperatures and their surface images are 

presented in Figure 14. Table 8 shows the 

adhesion test results graded according to the 

standard. After the water resistance test, the 

samples produced at 150, 175, and 200 curing 

degrees in sandblasted (a) coatings after the 

water resistance test have not been pass the test 

as some of the coating layer passed into the 

adhesion band after the adhesion test. It was 

concluded that this situation affected the 

adhesion resistance due to the low bond density 

of the coatings on the substrate surface at low 

curing temperatures.  

 

No peeling was observed at 210 and 220° curing 

degrees and these samples passed the test. In the 

case of the non-sandblasted coatings, the samples 

produced at high cure rates (210° (C+B), 

220°(C+B+T) were not stripping from the 

surface after the water test and prepared for the 

moisture resistance test. The non-sandblasted 

coatings at 150, 175 and 200° curing failed the 

adhesion test after the water test. The coatings 

peeled off the surface at low curing temperatures 

with a water resistance effect. According to the 
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test results, curing temperatures above 200℃ 

increased corrosive performance and adhesion 

resistance. However, there was surface shrinkage 

due to rapid drying and a reduction in bond 

strength when cured at 230°C with and without 

sandblasting. 

 
Table 8. Adhesion test results after water resistance 

of Geomet ML Black 
Coating Type Sandblasting 

Pre-Treatment 

Curing 

Time (℃) 

Peel 

Degree 

Test 

Results 

 

 

 

 

 

 

 

 

CATAPHORESIS 

+ 

GEOMET 321 

(BASECOAT) 

+ 

GEOMET ML 

Black (TOPCOAT 

 

 

 

 

APPLIED 

150 3 FAIL 

175 2 FAIL 

200 2 FAIL 

210 1 PASSED 

220 0 PASSED 

230 4 FAIL 

230 

(Geomet 

321) 

4 FAIL 

  

 

 

 

 

NOT 

APPLIED 

150 3 FAIL 

175 3 FAIL 

200 2 FAIL 

210 3 FAIL 

210 

(Geomet 

321) 

1 PASSED 

220 0 PASSED 

230 2 FAIL 

 

3.3. Moisture resistance test 

 

In order to investigate the reaction of the 

sandblasted (a) and non-sandblasted (b) coatings 

in a hot and humid atmosphere, a moisture 

resistance test was carried out on Geomet 321 

and Geomet ML Black coatings. The tape 

adhesion tests of the coatings with (a) and 

without (b) sandblasting after moisture resistance 

test is presented in Figure 15. The adhesion test 

results determined according to the standard are 

given in Table 9.  
 

 

Table 9. Adhesion test results after moisture 

resistance of Geomet ML Black coatings 
 

Coating Type 

Sandblasting 

Pre-

treatment 

Curing 

Degree (℃) 

Peel 

Degree 

Test 

Results 

CATAPHORESIS 

+ 

GEOMET 321 

(BASECOAT) 

+ 

GEOMET ML 

Black (TOPCOAT 

 

 

APPLIED 

210 0 PASSED 

220 4 FAIL 

    

 

NOT 

APPLIED 

210 (Geomet 

321) 

0 PASSED 

220 0 PASSED 

 

After the moisture resistance test, the sandblasted 

C+B+T coating curing at 220° failed the moisture 

resistance test, while the curing at 210° and 

passed the test successfully. This is because to 

the brittle structure of the coatings after 

cataphoresis with the increase in bond density 

with high curing temperature. In addition, the 

surface contact area decreases with the increase 

in the lamellar structure of Geomet coatings [49]. 

The 2-layer [C+B] and 3-layer [C+B+T] coatings 

at 210° without sandblasting pre-treatment 

passed the test. Curing at 220° without 

sandblasting [C+B+T], coatings passed the test, 

and the samples that passed the test were 

prepared for salt testing. 

 

 
Figure 15. Adhesion test surface images of Geomet 

ML Black coatings with (a) and without (b) 

sandblasting after moisture resistance 

 

     Figure 14. C+B+T (three layer) coatings surface image of after water resistance 
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3.4. Salt spray test  

 

Illustrated in Figure 16 are the surface images 

after the salt test, depicting coatings both with (a) 

and without (b) prior to sandblasting pre-

treatment. Following the conclusion of the test, 

an absence of corrosion indications was noted on 

the ML Black topcoat, which had undergone 

curing at 210° after the cataphoresis process. The 

cataphoresis + Geomet 321 coating cured at 

210°, and the ML Black topcoat cured at 

220° failed this test due to corrosion. The non-

sandblasted Geomet 321 coating at 210℃ has not 

been pass the salt test due to the formation of too 

many red rust patches. Due to the formation of 

red and white rust patches, the non-sandblasted 

ML Black coating surface (220) also failed the 

test. 

 

 
Figure 16. Surface images of Geomet ML Black 

coatings with (a) and without (b) sandblasting after 

salt test 

 

3.5. Cycle test 

 

The surface image of C+B+T coating curing at 

220° after sandblasted cataphoresis coating is 

given in Figure 17a. The surface images of the 

321-coating curing at 210° without sandblasting 

and the C+B+T coating curing at 220° are 

presented in Figure 17b. Since the cycle test is 

more aggressive than the salt test, C+B curing at 

210° and Topcoat Geomet ML Black coating 

curing at 210, and 220° were retaken into the 

cycle test after the salt test.  

 

The best corrosion performance was obtained by 

curing at 210 and 220℃. The basecoat Geomet 

321 coating without sandblasting passed the 

cycle test as no red rust formation was observed, 

although white rust residue was formed at 210℃ 

curing condition. Topcoat ML Black coatings 

curing at 210℃ with sandblasting and 220℃ 

without sandblasting successfully passed the 

cycle test as no red rust formation was observed. 

As a result, all the coating samples shown in 

Figure 17 passed the cyclic corrosion test for 

1512 hours. 

 

 
Figure 17. Post-cycle surface images of C+B+T 

coatings 

 

The cycle results of the zinc coatings, Geomet 

coating, and the results obtained in the study after 

the salt test are shown in Table 10 for comparison 

with the study. According to these results in the 

literature, alkaline Zn, Zn-Fe, and Zn-Ni coatings 

withstood the cyclic salt test for 300 hours, 360 

hours, and 720 hours, respectively [50, 51]. 

These values were increased to 1008 hours with 

more innovative Geomet coatings. In this study, 

Basecoat 321 and Topcoat ML Black coatings 

applied on cataphoresis have not been observed 

red and white rust formation even in the 1512 

hours (63 cycles) salt test. It was concluded that  

 Alkaline 
Zn Coating [50] 

Alkaline Zn-
Fe Coating 

[50] 

Alkaline Zn-
Ni 

Coating[50] 

Cataphoresis 
Coating 

[51] 
 

[Basecoat 321] + 
[Topcoat ML Black]  

[52] 

[Cataphores] + [Basecoat 
321] + [Topcoat ML Black] 

(This paper) 

Corrosion 
Resistance 

300 hours 360 hours 720 hours 720 hours 1008 hours 1512 hours 

Cyclic Corrosion 
Resistance 

13 cycles 15 cycles 30 cycles 30 cycles 42 cycles 63 cycles 

Table 10. Comparison of corrosion properties of coating after Salt Spray 
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the cataphoretic intermediate coat applied prior 

to the Geomet coating increased the corrosion 

resistance of the Geomet (321 + ML Black) 

coatings by 50 percent.  

 

As a result, Cataphoresis and Geomet coating, 

which have superior corrosion resistance, were 

deposited together on a similar substrate, 

resulting in much higher corrosion resistance to 

corrosion environments. 

 

Analysing the dry adhesion results in Table 11, 

Geomet ML Black topcoat shows much better 

adhesion than Geomet 321 basecoat. This is due 

to the silicate material in the Geomet ML Black  

topcoat. The sandblast effect was positive for the 

topcoats, while it was negative for the 321 

coatings. According to corrosive test results, 

increasing curing temperatures obtained good 

results for both two- and three-layer coatings.  

 

Low curing temperatures which led to 

delamination and reduced bond strength. The 

first test applied to the coating samples, water 

resistance, was successful at 210 and 220 ℃. The 

coating layer shrinkage due to rapid drying and 

had a brittle structure at the high curing 

temperature (230°C).  

 

In addition, the rapid drying of the cataphoresis 

coating resulted in a rough and inhomogeneous  

 

structure, which adversely affected the corrosion 

properties due to the uneven deposition of the 

Geomet coatings on the surface. 

 

4. Conclusion 

 

In summary, the study evaluated the performance 

of the Geomet coatings, specifically the Geomet 

321 basecoat and the Geomet ML Black topcoat, 

applied by means of a cataphoresis process. The 

results showed that the adhesion strength of 

Table 11. Comparative test results of [C+B] and [C+B+T] 

coatings 
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Geomet 321 is influenced by the curing 

temperature, with higher temperatures resulting 

in better adhesion. Dry adhesion tests showed 

that using sandblasting as pre-treatment 

significantly improved adhesion, especially at 

higher curing temperatures. 

 

The contact angle measurements showed that an 

increase in the curing temperature resulted in a 

transition of the coatings from a hydrophilic to a 

hydrophobic structure, thus improving the 

corrosion resistance. The water resistance tests 

confirmed the effectiveness of the coatings cured 

at 210°C and 220°C, while the adhesion and 

performance at lower curing temperatures were 

found to be inadequate. The moisture resistance 

test highlighted the embrittlement of coatings at 

high curing temperatures, which affected 

adhesion and performance. 

 

The salt spray tests identified the optimum curing 

conditions for corrosion resistance, with coatings 

cured at 210°C showing superior performance. 

 

The cycle test, a more aggressive assessment, 

confirmed the corrosion resistance of 

Cataphoresis + Geomet321 + ML Black lasting 

1512 hours (63 cycles) without red or white rust 

formation. As a result, 50% superior corrosion 

resistance was obtained compared to other 

studies in the literature. 
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