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Abstract  

 

The goal of the current study is to estimate how a gasoline direct injection (GDI) engine's performance and emissions 

are affected by the fuel injector nozzle diameter and hole number of its injectors. A thermodynamic 

mathematical modelling has been created utilizing a software program written in the MATLAB language to simulate 

the two-zone combustion process of a four-stroke direct injection engine running on gasoline at (Rotation Engine 

Speed 3000 revolution per minute (rpm), 40 MPa injection pressure, compression ratio 9.5, and spark timing 145°). 

The first law of thermodynamics, equation of energy, mass conserving, equation of state, and mass fraction burned 

were all used in the creation of the software program. The study was carried out at five different nozzle diameters 

(0.250, 0.350, 0.450, 0.550, and 0.650 mm) and nozzle hole numbers (4,6,8,10,12). The results show that the GDI 

engine's performance and emissions are significantly influenced by variations in nozzle hole diameter and number. It 

was shown that engine power, heat transfer, cylinder pressure, and temperature increased with increasing nozzle hole 

diameter and number of nozzle holes and the maximum value was seen with nozzle hole diameter 0.650 mm and (12) 

holes. The lowest value for the nozzle hole diameter and number of holes was found to be 0.250 mm and 4 nozzle 

holes, which resulted in the lowest emissions of carbon monoxide CO and nitrogen monoxide NO. The study was also 

conducted for different operating conditions (Rotation Engine speed of 1000, 2000, 3000, 4000, 5000 rpm ,35 MPa 

injection pressure , compression ratio of 11.5 , and spark timing of 140° ) and the same nozzle diameters and nozzle 

holes number mentioned previously to estimate the maximum values for temperature, pressure, power , heat transfer 

and emissions . The results of the second part of the study showed that the highest of maximum values of temperature, 

pressure, and emissions were at of 1000 rpm, a nozzle diameter of 0.650 mm, and (12) holes. The highest values for 

maximum power at 4000 rpm, a nozzle diameter of 0.650 mm and (12) holes, while the highest maximum values for 

heat transfer are at 5000 rpm, a diameter of 0.65mm and (12) holes. 

 

Keywords: Gasoline direct injection engine (GDI); nozzle diameter; hole number; mathematical model; performance; 

emissions.  

1.Introduction 

(GDI) engine technology has sparked considerable 

interest in recent years due to its several advantages over 

traditional fuel injection (PFI) engines, including reduced 

fuel consumption, improved efficiency, and lower hazardous 

emissions to comply with environmental requirements[1] , 

[2]. Although GDI engines provide rapid reaction and 

flexible control, several aspects impact engine performance 

and engine emissions, including ignition and injection 

timings, injection pressure, injection duration, diameter of 

nozzles, and aperture numbers, among others .Studying 

combustion engines experimentally is a very challenging 

issue because of the sophisticated experimental facilities that 

are required to perform the experiments. Therefore, 

researchers tend to perform theoretical or analytical analyses 

such as simulation and numerical analysis before conducting 

any experimental activity.  

Cost and time may be saved by using a simulation 

approach that enables GDI engine designers to adjust and 

examine a variety of factors with no need to actually create 

any real part or even an entire engine. Numerous 

mathematical models, including combustion phasing 

modeling, thermophysical property models, injector models, 

and flow models into and out of a cylinder engine, have been 

developed to aid in understanding, correlating, and 

investigating the process of engine cycles [3]. 

The impact of engine settings on a DI engine's 

performance and emission characteristics has been examined 

in several studies related to diesel and gasoline. Kumbhar et 

al. [4] used computation fluid dynamics CFD codes with a 

combustion model to test four different nozzle throat 

diameters and their influence upon the engine performance, 

emissions, as well as spraying features. They discovered that 

improvements in spray cone angle, fuel atomization, and 

effective air-fuel mixture resulted to a 0.230 mm nozzle 

throat diameter, which led to the highest in-cylinder 

temperatures and pressures. Hydrocarbon (HC), Carbon 

monoxide (CO), and soot emission got decreased as nozzle 

hole diameter dropped; nevertheless, Nitric oxide (NO) 

emissions were reported to rise because of improved 

mailto:Mahmoud.A.Mashkour@uotechnology.edu.iq
https://orcid.org/0009-0001-1900-5878
https://orcid.org/0000-0003-4877-3427
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atomizing as well as a general increase within cylinder gas 

temperatures of nozzle holes by smaller sizes. As a result, 

nozzle throats having smaller diameters have a tendency to 

lower emission at the cost of increased NOx emission. Lee 

et al. [5] investigated the development of fuel spray-air 

mixing, combustion, and emitting as the number of injector 

throats changed. The researchers found that there is a optimal 

number of holes for better efficiency and emission of the 

diesel engine. Furthermore, the findings demonstrate that 

evaporating, atomizing, and combustion are significantly 

impacted by the amount of holes present. On the other hand, 

when the number of injector holes exceeds a certain limit, 

the combustion and emissions deteriorate as a result of an 

absence of air entraining necessary to create a stoichiometric 

mixture. By using a flux dynamometer, a four-stroke single-

cylinder diesel engine, a water-cooled direct injection diesel 

engine operated by computer, 

a typical injection timescale of 23° before top dead center 

(BTDC), and a variety of throat diameters, Kumar et al. [6] 

studied the performance, combustion, and emitting of the 

engine for the different nozzles hole dimension  (3 holes × Ø 

= 0.20 mm ), (3 holes × Ø = 0.28 mm ) and (3 holes × Ø = 

0.20 mm ) as shown in figure 1. The results of this study 

showed that among all different nozzle throats, the 3 holes × 

Ø = 0.20 mm (adapted) improved the time. The findings 

were outstanding in terms of performance, combustion, and 

emitting. The only disadvantage was that NOx numbers rise 

when the aperture nozzle hole size is reduced. 

 

Figure 1. Schematic drawing of 3-holes of different nozzle 

diameters(a) Ø = 0.20 mm, (b) Ø = 0.28mm, (c) Ø =0.31mm. 

  

Jiang C and   Parker M., et al. [7] studied the influence of 

injection nozzle design upon the (GDI) engine fuel spray 

features. Inside a pressure- and temperature-controlled 

constant volume chamber as well as outside, testing on two 

custom three-hole injectors were carried out. The 

measuring was made at intervals of 15 mm, 25 mm, and 40 

mm from the injection tip, radially outwards from the 

injection axis to the external edge of the jet. The researchers 

found that the spray penetration length before collapsing is 

determined by the injection pressure rise within extending 

such length. To understand the performance during flash 

boiling circumstances, average velocity and droplet diameter 

information were also studied. Additionally, the results 

showed that droplet size decreases whereas droplet velocity 

greatly rises during flash boiling circumstances. Researchers 

discovered that various hole geometries had distinct effects 

on sprays when exposed to a flash boiling setting. Some hole 

configurations provide more protection from spray 

collapsing. The researchers discovered that the spray 

produced by the middle of the three-hole sizes studied 

dispersed more easily than the spray produced by 

either smaller and greater hole diameters. Moreover, the 

convergent hole was more likely to show spray collapsing 

during flash boiling circumstances. Ahmed and  Mekonen 

[8] conducted a simulation study by using ANSYS the 

influence of  different injector nozzle hole numbers (INHNs) 

and fuel injection pressures (IPs) of  the performance, and  

emissions characteristics of engine .The  study  performed 

for different fuel   IPs  190, 200, 210, and 220 bar with a 

change of INHN of 1 (default), 3, and 4), each 0.84, 0.33, 

and 0.25 mm in orifice diameter , respectively as showing in 

figure 2 .The results show the increasing of  INHNs and fuel 

IPs have an  essential improvement of atomization and 

mixing rates, as well as combustion and engine efficiency as 

well as minimize of  CO and HC emissions with a small  raise 

in NOx . 

 

Figure 2. A diagram of fluid in nozzles: (a) single hole, (b) 

3-holes, (c) 4-holes. 

 

Reddy and Mallikarjuna [9] studied the impact of fuel 

injection settings on the performance, combustion, and 

emitting features of GDI engines by using CFD. For a variety 

of fuel injection pressures, spark timing, holes number, and 

multiple stage injection strategies, turbulence, combustion, 

and fuel spraying break-up analyses were carried out. The 

findings demonstrate that, relative to 110-bar fuel injection 

pressure, soot emission decreased for various 

fuel injection pressures by roughly 77.8 and 88.5% for 150 

and 200-bar fuel injection pressures, respectively. When 

spark timing was advanced, the soot emission rose by an 

amount that was about 3.3 and 4.5 orders of magnitude more, 

correspondingly, at the spark time of 15° and 20° BTDC than 

at the spark time of 7.5° BTDC. Additionally, relative to a 6-

hole injection, the soot emission is lower when 8 or 10 fuel 

injection holes were employed. The soot 

emission dropped by around 72.8 and 76.1%, 

correspondingly, in comparison to single-stage fuel 

injection, when two different multiple stage fuel 

injection techniques were taken into account. Eventually, it 

was determined that a GDI engine's preparing of the mixture 

and soot emission are significantly influenced by the fuel 

injection pressure, amount of injection holes, spark time, and 

multiple stage fuel injection technique. Employing (CFD) 

research and information from literatures, Jadhav and 

Mallikarjuna [10] investigated the impact of fuel injection-

hole diameter and fuel injection time upon the mix formation 

in a four-stroke, wall-guided GDI type of engines. GDI 

engine at a compression ratio of 11.5. CFD simulating is run 

at an engine velocity of 2000 revs per minute. Three crank 

angle measures, three fuel injection times, as well as three 

fuel injection hole sizes of 0.1, 0.14, and 0.18 mm were used. 

The findings demonstrate that larger nozzle-hole diameters 

produced extremely rich mixing zones close to the spark 

plug. Furthermore, a greater suggested mean effective 

pressure was seen with a smaller nozzle-hole diameter and 

delayed fuel injection time. 

According to the preceding discussion, numerous 

researchers have concentrated on various elements of engine 

parameters of GDI engines utilizing various approaches and 
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techniques. The injector setting effect upon the performance 

as well as emitting characteristics of a GDI engine, on the 

other hand, has not been well examined. As a result, the 

present work aims at using MATLAB to investigate such 

effect. This work will be useful in enhancing the GDI engine 

settings for optimal performance. 

  

2. Theoretical Model 

This model examines a direct injection engine. The 

model depends on a two-zone thermodynamic study of the 

combustion process, which separates the combustion 

chamber into burned and unburned areas. The ideal gas law 

is assumed for the in-cylinder gases, and the first law of 

thermodynamics, state equation, and mass and volume 

conservation are used. For the temperature, pressure, mass, 

and volume of the burned and unburned gases, a set of 

equations may be constructed. The Wiebe function has the 

following definition. [11]: 

 

Xb(θ)=1-exp [-a [
θ(i)-θ(0)

θ(b)
]

k+1

]                                                     (1) 

 

where ϴ(i) represents the immediate crank angle, 

ϴ(o) represents the spark angle at the beginning of 

combustion, and ϴ(b) represents the combustion duration. 

The values of a and k represent adjustable constants (5 and 2 

are typical values). The burn profile is engine-specific, and 

the constants a and k can be changed on a specific engine or 

application since the burn profile is engine-specific.  

The following equation is created by differentiating the 

ideal gas equation of state:  

  
dp

dθ
= (-

P

V
) (

dV

dθ
) + (

P

T
) (

dT

dθ
)                                                      (2) 

 

In which the instantaneous quantities P, V, T, are modeled in 

relation to the crank angle of the engine. The first law of 

thermodynamics, which has the following formal 

formulation, may be implemented using the same procedure:  

  

∆U=Q-W                                                                                      (3) 

 

Here Q represents the overall heat input into the system, W 

represents the work output from the system, and U represents 

the change in internal energy inside the system. Equation 4 

may be produced by diffusing “Eq. (3)” [11]:  

  
dU

dθ
= (

dQ

dθ
) - (

dW

dθ
) =mCv (

dT

dθ
)                                                       (4) 

 

Here Cv denotes the specific heat of the gas in the 

combustion chamber. The change in temperature as a 

function of crank angle is given by “Eq. (5)”, which we get 

at by dividing the specific heat by the universal gas constant, 

utilizing Ƞ (the combustion efficiency), and L.H.V. (the 

lower heating values of the provided fuel):  

  
dT

dθ
=T(γ-1) [(

1

PV
) (

dQ

dθ
)  - (

1

V
) (

dV

dθ
)]                                        (5) 

 

The changing in pressure as a product of the crank angle 

may be determined using the heat input from the fuel. The 

definition of the fuel's heat input is [12]:  

 

 Q
in

=η
c
 .LHV (

1

AFac
) (

P

RT
) Vd                                             (6) 

In which the actual air-fuel rate is 𝑄𝑖𝑛 in. The final definition 

of the pressure change would be:   

 
dP

dθ
= (

-γP

V
) (

dV

dθ
) + (

γ-1

V
) Q

in

dXb

dθ
+(γ-1) (

1

V
) (

dQw

dθ
)                    (7)  

 

“Eq. (7)” serves as the foundation for a numeric model that 

mimics engine performance. 

 

2.1 Modeling Engine Friction 

The Several studies, notably Heywood [11] and Blair 

[13], have used general linear equations to forecast Friction 

mean effective pressure FMEP loses like a function of rpm. 

Although this approach only offers rough estimates of 

friction loses, it serves as a starting point for a numerical 

simulation. The following is Blair's equation for the linear 

FMEP loss: 

 

FMEP=a + b(L)(RPM)                                                            (8) 

 

In which L represents the engine's stroke [m], rpm 

represents the engine speed [rev/min], while a and b 

represent constants that depend on the type of engine. 

According to the engine displacement, Blair has aspired to 

several variations of the FMEP loss equations for a spark-

ignition engine with simple internal bearings((𝑉𝑑 >
500 𝑐𝑚3) 𝑎𝑛𝑑 (𝑉𝑑 < 500 𝑐𝑚3) respectively : 

 

FMEP=100000+350(L)(RPM)                                          (8a) 
 
FMEP = 100000 + 100(500 − 𝑉𝑑) + 350(𝐿)(RPM) (8b) 

 

The indicated, relative FMEP losses are given in [Pa] units. 

 

2.2 Burned and Unburned Areas  

Assumptions must be made regarding the burned and 

unburned areas because this model ignores heat transmission 

between the burned and unburned zones and doesn't explore 

the geometric location of the flame front. The definitions of 

the unburned and burned zones are given in Rakopoulos and 

Michos' article [14]:  

  

Au(i)=A(i) (1-(X
b
(i))

1
2)                                                            (9) 

 

Ab(i)=A(i) (
Xb(i)

(X
b
(i))

1
2

)                                                           (10) 

 

The mass fraction burned like a function of crank angle gets 

denoted by Xb. The area of the cylinder that is now in touch 

with combustion chamber gases is known as A(i).  

Although this technique ignores heat transmission 

between zones and presupposes a surface area of the cylinder 

head, it could be demonstrated to have physical consistency 

because the fractional heat transfer between the burned gas 

and the cylinder wall has always been greater in the burned 

region [18]. 

 

2.3 Burned, Unburned Mass, Volume, Temperature 

Calculations 

The equation of state can be applied to the unburned and 

burned gas regions at any instant: 

 

PVb=mbRbTb                                                                           (11a) 
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PVu=muRuTu                                                                           (11b) 

 

For the assumption of no mass loss from the combustion 

chamber, the total mass in the system at any stage can be 

expressed as: 

 

m= mb+mu                                                                                 (12)  

 

The total volume at any stage 

 

V= Vb+Vu                                                                                  (13) 

 

These are the main equations used; at any instant during 

combustion, there are seven unknown parameters to be 

solved ( 𝑇𝑏, 𝑇𝑢, 𝑚𝑏, 𝑚𝑢, 𝑉𝑏, 𝑉𝑢 ,P ). In order to solve these 

parameters, an extra equation that specifies the burning rate 

is required. In the simple form of the model, the burning rate 

can be expressed by the exponential form of Wiebe function 

“Eq. (1)”,  

 

 2.4 Heat Transfer Estimation  

The main modes of heat transfer from each zone are 

convection and radiation, this heat is determined using 

relationships based on the work of Annand [15]. Nusselt and 

Reynolds number correlations for forced convection are: 

 

Nui=0.94 Re0.7                                                                          (14) 

 

The coefficient of radiation heat transferring is calculated as: 

 

hr=4.25*10-9*(
T4-Tw

4

T -Tw
)                                                             (15) 

 

Convective losses into the wall are calculated as a function 

of the crank angle as follows: 

 

DQ
1
=(hg(i)+hr(i))Ab(i)(Tb(i)-

Tw)*
60

360*RPM
+(hg(i)+hr(i))Au(i)(Tu(i)-Tw)*

60

360*RPM
     (16)  

 

Calculates change in heat transfer (total) as A function of 

crank angle 

 

DQ
2
=η* mf *L.H.V * Dxi- DQ

1
                                                 (17) 

 

2.5 Injector Calculations 

Fuel velocity in model accounts as follows [16]: 

 

Ufuel=
Cd

Ca
√

2*(Pinj-P)*1000

ρfuel

 (
m

s
)                                                 (18) 

 

The following is accounted for by mass flow ratio in 

kilograms per millisecond: 

 

mḟ =Ca Ain j ρf 
 Uf (kg/s)                                                           (19) 

 

The following is how mass flow rate per crank angle unit is 

calculated: 

 

ṁCA =
holes*ṁf

0.006*Ns*MWf
 (

kmol

deg 
)                                                          (20) 

 

Crank angle unit injection duration is calculated as follows: 

 

durCA=
mf

ṁCA
 (deg)                                                                    (21) 

 

The following relationship is accounted for by the pressure 

injection for each time step: 

 

Pinj=Pinjmin+ (
Pinjmax -Pinjmin

durCA
) *                                         (22)  

  

Where, 𝑃𝑖𝑛𝑗𝑚𝑎𝑥 is maximum injection pressure, 𝑃𝑖𝑛𝑗𝑚𝑖𝑛 is 

minimum injection pressure, and 𝜃 is crank angle. 

 

2.6 Power, Torque, and Efficiency Calculations  

The power is represented by the braking power Wb, and 

the engine torque 𝜏, represents the amount of work 

completed per unit revolution (radians) of the crank [12]. 

 

Wb
̇ =2π τ N                                                                                         (23) 

 

The network transmitted from the gas to the piston 

throughout a cycle is the stated work 𝑊𝑖 , that represents the 

integration of the pressure over the cylinder volume.  

 

Wi= ∫ PdV                                                                           (24) 

 

while the designated power 𝑊𝑖 , for any engine using 𝜂𝑐 

cylinders, is 

 

Wi
̇ =η

c 
Wi N/2                                                                        (25) 

 

Mechanical efficiency 𝜂𝑚 is determined by the braking 

power to indicate power rate: 

 

η
m 

=
Wb

̇

Wi̇
                                                                                      (26) 

 

2.7 The Combustion Reaction (Equilibrium Equations) 

[17] 

 

CaHbOcNd+
as

ϕ
(O2+3.76N2)⟶n1CO

2
+n2H

2
O+n3N2+ 

n4O
2
+n5CO+n6H

2
+n7H+n8O+n9OH + n10NO               (27) 

 

Where 𝑎𝑠 and 𝜙 are stoichiometric air--fuel ratio and 

equivalence ratio. The following four formulas are produced 

via atom balance: 

 

C: a=(y
1
+y

5
) N 

 

H: b=(2y
2
+2y

6
+y

7
+y

9
) N 

 

O: c+
2as

ϕ
=(2y

1
+y

2
+2y

4
+y

5
+y

8
+y

9
+y

10
) N  

  

N: d+7.52as/ϕ=(2y
3
+y

10
) N                                             (28) 

 

where 𝑁 stands for moles’ total number. By definition, the 

mole fractions sum to 1: 

 

∑ y
i

10
i=1 =1                                                                                   (29) 

 

These equations define the following three constants:  

  

 d1=
b

a
  ,      d

2
=

c

a
+2

as

ϕa
 ,   d3=

d

a
+

7.52as

ϕa
                                        (30)  
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After some rearranging and replacement into the atom 

balancing equations, we have: 

 

2y
1
+2y

6
+y

7
+y

9
+d1y

1
-d1y

5
=0  

 

2y
2
+y

2
+2 y

4
+y

5
+y

8
+y

9
+y

10
-d2y

1
-d2y

5
=0  

  

2y
3
+y

10
-d3y

1
-d3y

5
=0                                                        

 
∑ y

i
=1                                                                              (31)                   

 

Six gas-phase equilibrium processes are now shown. 

Such reactions result in the creation of OH and NO as well 

as the dissociating of hydrogen, oxygen, water, and carbon 

dioxide: 
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CO+
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2
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y
4

1
2y5P

1
2

                                          (32) 

 

The equilibrium constants had been curve-fit to the 

JANAF Table data for the temperature range 600 T > 4000 

K by Olikara and Borman [18]. Their expressions take the 

following form: 

 

log
10

Ki(T)=Ai ln  (
T

1000 
) +

Bi

T
+Ci+DiT+EiT

2                       (33) 

 

Where T is the temperature in kelvin, 

and (𝐴𝑖, 𝐵𝑖, 𝐶𝑖 , 𝐷𝑖 , 𝐸𝑖 ) are the curve-fitting equilibrium 

constants. The unburned and burned mixed zones are 

regarded as independent open systems according to thermal 

characteristics. The atom balance equations are changed to 

correspond to the six separate equilibrium 

reacting equations, resulting in four equations with four 

unknowns (𝑦3, 𝑦4, 𝑦5, 𝑦6). Such four equations have 

numerical solutions.  

 

2.8 Variable Specific Heats Ratio Model 

For combustion processes including iso-octane and other 

fuels, Krieger and Borman created this polynomial approach 

in 1966 [19]. The Krieger and Borman technique simulates 

changes in internal energy by using "correction factors" for 

ideal gas constants that correlate to temperature variations 

(based on a given reference temperature). Using this 

approach and the related polynomials, it is possible to derive 

the exact heats rate as a temperature function. 

 

3. MATLAB Model  

Figure 3 illustrates the flow chart of the model's 

mathematical formulation. Sub-models are created by the 

primary model to carry out certain tasks. The mathematical 

model's structure is as follows,  

The piston's isentropic compressing and expanding in the 

cylinder are simulated by the isentropic sub-model. This 

model calculates the thermodynamic properties of cylinder 

in each step, which is theta equal 1 of crank angle degree, in 

piston movement according to the isentropic relation and by 

employing the engine geometry relations. 

 

3.1 Injection sub-model  

It replicates the processes of fuel injection and 

association, such as combustion, heat release, and heat 

transfer. This model, which is regarded as the most 

significant model, includes a number of sub-models for the 

injector, fuel characteristics, heat releasing and transmission, 

and ignition delay. 

 

3.2 Equilibrium Sub-Model 

In this model, the mole fraction of the combustion 

products and their specifications are calculated. The general 

algorithm of this model is shown in figure 4. The equilibrium 

model comprises several sub-models, such as minimum step 

𝑓𝑚𝑖𝑛 sub-model, guess sub-model, newton sub-model, and 

line search sub-model. 

Figure 3. Algorithm of Main Model. 



 
006 / Vol. 27 (No. 1)  International Centre for Applied Thermodynamics (ICAT) 

 
Figure.4 Algorithm of Equilibrium Model. 

 

4. Results and Discussion 

4.1Validation of the Matlab Model 

 Figure 5 shows the comparison of in-cylinder pressures 

obtained from the present Matlab Model and CFD simulation 

results of [Reddy A. et al., 9] for holes number 8 and 

compression ratio 9.3. From Figure 3, It can be observed 

that, there is a reasonably good agreement among the results. 

Therefore, the models used in this Matlab Model are working 

well and therefore they can be used with confidence for 

further study. 

 

 
Figure 5. Comparison of in-cylinder pressures. 

 

4.2 Variation of Orifice Diameter 

The mathematical model for a GDI engine at (3000 rpm 

and 40 MPa injection pressure and compression ratio 9.5 

spark timing 145°) is shown in Figure 6 the influence of 

nozzle hole diameter on the variation of cylinder pressure 

with crank angle. Increasing the hole diameter led to increase 

the cylinder pressure, as it can be observed. The maximum 

value of in-cylinder pressure is at the nozzle hole with a 

diameter of 0.650 mm due to due to the increase in injection 

area, which led to an increasing within fuel mass flow rate 

and quantity of heat release.  

 
Figure 6. Cylinder pressure for different hole diameters. 

 

The impact of nozzle hole diameter on the changing 

burned and unburned gas temperatures with crank angle is 

shown in figure 7. Although the impact of hole width on 

unburned gas temperature is minimal, it has a significant 

influence on burned temperature. By increased the diameter 

of the nozzle as it can be noticed, the burned gas temperature 

also increased. The 0.650 mm diameter nozzle hole produced 

a greater in-cylinder gas temperature due to the increased 

injection area, increased fuel mass flow rate, and increased 

heat release. 

 

 
Figure 7. burned and unburned gas temperature for different 

hole diameters. 

 

Figures 8 and 9 depict the impact of hole diameter on 

engine power and heat transfer as a function of crank angle. 

By increment the diameter of the nozzle as it can be 

observed, the engine power and heat transfer also increase 

because of the increased gas pressure brought on by an 

increase in the injection area, which leads to increase the fuel 

mass flow rate and heat release. 

 

 
Figure.8 Engine power for different hole diameters. 
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Figure 9. Heat transfer for different hole diameters. 

 

Figure 10 shows CO emissions, as a function of crank 

angle at various fuel injector nozzle-hole sizes. These 

emissions of CO rise as the diameter of the nozzle hole 

increases. This is due to the fact that local rich zones begin 

to form as the injection area and fuel mass flow rate increase. 

 

 
Figure.10. Effect of hole diameter on emissions of CO. 

 

Figure 11 depicts NO emissions as a function of crank at 

various fuel injector nozzle-hole sizes. It is observed that the 

NO emissions rise as the diameter of the nozzle hole grows. 

This is due to the fact that bigger nozzle-hole sizes led to rich 

mixture and then higher in-cylinder temperatures. 

 

 
Figure.11. Effect of hole diameter on emissions of NO. 

 

Figures 12 and 13 demonstrate the greatest power per 

cycle and optimal nozzle diameter vs. engine compression 

ratio as the number of holes is varied. It was shown that the 

greatest engine power per cycle was attained when the nozzle 

diameter (0.630 mm) and compression ratio (11) with (6) 

holes number were used. 

 
Figure 12. Maximum power for nozzle diameter variation for 

different compression ratio & holes number. 

 

Figure 13. Nozzle diameter variation give maximum power 

for different compression ratio & holes number. 

 

4.3 Variation of Orifice Diameter with Rotation Engine  

Speed. 

 Data in the table 1show the influence of the variation of 

nozzle hole diameter on the maximum values for 

temperature, pressure, power, heat transfer and emissions. 

The mathematical model for a GDI engine at (Rotation 

Engine speed of 1000, 2000, 3000, 4000, 5000 rpm ,35 MPa 

injection pressure, compression ratio of 11.5, and spark 

timing of 140°). The highest of maximum values of 

temperature, pressure, and emissions were at a 1000 rpm and 

diameter of 0.650 mm. The highest values for maximum 

power at 4000 rpm and nozzle diameter of 0.650 mm, while 

the highest maximum values for heat transfer are at 5000 rpm 

and diameter of 0.65mm. 

 

4.4 Variation of the Number of Nozzle Holes  

Figure 14 shows the effect of injector holes’ number on 

the variation in-cylinder pressure with crank angle as 

determined by the mathematical model for the GDI engine at 

(3000 rpm, 40 MPa injection pressure, compression ratio 9.5, 

and spark timing 145°) by using the MATLAB software. 

Because of the regular distribution of equivalence ratios 

throughout the spark plug area, it is observed that when the 

fuel injector holes’ number rises, the in-cylinder pressure 

also rises. This is due to the creation of excellent fuel droplets 

with an increasing within the fuel injector holes number. 

Figure 15 depicts the influence of hole number on burned 

and unburned gas temperatures as a function of crank angle. 

The influence of hole number on unburned temperature is 

minimal, whereas the hole number influence upon burned 

gas temperature is significant. By increased the injector holes 

number as it can be noticed, the burned gas temperature also 

increased. and highest gas temperature among the others at 

(12) nozzle holes number. 
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Figure 14. Cylinder pressure for different holes number. 

 

 
Figure15. Burned and unburned gas temperature for 

different holes number.  

 

Table 1. Variation of Maximum Values of Operating Engine 

Parameters with Nozzle Diameter. 

 

Figures 16 and 17 demonstrate impact of nozzle hole 

number on engine power and heat transfer as a function of 

crank angle. we can notice as the number of holes rise, so 

does engine power and heat transfer. This is due to increase 

in-cylinder pressures, as well as better atomization and a 

faster heat transfer rate. 

 

 
Figure.16. Engine power for different holes numbers. 

 

The CO emissions are shown in Figure 18 at different 

fuel injector nozzle-hole numeral as a function of the crank 

angle. We can see that as the of nozzle-holes increase, so do 

the amount of CO emissions. This is because increased 

injection area and subsequent rise in fuel mass flow rate that 

result in local rich zones and dissociation of combustion 

products at high temperatures. 

 

Temperature(K) 

 Speed (rpm)  

D(mm) 1000 2000 3000 4000 5000 

0.25 1767 1789 1536 1356 1124 

0.35 1916 1921 1754 1527 1343 

0.45 2467 2671 2224 1734 1542 

0.55 2976 2987 2685 2223 1936 

0.65 3187 3165 3013 2775 2430 

Pressure (kPa) 

Speed (rpm) 

D(mm) 1000 2000 3000 4000 5000 

0.25 5284 4471 3852 3541 3354 

0.35 7331 6300 5088 4474 4103 

0.45 8974 7724 6729 5715 5102 

0.55 9750 8654 7773 6563 6028 

0.65 10674 9476 8537 7663 6940 

Heat transfer (kW) 

Speed (rpm) 

D(mm)  1000 2000 3000 4000 5000 

0.25 8.643 8.991 9.352 9.793 10.04 

0.35 17 17.35 17.42 17.8 18.39 

0.45 27.79 28.8 29.05 30.16 30.97 

0.55 37.54 42.85 43.53 44.79 45.93 

0.65 52.36 59.07 60.72 61.17 63.56 

Mole fraction of CO (Xi)  

Speed (rpm) 

D(mm) 1000 2000 3000 4000 5000 

0.25 6.1 e-04 2.3 e-07 1.47e-06 1.8 e-6 7.53e-07 

0.35 0.02874 6.24 e-04 3.47e-05 6.33 e-06 8.53e-06 

0.45 0.07289 0.01387 0.00132 1.83 e-07 3.63e-05 

0.55 0.08544 0.053 0.01437 0.002918 0.00068 

0.65 0.1582 0.07495 0.05509 0.03227 0.00592 

Mole fraction of NO(Xi) 

Speed (rpm) 

D(mm) 1000 2000 3000 4000 5000 

0.25 0.00021 3.61 e-06 7.74e-06 4.79e-07 4.49e-07 

0.35 0.00989 0.000222 1.37e-05 3.88e-06 3.88e-06 

0.45 0.02439 0.004718 0.00046 6.79E-05 1.44e-05 

0.55 0.03021 0.01895 0.00489 0.001002 0.00024 

0.65 0.03976 0.0258 0.02021 0.01134 0.00201 

Power (kW) 

 Speed (rpm)  

D(mm) 1000 2000 3000 4000 5000 

0.25 2.261 1.807 1.183 0.5134 0.3456 

0.35 4.918 5.051 4.639 4.095 3.492 

0.45 7.667 9.19 9.118 8.767 8.296 

0.55 11.48 13.34 14.56 14.48 14.19 

0.65 11.35 20.92 21.38 24.84 21.16 
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Figure.17. Heat transfer for different hole numbers. 

 

 
Figure18. Effect of holes number on emissions of CO. 

 

Figure 19 explain NO emissions as a function of crank at 

various fuel injector nozzle-hole numeral. We can observe 

that NO emissions increase with increase in nozzle holes 

number. This is because the generation of NO is known to be 

significantly influenced by the thermal NO mechanism, 

which is extremely dependent on the temperature and the 

environment inside the cylinder. Higher numbers of nozzle 

holes result rich mixture zone and then higher in-cylinder 

temperature. 

 

 
Figure.19. Effect of holes number on emissions of NO. 

 

Figures (20) and (21) show the maximum power per 

cycle and the ideal number of nozzle holes in relation to 

engine compression ratio and nozzle diameter change. 

Figure 18 shows that the highest power per cycle generated 

at nozzle diameter (0.450 mm), the number of holes is (14) 

and the compression ratio is (12). 

 
Figure 20. Maximum power for holes number variation for 

different compression ratio & nozzle diameter. 

 

Figure 21. Holes number variation give maximum power for 

different compression ratio & Nozzle diameter. 

 

4.5 Variation of the Number of Nozzle Holes with 

Rotation Engine Speed. 

Data in the table 2 show the influence of the variation of 

nozzle diameter number on the maximum values for 

temperature, pressure, power, heat transfer and emissions. 

for the mathematical model for a GDI engine at (Rotation 

Engine speed of 1000, 2000, 3000, 4000, 5000 rpm ,35 MPa 

injection pressure, compression ratio of 11.5, and spark 

timing of 140°). The highest of maximum values of 

temperature, pressure, and emissions were at a rotation 

engine speed of 1000, and (12) holes. The highest values for 

maximum power at 4000 rpm and (12) holes, while the 

highest maximum values for heat transfer are at 5000 rpm 

and (12) holes. 

 

5. Conclusion 

A 4-stroke cycle of a gasoline direct injection engine was 

mathematically modeled. The mathematical model may be 

used to analyze the emissions of pollutants from a gasoline 

direct injection engine as well as its performance. Modeling 

the combustion with various nozzle hole diameters and 

numbers was done using the MATLAB algorithm. The 

following are the key findings from the current investigation. 

• Cylinder pressure and temperature were observed to rise 

as nozzle hole diameter increased, as did maximum peak 

pressure and burned temperature when nozzle hole 

diameter was 0.650mm. 

• Engine power and heat transfer increased as nozzle hole 

diameter increased, with a maximum value when nozzle 

hole diameter was 0.650mm. 

• The lowest value of nozzle hole diameter, 0.250mm, was 

found to have the lowest CO and NO emissions. 
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Table 2. Variation of Maximum Values Operating Engine 

Parameters s with Nozzle Holes Number. 

Temperature(K) 

Speed (rpm) 

holes  1000 2000 3000 4000 5000 

4 2203 2040 1825 1559 1367 

6 2653 2506 2361 1970 1728 

8 3087 2984 2883 2372 2057 

10 3156 3080 2929 2759 2381 

12 3347 3230 3189 3019 2693 

Pressure (kPa)  

Speed (rpm) 

holes 1000 2000 3000 4000 5000 

4 7954 7643 5997 5161 4656 

6 8198 7892 7704 6453 5695 

8 8973 8763 8460 7742 6734 

10 9983 9958 9763 9014 7770 

12 11019 10943 9987 9597 8805 

 

Power (kW) 

Speed (rpm) 

Speed 

rpm/holes 1000 2000 3000 4000 5000 

4 7.736 6.364 6.132 5.691 5.16 

6 9.133 7.364 11.73 12.5 13.12 

8 11.57 14.95 16.53 16.23 17 

10 11.3 26.92 20.3 20.93 16 

 

12 10.7 21.58 24.63 45.01 25.62 

Heat transfer (kW) 

Speed (rpm) 

Speed 

rpm/holes 1000 2000 3000 4000 5000 

4 22.97 23.69 24.86 25.91 27.92 

6 33.82 35.59 36.95 38.13 38.22 

8 44.99 47.35 49.99 50.31 51.49 

10 51.42 58.12 59.54 61.47 63.73 

12 58.53 70.01 72 74.72 75.95 

Mole fraction of CO (Xi) 

Speed (rpm) 

Speed 

rpm/holes 1000 2000 3000 4000 5000 

4 0.06334 0.004746 0.000341 4.32e-05 8.53e-06 

6 0.07814 0.03322 0.005082 0.000828 0.000175 

8 0.08852 0.06363 0.02332 0.005306 0.001334 

10 0.09082 0.07345 0.09452 0.01744 0.005479 

12 0.1049 0.07875 0.06435 0.03249 0.01471 

Mole fraction of NO (Xi) 

Speed (rpm) 

Speed 

rpm/holes 1000 2000 3000 4000 5000 

4 0.02345 0.001616 0.000124 1.69e-05 8.74e-06 

6 0.02549 0.01172 0.001729 0.000292 6.5e-05 

8 0.02768 0.02338 0.008061 0.001807 0.000465 

10 0.03028 0.02504 0.009561 0.005969 0.001865 

12 0.3568 0.0258 0.01872 0.01114 0.005018 

• When using a nozzle diameter of 0.630 mm and a 

compression ratio of 11, with nozzle holes ranging from 

6 to 12, the maximum power per cycle for the engine 

was obtained. 

• The cylinder pressure and temperature were observed to 

rise as the number of nozzle holes increased, with 12 

nozzle holes producing the highest peak pressure and 

burned temperature. 

• By increasing the number of nozzle holes, up to a 

maximum of 12, engine power and heat transfer 

increased. 

• With lowest nozzle holes number (four nozzle holes) it 

was found that CO and NO emissions were the lowest. 

• Maximum power per cycle (0.450 mm) and the ideal 

number of nozzle holes in relation to engine 

compression ratio with respect to nozzle diameter 

variation were found to be (14) for nozzle holes and (12) 

for compression ratio, respectively. 

• The highest of maximum values of temperature, pressure, 

and emissions were at a speed of 1000, and nozzle 

diameter of 0.650 mm, and (12) holes. The highest values 

for maximum power at 4000 rpm and nozzle diameter of 

0.650 mm and (12) holes, while the highest maximum 

values for heat transfer are at 5000 rpm, a diameter of 

0.65mm and (12) holes. 

From the conclusions above, injector parameters (nozzle 

diameter & holes number) it plays an important role in 

engine performance and emissions. Knowing the optimal 

injector parameters and its effect with other parameters on 

engine performance is necessary. Accordingly, fuel injector 

must be designed for best engine operation and emissions as 

low as possible. Therefore, in the future, it is necessary to 

know the effect of the rest of the parameters, such as fuel 

injection pressure, engine load, and engine geometry etc., 

with injector parameters on the performance and emissions 

of the GDI engine. 

 

Acknowledgements: 

The authors are grateful for the assistance they received from 

the staff at the Mechanical Department of the University of 

Technology-Iraq. 

 

Nomenclature 

Unit less air--fuel ratio 𝑎𝑠  

m² Orifice Area 𝐴𝑖𝑛𝑗  

m² unburned area 𝐴𝑢  

m² Burnt area 𝐴𝑏  

kJ/kg.k specific heat Cv 

Unit less Discharge Coefficient 𝐶𝑑  

Unit less Area Contraction Coefficient Ca  

Unit less compression ratio (CR) 

kW Convective losses 𝐷𝑄1  

KW change in heat transfer 𝐷𝑄2  

degree Injection Duration 𝑑𝑢𝑟𝐶𝐴  

Pa Friction mean effective 

pressure 

FMEP 

W/m².K radiation heat coefficient ℎ𝑟  

W/m².K Heat transfer coefficient H 

m engine's stroke L 



 
Int. J. of Thermodynamics (IJoT)  Vol. 27 (No. 1) / 011 

kJ/kg lower heating values of the 

provided fuel  

LH V 

Kg mass m 

kmol/s Fuel flow rate 𝑚𝑓̇   

kmol/deg Fuel flow rate 𝑚̇𝐶𝐴  

kmol/kg Molecular weight 𝑀𝑊𝑓  

rpm Rotation Engine Velocity Ns 

Unit less Nusselt number 𝑁𝑢𝑖  

kPs Pressure P 

kPa Injection Pressure 𝑃𝑖𝑛𝑗  

kPa Maximum Injection Pressure  Pinjmax    
 

kPa Minimum Injection Pressure  Pinjmin    
 

kJ overall energy input into the 

system 

Q  

m/s Fuel velocity 𝑈𝑓𝑢𝑒𝑙  

kJ changing within internal 

energy 

∆𝑈  

kJ/kg.k Gas constant R 

Unit less Reynolds number Re 

K Temperature T 

K Wall temperature Tw 

m³ Volume V 

m³ Displaced Volume of Engine 𝑉𝑑  

kJ work output from the system W 

kW Brake power 𝑊𝑏
̇   

kJ Work 𝑊𝑖   

kW indicate power 𝑊𝑖
̇   

Unit less mass fraction Xb 

Greek Symbols 

Unit less combusting efficiency Ƞ 

Unit less Mechanic efficiency 𝜂𝑚  

N.m torque 𝜏 

Unit less Gas index 𝛾  

degree crank angle. 𝜃 

degree immediate crank angle ϴ (i) 

degree spark angle at the beginning 

of combustion 

ϴ(o) 

degree the burn length ϴ(b) 

 equivalence ratio 𝜙  

kg/m³ Fuel Density 𝜌𝑓𝑢𝑒𝑙  

Subscripts 

 burn B 

 unburned U 

   

 

Abbreviations 

 Before top dead center BTDC 

 Carbon monoxide CO 

 Direct-injection (DI) DI 

 Number of holes in injector Holes  

 Port fuel injection PFI  

 Injector nozzle hole numbers INHNs 

 Fuel injection pressures  IPs 

 Gasoline direct injecting GDI 

 Nitrogen monoxide NO 
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Abstract 

 

The search for environmentally friendly refrigerants for vapor compression systems has been a significant focus 

recently due to environmental concerns such as ozone depletion and global warming. In this study, the potential of 

R1224yd as an alternative refrigerant is investigated. A thermodynamic analysis of a 4-kW air conditioning system is 

conducted to assess the performance of R1224yd. The system is analyzed from a thermodynamic perspective, and key 

performance indicators such as the Coefficient of Performance and exergy efficiency. The results are then compared 

to R245fa and R123. Furthermore, a parametric study is performed to examine the impact of key parameters, such as 

evaporating and condensing temperatures, on the system's performance. This analysis provides insights into the 

sensitivity of the system's performance to variations in these parameters. The results indicate that R1224yd is a 

promising candidate as an environmentally friendly alternative refrigerant compared to R123 and R245fa. Because 

R1224yd has the lowest environmental impact. It has about 700 kg CO2 indirect emission, but about zero kgCO2 for 

direct emission. While, based on the thermodynamic results, R1224yd offers better performance compared to R245fa 

which has 1-3% higher in performance value and exergy efficiency, and has comparable performance to R123. This 

suggests that R1224yd can be a viable option for the systems, providing improved energy efficiency and lower 

environmental impact. 

 

Keywords: Warming impact; exergy efficiency; performance; refrigerant; thermodynamic analysis. 

  

1. Introduction 

Recently, one of the hot topics in High Ventilating Air 

Conditioning and Refrigeration (HVACR) system are the 

search for alternative working fluid and refrigerant [1]–[9]. 

Chloro Fluoro Carbons (CFCs) as the first refrigerant for 

HVAC system banned in 1987 in Montreal Protocol and are 

being replaced by Hydro Fluoro Carbon (HFC) and Hhdro 

Chloro Fluoro Carbon (HCFC). In 1996, the phase out of 

CFC refrigerant had been completed. HFC and HCFC were 

suggested as the alternative of CFC because it has low Ozone 

Depletion Potential (ODP). However, in 1990, it was found 

that suggested refrigerant which have low ODP, contribute 

to global warming phenomenon. So, in 1997, Kyoto Protocol 

was issued, the objective is to mitigate global warming by 

reducing greenhouse gas emissions, which entails 

advocating for the adoption of refrigerants with low Global 

Warming Potential (GWP) [10].  

The GWP becomes the parameter in identifying priority 

actions to reduce Green House Gas (GHG) emissions and the 

impact of climate change. GWP is often used in international 

environmental regulations and agreements, such as in the 

Kyoto Protocol, to measure and compare the relative impact 

of various greenhouse gases on global warming. GWP is a 

concept used to measure the extent to which certain GHG 

can have an impact on global warming compared to carbon 

dioxide (CO2). This measurement is generally used in 

comparative contexts, where the GWP of a particular gas is 

measured in units relative to the CO2 GWP which has a value 

of 1. For example, if a gas has a GWP of 25 over a 100 year 

time period, that means it has a global warming impact 25 

times greater than the same amount of CO2 over the same 

time period.  

Many experts have introduced some alternative 

refrigerants to replace the conventional refrigerant [1], [3], 

[6], [11], [12]. For example, R1234ze series refrigerant have 

been widely pointed out as one of the potential alternative 

refrigerant due to their low flammability, low GWP value, 

and comparable performance to replace conventional 

refrigerant such as R134a [11], [13]–[15]. R32 and L41a are 

also suggested by some researchers as a candidate for R410A 

replacement because they are characterized by their low 

GWP value, same characteristics to R410A and having a 

good performance [10], [12], [16], [17]. Researchers also 

mention the return to natural refrigerants as alternative 

refrigerants have raised special interest recently. Nasruddin 

et al have been conducted research using working fluid 

mixture 86% R601 and 14% R744 for binary cycle system 

[2]. Yamaguchi et al also have been done research about 

using R744 for heat pump system[18]. Hydrocarbons as 

natural refrigerants are considered as harmless working 

https://orcid.org/0009-0009-4770-6020
https://orcid.org/0000-0002-0517-9340
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fluids, non-toxic, non-flammable and the important thing 

that they do not contribute to global warming issue [5], [19]–

[22]. 

To assess the performance of alternative refrigerants and 

their potential as replacements for conventional ones, a 

thermodynamic analysis is needed. The study conducted by 

Park et al [21] in 2008 provides valuable insights into the 

thermodynamic analysis of a residential heat pump system 

using R433A as a replacement for R22. R433A is a 

refrigerant with zero ODP and a lower GWP of less than 5, 

making it an environmentally friendly alternative. The key 

finding of the study indicates that coefficient of performance 

of the system using R433A is 4.9% higher than using R22. 

The study concludes that R433A is a good substitution for 

conventional refrigerants with better performance [21]. J 

Alberto also reported the system’s COP and exergy 

efficiency of cooling system that using alternative 

refrigerants, R744 [23]. Nawaz K et al, 2017 were having 

residential heat pump system performance evaluation to 

compare R600a and R290 refrigerant with R134a. The 

analysis revealed that both refrigerants could be the option 

with comparable performance [11]. Recently in 2023, Zhou 

Dong et al conducted a theoretical study about low GWP 

refrigerant. The research investigates the thermal efficiency 

of three refrigerants with low global warming potential, 

namely R1224yd(Z), R1223zd(E), and R1336mzz(Z), as 

potential replacements for R245fa. The findings indicated 

that both R1224yd(Z) and R1223zd(E) exhibited a slightly 

improved coefficient of performance (COP) compared to 

R245fa, with R1224yd(Z) showing a 2% increase, and 

R1223zd(E) showing a 1% increase [24]. While Jiang et al 

examine the performance of the environmentally friendly 

refrigerant R1233zd(E) when operating at a temperature lift 

of 50°C. The experiments were carried out under specific 

working conditions, including a heat source temperature 

range of 30–50°C and an output temperature range of 60–

100°C. The system achieved a heating capacity of 381 kW 

and a coefficient of performance (COP) of 3.67 [25]. 

The purpose of this work is to evaluate the energy and 

exergy performance of low GWP refrigerant R1224yd 

theoretically and compare it with the relatively high GWP 

refrigerants: R245fa and R123. In this paper, parameter study 

is conducted to investigate the low GWP refrigerant 

performance, including the effect of different evaporation 

and condensation temperature. The Total Equivalent 

Warming Impact (TEWI) analysis also conducted in this 

paper to examine the best refrigerant among 3 discussed 

refrigerants. By conducting this study, the suitable 

refrigerant for vapor compression heat pump system in 

performance and environmental point of view can be known. 

It gives recommendations to scientists about the method to 

select the refrigerant for a system. 

  

2. Working Fluids and System Modelling  

In this paper, the working fluids evaluation and system 

modeling are discussed. Refrigerant evaluation was 

conducted by examining the fluid properties while the 

system modelling of heat pump was done by using 

MATLAB software through thermodynamic considerations.  

 

2.1 Fluid Properties 

The selection of a suitable working fluid for a heat pump 

system involves evaluating several criteria, including 

thermophysical properties, safety considerations (toxicity 

and flammability), and environmental factors [2], [26]. 

Thermo-physical properties such as critical temperature and 

pressure play a crucial role in this selection process, while 

environmental factors, especially Global Warming Potential 

(GWP) becomes an important consideration. Table 1 

provides information on the refrigerants discussed in this 

study, while Figure 1 and 2 illustrates the Ph and Ts diagram 

for each refrigerant.   

 

Table 1. Properties of discussed refrigerants. 
Parameter R123 R245fa* R1224yd** 

Critical Temp (oC) 183.8 154 155.5 

Critical Pressure (MPa) 3.66 3.65 3.33 

GWP 77 1030 <1 

Safety Group A2L B1 A1 

Glide Temperature (oC) -0.2 2 0 

Source: *[27], **[28] 

 

R123 and R245fa have relatively good thermal efficiency 

and tend to be more chemically stable over a wide range of 

operating conditions and temperatures compared to some of 

the other alternatives. Wang et al have been conducted a 

simulation of heat pump system using R123, the results 

showed that the highest performance of the system can be 

achieved by using R123 [29].  

 

 
Figure 1. P-h diagram of heat pump cycle with discussed 

refrigerants. 

 

 
Figure 2. T-s diagram of heat pump cycle with discussed 

refrigerants. 
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However, the use of R-123 and R245fa refrigerants have 

been restricted due to their negative impact on the 

environment, this can be seen from their GWP value of 77 

for R123 and 1030 for R245fa. Thus, many scientists carried 

out the research for the replacement of R245fa with another 

alternative refrigerant such as R1233zd(E) [30], [31] and 

R1336mzz(Z) [32]. 

Thus, R1224yd appeared to be the replacement of high 

GWP refrigerant [33]. As an alternative, R1224yd is 

designed to have minimal impact on the ozone layer, 

becoming one of alternative refrigerants with a reduced 

ozone-depleting potential or very small chlorine atom in its 

structure. Based on the investigation conducted by Akasaka 

et al. (2017), R1224yd exhibits a high critical temperature 

and possesses non-flammable and non-toxic properties, 

making it suitable for use in heat pump systems [34] or even 

industrial heat pump [33].  

 

2.2 Cycle Description 

The vapor compression heat pump cycle depicted in 

Figure 3 consists of several key components: an evaporator, 

a compressor, a condenser, and an expansion valve. The 

cycle operates by supplying external energy to the 

compressor, which increases the refrigerant temperature and 

pressure. Subsequently, the high-temperature refrigerant 

moves into the condenser, where the heat is transferred to the 

surroundings, resulting in the refrigerant's condensation into 

a liquid state. 

 

 
Figure 3. Heat pump system configuration. 

 

The high-pressure refrigerant then passes through the 

expansion valve, where its pressure is significantly reduced, 

causing a drop in temperature. The refrigerant, which is at a 

low pressure and temperature, enters the evaporator and 

effectively absorbs heat from its surroundings, typically 

from the environment or a heat source. As a result, the 

refrigerant evaporates into a gas state, and the heat absorbed 

during this process is utilized for heating purposes in a heat 

pump system. 

 

Table 2. Assumed values for the computation process. 
Variables Values 

Compressor Issentropic Efficiency 70% 

Superheat or subcooled Temperature 0 

Heating capacity (kW) 4 

 

The cycle is completed as the low-pressure refrigerant is 

drawn back into the compressor, and the process begins 

again. This continuous cycle allows the heat pump system to 

supply heat to a desired location by transferring heat from a 

low-temperature source to a higher-temperature destination, 

utilizing the refrigerant's phase changes and thermodynamic 

properties. 

 

2.3 Thermodynamic Modelling 

In this paper, a thermodynamic model is conducted to 

compare R1224yd with R245fa and R123. The modelling 

involves incorporating mass and energy balances, which are 

crucial for improving the system's efficiency. Some 

assumptions are made during the component modelling 

process, including: 

1. The system operates under steady-state conditions 

2. The impact of pressure and heat loss in the system's 

pipelines is disregarded. 

3. Saturated refrigerant conditions are assumed at the exit 

of both the evaporator and the condenser, simplifying the 

analysis by considering the refrigerant in a fully vapor or 

fully liquid state. 

4. The kinetic and potential energies of the refrigerant are 

not considered in the exergy analysis. This assumption 

allows the focus to be on the internal energy of the refrigerant 

and its potential to do useful work. 

 

To conduct simulations and analyze the performance of 

the cycles, the researchers used MATLAB 2017b software 

which integrated with REFPROP version 9.0. MATLAB is a 

widely used programming and numerical computation 

software that provides various tools and functions for 

conducting simulations, data analysis, and mathematical 

modeling. Its integration with REFPROP, which is a 

program commonly used for thermophysical properties 

calculations of refrigerants, allowed the researchers to obtain 

accurate and reliable data for the refrigerants being studied. 

By utilizing MATLAB and REFPROP together, the 

researchers were able to perform simulations of the heat 

pump cycles, incorporating the properties and behavior of 

the refrigerants at different operating conditions. This 

combination of software provided the necessary tools and 

resources to analyze and compare the performance of the 

different refrigerants under consideration. 

Energy and exergy balances play a crucial role in 

analyzing the performance of system components and 

evaluating overall system efficiency. Exergy, also known as 

available energy or useful work potential, represents the 

maximum work that can be obtained from a given energy 

source. It provides a measure of the quality of energy within 

a system, reflecting its potential to do useful work. To 

conduct a comprehensive analysis, the general equation of 

mass, energy, and exergy balances for each component in the 

system are considered. These balances are defined as follows 

[35]:  

 

 ∑ṁ
in

=∑ṁ
out

                   (1) 

 

While ṁ is the mass flow rate and the subscripts in to 

describe input and out is output. The first law of 

thermodynamic is written as:  

 

 𝑄̇in+ Ẇin+ṁhin= 𝑄̇out+ Ẇout+ṁhout                (2) 
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Where Q̇ is the heat transfer rate between control volume 

and its surroundings, Ẇ is the work rate, and h is the specific 

enthalpy.  

The Coefficient of Performance (COP) is a metric used 

to evaluate the energy efficiency of a heat pump system. It is 

defined as the ratio of the heat rejected in condenser to the 

total power consumption (the compressor total energy 

consumed). The calculation of COP can be expressed as: 

 

COP=
Q̇cond

Ẇcomp 
                      (3) 

 

With the second law of thermodynamics and exergy 

principles, the following general exergy rate balance can be 

written: 

 

ExQ
̇ + ∑ mi̇ exi̇i = ∑ mė exėe +ExW

̇ +𝐸𝑥̇D              ̇             (4) 

 

The energy and exergy analysis are conducted based on 

thermodynamic analysis and mass balance equations which 

are listed in Eqs. (5-16). 

 

For evaporator, 

 

m1̇ = m4̇   (5)

  

𝑄̇c= 𝑚̇ref(h1-h4)                   (6) 

 

𝐸𝑥̇e =  𝑚̇ref(𝐸𝑥4 − 𝐸𝑥1) + [1 − (𝑇a − 𝑇cl)]𝑄̇e        (7) 

 

For compressor, 

 

m1̇= m2̇  (8)

  

Wco= mreḟ (h2-h1)                  (9) 

 

Exco = Wco – 𝑚𝑟𝑒𝑓̇  (Ex2-Ex1)               (10) 

 

For condenser, 

 

m2̇ = m3̇    (11)

  

Q
c
= mreḟ (h2-h3)                    (12) 

 

Exc = mreḟ (Ex2-Ex3)-[1-(Ta-Tc)]Qc              (13) 

 

For expansion valve, 

 

m3̇ = m4̇    (14)

  

h3=h4                        (15) 

 

Exv = mreḟ (Ex5-Ex6)                  (16) 

 

Exergy analysis is based on the first and second laws of 

thermodynamics. These equations, along with other 

thermodynamic relationships, are used to evaluate the energy 

and exergy transfers, efficiencies, and losses within a system. 

They provide valuable insights into the performance and 

optimization potential of the system. In vapor compression 

heat pump, the work of compressor considers as the input 

exergy while the exergy of product is the exergy of heat in 

evaporator from the space to be cooled in which the equation 

is given by: 

 

Exin=Wco                        (17) 

 

Then, the exergy destruction and exergy efficiency of the 

system can be calculated by using: 

 

ExD;tot=Exe+Exco+Exc+ Exv                  (18) 

 

Exeff=1-
ExD;tot

Exin
                      (19) 

 

2.4 Total Equivalent Warming Impact (TEWI) Analysis 

In evaluating the selection of the refrigerant used, this 

research analyzed the environmental aspects, specifically 

focusing on the Total Equivalent Warming Impact (TEWI) 

as outlined in Mastrullo's work (2016). The TEWI values 

considered in this investigation are provided in Eq. (20). 

 

TEWI = direct emissions + indirect emissions  

= (GWP x L x N) + (Ea β n)              (20) 

 

where  

TEWI  : Total Equivalent Warming Impact (TEWI) 

GWP : Global Warming Potential value  

L  : Leakage rate in kg (Estimated 3% of charge) 

N  : System lifetime (years) 

Ea  : Energy consumption (KWh/year) 

β  : CO2 emission factor (0.483 kg CO2/kWh) 

n  : System running time in one year. 

 

3. Results and Discussions 

In this paper, three refrigerants are discussed: R123, 

R245fa, and R1224yd. These refrigerants are evaluated 

based on their physical properties and environmental impact 

called TEWI analysis. Then, a system was modelled, and 

exergy analysis was carried out. 

 

3.1 Evaluation of Refrigerants 

The evaluation of refrigerants typically considers their 

physical properties and environmental effects Physical 

properties such as critical temperature, and critical pressure 

are important factors in determining the suitability of a 

refrigerant for a particular application. These properties 

affect the refrigerant's performance in terms of heat transfer, 

energy efficiency, and system design.  

In addition to physical properties, environmental factors 

are crucial considerations. These include ODP, GWP and 

Total Equivalent Warming Index (TEWI) of the refrigerant. 

ODP measures the potential for a substance to deplete the 

ozone layer, while GWP quantifies the impact of a substance 

on global warming compared to carbon dioxide. Low ODP 

and GWP values are desirable as they indicate a reduced 

environmental impact. But, in this study the ODP value was 

considered absolute, and it was known that the ODP value of 

the three discussed refrigerants was 0. So only GWP is 

included in the consideration. 

The evaluation of these three refrigerants, R123, R245fa, 

and R1224yd, likely involves a comparison of their physical 

properties, and GWP values. This analysis helps determine 

their suitability for various applications, considering both 

performance and environmental considerations. The goal is 

to identify whether R1244yd is the best alternative 

refrigerant. Figure 4 illustrates the trend of thermodynamic 
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properties, including pressure and temperature of discussed 

refrigerants. 

 

 
Figure 4. Temperature vs pressure of discussed refrigerants. 

 

From figure 4, three refrigerants have nearly the same 

temperature and pressure range. Due to their similar 

properties, R1224yd can be a potential candidate compared 

to R123 and R245fa without any change in design pressure. 

Besides considering the thermodynamic properties of 

refrigerants, some parameters such as GWP and safety group 

of refrigerants were considered. Table 3 gives the result of 

refrigerant evaluation from 5 parameters including critical 

pressure, critical temperature, safety group, GWP, and glide 

temperature. 

 

Table 3. Standardized data. 

Parameters R123 R245fa R1224yd 

Critical Temperature 1 1 1 

Critical Pressure 0.956 0.959 1 

GWP 0.77 0 1 

Safety Group 0.75 0.5 1 

Glide Temperature 1 0.2 1 

 

In order to easier understand the data from Table 2, a 

spider plot is designed. Figure 5 shows spider plot of 

refrigerant evaluation procedure. 

 

 
Figure 5. Evaluation of physical properties of three 

discussed refrigerants using spider plot. 

 

From Figure 5, Based on the mentioned criteria and 

considerations, it can be concluded that R1224yd is the best 

refrigerant which is environmentally friendly. Its properties, 

such as low GWP and favorable safety characteristics, make 

it a promising option. To further evaluate the environmental 

impact, TEWI analysis was conducted as seen in Figure 6. 

TEWI takes into account both direct and indirect emissions 

of greenhouse gases throughout the life cycle of the 

refrigeration system. This analysis helps assess the overall 

environmental performance of different refrigerants, 

including R1224yd, R245fa, and R123.  

By comparing the TEWI values for these refrigerants, it 

is possible to determine their respective contributions to 

global warming potential and environmental impact. This 

analysis provides valuable insights into the sustainability and 

efficiency of the heat pump system using each refrigerant. 

 

Figure 6. TEWI of refrigerant regarding to environmental 

effect. 

 

From Figure 6, it can be seen that R245fa has the highest 

value both of indirect emission and direct emission of CO2 

compared to others. It has about 900 kgCO2 indirect emission 

and about 200 kgCO2 for direct emission. The suggested 

refrigerant, R1224yd has the lowest environment impact. It 

has about 700 kg CO2 indirect emission, but about zero 

kgCO2 for direct emission. Overall, considering the 

environmental criteria, thermodynamic properties, safety 

considerations, and TEWI analysis, R1224yd demonstrates 

favorable characteristics as a potential replacement 

refrigerant for heat pump systems. 

 

3.2 Comparison Performance of R1224yd, R123, and 

R245fa 

After considering the physical properties and 

environmental impact parameters, R1224yd emerges as the 

most promising candidate among the others. The next step is 

to evaluate the performance of the system using this 

refrigerant. This involves conducting a parameter study and 

system performance evaluation. In the parameter study, the 

evaporating temperature varies within a specific range, such 

as from 8°C to 16°C. Additionally, the condensing 

temperature varies at different set points, such as 40°C, 

43°C, 46°C, and 49°C. These variations allow for an analysis 

of the system's performance under different operating 

conditions. 

This evaluation enables engineers and researchers to 

make informed decisions regarding the selection of the 
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refrigerant and optimize the system's performance for 

specific applications. Under the same condition the result 

was compared and are shown in Fig 7-12. A computer 

program developed in MatLab and integrated with 

REFPROP was used to solve the equations. With the given 

input parameters including evaporator temperature, 

condenser temperature, ambient temperature, cooling 

capacity, the program calculates all thermodynamic 

properties of each point of the cycle, energy and exergy 

efficiencies and exergy destruction. 

 

3.2.1 Effect of Evaporation and Condensation 

Temperature on the COP System 

Refrigerant changes its phase from liquid to vapor in 

evaporator. If the evaporator temperature is increased 

constantly from 8 oC to 16 oC, the performance of the system, 

which is indicated by COP is increased as illustrated in 

Figure 7. This is due to the complete refrigerant evaporation 

occurring at higher temperature of evaporator. The value of 

COP ranges from 4.6 to 6.5, with the work of compressor 

ranges from 0.61 – 0.85 kW. There is the same tradeoff for 

R1224yd, R123 and R245fa.  

 

 
Figure 7. COP comparison for R245fa, R123 and R1224yd 

at various evaporating temperatures. 

 

 
Figure 8. COP comparison for R245fa, R123 and R1224yd 

at various condensing temperatures. 

 

While the increase in condensation temperature from 40 

oC to 48 oC, decreases the COP from 4.7 to 3.6 as seen in 

Figure 8. This reveals that the heat pump could improve the 

system COP by increasing the evaporating temperature and 

decreasing condensing temperature. From Figure 8, 

performance of R1224yd has nearly the same trend as R123. 

COP of both refrigerants increase linearly with increasing 

evaporation temperature. As it is illustrated in the graph, 

R1224yd has better performance than R245fa with COP 

difference between both refrigerants is 1-3%. Finally, 

considering the performance evaluation and the 

environmental effect, R1224yd which has <1 of GWP value 

is a good replacement for R245fa. 

 

3.2.2 Effect of Evaporation and Condensation 

Temperature on the Exergy 

As is known, exergy is an important parameter to 

evaluate the maximum work that can be produced by the 

system. Exergy indicates the performance of the system. 

Figures 9 and 10 present the exergy efficiency of the system 

while Figures 11 and 12 show the exergy destruction of the 

system with various evaporation and condensation 

temperatures.  

 

 
Figure 9. Exergy efficiency of the system at various 

evaporator temperatures. 

 

 
Figure 10. Exergy efficiency of the system at various 

condenser temperatures. 
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From Figure 9 and Figure 10, the exergy efficiency of the 

system using R1224yd is higher than R245fa and nearly has 

the same amount as R123. Relevant to the result from Figure 

9, in Figure 11, the exergy destruction total of R1224yd has 

the lowest amount compared to R123 and R245fa. 

 

 
Figure 11. Exergy destruction of the system at various 

evaporator temperatures. 

 

 
Figure 12. Exergy destruction of the system at various 

condenser temperatures. 

 

From this parametric study, it observed that energy and 

exergy efficiencies increase when evaporating temperature 

increases and decrease when the condensation temperature 

increases. The increase in the evaporating temperature, 

causing the augmentation of the cooling capacity and the 

reduction of the compressor pressure ratio and the 

compressor work. Thus, COP and exergy efficiency 

increase. The increase in the condenser temperature is 

causing an increase of the pressure ratio across the 

compressor and its required work. Then the COP and exergy 

efficiency decreases. 

 

3.3 Exergy Analysis for Each Component of the System 

Figure 13 represents the exergy destruction total of four 

main components with variation in evaporating temperature, 

while Figure 14 shows the percentage of exergy destruction 

for each system component.  

 

 
Figure 13. Effect of evaporation temperature on total exergy 

destruction at each component. 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

Figure 14. Percentage of exergy destruction at each 

component of the system. 

 

According to Figure 14, the analysis reveals that the 

compressor causes the most significant loss of exergy in the 

heat pump system, followed by the expansion valve, 

evaporator, and condenser. This observation is consistent 

with the fact that compressors typically exhibit higher exergy 

losses compared to other components. The exergy 

destruction in the compressor is primarily due to several 

factors such as electrical losses, mechanical losses, and 

isentropic efficiency losses. These losses contribute to a 

significant portion of the total exergy destruction within the 

system. In the given analysis, it is observed that the 

compressor alone accounts for approximately 70% of the 

total exergy destruction, which amounts to around 300 

Watts. The second largest component of exergy loss is found 

in the expansion valve and evaporator. The losses in the 

evaporator can be attributed to several factors, including the 

rise in temperature at the end of the evaporation process, 

which creates a temperature difference in the heat transfer 

process and with the surroundings. 

Understanding the distribution of exergy destruction 

among the system components is crucial for identifying areas 

of potential improvement and optimization. By focusing on 

minimizing exergy losses in the compressor, as well as 

improving the performance of the expansion valve and 

evaporator, engineers can enhance the overall efficiency and 

performance of the heat pump system. 
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4. Conclusions 

A vapor compression heat pump system with capacity of 

4 kW was performed in this work. The energy and exergy 

analysis of low GWP refrigerant, R1224yd compared to 

R245fa to investigate the feasibility of using R1224yd as a 

substitute for R245fa which has high GWP value. R1224yd 

has similar physical properties to R245fa. A parametric study 

was conducted to ascertain the effect of evaporation and 

condensation temperature on energy and also exergy 

efficiencies. From the result, it is observed that energy and 

exergy efficiencies increase when evaporating temperature 

increases and decrease when the condensation temperature 

increases. Also, based on the thermodynamic modeling 

results, R1224yd offers better performance compared to 

R245fa which has 1-3% higher both in COP value and 

exergy efficiency. While R1224yd has the comparable 

performance with R123. In other words, it can be concluded 

that in thermodynamic and environmental point of view 

R1224yd is found to be potential candidate to replace R245fa 

and R123. 

 

Nomenclature 

ṁ𝑖𝑛   : massflow rate input (kg/s) 

ṁ𝑜𝑢𝑡  : massflow rate output (kg/s) 

Q̇in  : heat transfer rate input (Watt) 

Ẇ𝑖𝑛  : work input (Watt) 

h𝑖𝑛  : enthalpy input (kJ/kg) 

Q̇out   : heat transfer rate output (Watt) 

Ẇ𝑜𝑢𝑡  : work output (Watt) 

h𝑜𝑢𝑡  : enthalpy output (kJ/kg) 

COP   : Coefficient of Performance 

Q̇𝑒   : heat transfer rate in evaporator (Watt) 

Q̇𝑐   : heat transfer rate in condenser (Watt) 

Ẇ𝑐𝑜𝑚𝑝 : work of compressor (Watt) 
 Q̇𝑖

 T𝑖
   : entropy rate transfer (Watt/K) 

s    : specific entropy (kJ/kh K) 

sgen   : entropy rate generation (kJ/kh K) 

mref   : mass flowrate of refrigerant (kg/s) 

Exe   : exergy destruction in evaporator (Watt) 

Exco   : exergy destruction in compressor (Watt) 

Exc   : exergy destruction in condenser (Watt) 

Exv   : exergy destruction in valve (Watt) 

Ta   : Ambient temperature (oC) 

𝐸𝑥𝑖𝑛  : exergy input (Watt) 

𝐸𝑥𝐷;𝑡𝑜𝑡  : total exergy destruction (Watt) 

𝐸𝑥𝑒𝑓𝑓 : exergy efficiency (%) 
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Abstract  

 
Experimental setup of the integrated parabolic trough collector (PTC) with solar still was developed. PTC was 

designed considering the solar geometry and the physical laws of parabolic shape and the concentrators. Test were 

conducted at the location with latitude 19.9975ON and longitude 73.7898OE. Theoretical analysis was done using ray 

tracing and engineering equation solver (EES) software while designing the system. PTC system was developed 

with dimensions of 1.5 m length, 1 m width and a concentration ratio (CR) of 21.22. Theoretical thermal efficiency 

was predicted as 48.1% whereas experimental average thermal efficiency is observed as 42.76%. The observed 

temperature difference between the vapor and the glass cover is about 17 °C and between ambient air and vapor is 

about 24.4 °C. Maximum water temperature in the conventional solar still was 64.6 °C where as for the PTC 

coupled solar still was 74.4 °C. PTC coupled solar still is having averagely 37% higher production rate. This has 

definitely added an advantage because of higher energy absorption rate compare with the conventional solar still. 

PTC coupled solar still system has nearly 35% more heat absorption. Total embodied energy of the system is around 

896.875 kWh. Total capital cost of the system is Rs. 41300/-. Total annual output of pure water is around 3 L/Day. 

Estimated energy payback period is around 2.29 years and the total carbon credit earned is Rs. 2165.38 per year.  

 
Keywords: Solar energy; solar still; parabolic trough collector, embodied energy.  

 
1. Introduction  

Three fuels coal, biomass and oil meet India’s 80% of 

total energy demand. In India coal is the primary fuel for 

the electricity generation. With increase in vehicles and 

transportation requirements oil consumption and its import 

has significant impact on the economy of the India. Even 

the availability of the various resources of energy in India 

still many of the Indians not switched towards the modern 

fuel and relying on the conventional resources for needs 

like cooking [1]. 

Total solar radiation that reaches the Earth’s surface is a 

dispersed because of water vapors and other gases. This 

radiation because of the photons is directly converted in to 

the electricity using photovoltaic devices, or, in to the heat 

energy using various concentrators. In case of the solar 

concentrators the solar radiation is used to heat the fluid 

known as heat transfer fluid (HTF). This fluid is then used 

for driving the thermodynamic cycle. Flat plate solar 

collectors and the photovoltaic cells uses both direct as well 

as diffuse solar radiation. However, in concentrating solar 

collectors scattered sunlight cannot be concentrated, CSP 

uses only direct sunlight and not the diffused. In 

concentrating solar plants, mirrors provided on the collector 

surface concentrates the sun light as a point focus or line 

focus that’s create a sufficiently high temperature level with 

relatively smaller heat loss. Various technologies are 

developed and demonstrated in CSP technologies. Based on 

the methods of concentration it is divided in two groups viz 

point focus and line focus. Trough like mirrors are used in 

line focus technology. This mirror concentrates the solar 

radiation on receiver tube that uses single axis tracking 

system. Parabolic Trough Collectors (PTC) and Linear 

Fresnel Reflector Systems (LFRS) are the examples of 

concentrating solar power.  

PTC and LFRS designs can concentrate the solar 

radiation about 30 − 80 times and heats up the HTF up to 

the temperature of 400 OC. Generally the receiver tube is 

mounted at the focus point and made of steel or cooper and 

the tube is coated with a heat resistant black paint. 

Technological and financial risks involved are very low in 

parabolic trough technology as it is now a matured 

technology. Various parts of the parabolic trough collector 

are parabola shaped trough, mirrors, receiver tube with 

glasscover and support structure. Collector with parabolic 
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shaped mirrors focuses the sunlight towards absorber tube 

[2]. 

India facing fresh water crises and it also varies with the 

location and time of the year as well as on varying scale 

and intensity. Need of India’s fresh water is changing due 

to continuous rise in population and the change of life style. 

Due to extensive use of water in all sectors like domestic, 

agricultural and industry ground water table availability is 

deeper and deeper. Same time the spreading pollution 

reducing the ground water quality. Millions of people of 

India do not have the adequate quality of the safe water 

during the summer season. Pollutants like arsenic, fluoride 

and ingress of the salt affected millions of people of India. 

In many parts of India still the girls and women have to 

walk a long distance and spend many hours to collect the 

fresh water for their daily needs. Gujrat, Maharashtra and 

Rajasthan are the major areas where such scenes are 

observed by the authors. In spite of the good rain fall in the 

state of Maharashtra shortage of fresh water is observed and 

large quantity of ground water is the saline water [3-6]. 

R.K. Khanna et al. [7] reported his findings about the 

water quality from the village Chui located in the state of 

Rajasthan. He observed that in this village nearly all the 

family members need to search the fresh water, collect it 

and store the same. He also reported that the test of water 

was carried at the Ajmer and it is observed that water 

quality was very poor and not suitable for human health.  

He majorly founds that the people are expecting the suitable 

purification device (desalination of water) that can be easily 

operated by them and the group of people can offer the 

cost.  Conventional desalination technology uses the 

conventional energy and needs a maintenance with skilled 

operators.  Use of solar energy for distillation is a very 

good solution for the need of fresh water. Solar technology 

is simple and clean [8]. India is located in the tropical zone 

and receives the plenty of sunshine with average solar 

radiation in the range of 4 to 7 kW/h.m2.  Studies so far are 

focused on increasing the solar still output which depends 

on various factors. Sathyamurthy et al. [9] reported various 

methods to increase the yield of solar still. Methods that 

improves the solar still performance and productivity 

includes the use of flat plate collectors with evacuated tube, 

heat pipes, and use of parabolic trough collector.  

Initial double slope desalination system was developed 

by IIT Delhi during 1984 and is represented in Figure 1. 

Developed system has multi-wick stills with an area of 1m2 

each and 85 L/day capacity [10].  

Garg and Mann [11] and Tiwari and Madhuri [12] 

reported experimental analysis on solar passive still. They 

observed the year round performance and concluded that 

Glass covers with small angle gives higher output optimum 

angle was reported as 10O and for low and high altitude 

locations single slope solar stills are recommended. It was 

reported that fixed height and width of the solar still with 

change in length output does not changes. 

If the temperature difference between stored basin water 

and the glass-condensing surface is high solar still can have 

a higher production rate. Thus, it becomes important to 

increase the basin water temperature or to decrease the 

condensing glass surface temperature. Condensing surface 

is the surface of glass cover of the solar still. The 

evaporated water from the absorber tube of the PTC 

condenses on this surface. This surface temperature can be 

reduce by the water flowing over the surface.  

Tiwari and Bapeshwara Rao [13] reported the study on 

single slope solar still as shown in Figure 2. During the 

experimentation they maintained the constant flow velocity 

of water over the glass surface. S.A. Lawrance et al. [14, 

15] conducted the similar study and observed the 

significant yield of solar still with the large heat capacity of 

mass of water in the basin. 

 

 
Figure 1. Multi wick distillation plant [10]. 

 

 
Figure 2. Solar still with water flow on glass [13]. 

 

 
Figure 3. Solar still with internal heat exchanger [16]. 

 

Ashok Kumar and G.N. Tiwari [16] studied the use of 

heat exchanger in the solar still basin (Figure 3). They have 

developed the double slope solar still and conducted the 

experiment with heat exchanger installed into the basin. In 

this heat exchanger hot water exchanges heat energy with 

cold water in the basin. This way they increased the basin 

cold water temperature. They observed that the evaporation 

rate was increased with increase in the temperature of the 

hot water. 

Materials like black rubber, aluminum sheets and 

gravels stores the heat energy. In addition to absorb solar 

radiation use of such a material in the basin increases the 

heat capacity. P. Valsaraj [17] reported an experimental 

findings using the gravels inside the solar basin. They used 

aluminum sheet as a floating absorber as shown in Figure 4. 

It was observed that compared with conventional solar still 

the rate of evaporation was higher. M. Sakthivel and S. 
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Shanmugasundaram [18] reported the similar studies using 

the black granite gravels and reported rise of 20% of yield. 

Conventional type of solar stills have following 

limitations  

• Since the absorbing surface is horizontal it intercepts the 

less solar radiation. 

• Due to higher water storage capacity distilled output is 

also small since it has larger water heat capacities. 

One solution to above limitations is decreasing the mass 

of water and exposing the small quantity of water to large 

solar radiation. This is possible by using a water wick. 

Blackened wet jute clothes are used for this purpose. This 

way water present in the jute can be heated to higher 

temperature and evaporation will be faster. In this case a 

series of jute threads separated by the polythene sheets are 

formed along the inclined plane whose one end is inserted 

in a saline water tank. Suction of water is then achieved by 

capillary action. Sodha et al. [19] reported the experimental 

study using the wick type of solar still. They observed that 

the cost of such a sill is lower than the conventional for the 

same area. It was also observed that yield of the distilled 

water is higher and the thermal efficiency is 4% more than 

the conventional still. G.N. Tiwari et al. [20] also conducted 

the similar experiments with multiple solar stills and 

observed 20% more yield than the conventional still.  

Dhiman and Tiwari [21] conducted the experimental study 

with the use of wet wick and water flowing on the glass 

surface. They observed that the yield was increased by 

10%. 

Gupta et al. [22] reported the experimental study on the 

double basin solar still as shown in Figure 5. During the 

experimentation they used the waste hot water in the lower 

basin during the off sunshine hours. They observed that the 

still yield increases as the waste hot water temperature 

increases. Similar studies was also reported by the Ashok 

Kumar [23]. 

S.N. Rai et al. [25] has reported his experimental study 

with use of single basin using jute cloth inside the basin and 

coupled with single flat plate collector. He also added the 

black dye of a small quantity to water in order increase the 

absorptivity and improve the rate of evaporation. The Y.P. 

Yadav [26] he reported 30-35% more yield compare to 

conventional solar still reported similar experiment with use 

flat plate collector. 

 
Figure 4. Solar still with internal heat exchanger [18]. 

 

Sanjeev Kumar, G.N. Tiwari [27] during their 

experimental studies using flat plate collector concluded 

that productivity of the solar still will be maximum when 

collector inclination is 20O and inclination of the glass 

cover is 15O. H.N. Singh, G.N. Tiwari [28] reported that 

when the condensing glass cover inclination is equal to 

latitude of the location yield from the solar still will be 

higher.  

 

 
Figure 5. Double slope double basin solar still [23]. 

 

 
Figure 6. Solar still coupled with parabolic trough 

collector [29]. 

 

S.K. Singh et al. [29] reported the experimental study 

with the use of solar parabolic trough collector as shown in 

the Figure 6. They reported the 35% rise in the yield of the 

solar still with single basin.  

Literature review findings are as summarized below  

• Glass covers with small angle give higher output. 

• It is better to face the solar still in east-west directions at 

high altitude locations. 

• For low and high altitude locations single slope solar 

stills are recommended. 

• Dyes are helpful to increase the absorptivity that leads to 

more evaporation. 

• Decreasing the depth of water in the solar still increases 

the evaporation rate. 

• Productivity of the solar still increases with increase in 

initial temperature of water.  

• For the fixed height and width of the solar still with 

change in length output does not changes. 

• Solar still can have a higher production rate if the 

temperature difference stored basin water and the 

condensing glass surface is high. Thus it become 

important to increase the basin water temperature or to 

decrease the condensing glass surface temperature. 

• Use of internal heat exchanger increase evaporation rate. 

• Performance of solar still will be improved by increasing 

the temperature of water in the basin. This is possible by 

making an active solar still coupled with solar PTC. 

The process of integration of the PTC considers the use 

of solar energy for heating of water in the receiver and this 

hot water is then supplied to the solar still for desalination. 

However, this results in to the major heat losses that 
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includes heat loss through receiver, solar still and 

transmission pipe. These losses can be avoided by 

integrating the PTC receiver and solar still as a single 

device. Hence, main aim of this study was to develop 

integrated solar PTC solar still. The receiver of the PTC is 

designed to vaporize the water and the cover of the receiver 

was used to condense the steam. Thus it acts as a coupled 

solar PTC still. 

 

2. Thermal Modeling  

2.1 Introduction 

System thermal modeling was conducted using the 

various aspects of the solar energy and its utilization. 

Following section discusses the details of the same. 

 

2.1.1 Extraterrestrial Solar Radiation 

Radiation following on the earth outside surface is 

known as extraterrestrial solar radiation. NASA has 

recommended the value of 1353 W/m2 for a mean distance 

of 1.496 X 1011 m. The orbit of the earth around the sun is 

elliptical and hence the distance of the sun from the earth 

has a variation of about 1.7% and hence extraterrestrial 

solar radiation varies by the inverse square law according to 

the “Eq. (1)” [30-34, 35]. 

 

Io=Isc (
Dm

Des

)                                                                                (1) 

 

Where,  

Des= Distance between the sun and earth 

Isc = Solar constant 1353 W/m2 

 

“Eq. (2)” is used to calculate the value of IO  

 

Io=Isc [1+0.034 Cos (
360×dn

365.25
)]                                              (2) 

 

Where dn is day number. 

 

2.1.2 Terrestrial Solar Radiation  

The radiation from the sun outside the earth’s 

atmosphere is around 1353 W/m2. However, as it reached 

the earth surface its value reduces due to the effects of 

absorption and reflection due to the clouds, dust particles 

and various gas molecules. The radiation reaching on the 

earth surface has two different components known as beam 

radiation (Ib) and diffuse radiation (Id). Beam radiation is 

the radiation that reaches the earth surface without scatter 

and the diffuse radiation is the radiation that has scattered 

significantly [32]. Sum of Ib and Id is known as the global 

radiation (IG). For solar concentrating collector only beam 

radiation is important and diffuse radiation is not 

considered. 

 

2.1.3 Geometry of Parabola 

PTC consist of a collector of a parabolic shape and has 

the cylindrical receiver at its focal distance as shown in the 

Figure 7. Parabolic reflector reflects all the incoming solar 

radiation towards the focal distance at which the cylindrical 

receiver tube is mounted. This reflection forms a line at the 

base of the receiver tube hence PTC is a line focus 

concentrator. The main dimensions of the parabolic 

collector are length (L) and the width (W) that forms the 

aperture area (Aa = W X L). The distance between center of 

the parabola and outer rim is the rim radius. Rim angle (𝜃𝑟) 

is the angle between reflected beam radiation by outer rim 

and the line joining of parabola centre and the focal point. 

 

 
Figure 7. Geometry of the Parabola [45]. 

 

Focal length (𝑓) of the parabola is given by the “Eq. 

(3)” [32, 33, 34, 35] where W is the width of parabola 

 

W=4 f tan (
θr

2
)                                                                    (3) 

 

The geometric concentration ratio is given by the “Eq. (4)”.  

 

C= 
Effective aperture area

Receiver tube area
= 

WDroL

πDroL
                                (4) 

 

Concentration ratio in terms of rim angle is given by the 

“Eq. (5)”. 

 

C=
Sin (θr)

π Sin(θa)
                                                                       (5) 

 

Where,  

θr is the rim angle 

θa is the acceptance angle Receiver tube diameter is given 

by the “Eq. (6)”. 

  

Dr=2rSin(θa)= 
WSin(0.267)

Sin (θr)
                                            (6) 

 

2.1.4 Optical Efficiency of the PTC 

The ratio of fraction of solar radiation absorb by the 

receiver tube to fraction of solar energy collected is known 

as optical efficiency and is given by the “Eq. (7)” [34, 35]. 

 

η
o
=

S

Ib

                                                                                 (7) 

 

The actual amount of the solar radiation absorb by the 

receiver tube is given by the “Eq. (8)”. 

 

S= Ib(ρ
a
τgαrγi)KθiXEND                                                    (8) 

 

Where, 

Ib = Beam radiation (W/m2) 

ρ
a
= Absorptivity of receiver material 

τg= Trasmissivity of the glass material 

γ = Intercept factor (Generally taken as 0.9 due to 

imperfections of reflector surface 

Kθi= Incidence angle modifier 

Incidence angle modifier takes care of the errors due to 

manufacturing defects of the collector, error due to the 

displacement of the receiver from focus, tracking error etc. 
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This incidence angle modifier factor is calculated by the 

“Eq. (9)” [36, 37]. 

 

K(θi)=Cos(θi)+ 0.000884(θi)-0.00005369(θi)
2                (9) 

 

Towards the end of the PTC receive tube small portion 

does no receives the reflected beam as shown in the Figure 

8. This loss is not much significant in the long PTC system 

however for the short length PTC these losses must have to 

be considered and are given by the “Eq. (10)” [37]. 

 

 
Figure 8. End loss for PTC system. 

 

XEND=1-
f

L
tan (θi)                                                            (10) 

 

2.1.5 Heat Transfer Analysis of the PTC System 

HTF flows through the receiver tube of the PTC system. 

HTF may be water or any thermal fluid. Thermal efficiency 

is then defined as ratio of heat energy absorb by the HTF to 

the energy incident collector of the system [38].  

 

2.1.5.1 Overall Heat Loss Coefficient (𝑼𝑳) 

Heat loss from absorber tube is because of conduction, 

convection and radiation. All these losses are combined 

together to represent them single coefficient known as 

overall heat transfer coefficient. Considering the convection 

inside the glass tube then UL value is evaluated by “Eq. 

(11)”. 

 

UL= [
Ar

Ag(hc, g-amb+hr,  g-amb)
+

1

hr,r-g

]                                      (11) 

 

𝑊ℎ𝑒𝑟𝑒, 
Ar = Receiver area 

Ag = Receiver glass area 

hc, g-amb= Convective heat transfer coefficient between glass 

and ambient due to flow of wind around glass cover 
 

hc, g-amb= 
NUka

Dg

                                                                (12) 

 

𝑁𝑈 is the Nusselt number of the air and is given by  

 

NU=0.4×0.54×Re
0.53  for 0.1<Re<1000                             (13) 

 

NU=0.3×Re
0.6             for 1000<Re<50000                        (14) 

 

hr, g-amb = Radiation heat transfer coefficient between glass 

and ambient 

hr, g-amb= εgδ(Tg+Tamb)(Tg
2+Tamb

2 )                                   (15) 

 

hr,r-g =Radiation heat transfer coefficient between 

receiver tube and the glass tube  
 

hr,r-g=
 δ(Tr+Tg)(Tr

2+Tg
2)

1

εr
+

Ar

Ag
(

1

εg
-1)

                                                (16) 

𝑊ℎ𝑒𝑟𝑒 

Tr = Temperature of the receiver tube 

Tg = Temperature of the glass tube  

εr = Emissivity of receiver tube material 

εg = Emissivity of glass tube material 

𝛿 = Stephan Boltzmans constant = 5.67 x 10-8 W/m2 K4 

 

2.1.5.2 Heat Transfer to HTF 

Evaluation of the heat energy transfer to HTF depends 

on the type of flow inside the receiver tube and it is the 

function of Reynolds number. For flow through the tube 

Reynolds number is given by the “Eq. (17)”. 

 

Re= 
4ṁ

πDrμf

                                                                       (17) 

 

If Re <2200 then Nu = 3.7 and If Re > 2200 then  

 

NU= 
(ff/8)RefPrf

1.07+12.7√(
ff

8
) [P

rf

2

3 -1

                                             (18) 

 

Where friction factor ff is given by,  
 

f =(0.79 ln(Ref -1.64))-2                                                   (19) 
 

Heat transfer coefficient, hf is then evaluated by the 

equation  
 

hf= 
NUfkf

Dr

                                                                         (20) 

 

2.1.5.3 Heat Transfer Coefficient  

Overall heat transfer coefficient was evaluated using 

“Eq. 21)”. 

 

UO= [
1

UL

+
Dro

hfDri

+
DrO ln (

DrO

Dri
)

2krt

]

-1

                                    (21) 

 

Where krt is the thermal conductivity of absorber tube 

material. 

Collector heat removal factor for the evaluation of the 

thermal efficiency is calculated by the “Eq. (22)”. 

 

F'= 
UO

UL

                                                                             (22) 

 

Thus the “Eq. (21)”is now represented as following, 

 

F'=

1
UL

⁄

1

UL
+

Dro

hfDri
+

DrO ln(
DrO
Dri

)

2krt

                                                    (23) 
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Collector heat removal factor is the ratio of the actual 

heat energy collected to the heat energy collected if receiver 

tube would is at the constant temperature and is given by 

the “Eq. (24)” [39]. 

 

FR= 
ṁfcp

ArUL

[1- exp (-
ArULF'

ṁfcp

)]                                        (24) 

 

The collector flow factor is given by the “Eq. (25)”. 

 

𝐹′′ =  
𝐹𝑅

𝐹′
                                                                          (25) 

 

2.1.5.4 Thermal Efficiency of the Parabolic Trough 

Collector System 

Thermal efficiency is the ratio of the useful energy gain 

by the receiver to the total solar insolation falling the 

aperture area.  

 

η
thermal

= 
Q

u

AaIb

                                                                   (26) 

 

 

The useful energy gain can be estimated as, 

 

𝑄𝑢 =  𝐴𝑎𝐹𝑅 [𝑆 −
𝑈𝐿(𝑇𝑓𝑖 − 𝑇𝑎𝑚𝑏)

𝐶
]                                  (27) 

 

Combining the “Eqs. (26) and (27)”, 

 

η
thermal

= FR [η
O

-
UL(Tfi-Tamb)

IbC
]                                         (28) 

 

2.1.6 Modeling Results 

• Number of models were studied and found that many key 

parameters like, incidence angle, PTC receiver end loss, 

factor for cleanliness, shadow effect and day number in a 

year are not considered simultaneously for the analysis.  

• Hence, an effort was made to develop the thermal model 

using EES programming language to consider these 

factors in one dimensional analysis of PTC receiver.  

• Outcome of such model analysis will be used for 

development of experimental setup.  

All above equations were solved simultaneously using  

EES for obtaining the mathematical model with following 

assumption  

• One dimensional heat transfer analysis. 

• ambient temperature is monthly average of the selected 

site. 

• External HTC (convection coefficient is constant). 

• Radiative properties of the surface are constant. 

• Heat loss (Qloss) was estimated assuming the grey body 

radiative heat exchange from the receiver tube. 

The Engineering equation solver (EES) program was 

developed for performance estimation. Figure 9 represents 

the simulation results for optical efficiency and thermal 

efficiency of the collector evaluated for the year round 

thermal performance. Clean factor is assumed as 0.9 and 

row shading factor was 1. Maximum optical efficiency was 

observed as 77.19%, which, agrees with the experimental 

reported value of 77% by Dudley, V. E., and Workhoven 

[39] who reported the experimental study on parabolic 

trough collector with similar setup and the glass mirror with 

the same range of the irradiance.  

 

 
Figure 9. Optical and Thermal efficiency of the PTC 

System (Theoretical Modeling). 

 

Since the results are deviated only with 0.2% model has 

a good validity with the published results. Model was then 

tested with solar trace software for validating the 

dimensions of the PTC. Figure 10 represents the output of 

the ray-tracing and it was observed that 90% of the solar 

radiation following on the aperture software are 

concentrated at the base of receiver tube with the selected 

dimensions of the PTC. 

 

3. Experimental Setup 

Experimental setup was installed at the institute at the 

location with details as Latitude 19.9975 ON and longitude 

73.7898 OE. Single slope solar still was developed and is 

coupled with PTC system. The solar still contains a saline 

water at its basin (dark black color as represented in Figure 

11) which is the receiver of the parabolic trough as 

illustrated in Figure 11. 

 

 
Figure 10. Validation of the system design using ray 

tracing. 
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Figure 12. Schematic of the test setup. 

 

 
Figure 11. Inbuilt PTC receiver-solar still. 

 

Acrylic sheets attached (light brown color in the Figure 

11) forms the condensing surface. The basin is made of MS 

material half pipe of 1.5 mm thickness and receiver is 

divided in three parts throughout the length containing the 

porous material. For increasing the basin absorptivity 

receiver tube is painted with black paint (both at inside and 

outside). The receiver tube is fitted with an acrylic sheet 

covers as represented by the outline diagram Figure 11. 

These acrylic sheets forms the condensing surface and 

condensate is collected with the half cut PVC pipe provided 

at the bases of condensing surface. Figure 12 represents the 

photograph of the experimental setup with the innovative 

receiver tube.  

Acrylic sheet is a transparent material of 4 mm 

thickness and two sheets were fixed with the receiver tube 

and angle between them is 45° with the horizontal which is 

the sum of the locations latitude angle and declination 

angle. This arrangement ensures the fall of radiations at an 

angle of approximately 90O and ensures maximum 

absorption of energy by receiver. During experimentation, 

system was oriented in south-north direction of the city as 

the maximum sun radiation falls in this direction. Silicon 

material was used at the joints to prevent any leakage. 

Distillate channels are made from the PVC pipe and are 

attached with the condensing surface of the still to collect 

the condensed freshwater. PTC system was inclined at an 

angle equal to latitude of the location.  

Cylindrical parabolic collector was developed and the 

glass strips were attached on the collector sheet this 

concentrates solar beam radiation on the absorber tube. 

Concentrator was made from the MS sheet of 0.3 mm 

thickness with width of 1 m and length equal to 1.5 m and 

aperture area of 1.5 m2 having concentration ratio 22.6. 

PTC receiver tube is made of half MS pipe of 102 mm 

diameter. Table 1 represents the dimensions of the system. 

 

Table 1. Test model specifications. 

Sr. 

No  
Description  Design values  

01  Collector length (L)  1.5 m  

02  Collector width (W)  1 m  

03  Concentration ratio (CR)  22.6 

04  Receiver Outer Diameter (ro)  25.4 mm (1”)  

05  Receiver Inner Diameter (ri)  21.4 mm  

06  Rim Angle (Φ)  90O 

07  Receiver length (Lr)  0.9 m  

08  PTC Diameter (D)  1 m  

09  Focal length (f)  0.250 m  

10  PTC linear Diameter  1.114733 m  

11  F/W ratio (f/W)  0.25  

 

4. Results Discussion and Economical Analysis 

4.1 Thermal Performance  

The experimental measurements were carried out from 

morning at 8:00 am to evening till 5:00 pm during April 

2023. Parameters like wind velocity (V), ambient 

temperature (Ta), inside and outside glass cover temperature 

(Tgi), (Tgo), and temperature of water (Tw) etc. were 

recorded. Water temperature was measure at the center 

receiver tube using K-type thermocouples and temperature 

indicator with an accuracy of 0.1 OC. The intensity of solar 

radiation (I) was evaluated by using developed ANN model 

and the HTC make solar pyranometer. Wind velocity was 

measured with hot wire anemometer of HTC make with a 

range of 0.1 to 25 m/s. Calibrated flask was used for the 

measurement of the condensate. 

Figure 14 shows the variation of the water temperature 

for conventional and PTC Coupled Solar Still and Figure 13 

indicates the variation in solar radiation it was observed that 

solar intensity increases with time till 1 PM and after this 
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time solar intensity decreases with increasing time. 

Maximum solar radiation intensity was observed at 12:45 

PM. Water temperature changes with the variation in solar 

intensity and after 12:45 PM the temperatures decrease as 

shown in Figure 15.  Maximum temperature difference 

between the vapor and the glass cover was around 17 °C 

and the maximum temperature difference between the 

receiver tube vapor and ambient air is around 24.4 °C.  

 

 
Figure 13 Incident Beam Radiation falling on the collector 

surface area. 

 

 
Figure 14. Comparative analysis of Conventional and PTC 

Coupled Solar Still. 

 

 
Figure 15. Comparative study of the distilled water 

production rate. 

 

Figure 14 indicates that water temperature for PTC 

coupled solar still is more than conventional solar still this 

confirms the faster evaporation of the water due to the PTC 

use. It was observed that the temperature difference 

between the outer and inner acrylic sheet is around 1 °C and 

the maximum water temperature in case of conventional 

solar still is 64.6 °C and for the PTC coupled solar still is 

74.4 °C.  

Figure 15 shows the comparative analysis of the 

conventional and PTC coupled solar still for the production 

rate of the distilled water. It was observed that the PTC 

coupled solar still is having averagely 37% higher 

production rate. This has definitely added an advantage 

because of higher energy absorption rate compare with the 

conventional solar still.  

 

 
Figure 16. Heat input and absorbed for conventional solar 

still. 

 

 
Figure 17. Heat input and absorbed for PTC coupled solar 

still. 

 

Figure 16 and 17 shows the rate of heat energy absorbed 

by these two different systems. Section 4.2 discusses in 

detailed economic analysis of the system. Blue shaded area 

represents the heat absorbed by the conventional and PTC 

coupled solar still system. It was observed that the PTC 

coupled still system is having nearly 35% more heat 

absorption. Hence it would be better to propose the direct 

steam generation and condensation system for further 

studies. 

Figure 18 represents the thermal efficiency performance 

of conventional and PTC coupled systems under this study. 

Since the heat absorbed across the total absorbing surface is 
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higher in PTC coupled system the thermal efficiency is 

higher by 35% in terms of production rate of the distilled 

water.  

 

 
Figure 18. Comparative thermal efficiency of the systems 

based on distilled water production. 

 

4.2 Economical and Energy Analysis  

For any experimental setup economical and energy 

analysis is critical since it involves various cost including 

the charges for fuel, material, transportation and other. 

 

4.2.1 Embodied Energy 

Energy required for developing the system and its 

various parts is referred as embodied energy. This consists 

of the manufacturing of all parts of the PTC system as 

represented in Table 2. 

 

Table 2. Embodied energy of the system. 

Sr. 

No  
Components  Material  

Quantity 

(kg)  

Embodied 

energy 

(MJ/kg)  

Total 

(kWh)  

1  Collector  MS  20  35  194.44  

2  PTC stand  MS  20  35  194.44  

3  Receiver tube  MS  2.5  35  24.31  

4  
Collector and 

Receiver  
Glass  10  26.2  72.78  

5  
Inlet and exit 

pipe  
Rubber  8  110  244.44  

6  Water tank  Plastic  5  70  97.22  

7  
Tank 

insulation  

Heat 

loan  
1  14.6  4.06  

8  Paint  Paint  1.5  98.1  40.88  

9  Iron bush  MS  1  35  9.72  

10  
Receiver side 

flat plate  
MS  1.5  35  14.58  

Total Embodied Energy  896.875  

 

4.2.2. Energy Payback Time 

This is the required time to payback the entire systems 

embodied energy. Payback period is calculated by the “Eq. 

(29)” and annual output energy by “Eq. (30)” [40-44]. 

 

𝐸nergy Payback Time= 
Embodied Energy (kWh)

Annual Output Energy (kWh)
                                                (29) 

Annual Output Energy (Eout) 

= 
Yearly distilate water (kg)×hfg(kJ/kg)

3600
                        (30) 

 

hfg = Latent heat of vaporization 

Note:1 kWh=3600 kJ. 

Thermal efficiency is evaluated using “Eq. (31)”, 

 

η
thermal system

=
Q

u

I×Aa

                                                           (31) 

 

Where  

Q
u
= My×Lw Daily useful energy (W) 

Aa = Total aperture area in m2 

I = Total incident solar radiation (W/m2) 

My = Daily output of pure water (kg/sec) 

Lw = Latent heat of vaporization (kJ/kg) 

 

4.2.3 CO2 Emission 

CO2 released by the electricity generation from the coal 

has an intensity of around 0.98 kg of CO2 /kWh and it can 

be calculated by “Eq. (32)” [40-44]. 

 

CO2 emission per year= 
Embodied Energy ×0.98

Life Time
         (32) 

 

The average transmission losses are considered as 40% 

the distribution losses are considered as 20% for the Indian 

system of transmission. To consider these losses CO2 

intensity value of 0.98 is increased to 1.58 and “Eq. (32)” 

was modified and given by “Eq. (33)” [40-41]. 

 

CO2 emission per year= 
Embodied Energy ×1.58

Life Time
         (33) 

 

4.2.4 CO2 Mitigation 

CO2 is a green gas and hence mitigation is a factor that 

evaluates the climate change potential and it is calculated 

by “Eq. (34)” [40-44]. 

 

CO2 Mitigation per year= Eout×1.58                                (34) 

 

For the entire life span CO2 mitigation is calculated by 

the “Eq. (35)” [40-41]. 

 

Total CO2 mitigation over the lifespan 

=  ((Eout×Life Span)-Ein)×1.58×10-3                                   (35) 

 

4.2.5 Earned Carbon Credit 

The carbon credit is evaluated by “Eq. (36)” [40-44]. 

 

Earned carbon credit  

= Net CO2 mitigation over the life span ×D                     (36) 
 

Where D = Carbon credit earned.  

This value varies from $2 to $25/ton of CO2 mitigation  

Presently $1 = Rs. 82.49 INR (dated 17 March 2023). 

 

4.2.6 Economic Analysis 

It is important to conduct the economic investigation to 

understand the economic feasibility of the developed setup 

[40-41]. Table 3 represents the cost of fabrication of the 

experimental test setup.  
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4.2.6.1 Capital Cost (CC) 

Total fabrication cost of the test setup of this innovative 

system and as shown in Table 3. 

 

4.2.6.2 Lifetime of the System (LT) 

This is the time period over which the system is 

expected to provide the output and represented in terms of 

years of service [40-41]. For this developed system life 

span is taken as 30 years. 

 

4.2.6.3 System Salvage Value (SV) 

The cost of the system after its lifetime (LT) represents 

the salvage value (SV). For this system SV is taken as 20% 

of CC and is evaluated by “Eqs. (37) and (38)” [40-41]. 

 

SV=0.2×CC                                                                         (37) 

 

“Eq. (33)” was used for the estimation of Annual salvage 

value (ASV).  

 

ASV=SFF (Sinking Fund Factor)×SV                            (38) 

 

4.2.6.4 Sinking Fund Factor (SFF) 

This indicates the amount that must be kept aside so that 

after the life time span one can developed the new system 

and it is calculated by “Eq. (39)” [40-41]. 

𝑆FF= 
i

(1+i)
LT

-1
                                                               (39) 

Where  

i = interest rate (%) and LT is the life time in years 

 

Table 3 Capital Cost of the system. 

Sr. 

No 
Component Material 

Cost 

(INR) 

1 Parabolic Collector Side Sheets MS 2500 

2 Parabola Shape MS 2200 

3 Receiver Tube MS 800 

4 
Receiver Tube Still Acrylic Sheet 

Cover 
Acrylic 2200 

5 Collector glass  Glass 2400 

6 Receiver tube valves MS 600 

7 Rubber tube Rubber 500 

8 Collector stand MS 1900 

9 Other missing -- 3000 

Total Cost of Equipment 16100 

Labor Cost @ 35% of equipment cost 5635 

Machining Cost @ 25% of equipment cost 4025 

Transportation and other @15% of equipment cost 2415 

Total Cost of Equipment 28175 

 

4.2.6.5 Capital Recovery Factor (CRF) 

To obtain the constant annual amount over certain 

period at certain interest it is important to obtain the capital 

recovery factor and it is calculated by “Eq. (40)” [40-41]. 

 

CRF=
i(1+i)

LT

(1+i)
LT

-1
                                                                (40) 

 

4.2.6.6 First Annual Cost 

It is calculated by the “Eq. (41)” [40-41]. 

FAC=CC×CRF                                                                   (41) 

 

4.2.6.7 Annual Operational and Maintenance Cost 

(AOMC) 

To maintain the system in terms of cleaning, mechanical 

maintenance, handling of the system, saline water and 

distillate collection it is important to obtain the annual 

operation and maintenance cost and is calculated by the 

“Eq. (42)” [40-41]. 

 

AOMC=0.15 ×FAC                                                          (42) 

 

4.2.6.8 Total Annual Cost 

Total annual cost is given by the “Eq. (43)”. 

 
TAC=FAC+AMC-ASV                                                        (43) 

 

4.2.6.9 Distillate Production Cost 

The distilled water output is measured by the measuring 

flask in L. Output of the desalination water is calculated by 

the “Eq. (44)” [40-41]. 

 

CPL= 
TAC

My

                                                                     (44) 

 

4.2.6.10 Payback Period 

Payback period is the time taken to recover the invested 

cost and is given by the equation (45) [40]. 

 

Payback Period= 
Investment

Net Earning
                                       (45) 

 

Table 4 represents the summary of the above economic 

analysis, Payback period and the carbon credit earned with 

the renewable energy utilization [40-41]. 

 

5. Conclusions 

Experimental analysis was conducted to analyze the 

performance of an inbuilt solar PTC Still. This study was 

conducted with an aim of improving the performance of 

conventional solar stills. Following conclusions are drawn.  

• Conventional solar still has a low rate of evaporation. 

PTC has a good temperature rise because of line focus 

arrangement with high concentration ratio and hence 

useful for desalination of water. 

• Evaporation increases with decrease in water depth in 

solar still and use of porous material. 

• PTC has high concentration ratio and results in increase 

in temperature of water. Hence it is possible to develop 

an active solar still coupled with solar PTC or flat plate 

collector. 

• Large PTC system assisted solar still are easily 

affordable by the group of village peoples. 

• Maximum temperature difference between the vapor 

and the glass cover was around 17 °C and the maximum 

temperature difference between the receiver tube vapor 

and ambient air is around 24.4 °C.  

• It was observed that the temperature difference between 

the outer and inner acrylic sheet is around 1 °C and the 

maximum water temperature in case of conventional 

solar still is 64.6 °C and for the PTC coupled solar still 

is 74.4 °C. 

• PTC coupled solar still is having averagely 37% higher 

production rate. This is because of higher energy 
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absorption rate compare with the conventional solar 

still. 

• PTC coupled still system has nearly 35% more heat 

absorption. Hence it would be better to propose the 

direct steam generation and condensation system for 

further studies. 

 

Table 4 Summary of Economic analysis, Payback Period 

and Carbon Credit. 
Sr. 

No 
Cost Value 

1 Capital Cost (CC)  28175 INR 

2 Life Time (LT) 30 Years 

3 Salvage Value (SV) 5635 (INR) 

4 Interest rate (i) 12 (%) 

5 Sinking Fund Factor (SFF) 4.58 x 10-33 

6 Salvage Value (SV) 2.58 x 10-29 

7 Capital Recovery Factor  (CRF) 12 

8 First Annual Cost (FAC) 338100 (INR) 

9 
Annual Operation and Maintenance 

Cost 
33810 (INR) 

10 Annual Cost (TAC) 371910 (INR) 

11 Annual output of pure water (My)  900 (L.) 

12 Cost of Production (Cost of distillate) 1.132 (INR) 

13 Net Sale Value  20 (INR) 

14 Annual Earning  18000 (INR) 

15 Payback period  1.565 (Years) 

16 Embodied energy  896.87 (kWh) 

17 Energy Output (Eout) Annual 564.25 

18 Payback time of Energy 1.589 (Years) 

19 Daily useful energy (Qu) 313.472 (W) 

20 
Total incident solar radiation (average 

of the year) 
600 (W/m2) 

21 Area of the collector  1.5 (m2) 

22 Thermal efficiency 34.83 (%) 

23 
CO2 Emission per year for equivalent 

electricity consumption 
67.58 

24 
CO2 Mitigation (Climate change 

potential) 
26.25 

25 Carbon credit earn  2165.38 (INR) 

 

Nomenclature 
Aa Aperture area (m2). 

Ar Receiver area (m2). 

Ag Glass cover area (m2). 

Air Inside cross sectional area of the absorber tube (m2). 

C Concentration ratio. 

Cp Specific heat (kJ/kg.K). 

Dci Inner diameter of a glass cover (m). 

Dco Outer diameter of a glass cover (m). 

Dri Inner diameter of absorber (receiver) tube (m). 

Dro Outer diameter of absorber (receiver) tube (m). 

Des Distance between sun and earth. 

dn Day number of the year. 

E Radiation energy. 

f Focal length (m). 

F’ Collector efficiency factor. 

F’’ Collector flow factor. 

FR Collector heat removal factor. 

hfi Heat transfer coefficient for the HTF inside the tube 

(W/m2.K). 

hw Wind heat transfer coefficient (W/m2.K). 

Ib Beam radiation (W/m2). 

Ib Diffuse radiation (W/m2). 

IG Global radiation (W/m2). 

IO Extraterrestrial solar radiation (W/m2). 

ISC Solar constant (W/m2). 

kc Thermal conductivity of a glass cover (W/m.K). 

L Collector length (m). 

Pr Prandtl number. 

Qabs Solar radiation absorb by the receiver tube (W). 

Qu Net energy transfer to the HTF inside the receiver tube 

(W). 

S Solar radiation absorbed by receiver (W). 

Ta Ambient Temperature (OC). 

Ti Receiver inner surface temperature (OC). 

Tco Outer surface temperature of a glass cover (OC). 

Tci Inner surface temperature of a glass cover (OC). 

Tfi HTF temperature at inlet of the receiver (OC). 

Tfm Mean fluid temperature (OC). 

Tsky Sky temperature (OC). 

UL Receiver overall heat transfer coefficient based on 

receiver outside surface area (W/m2.K). 

UO Receiver overall heat transfer coefficient based on 

receiver outside tube diameter (W/m2.K). 

W Width of parabola (m). 

Wa Parabola’s aperture width (m). 

Xend Performance factor that accounts for losses from ends of 

heat collector element. 

Greek Letters 

𝛼 Altitude angle (O). 

𝛼𝑟 Absorptance of receiver surface coating. 

𝛿 Declanation angle (O). 

𝛾 Surface azimuth angle (O). 

𝛾𝑖 Intercept Factor. 

𝜎 Stephan Boltzmann’s Constant (5 x 10-8 W/m2.K4 ). 

∅ Latitude location of the solar field. 

𝜇 Absolute viscosity of heat transfer fluid. 

𝜂𝑜 Optical efficiency. 

𝜂𝑡 Thermal collector efficiency. 

𝜃𝑎 Acceptance angle. 

𝜃𝑖 Angle of incidence. 

𝜃𝑟 Rim angle. 

𝜃𝑧 Zenith angle. 

𝜌𝑎 Clear mirror reflectivity. 

𝜌𝑓 Density of heat transfer fluid (kg/m3). 

𝜏𝑔 Transmittance of glass cover. 

𝜔 Hour angle. 

𝜀𝑐𝑖 Emittance of glass cover inner surface. 

𝜀𝑐𝑜 Emittance of glass cover outer surface. 

𝜀𝑟 Emittance of receiver. 

 

Abbreviations 

ANI Aperture normal irradiance (W/m2). 

ANN Artificial Neural Network. 

CSP Concentrating Solar Power. 

CFD Computational Fluid Dynamics. 

DNI Direct Normal Irradiance (W/m2). 

EES Engineering Equation Solver. 

HTF Heat Transfer Fluid. 

hr Hour. 

IAM Incidence Angle Modifier. 

INR Indian National Rupees. 

PTC Parabolic Trough Collector. 

SC Solar Collector. 

LF Linear Fresnel Reflector Systems. 

L Liter. 
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Abstract   

 

A phase change material (PCM) is an organic (or inorganic) chemical that may store and release thermal energy in 

latent form as it changes physical states. This investigation aims to see how phase transition materials influence the 

thermal efficiency of the solar dryer. For the performance analysis, three PCMs were used: paraffin wax, lauric acid, 

and palmitic acid. As drying material, 5 mm thick potato slices were employed. According to the computational 

results, the total input thermal energy for the dryer for paraffin wax, lauric acid, and palmitic acid was about 17.36 

MJ, 18.46 MJ, and 17.76 MJ, respectively, for 2 kg drying mass. When paraffin wax, lauric acid, and palmitic acid 

were utilized, the overall efficiency of the dryer increased by about 87%, 40.2%, and 12.4%, respectively, compared 

to the conventional dryer. By comparing the results of simulations and predictions, it is concluded that paraffin wax 

is the best-performing PCM for solar dryers as the energy storage material.  

 

Keywords: Computational fluid dynamics; heat transfer; lauric acid; palmitic acid; paraffin wax; phase change 

materials.  

 

1. Introduction  

Since ages, food and agricultural harvests have been 

dried under the sun. On the other side, this procedure is 

troubled with issues, such as items hampered by weather 

conditions, including rain, wind, humidity, birds and dust. 

Besides this, the method is labor-intensive, time-consuming, 

and necessitates extensive product dispersion to dry. The 

alternative ways of drying those products using heat from 

electricity or burning biomass are expensive and not 

environmentally friendly. In this situation, solar drying can 

be applied. Small food processing businesses may employ 

solar dryer technology to create nutritious, premium food 

products. As per National Horticulture Database (3rd 

Advance Estimates) published by National Horticulture 

Board, during 2021-22, India produced 107.24 million 

metric tons of fruits and 204.84 million metric tons of 

vegetables [1-3].  

Significant moisture levels may be found in various fruits 

and vegetables. The food sector uses high-tech drying 

apparatus, including ice cream, drum, and steam dryers, 

which control the market for food goods. Such dryers have a 

high market value. Thus, only substantial businesses can 

afford them. Most small-scale grocery businesses that work 

with the farmer cannot pay for the pricing owing to the hefty 

start-up expenses. As a result, such companies and farmers 

have started to favor low-cost and simple drying solutions. 

For thousands of years, farming and other foodstuffs have 

been dried in sunlight & air outside. In several developing 

nations, solar dryers are one of the most effective and 

efficient methods to use energy from the sun for drying and 

space heating. Solar dryers in emerging markets are widely 

used for drying tobacco, tea, jaggery, coffee, grammes, 

grapes and spices [4-6].  

Herbal and spice products are commonly dried in several 

South East Asian nations. However, because of weather 

circumstances, the application of sunlight for drying is 

restricted owing to loss due to the body’s reaction on 

unpredictable wet days. It has been found that prolonged 

contact of agricultural goods with the sunlight on hot days 

might cause hardening. Hardening occurs without the use of 

crop goods. It traps humidity within the exterior layer, 

causing crops to be spoiled. For these reasons, solar drying 

emerges as a novel method for its preservation [7-9]. 

 

2. Literature Review  

Lower thermal efficiency is the primary reason behind 

the unpopularity of solar drying in society. Hence, some 

arrangement is necessary to improve the solar dryer's thermal 

performance. Therefore, a literature review was conducted to 

understand methods for improving the thermal efficiency of 

solar dryers.  

Hii et al., [1] showed that solar drying (placing the crops 

beneath direct sunlight) was feasible; however, the product 

obtained was of inferior quality due to contamination 

because of dirt, bugs, winged animals, dogs, and even 

precipitation. Furthermore, direct exposure to bright beams 

caused a depletion of vitamins and nutrients, dietary 

supplements, and have taken a long time to dry out.  

Umogbai et al., [2] investigated the difference between 

solar drying and sunlight-based drying. They discovered that 

sunlight-based dryers produce greater temperatures, lesser 

relative humidity, less product wetness, and lesser 
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degradation throughout the drying process. Rajeshwari and 

Ramalingam [10] showed that when sun-oriented dryers 

were used instead of outdoor drying, drying time was 

reduced by roughly 20%, while the dried products were of a 

more excellent standard.  

Some of the publications on tunnel dryers, halfway and 

half dryers and even, vertical dryers, multiple-pass dryers, 

and dynamically detached dryers are all investigated in 

various sizes and designs. They came up with common 

conclusions that their systems were energy efficient and will 

effective for drying applications [11-18].  

The effectiveness of an indirectly conduction-driven 

solar chilly dryer paired with a thermal storage material was 

constructed by Megha S. Sontakke and Sanjay P. Salve [19]. 

The chilies were dried in the bottom and upper containers, 

ranging from a starting humidity level of 72.8% to ending 

humidity levels of 9.2% and 9.7% (wet premise), 

respectively. 

Toshniwal et al., [20] demonstrated the design and 

construction of a direct natural convection sun drier for 

drying tapioca in remote places. The study showed that an 

entire batch of 100 kg of cassava had been dried in 20 hours 

(2-day drying cycle), which requires a solar panel with a 

minimum size of 7.56 m2. Seemingly, 79% and 10% moist 

basis were the first and ultimate moisture content rates. 

Given a peak everyday total radiation level from the sun on 

the ground’s surface of 13 MJ/m2/day, the typical 

surroundings are 320C air temperature and 74% relative 

humidity [21-22]. 

The primary goal of the current research is to maximize 

the efficiency of the solar dryer during off-sunshine hours 

Using ANSYS flow simulation software, every aspect of 

assessment was completed.  

The novelty of this research is that PCM tubes were kept 

horizontally at the bottom of the absorber copper plate 

instead of vertically at the top of the absorber copper plate, 

which was generally found in the literature.  

 

3. Methodology 

The various steps used to conduct the analysis were as 

follows:  

a) Design of solar dryer equipped with PCM.  

b) Finalize the dimensions. 

c) Drawing in Catia V5 software. 

d) CFD simulations 

e) Analyzing the results. 

SolidWorks flow simulation V-2020 was used to 

analyses the solar dryer. The computations were necessary to 

design the model to investigate the interaction of liquids and 

gases with the surfaces determined by boundary conditions. 

Software enhanced the precision and speed of complicated 

modelling situations, including turbulent flows, as the result 

of continuing studies. 

 

3.1 Design Model 

SolidWorks structures from the analysis system have 

been selected; then, the properties of the materials have been 

added from engineering data or material library. The material 

chosen for analysis was copper plate mounted on mild steel 

as the base part, clear glass, which produced a greenhouse 

effect and paraffin wax, lauric acid and palmitic acid for 

energy storage. The 3-dimensional sketch was designed in 

geometry and open design modeler. Figure 1 shows the 3D 

structure of a solar dryer. 

A CAD model based on the phase change characteristics 

of several materials was developed to conduct a CFD 

analysis of the solar dryer. The solar dryer has two parts, 

mainly duct and drying cabinet. The air channel consists of 

glass, copper absorber plate and copper tubes filled with 

PCM. On the other hand, the drying cabinet where materials 

to be dried located, consists of shelves and exhaust fan used 

to intake the air from the atmosphere through the duct 

channel and the drying cabinet. 

The function of air heaters is to heat the air. Therefore, 

the hot air from the atmosphere enters the duct bottom area, 

which releases heat to the PCM tubes and furthers the air 

exhaust through the drying cabinet. Hence, in this way, PCM 

materials store heat from the hot air and release it during off-

sunshine hours for drying. Palmitic acid, lauric acid, and 

paraffin wax were the investigated materials. They were 

placed in copper tubes on the underside of the absorber 

copper plate. 

Properties of several materials used in the construction of 

solar dryer are depicted in Table 1. 

The absorber tubes have been modelled for the material’s 

types and boundary conditions. According to the fluid 

condition (hydraulic diameter and fluid velocity), turbulence 

conditions are applied for investigation. The mesh size in this 

 
Figure 1. CAD modelling of solar dryer. 
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analysis is kept at standard state. The properties of PCMs 

used are listed in Table 2. 

 

Table 1. Properties of solid materials used in a solar dryer. 
Material Density 

(Kg/m3) 

Specific heat 

(J/kgK) 

Thermal conductivity 

(W/mK) 

Copper 8954 383 386 

Mild Steel 7680 445 45 

Glass 2500 670 0.7443 

 

Table 2. Characteristics of the specified materials. 

SN 
Thermo-physical 

properties 
Units 

PCM Material 

Palmitic 

Acid 

Lauric 

Acid 

Paraffin 

Wax 

1 Density kg/m3 860 880 900 

2 Specific heat kJ/kg K 2.4 2.3 2.5 

3 
Thermal 

conductivity 
W/m K 0.2 0.18 0.23 

4 
Latent heat of 

fusion 
kJ/kg 200 230 220 

5 
Melting 

temperature 
oC 63 44 60 

 

As seen in Table 2, lauric acid has a higher latent heat of 

fusion than palmitic acid and paraffin wax. In contrast, 

paraffin wax has a far higher density, specific heat, and 

thermal conductivity. 

 

3.2 Boundary Conditions 

The air input velocity is 1 m/sec at the atmospheric 

temperature of 25°C; the solar irradiation intensity is 

observed to be 733 W/m2. The following Table 3 lists all 

boundary conditions. 

 

Table 3. Boundary conditions of the Model. 
Boundary conditions 

Parameters Units values 

Solar Irradiation W/m² 733 

Inlet air conditions:   

Temperature °C 25 

Humidity % 50 

Velocity m/s 1 

Ambient material temp °C 25 

Outlet air conditions   

Temperature °C 52 

Humidity % 76 

Pressure  bar 1.01325 

 

3.3 Heat Transfer Rate 

In a given system, heat transfer is the movement of heat 

across the system's boundaries due to a temperature 

difference between the system and its surroundings. As a 

result, it is an indicator of the particle’s kinetic energy when 

there is a difference in temperature between a hot and cold 

body (or bodies). For a particular system, the rate of heat 

transfer relies on the mass (m) of the system, the specific heat 

capacity (c), and the temperature differential (∆T) between 

the hot and cold bodies. As a result, the sensible heat transfer 

equation is as follows: 

 

𝑄 = 𝑚𝑐∆𝑇           (1) 

 

However, the heat transfer rate is governed by the well-

known three modes of heat transfer. They are described as 

below: 

i) Heat transfer by conduction is the process of 

transmitting energy from one medium particle to another 

when the particles are in touch with each other. 

𝑄 =
𝑘𝐴(𝑇ℎ𝑜𝑡−𝑇𝑐𝑜𝑙𝑑)

𝑑
         (2) 

 

This is called Fourier’s law of heat conduction. 

ii) Heat transfer by convection is described as the 

movement of fluid molecules from higher to lower 

temperature zones. 

 

𝑄 = ℎ𝐴(𝑇ℎ𝑜𝑡 − 𝑇𝑐𝑜𝑙𝑑)         (3) 

 

The equation 3 is called Newton's law of cooling. 

iii) Heat transfer by radiation refers to thermal radiation. 

The emission of electromagnetic waves produces thermal 

radiation. These waves carry away the energy from the 

producing body. Radiation is transmitted via a vacuum or a 

transparent material, whether solid or liquid. Thermal 

radiation is caused by the random movement of molecules in 

materials. The movement of charged electrons and protons 

causes the emission of electromagnetic radiation. 

 

𝑄 =∈ 𝜎𝐴(𝑇𝐻𝑜𝑡
4 − 𝑇𝐶𝑜𝑙𝑑

4 )                                                          (4) 

 

This equation is called Stefen Boltzmann's law. 

 

4. Results & Discussions 

This section illustrates the computational results obtained 

and its consequences on the performance of solar dryer. 

 

4.1 Temperature Distribution for Different PCM 

Figures 2 (2a, 2b, 2c) and 3 (3a, 3b, 3c) show the 

temperature distribution of lauric acid, palmitic acid and 

paraffin wax in the duct area. Nevertheless, Figure 4 (4a, 4b, 

4c) shows that the temperature distribution of paraffin wax 

in the drying cabinet is satisfactorily greater than lauric acid 

and palmitic acid, respectively, because paraffin wax has 

higher thermal conductivity and specific heat than the other 

two. 

 

4.2 Air Flow Velocity Contours Inside Chambers 

Figures 5 (5a, 5b, 5c) and 6 (6a, 6b, 6c) show the airflow 

velocity contours inside the whole system and only inside the 

drying cabinet. It illustrated that although the air flow 

velocity is constant for all the three cases; the outlet 

temperature of air coming from duct fitted with paraffin wax 

has highest temperature as compared to other PCMs. The 

reason behind this is the superior thermo-physical properties 

of paraffin wax. 

 

4.3 Temperature Distribution of Air 

Figure 7 shows that the air temperature distribution in the 

entire system is better in paraffin wax compared to lauric 

acid and palmitic acid because it has high density and high 

thermal conductivity compared to the other two. 

 

4.4 Temperature Distribution of Air at Chamber 

Temperature analysis of air on the fluid at the drying 

chamber for lauric acid was an average of 530C, while in the 

case of palmitic acid, it was 51.20C and for paraffin wax, it 

was 56.30C as shown in figure 8. 

 

4.5 Model Analysis 

Overall airflow and temperature distribution results 

clearly show the results in comparison between all three 

materials for PCM during the experiment in the solar dryer 

in CFD. Air temperature at the exhaust surface is shown in  
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(a) 

 
(b) 

 
(c) 

Figure 2. Temperature distribution of Copper Plate of Solar 

Dryer (Top View) in (a) Palmitic acid, (b) Lauric acid, (c) 

Paraffin. 

Figure 9., where the Y axis denotes the change in 

temperature at 0o C. In contrast, the X axis indicates lauric 

acid, paraffin wax and palmitic acid. It has been concluded 

that paraffin wax has a much better temperature rise, as 

shown in Figure 9. 

Heat transfer rate from paraffin wax has higher as 

compared to lauric acid and palmitic acid, respectively, 

shown in Figure 10. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 3. Temperature Distribution (Schematic View) in (a) 

Lauric acid (b) Palmitic acid & (c) Paraffin wax. 
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(a) 

 
(b) 

 
(c) 

Figure 4. Temperature distribution in drying cabinet in (a) 

lauric acid (b) palmitic acid (c) paraffin wax. 

 

The heat transfer rate observed during analysis is 

represented by the Figure 10. It shows that the heat transfer 

rate of the paraffin wax is 252W, much more significant than 

lauric acid having 225W and palmitic acid having 210W, 

since paraffin wax has higher thermal conductivity, specific 

heat and density. 

 

5. Conclusion 

The present research investigates the best-performing 

PCM for solar dryers and air heaters. The three distinct 

PCMs, palmitic acid, lauric acid and paraffin wax, were 

analyzed using the latest simulation technology. From this 

investigation, the following conclusions are drawn: 

According to the computational analysis, the dryer 

needed about 17.36 MJ, 18.46 MJ, and 17.76 MJ of heat 

energy to dry 2 kg of potatoes using paraffin wax, lauric acid, 

and palmitic acid.  

 

 

 
(a) 

 
(b) 

 
 (c) 

Figure 5. Air flow velocity contours (Top View) in (a) 

palmitic acid, (b) lauric acid, (c) paraffin wax. 
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(a) 

 
(b) 

 

 
(c) 

Figure 6. Air flow velocity contours inside the chamber for 

(a) palmitic acid, (b) lauric acid (c) paraffin wax 

 

When paraffin wax, lauric acid, and palmitic acid were 

used, the dryer was 87%, 40.2%, and 12.4% more efficient 

than a traditional dryer.  

Paraffin wax absorbs and transmits heat faster than lauric 

acid and palmitic acid. 

Hence, paraffin wax emerged as the best-performing 

phase change material for solar dryers as the energy storage 

system. 

These research findings are helpful for researchers and 

industry personnel in designing effective heat storage 

systems to reduce heat loss from solar dryers and solar air 

heaters. In future, multi-objective optimization and thermo-

economic analysis will be required to estimate the precise 

quantity of PCM for further investigations. 

 

 
(a) 

 
(b) 

 
(c) 

Figure 7. Temperature distribution of air at chambers for 

lauric acid, palmitic acid and paraffin wax respectively in 

(a) palmitic acid, (b) lauric acid, (c) paraffin wax.  
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(a) 

 
(b) 

 
(c) 

Figure 8. Temperature distribution of air (top view) in (a) 

palmitic acid, (b) lauric acid (c) paraffin wax. 

 

 
Figure 2. Air Temperature at the exhaust surface of the 

drying cabinet. 

 

 
Figure 3.Heat transfer rate for PCMs. 

 

Nomenclature 

 
A Surface area (m2) 

C Specific heat capacity (J/kg K) 

d Thickness of copper plate (m) 

h Heat transfer coefficient (W/m2 K) 

k Thermal conductivity (W/m K) 

m Mass (kg) 

Q Heat transfer rate (W/m2) 

T Temperature (0C) 

Tcold Cold (fluid) temperature (0C) 

Thot Hot (surface) temperature (0C) 

σ Stefan Boltzmann constant (W/m2 K4) 

  Emissivity  
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Abstract  

The assessment of gas behavior in chemical engineering systems necessitates a profound understanding of 

thermodynamic principles that govern the interactions among the components within a given system. To this end, the 

deviation from ideality in a single gas or gas mixture is associated with the disparity between the actual behavior of 

the gas or gas mixture and the behavior anticipated by the ideal gas model. This study is aimed at scrutinizing the 

deviation from ideal behavior in a gas mixture composed of CH4 and CO2. The analysis employs the cubic equations 

of state: Van Der Waals, Soave-Redlich-Kwong, and generalized Virial equations, truncated to the third term. These 

equations are widely recognized for their utility in characterizing substance behavior under specific thermodynamic 

conditions. The investigation involves an evaluation of the mixture's behavior by assessing variations in the 

compressibility factor concerning pressure, volume, and pressure, using a thermodynamic calculator at 296.15 K and 

15 bar. The findings of this study reveal the prevalence of attractive intermolecular forces at higher pressures and 

repulsive interactions at lower pressures. An analogous examination of the effect of altering the composition of CH4 

was undertaken using the Soave-Redlich-Kwong equation, which incorporates parameters allowing for an evaluation 

of the impact of molecule size and intermolecular interactions within the mixture. Furthermore, experimental data 

were employed to validate the results obtained in this study. Consequently, it can be inferred that these equations 

provide insight into the influence of pressure on molecular interaction forces, encompassing repulsive and attractive 

forces, which in turn can define the new volume of a real system. Thus, based on the corroboration established herein, 

these equations demonstrate a high degree of consistency and applicability, thereby expanding the realm of 

thermodynamic inquiry. 

 

Keywords: Equation of state; real gas; ideal gas; compressibility factor. 

 

1. Introduction 

The instruction of Chemical Engineering is founded on 

the examination of predicting the thermodynamic properties 

of both pure substances and mixtures of components within 

a given phase, which play a crucial role in separation systems 

capable of achieving phase equilibrium. The majority of the 

properties under discussion here pertain to the behavior of 

pure components, disregarding molecular interaction forces 

among various constituents within a given mixture. 

Furthermore, separation operations, notably distillation, 

absorption, and liquid-liquid extraction, entail mixing phases 

in equilibrium, with process performance heavily contingent 

on an understanding of the thermodynamic interactions 

between these phases. In such cases, employing equations of 

state for ideal gases (of the cubic, Virial-type, or generalized 

variety) is a common practice to enhance comprehension of 

the thermodynamic relationships at play. These equations 

establish a connection between the compressibility factor (Z) 

of either a pure substance or mixture and macroscopic, 

measurable parameters—Pressure, Volume, and 

Temperature, commonly referred to as PVT. 

As posited by Muachia et al. [1], the thermodynamic 

relationships associated with PVT provide the means to 

assess the thermodynamic behavior of systems, as they offer 

mechanisms for experimental determination that yield 

knowledge of various physical relationships linked to 

perturbations of each one. The authors contend that 

pressurized systems, characterized by elevated pressure 

levels, lead to a reduction in system volume, thereby 

intensifying molecular interactions and augmenting the 

attractive and repulsive forces between the system's 

molecules. 

Consequently, an examination of thermodynamic 

systems should initially be grounded in an understanding of 

the behavior of an ideal gas—a theoretical gas characterized 

by the absence of intermolecular forces, where collisions are 

non-existent or negligible. These phenomena are rooted in 

the principles of conservation of momentum and kinetic 

energy [2]. 

To comprehensively determine the state of a system 

composed of a mixture of pure components, it is imperative 

to possess knowledge of the intensive variables, with 

particular emphasis on pressure (P), volume (V), and 

temperature (T), as well as an understanding of the 

composition of the constituent components of the mixture 

slated for separation. The relationships between these 

intensive properties remain constant within the system as 

long as the composition remains unaltered. These 

https://orcid.org/0000-0002-4872-3123
https://orcid.org/0000-0003-0386-7892
https://orcid.org/0009-0007-6231-7352
https://orcid.org/0000-0001-5922-5368
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relationships are predicated on the connections between 

volume, pressure, and work, as established by the principles 

of the first law of thermodynamics. 

However, it is important to note that the behavior of most 

gas mixtures deviates from ideality, primarily due to the 

diverse interactions occurring among their constituent 

molecules. Moreover, variations in the shapes and sizes of 

the molecules within the mixture can also exert influence on 

the non-ideal behavior observed in gas-liquid mixtures. 

In such cases, Mamedov et al. [3] posit that the ideal 

behavior of gases can be represented by Clapeyron's 

equation (Equation 1), which is grounded in the fundamental 

principles of physics and frequently applied to address a 

wide array of practical challenges, particularly in the domain 

of chemical engineering. Equation 1 establishes a direct 

correlation between its principal parameters, thus 

characterizing thermodynamic ideality. 

 

𝑃𝑉 = 𝑛𝑅𝑇                                                                                   (1)  
                                                                                                   

When analyzing the ideal gas equation (Equation 1), 

Costa [4] asserts that it describes a gas composed of 

numerous molecules represented as rigid spheres with a 

diameter 'd.' These molecules exhibit random or disordered 

motion, governed by Newton's Laws. The author further 

contends that these particles possess a non-zero mass 'm' 

while their individual volumes are negligible relative to the 

container's volume. 

In this context, intermolecular interactions involving 

attraction and repulsion are considered negligible, except 

during collisions with each other and with the container 

walls. Within this analytical framework, it is evident that the 

internal energy of the involved molecules is associated with 

translational kinetic energy, which propagates in a linear 

fashion. Finally, according to Costa [4], the collisions among 

these molecules are perfectly elastic, as kinetic energy is not 

converted into other forms of energy. 

In alignment with this analysis, Mahan & Myers [11] 

propose that the macroscopic properties of an ideal gas entail 

the independent motion of molecules, particularly evident 

when measurements of pressure, molar volume, and 

temperature deviate from the behavior described by the 

Clapeyron equation, which represents non-ideal behavior. 

Deviations from ideality are observed in pure gases and 

mixtures of unreacted gases. At room temperature and low 

pressures, deviations from ideality are nearly nonexistent. 

However, as pressure increases, gas behavior deviates from 

that of ideal gases. 

Under known temperature and pressure conditions, a real 

or non-ideal gas comprises material particles engaged in 

chaotic motion, subject to forces of attraction and repulsion, 

with significant mass and volume [6]. 

To assess the PVT (Pressure-Volume-Temperature) 

behavior of real gases, cubic equations of state and 

generalized correlations are employed. These mathematical 

models account for intermolecular interactions and describe 

actual behavior across various pressure ranges. Notable 

among these equations of state are Van der Waals, Redlich-

Kwong, and Soave-Redlich-Kwong, alongside the Pitzer and 

Virial correlations [7]. 

The fundamental premise underlying deviations from 

ideality is attributed to intermolecular forces, both attractive 

and repulsive, which exert a predominant influence on the 

PVT behavior of a given fluid (Equation 2). 

 

P = PR + PA                                                                                (2)  
                                                                                                                                                                                           

In this scenario, repulsive forces contribute positively to 

pressure (PR > 0), while attractive forces yield a negative 

contribution to pressure (PA < 0). Consequently, the cubic 

Van der Waals (VDW) equation of state alters the ideal gas 

equation by incorporating the intermolecular forces present 

in a specific gas or gas mixture. Equation (3) characterizes 

this approach, taking into account intermolecular 

interactions, albeit with certain limitations. Nonetheless, 

Equation (3) proves valuable for depicting the behavior of 

real gases under conditions closely approximating those of 

ideal gases [8]. 

 

P =
RT

V−b
−

a

V2                                                                                 (3) 

  
Equation (2) can be applied to compute the 

thermodynamic parameters for gas mixing, which entails the 

utilization of the mixing parameters am and bm, as detailed in 

Equation (3).  

 

P =
RT

V−bm
−

am

V2                                                                             (4)    

                                                                                             
Where P represents the pressure of the gas in atm, V is 

the molar volume of the gas in cm3/mol, T is the temperature 

of the system in Kelvin (K), and R is the universal gas 

constant. Additionally, am and bm are the Van der Waals 

constants, which are defined according to Equations 5, 6, 7, 

8, and 9. 

 

a =
27(RTc)2

64Pc
                                                                                       (5)    

                                                                                                                          

b =
RTc

8Pc
                                                                                                  (6)     

                                                                                                                             
am = ∑ ∑ yi yjaij                                                                           (7)    

                                                                                                                 

aij = (aiaj)
0,5

                                                                               (8)    

                                                                                                                      
bm = ∑ yibi                                                                                 (9)  
   
In the collision of gas molecules with any surface, the 

unopposed attractive forces of the molecules diminish the 

collision velocity. The additional term incorporated into the 

pressure equation serves to rectify the absence of 

counterbalancing attractive forces. 

Conversely, the equation put forth in 1972 by Soave-

Redlich-Kwong (SRK) represents one of the most 

extensively employed equations of state for elucidating the 

characteristics of both pure substances and gas mixtures 

(Equation 10). It is distinguished as an extension of the Van 

der Waals equation [6]. 

 

P =
RT

V−b
−

a

V2+Vb
                                                                       (10)  

                                                                                                                 
The utilization of Equation (10) is expanded to compute 

the thermodynamic properties of gas mixtures, 

encompassing the incorporation of mixing parameters am and 

bm, as delineated by Equation (11). 

 

P =
RT

V−bm
−

am

V2+Vbm
                                                                 (11)  
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In this context, P represents the gas pressure (in atm), V 

stands for the molar volume of the gas (in cm3/mol), T 

denotes the system's temperature (in K), while R signifies the 

universal gas constant. Additionally, a and b represent the 

substance-specific constants, and α serves as a temperature-

dependent correction factor, in accordance with the 

descriptions provided in Equations (12), (13), (14), (15), and 

(16). 

 

am = αac                                                                                  (12)  
                                                                                                                               

ac =
0,42748(RTc)2 

Pc
                                                                     (13)  

                                                                                                                    
α = [1 + m(1 − Tr).

0,5]2                                                       (14)   
                                                                                                      
m = 0,048508 + 1,55171w − 0,15613w2                     (15) 
                                                                             

b = 0,008664
RTc

Pc
                                                                    (16)   

                                                                                                              
For Van Wylen et al. [9], assessing the departure from 

gas ideality involves the computation of the compressibility 

factor. This thermodynamic property quantifies the deviation 

of real gas behavior from ideal gas behavior. It is defined as 

the ratio between the molar volumes of real and ideal gases 

under identical temperature and pressure conditions. A 

compressibility factor of 1 (one) indicates ideal gas behavior, 

while values different from 1(one) suggest non-ideal 

behavior. 

Given the aforementioned complexity, numerous 

equations of state have been developed to study gas behavior. 

Prominent among these are the cubic equations, including 

Van Der Waals, Redlich-Kwong, and Soave-Redlich-

Kwong, among others [10]. 

Notably, Pitzer's correlation stands out among various 

approaches. It expresses the compressibility factor (Z) as a 

function of temperature (Tr), reduced pressure (Pr), and the 

acentric factor (w) for each component. 

The generalized Pitzer correlation serves as an empirical 

model that aids in comprehending molecular interaction 

forces, particularly in solutions where interactions occur 

between molecules of different sizes. Kenneth Pitzer 

introduced this correlation [10], which elucidates molecular 

or ionic interactions in solution using linear combinations of 

parameters in a Virial-type expansion of the excess Gibbs 

free energy. 

Consequently, the virial-type equation with emphasis on 

the third coefficient is employed to calculate the 

compressibility factor, as defined in Equation (17).  

 

Z = 1 + (BO + wB1)
Pr

Tr
+ (Co + wC1)

Pr
2

Tr
2                        (17) 

                                  

Pr =
P

Pc
                                                                                       (18) 

 

 Tr =
T

Tc
                                                                                      (19)   

                                                                                                          
On the contrary, the generalized equation incorporates 

the acentric factor (w), a parameter inherent to the molecular 

structure of the gas, which exhibits a significant correlation 

with the system's pressure and temperature. This factor is 

also interconnected with the dimensions of the constituent 

molecules within the examined mixture [14]. All functions 

herein are interdependent with the reduced pressure and 

temperature, as elucidated in Equations (20), (21), (22), and 

(23) [11]. 

 

Bo = 0,083 −
0,422

T1,6                                                                   (20)    

                                                                                                                 

B1 = 0,139 −
0,172

T4,2                                                            (21)    

                                                                                 

Co = 0,01407 +
0,02432

Tr
−

0,00313

T10,5                                     (22)   

                                                                                                              

C1 = −0,02676 +
0,05539

Tr
2,7 −

0,00242

T10,5                                      (23)  

                                                                                           
Based on the provided theoretical framework, a 

thermodynamic assessment was conducted to analyze the 

behavior of the compressibility factor as a function of gas 

mixture pressure consisting of carbon dioxide (CO2) and 

methane (CH4). This investigation explored the influence of 

varying proportions of these gas components. The obtained 

results were evaluated within the context of attractive and 

repulsive forces under isothermal conditions, employing two 

distinct cubic equations of state and a generalized equation 

of state. 

 

2. Procedure and Methodology  

To carry out this study, a logical algorithm was 

developed for solving a sequence of equations essential for 

determining properties such as volume, compressibility 

factor, entropy, internal energy, enthalpy, Gibbs free energy, 

and Helmholtz free energy for a binary gas mixture. These 

calculations were performed under predefined conditions of 

temperature, composition, and pressure. 

The algorithm incorporates a comprehensive database, 

facilitating the exploration of diverse gas mixtures with 

varying compositions and the assessment of concentration 

effects on the compressibility factor within a specified 

pressure range under isothermal conditions. Additionally, it 

permits an examination of the impacts of molecular size and 

attractive/repulsive forces on the behavior of the 

compressibility factor, irrespective of the equation of state or 

correlation utilized. Figure 1 illustrates the algorithm 

created. 

For the implementation of this algorithm, a software 

program was developed using Microsoft Excel, creating a 

thermodynamic calculator with a user-friendly graphical 

interface. This interface enables adjustment of input 

parameters, evaluation of output conditions, and correlation 

of various types of equations of state, thereby enhancing 

comprehension of the parametric interactions involved in the 

evaluated cases. 

The thermodynamic calculator investigated the cubic 

Van Der Waals equation, the Soave-Redlich-Kwong (SKW) 

equation of state and the generalized Virial-type equation 

truncated to its third term. 

This exploration was conducted to assess the parametric 

attributes associated with each equation, elucidating the 

physical and molecular interactions within the system, and 

their impact on the mixing behavior. 

 

2.1 Resolution Method 

To derive the compressibility factor and molar volume 

using the cubic equations outlined in this study, the first step 

involved determining the constants 'a' and 'b' for each 

equation. These constants were calculated through the 
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correlations provided by Equations (5), (6), (13), and (16), 

respectively, as specified in the Van der Waals and Soave 

Redlich-Kwong equations. 

 

 
Figure 1. Proposed algorithm for determining the 

thermodynamic parameters of gas mixtures. 

 

Subsequently, armed with the known operating 

conditions in terms of pressure (P) and temperature (T), the 

equations were restructured into a cubic equation format, 

with the molar volume (Vm) serving as the variable of 

interest. 

Upon structuring the cubic equation, the Newton-

Raphson method was employed to ascertain the mixture's 

volume using the Taylor series expansion. In this context, the 

maximum volume identified corresponds to the volume of 

the gas under examination. This value was employed in 

determining the compressibility factor (Z), as supported by 

Equation (24). 

 

Z =
P

VmRT
                                                                                    (24)  

                                                                                                                          

Maxwell's relations were employed to compute the 

energy variation within the system. This process entailed 

utilizing the definitions stemming from the equations of the 

first and second laws of thermodynamics. The outcomes 

obtained through these calculations provided valuable 

insights into the behavior of these parameters within the 

systems under investigation. 

 

3. Results and Discussions 

The thermodynamic calculator, developed in the context 

of this study, systematically investigates the parametric 

behavior of a mixture consisting of carbon dioxide (CO2) 

and methane (CH4) under the prescribed initial conditions, 

as detailed and specified in Table 1. 

 

Table 1. CO2 and CH4 mixture conditions used in this article. 

Components 
Composition 

(%) 

Temperature 

(K) 

Pressure 

(Bar) 

CO2 68 
296.15 15 

CH4 32 

 

The algorithm proposed (Figure 1) served as a foundation 

for the development of the Thermodynamic Calculator 

(Figure 2), which was utilized for data input and solution 

display for the specified problem. Under the operational 

conditions employed, the molar volumes and compressibility 

factors were determined under the prescribed conditions. 

Furthermore, the behavior of the compressibility factor was 

assessed over a predefined pressure range (0 to 1000 bar), 

utilizing the three aforementioned equations of state. 

The acquired data exhibited notable similarity, yielding 

an average compressibility factor of 0.944 for the three 

equations, resulting in an average deviation of merely 0.5% 

from this computed average. 

An analysis of the compressibility factor profile indicated 

analogous qualitative patterns: attractive forces were 

substantial up to 500 bar, with repulsive forces assuming 

greater significance beyond this pressure range. Conversely, 

when employing the cubic Van der Waals equation of state, 

attractive forces exhibited reduced significance, while 

repulsive forces became more pronounced. This discrepancy 

can be attributed to the absence of parameters related to 

molecular size in the Van der Waals equation. 

In contrast, the Soave-Redlich-Kwong equation of state 

incorporates the acentric factor as a parameter, accounting 

for molecular sizes within the mixture. This leads to a 

diminished influence of both repulsive and attractive forces 

compared to the results obtained with the Van der Waals 

equation. 

At lower pressures, molecules are generally distanced 

from one another in these scenarios, with negligible 

intermolecular forces at play, causing the fluid to behave 

akin to an ideal gas (Z=1). As pressure increases, molecules 

draw closer together, and attractive intermolecular forces 

dominate. Consequently, the gas's volume decreases more 

significantly than it would if no intermolecular attraction 

forces were present, resulting in Z<1.  

Conversely, at very high pressures, molecules approach 

each other to an extent where repulsive forces become 

dominant, causing a more substantial increase in volume 

than expected in the absence of intermolecular repulsive 

forces, leading to Z > 1. While a value of Z=1 is attained at 

high pressures in all cases, it does not correspond to ideal gas 

behavior [9], [11], and [12]. 
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Figure 2. Thermodynamic calculator interface. 

 

The examination of the results presented in Figure 2 and 

Table 1 unveils a level of molecular disarray characterized 

by the entropy change (ΔS). This observed molecular 

disarray emanates from the reduced operational pressures 

and temperatures taken into account under the assessed 

operating conditions. These factors significantly impact the 

stochastic movement of the molecules. A similar pattern is 

discerned when analyzing the changes in internal energy 

(ΔU) and Helmholtz free energy (ΔA), both of which exhibit 

negative values, as recorded in Table 2, acquired at 296.15 

K and 15 bar. 

 

Table 2. Thermodynamic energies evaluated in this paper. 

 
 

The analysis of enthalpy (ΔH) and Gibbs Free Energy 

(ΔG), which represent the energies associated with the 

system, provides insights into non-spontaneous processes. 

This analysis supports the molecular behavior of the system, 

which is influenced by both attractive and repulsive forces 

between the system molecules. It elucidates the disparities in 

values between the Van der Waals (VDW) and Soave-

Redlich-Kwong (SRK) equations. 

Numerical results derived from these equations reveal a 

deviation of approximately 7%. This deviation is noticeable 

when comparing data from these two equations, with the 

cubic Soave-Redlich-Kwong equation demonstrating greater 

accuracy. This enhanced accuracy is attributed to its 

consideration of the molecular size as a dominant factor in 

dictating the thermodynamic behavior of gas mixtures. 

 

3.1. Non-ideality Analysis 

The deviation from gas ideality can be observed through 

the analysis of the compressibility factor (Z), which is a 

dimensionless measure describing the behavior of a gas 

concerning its pressure and volume. According to Elechi et 

al. [9], when the compressibility factor (Z) deviates from the 

ideal gas standard, the gas or gas mixture exhibits non-ideal 

behavior. 

Figure 3 illustrates the behavior of the compressibility 

factor (Z) as a function of pressure (P) for the cubic Van Der 

Waals, Soave-Redlich-Kwong, and generalized Virial-type 

truncated equations of state at a temperature of 296.15 K. 

 

 
Figure 3. Behavior of the compressibility factor as a function 

of pressure mixture of 32% CH4 and 68% CO2. 

 

The operational conditions employed for the Z 

calculations (Figure 3) are elucidated within Table 1. The 

scrutiny of Figure 3 unveils that when subjected to elevated 

pressures, the methane (CH4) and carbon dioxide (CO2) gas 

amalgamation demonstrates non-ideal gas behavior, 

characterized by the preeminence of repulsive 

intermolecular forces. 

Conversely, under reduced pressures, attractive forces 

hold sway, marked by their heightened efficacy in the 

intermolecular collisions between CH4 and CO2 molecules, 

manifesting as a counterintuitive phenomenon at lower 

pressures. 

Furthermore, an examination was conducted to assess the 

pressure-volume relationship of the studied gas mixture. 

This analysis indicated that within the high-pressure regime, 

spanning from 600 to 1000 bar, negligible fluctuations in 
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volume were observed with incremental pressure increments 

within the stipulated range. Conversely, a conspicuous 

volume fluctuation was noted within the pressure range of 0 

to 300 bar. This phenomenon is attributable to the increased 

intermolecular spacing induced by compression, leading to 

pronounced volume alterations within the system. Notably, 

for all three equations of state examined, a confluence in 

volume behavior as a function of system pressure was 

ascertained across the considered pressure spectrum. 

 

 
Figure 4. Volume profile as a function of pressure for a 

mixture of 32% CH4 and 68% CO2. 

 

Nevertheless, the ideal gas model exhibited more 

pronounced deviations within the pressure range of 100 to 

400 bar, possibly owing to its inherent gas properties. 

Figure 4 presents an analysis of gas mixing, entailing the 

blending of two gases comprising 32% and 68% fractions of 

CH4 and CO2, respectively. These studies were conducted to 

gain deeper insights into the mixing phenomena across 

various compositional ratios. 

 

3.2 Influence of Composition on the Compressibility 

Factor 

For the analysis of the influence of the gas mixture 

composition, CH4 and CO2, data from the Soave-Redlich-

Kwong equation were utilized due to the qualitative 

similarity in the behavior of the three equations studied and 

the incorporation of the acentric factor into this correlation.  

Thus, the effects of mixture concentration were 

investigated, with an examination of systems containing pure 

CH4 and the progressive increment of CO2, up to maximum 

CO2 purity. This analysis was conducted under isothermal 

conditions at 296.15K, as indicated in Figure 5. 

In general, it is observed that the compressibility factor 

of pure CH4 is higher than that of pure CO2, indicating a 

greater prevalence of attractive forces in CO2 gas compared 

to CH4 gas.  

Conversely, repulsion forces become more significant 

when analyzing the behavior of CH4 gas, predominating 

above 300 bars. This phenomenon is also noted for pure CO2 

gas at pressures exceeding 580 bars.  

The 25% CH4 and 75% CO2 mixture exhibits a 

pronounced influence of attractive forces, surpassing the 

behavior observed when analyzing the compressibility factor 

of the individual components, prevailing up to a pressure of 

530 bars.  

Beyond this threshold, it is observed that this parameter 

behaves more prominently than that of pure CO2 but less so 

than pure CH4. The other curves obtained from this 

evaluation demonstrate mixing effects based on the 

proportions established in each analysis of this process. 

 

 
Figure 5. Behavior of Z as a function of pressure for the 

mixture of CH4 and CO2. 

 

The evaluation depicted in Figure 5 illustrates the 

behavior of an ideal gas mixture comprising CO2 and CH4 at 

varying proportions as the system pressures approach zero. 

As pressure increases, the effects of attractive forces become 

increasingly apparent, irrespective of the gas fractions' 

composition within the mixture.  

Conversely, when pressures exceed 400 bar, the 

influence of repulsive forces becomes dominant across all 

compositions considered and persists throughout the entire 

range of operating conditions investigated in this study. For 

all cases analyzed, a transition point is discernible, marking 

the shift from attraction to repulsion phenomena. This 

transition point is characterized by a calculated 

compressibility factor equal to 1 (one), indicating a departure 

from the conditions of an ideal gas. 

 

3.3 Validation of State Equations 

The consistency of the data derived from the state 

equations employed in this study was validated through a 

comparison with experimental data obtained by Hwang et al. 

[13]. This comparison was conducted for two distinct cases, 

with a focus on the specific weight of the gas mixture. In the 

first case, the data was extracted from experiments 

conducted at a temperature of 225K, utilizing a mixture 

composed of 9.826% CO2 and 90.174% methane, 

respectively. In the second case, experiments were 

performed under different thermal conditions, specifically at 

350K, while maintaining the same composition ratios for the 

components. 

The results for the first case are presented in Figure 6, 

where a noteworthy approximation between the 

experimental data and the Soave-Redlich-Kwong (SRK) 

model data is observed, with an average deviation of 2.27%. 

On the other hand, the comparison between experimental 

data and Van der Waals data in these analyses exhibited an 

average deviation of 11.59%. In this scenario, smaller 

deviations in specific mass values were observed for 

pressures exceeding 100 bar. 

Regarding the data derived from the generalized Virial-

type equation truncated to its third term (EEG), within the 

pressure range assessed in this study, the deviation was 
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10.68% when comparing experimental data with GEE-

derived data. 

  

 
Figure 6. Behavior of specific weight as a function of 

pressure for the mixture of CH4 and CO2 with 225 K. 

 

In the second case, when comparing experimental data 

with state equation data at 350 K, a significant approximation 

was observed for all cases evaluated, as depicted in Figure 7. 

Nevertheless, the Van der Waals equation displayed an 

average deviation of 3.69%, whereas the Soave-Redlich-

Kwong (SRK) and EEG exhibited deviations of 1.78% and 

1.74%, respectively. 

 
Figure 7. Behavior of specific weight as a function of 

pressure for the mixture of CH4 and CO2 with 350 K. 

 

The results presented in Figure 7 demonstrate a high 

degree of consistency when utilizing state equations to 

evaluate the thermodynamic profiles of gas mixtures, 

particularly when employing the SRK equation. 

On the other hand, both the EEG and SRK equations rely 

on the acentric factor, a parameter associated with molecular 

size, as a crucial determinant for assessing the 

thermodynamic characteristics of gas mixtures. 

   

 4. Conclusions  

Based on the results obtained in this study, the following 

conclusions can be drawn: 

a) Real gases exhibit ideal gas behavior as system pressures 

approach zero. 

b) The influence of gas mixtures can be assessed by 

examining the behavior of compressibility factors. These 

factors depend on the fractions of each component in the 

mixture and the specific type of gas involved in the 

process. 

c) The equations of state analyzed in this study demonstrate 

compatibility with the analysis of gas mixing behavior. 

They account for both attractive and repulsive forces 

between constituent molecules within the system and 

consider the size of molecules as predominant factors 

influencing the thermodynamic behavior of gases. 

d) The behavior of gases can be characterized by examining 

the relationship between pressure and volume. Under 

high pressures, significant changes in system volume are 

not observed due to the strong interaction between 

system molecules, resulting in their close proximity and 

alterations in the system's physical state. 

e) Experimental data corroborate the equations studied in 

this work, with the best consistency observed when 

employing the SRK equation within the evaluated 

temperature and pressure range. 

f) At low pressures, the impact of pressure on the system's 

volume becomes significant, primarily due to the 

increased distance between constituent molecules within 

the system under investigation. 

 
Nomenclature: 

P: pressure of the gas (bar); 

V: molar volume of the gas (cm3/mol); 

Vm: molar volume of the gas mixture (cm3/mol); 

T: temperature of the system (K); 

R: universal gas constant; 

am and bm: mixture constants of state equations; 

PA and PB: attractive and repulsive pressure; 

SRK: Soave-Redlich-Kwong cubic equation; 

VDW: Van Der Waals cubic equation; 

PC: critical pressure (Bar); 

TC: critical temperature (Kelvin); 

a and b: pure constants of state equations; 

W: acentric factor; 

Z: compressibility factor; 

Tr: reduced temperature; 

PVT: pressure, volume and temperature; 

ΔS: variation of entropy (Joule/(mol K)); 

ΔU: variation of internal energy (Joule/mol); 

ΔA: variation of Helmholtz free energy (Joule/mol); 

ΔH: variation of enthalpy (Joule/mol); 

ΔG: variation of Gibbs Free Energy (Joule/mol). 
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Abstract  

 

The pressure effect is investigated regarding the solid – liquid equilibria (SLE) in n-alkanes. Using the Landau 

phenomenological model, the pressure dependences of the thermodynamic functions are predicted and the phase 

diagrams are constructed for the solid – liquid transitions in the binary mixtures of n-alkanes. The experimental data 

from the literature are used for the phase diagrams in the mixtures. 

Our fits for the phase diagrams are reasonably good. Regarding the cubic dependence of the concentration (𝑇 − 𝑋, 

𝑃 − 𝑋) and the linear dependence of the pressure (𝑃 − 𝑇) on the temperature, our results show that the n-tridecane is 

distinguished from the other mixtures due to its lowest freezing temperature (𝑇1 = 291.08 K) and correspondingly 

higher concentration (𝑥1 = 0.1982). It is found that the divergence behaviour of the heat capacity (𝐶) with the critical 

exponent 1 2⁄  from the extended mean field model is in particular more apparent at the room temperature (293.15 K) 

at various pressures for the solid – liquid transition. This is accompanied with the pressure dependences of the order 

parameter, susceptibility, entropy and enthalpy for those mixtures as studied here. 

 

Keywords: Phase diagrams; thermodynamic quantities; Landau model; n-tridecane; n-hexadecane; n-octadecane.  

 

1. Introduction 

Normal alkanes (n-alkanes) and their mixtures have been 

studied extensively over the years. In particular, studies on 

the phase boundary between the homogenous liquid phase 

and the two-phase liquid – solid phase domain, have been 

reported [1, 2]. Also, their specific rotator phases and 

intricate phase transition behavior have been the subject of 

various studies [3]. A number of studies [4-7] have been 

devoted to describe the structure and the phase transitions of 

the rotator phases, as indicated previously [3]. Small linear 

alkanes and their cyclic counterparts have been examined by 

molecular dynamic simulations and, thermodynamic, 

structural and dynamic behavior of liquids have been studied 

[8]. Among various mixtures of n-alkanes, confined 

crystallization behaviours of binary even-even normal 

alkane (n-alkane) mixtures of n-octadecane (n-C18H38) and 

n-eicosane (n-C20H42) have also been studied [9]. Melting 

curves of pure heavy paraffins were measured in earlier 

studies [10-13]. However, the pressure effect on the solid-

liquid equilibria of complex mixtures of long-chain alkanes 

has not been investigated in those earlier studies. Later, a set 

of measurements were carried out on tridecane for the 

pressures up to 100 MPa in several synthetic mixtures, n-

paraffins, ranging from n-C13 to n-C24 with various number 

of components [14]. The influence of pressure on the rotator 

phases was also studied within the Landau mean field theory 

[3]. Experimental phase diagram of the alkane system, 

namely, dodecane-tridecane was evaluated to study phase 

change materials (PCMs) for freezing applications [13]. 

Also, experimental measurements and thermodynamic 

modeling for the binary mixtures of n-C11H24 have been 

carried out [15]. 

The pressure dependence of both the lattice distortion and 

the order of the rotator transitions has been discussed within 

the Landau theory in some details [16]. Also, rotator phases 

of n-heptane have been studied by Raman scattering and X-

ray diffraction under high pressures [17]. For such a system, 

a liquid to solid transition has been predicted by the high 

pressure molecular dynamic (MD) simulations [18]. Rotator 

phases in alkane systems regarding bulk, surface layers and 

micro/nano confinements have been reviewed [19]. 

Experimentally, 𝑇 − 𝑋 data at various pressures for binary 

mixtures of (1 − 𝑥)𝑛 − 𝐶14 + 𝑥𝑛 − 𝐶16 (tetradecane + 

hexadecane) have been obtained [20, 21]. The temperature – 

dependent Raman spectra have been obtained for 

tetradecane, pentadecane and hexadecane [22]. 𝑇 − 𝑋 phase 

diagram and the thermodynamic quantities were also 

calculated for this binary mixture [23-26] and for the n-

tridecane [27] close to the liquid - solid phase transition using 

Landau phenomenological model in our recent studies. 

Heat capacities of n-heneicosane and n-decosane have 

been measured and the thermodynamic properties such as 

entropy and enthalpy were calculated [28]. Also, by means 

of the molecular dynamic simulations, solid – liquid and 

solid – solid phase transitions in alkanes have been studied 

[29]. Regarding the heat capacity of the rotator phases of 

https://orcid.org/0000-0001-7127-5915
https://orcid.org/0000-0002-7745-6490
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alkanes, effect of silica nanoparticles has been studied 

theoretically by combining Flory-Huggins free energy 

(isotropic mixing) and Landau free energy [30]. Also, rotator 

phases in hexadecane have been studied experimentally [31]. 

Regarding the phase diagrams of binary mixtures of n-

alkanes at high pressures, 𝑇 − 𝑋 and 𝑃 − 𝑋 (at constant 

temperatures) phase diagrams for n-tridecane + n-hexane 

were obtained from the experimental measurements [32]. 

Also, 𝑇 − 𝑋 phase diagrams of n-alkane+cyclohexane where 

n-alkanes are n-hexadecane, n-octadecane and n-eicosane, 

were obtained at 300 MPa experimentally and the (solid + 

liquid) equilibria (SLE) of those n-alkanes were modelled 

[32]. The pressure effect on the physical and chemical 

properties of n-alkanes, has not been studied fully whereas 

the temperature effect on those properties was studied in a 

large scale as given in the literature. Mainly, the 

experimental measurements such as on tridecane up to 100 

MPa [14] and the phase diagrams of n-alkanes [32], have 

been reported, as stated above. Theoretically, studies 

regarding the pressure effect on the phase diagrams and also 

on the thermodynamic functions, are relatively limited, as 

reported in the literature. Using the Landau mean field 

theory, in particular, the influence of the pressure has been 

studied for the rotator phases in n-alkanes [3, 16], as also 

stated above. From this point of view, the experimental 

measurements for the phase diagrams and for the 

thermodynamic properties at various pressures, require the 

theoretical analysis using some models. This present study 

by using the Landau phenomenological model, aims to fulfill 

this gap to describe the pressure effect on the thermodynamic 

properties for the solid – liquid equilibria in the binary 

mixtures (n-tridecane, n-hexadecane and n-octadecane). In 

order to describe the solid – liquid equilibria in n-alkanes, 

the thermodynamic properties have been studied mostly at 

various temperatures, as reported in the literature. Regarding 

our previous studies, 𝑇 − 𝑋 phase diagram and also under 

high pressure for tetradecane + hexadecane [23, 26], 𝑇 − 𝑛 

(number of carbons) phase diagram of n-alkanes [24], and 

for n-tridecane [27] have been reported, as mentioned above. 

Additionally, the thermodynamic quantities have been 

calculated as a function of temperature [23, 26, 27] using 

Landau phenomenological model. However, the effect of the 

pressure on the transition mechanism for the solid – liquid 

equilibria, as studied for the phase diagrams of n-alkanes in 

our previous publications [25, 27], should also be studied for 

the thermodynamic quantities in those binary mixtures. From 

this point of view, the present study differs from the already 

published works in the sense that it uses the Landau 

phenomenological model and also it differs from our 

previous works [23-27] since in this study, thermodynamic 

functions are calculated as a function of pressure for the 

binary mixtures studied. 

In this study, the 𝑇 − 𝑋 phase diagrams (n-alkanes + n-

cyclohexane) at 300 MPa, P−𝑋 phase diagrams (n-alkanes + 

n-hexane) at constant temperatures and 𝑃 − 𝑇 phase 

diagrams (n-alkanes + n-hexane) at constant concentrations 

(mole fractions) were calculated using the experimental data 

[32]. For this calculation, the phase line equations which 

were extracted from the free energy, are fitted to the 

experimental data [32]. As an original work, the 𝑇 − 𝑋 phase 

diagram is represented by a single polynomial curve for n-

hexadecane, n-octadecane an n-eicosane, whereas for n-

tridecane the 𝑇 − 𝑋 relation is obtained as linear from the 

Landau phenomenological model. 

It has been shown in our previous study [26] that the 

extended mean field model can describe adequately the 

critical behavior of the heat capacity 𝐶 and the other 

thermodynamic quantities as a function of temperature for 

the solid – liquid transition in the tetradecane + hexadecane. 

As an original study, the present paper aims to describe the 

solid – liquid equilibria in the binary mixtures of n-tridecane, 

n-hexadecane and n-octadecane by calculating the pressure 

dependence of the heat capacity 𝐶 and also to predict the 

order parameter, susceptibility, entropy and enthalpy as a 

function of pressure at constant temperature by means of the 

extended mean field model. So that the pressure dependences 

of the order parameter, susceptibility and the thermodynamic 

quantities such as heat capacity, entropy and enthalpy were 

predicted for the solid-liquid transitions in these binary 

mixtures studied. Our motivation in the present study is to 

describe the liquid-solid equilibria and to investigate the 

phase change mechanism of the materials consisting of n-

alkanes mixtures. 

The present work illustrates the possibility of describing 

theoretically temperature – concentration – pressure phase 

diagrams and the pressure – induced phase changes in n-

alkanes. This would lead to the fundamental understanding 

of the structural, physical and chemical properties of n-

alkane molecules. 

 

2. Theory 

The pressure effect on the solid – liquid transition in n-

alkanes can be investigated by the Landau mean field theory. 

Since this theory is applicable to the experimental 

measurements, by analyzing the observed data for the phase 

diagrams and the thermodynamic quantities, the first order 

solid –liquid equilibria (SLE) can be studied. This is done by 

expanding the free energy in terms of the order parameter. 

By obtaining the phase line equation from the free energy, 

the 𝑇 − 𝑋, 𝑃 − 𝑋 and 𝑃 − 𝑇 phase diagrams can be 

constructed for n-alkanes on the basis of the experimental 

data. By means of the phase diagrams, the pressure 

dependence of the thermodynamic quantities can be 

predicted close to the solid – liquid transition in those 

mixtures. In this study, the pressure effect, in particular, on 

the mixtures of n-alkanes (1) + n-hexane (2), where n-

alkanes (1) are n-tridecane (1), n-hexadecane (1) and n – 

octadecane (1) is investigated using the experimental data 

[32]. 

Various forms of the free energy in terms of the order 

parameters have been given in the literature. 

Thermodynamic model for a Landau model for the melting 

transition has been given [33]. The extended mean field 

model [34] has been introduced, mainly for the liquid 

crystals [35]. The coupled order parameters in the free 

energy expansion have been studied within the Landau 

phenomenological model [3, 16, 36, 37]. The free energy 

expansion with the coupled order parameters describing the 

solid – liquid transition in n-alkanes have been given in our 

recent studies [23 - 27]. In particular, the form of the free 

energy as given by the extended mean field theory [34], has 

been used in this study for the free energy of the solid phase 

(𝐹𝑠) for the solid – liquid equilibria in terms of the order 

parameter 𝜂 as 

 

𝐹𝑠 = 𝑎2𝜂2 + 𝑎4𝜂4 + 𝑎6𝜂6 (1) 

 

where the coefficients are assumed to depend on the 

temperature, pressure and concentration, in general. For the 
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solid – liquid equilibria, we have the first order condition that 

[38] 

 

𝐹𝑠 = 𝐹𝐿 = 0 (2) 

 

by considering the fact that in the liquid phase there is no 

ordering (𝐹𝐿 = 0). For the SLE, the coefficients are 𝑎2 > 0, 

𝑎4 < 0 and 𝑎6 > 0 for the first order transition as defined by 

the Landau mean field theory. Minimizing the free energy 

with respect to the order parameter (𝜕𝐹𝑠 𝜕𝜂⁄ = 0) as 

performed in our earlier studies [23 - 27], gives 

 

𝑎2 + 2𝑎4𝜂2 + 3𝑎6𝜂4 = 0 (3) 

 

Using the first order condition (Eq. (2)), the order 

parameter can be written as 

 

𝜂2 = − 𝑎4 2𝑎6⁄ = 𝑎2 4𝑎4⁄  (4) 

 

as also obtained previously [23, 26]. Substituting Eq. (4) into 

Eq. (1) and using Eq. (2), the phase line equation is obtained 

as 

 

𝑎2𝑎6 = −2𝑎4
2
 (5) 

 

for the SLE of the mixtures (n-alkanes) [23, 25, 26]. 

Thermodynamic quantities can also be calculated as a 

function of pressure for the SLE of the n-alkanes. As the 

order parameter 𝜂 (Eq. (4)) was obtained, the inverse 

susceptibility using the definition 

 

𝜒𝜂
−1 = 𝜕2𝐹𝑠 𝜕𝜂2⁄  (6) 

 

can be predicted from the free energy 𝐹𝑠 (Eq. (1)) as 

 

𝐹 = 𝑎2𝜓2 + 𝑎3𝜓3 + 𝑎4𝜓4 (7) 

 

similar to the calculation of 𝜒𝜂
−1 [23, 26]. 

For the thermodynamic quantities such as the heat 

capacity (𝐶), entropy (𝑆) and the enthalpy (𝐻), the extended 

mean field model [34] is employed as applied to predict the 

heat capacity of the smectic A – smectic C (AC) transition in 

liquid crystals [35]. According to this model, the temperature 

dependence of the heat capacity is given by [35] 

 

𝐶 = 𝐶𝑜𝑇(𝑇1 − 𝑇)−1 2⁄  (8) 

 

where 𝑇1 denotes the melting temperature and 𝐶𝑜 is a 

constant for the SLE in n-alkanes. This gives rise to the 

entropy difference Δ𝑆 = 𝑆 − 𝑆𝑜 from the definition  

𝐶 𝑇⁄ = 𝜕𝑆 𝜕𝑇⁄  as 

 

Δ𝑆 = 𝜕𝐹 𝜕𝑇⁄ = −2𝐶𝑜(𝑇1 − 𝑇)1 2⁄  (9) 

 

where 𝑆𝑜 is the entropy at the melting temperature (𝑇 = 𝑇1). 

The enthalpy difference Δ𝐻 = 𝐻 − 𝐻𝑜 can also be obtained 

from the definition 𝐶 = 𝜕𝐻 𝜕𝑇⁄  as 

 

ΔH = −𝐶𝑜𝑇(𝑇1 − 𝑇)1 2⁄  (10) 

 

Similar calculation of the entropy (Eq. (9)) and the enthalpy 

(Eq. (10)) has been performed in our recent studies [23, 26]. 

In the derivation of Eq. (10), the (𝑇1 − 𝑇)3 2⁄  term is 

neglected as compared to the (𝑇1 − 𝑇)1 2⁄  term which is 

dominant for the critical behavior of the enthalpy close to the 

solid – liquid transition in n-alkanes. 

On the basis of the extended mean field model [35], the 

temperature dependence of the order parameter 𝜓 (or 𝜂) can 

be obtained from the heat capacity as 

 

𝜓2 = ∫ (𝐶 𝑇⁄ )𝑑𝑇
𝑇1

𝑇
 (11) 

 

or by means of Eq. (8), 𝜓 can be expressed as 

 

𝜓 = 𝜓0(𝑇1 − 𝑇)𝜙 (12) 

 

with the critical exponent 𝜙 = 1 4⁄  and the amplitude  

𝜓0 = (2𝐶𝑜)1 2⁄ . 

 

3. Calculations and Results 

The temperature, pressure and the concentration 

dependences of the phase line equation and the 

thermodynamic quantities studied, can be obtained by means 

of those dependences of the coefficients 𝑎2, 𝑎4 and 𝑎6 (Eq. 

(1)). By assuming that 

 

𝑎2 = 𝑎20(𝑇 − 𝑇1) + 𝑎21(𝑃 − 𝑃1) (13) 

 

and 

 

𝑎4 = 𝑎40 + 𝑎41(𝑥 − 𝑥1) + 𝑎42(𝑥 − 𝑥1)2 (14) 

 

where 𝑇1, 𝑃1 and 𝑥1 represent the melting temperature, 

pressure and the mole fraction (concentration), respectively. 

 

  
Figure 1. T-X phase diagrams calculated according to the  

phase line equation (Eq. (15)) which was fitted to the 

experimental data [32] for the solid – liquid transition of the 

mixtures of n-alkane (1) + n-cyclohexane (2) at P=300 MPa. 

Experimental data (within the range of temperatures) are 

also shown in the figure. 

 

The coefficient 𝑎6 in Eq (1) was considered as a constant 

(𝑎6 = 𝑎60), independent of temperature, pressure and 

concentration in our treatment. The phase line equation (Eq. 

(5)) can then be obtained as follows: 

 

𝑇 − 𝑇1 = 𝛼0 + 𝛼1(𝑥 − 𝑥1) + 𝛼2(𝑥 − 𝑥1)2 + 
𝛼3(𝑥 − 𝑥1)3 + 𝛼4(𝑃 − 𝑃1) (15) 

 

where 𝛼0, 𝛼1, 𝛼2, 𝛼3 and 𝛼4 are all constants. Those 

coefficients are defined as 
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𝛼0 = −
2𝑎40

2

𝑐
 

𝛼1 = − 4𝑎40𝑎41 𝑐⁄  

𝛼2 = −2(𝑎41
2 + 2𝑎40𝑎42) 𝑐⁄  

𝛼3 = −4𝑎41𝑎42 𝑐⁄  

𝛼4 = − 𝑎21 𝑎20⁄  (16) 

 

with the definition of 𝑐 = 𝑎20𝑎60. 

In this study, the 𝑇 − 𝑋 phase diagram was calculated for 

the mixtures of n-alkane (1) + cyclohexane (2) with the n-

alkanes : n-tridecane (1), n-hexadecane (1), n-octadecane (1) 

and n-eicosane (1) at the pressure 300 MPa according to the 

𝑇 − 𝑋 phase line equation (Eq. (15)) from the Landau 

phenomenological model. Eq. (15) at 𝑃 = 𝑃1 = 300 MPa, 

was fitted to the experimental data [32] and the 𝑇 − 𝑋 plots 

were obtained as shown in Fig. 1 for all those mixtures. 

Coefficients which were determined from the fits and the 

experimental [32] freezing temperatures 𝑇1 with the mole 

fraction 𝑥1 of n-alkanes considered, are given in Table 1. 

In order to investigate the pressure effect on the solid – 

liquid transitions in n-alkane mixtures, 𝑃 − 𝑋 phase 

diagrams at constant temperatures were constructed 

according to Eq. (15). For this study, Eq. (15) was fitted to 

the experimental data [32] at 𝑇 = 𝑇1 and the 𝑃 − 𝑋 phase 

diagrams were obtained. Fig. 2 gives the 𝑃 − 𝑋 phase 

diagrams at constant temperatures indicated for the 

composition 𝑥1 for the a) n-tridecane (1) + n-hexane (2), b) 

n-hexadecane (1) + n-hexane (2) and c) n-octadecane (1) + 

n-hexane (2) systems. Coefficients determined, are given in 

Tables (2-4), respectively. 

𝑃 − 𝑇 phase diagrams at constant mole fractions were 

also established for the solid – liquid equilibria (SLE) in the 

binary mixture of n-tridecane (1) + n-hexane (2) by Eq. (15) 

using the experimental data [32]. By choosing constant mole 

fractions at 𝑥 = 𝑥1 (Eq. (15)), the 𝑃 − 𝑇 phase diagrams 

were predicted in this system, as plotted in Fig. 3(a). Values 

of the coefficients (Eq. (15)) which were determined for the 

n-tridecane (1) + n-hexane (2), are given in Table 5. 

Similarly, the 𝑃 − 𝑇 phase diagrams were predicted for the 

systems of n-hexadecane (1) + n-hexane (2) and n-

octadecane (1) + n-hexane (2) by fitting Eq. (15) to the 

experimental data [32] at constant mole fractions as shown 

in Figs. 3b and 3c, respectively, for the solid – liquid 

transition in those mixtures. Coefficients determined, are 

also given in Table 5. 

Our assumption for the temperature and pressure 

dependence of the coefficient 𝑎2 (Eq. (13)) represents the 

simplest form for the linear 𝑇 − 𝑃 relation in the liquid – 

solid transition of the binary mixtures considering Eq. (5) 

where 𝑎6 = 𝑎60 as a constant. This is in accordance with the 

phase line equation (Eq. (5)) since we also assumed the 

coefficient 𝑎4 which depends only on the concentration 𝑥 

(Eq. (14)). At the transition pressure (𝑃 = 𝑃1), the 

temperature dependence of 𝑎2 is simply 𝑎2 = 𝑎20(𝑇 − 𝑇1) 

which is the usual temperature dependence of the squared 

term in the order parameter (𝜂2) according to Eq. (1) in the 

Landau theory. From this point of view, a linear 𝑇 − 𝑃 

relation can be established in the phase diagram for the liquid 

– solid transition by assuming 𝑎2 as in (Eq. (13)). 

It was also assumed the quadratic dependence of the 

coefficient 𝑎4 on the concentration (Eq. (14)). This 

assumption is also in accordance with the 𝑇 − 𝑃 relation (Eq. 

3.1) at the concentration of the first component in the binary 

mixture (𝑥 = 𝑥1) in Eq. (14) regarding the phase line 

equation (Eq. (5)) by ignoring the fourth order term in the 

concentration, (𝑥 − 𝑥1)4. As a result of this, cubic 

dependence of the temperature on the concentration (Eq. 3.3) 

was obtained for the 𝑇 − 𝑋 phase diagram (𝑃 = 𝑃1). 

Our assumptions for the coefficients 𝑎2 (Eq. (13)) and 𝑎4 

(Eq. (14)) can be demonstrated with the experimental 

measurements [32] on the n-alkanes studied here for a linear 

variation of pressure with the temperature at 𝑥 = 𝑥1 (𝑃 − 𝑇 

phase diagrams), as shown in Fig. 3. 

 

 
Figure 2. P-X phase diagram calculated according to the 

phase line equation (Eq. (15)) which was fitted to the 

experimental data [32] for the solid – liquid transition of the 

mixtures a) n-tridecane (1) + n-hexane (2) b) n-hexadecane 

(1) + n-hexane (2) c) n-octadecane (1) + n-hexane (2) at 

constant temperatures indicated. Experimental data are also 

shown in the figure. 
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Table 1. Values of the coefficients determined for the solid – liquid transitions in the mixtures indicated according to the 

𝑇 − 𝑋 phase line equation (Eq. (15)) at P=300 MPa by using the experimental data [32]. Values of the freezing temperatures 

𝑇1 (within the range of experimental temperature) and the mole fraction 𝑥1 of n-alkanes are also given. 

𝑻– 𝑿 

(Eq. 3.3) 

n-tridecane (1) + 

cyclohexane (2) 

n-hexadecane (1) + 

cyclohexane (2) 

n-octadecane (1) + 

cyclohexane (2) 

n-eicosane (1) + 

cyclohexane (2) 

𝑇1 (𝐾) 291.08 318.07 328.97 337.72 

𝑥1 0.1982 0.1406 0.1340 0.1553 

𝛼0 (𝐾) -0.3488 0.7428 -0.4523 -0.2115 

𝛼1 (𝐾) 27.22 67.44 79.78 64.58 

𝛼2 (𝐾) 29.75 -63.26 -80.17 -30.04 

𝛼3 (𝐾) -26.49 31.39 32.65 -8.82 

 

Table 2. Values of the coefficients determined for the solid – liquid transitions in the n-tridecane (1) + n-hexane (2) systems 

at constant temperatures indicated by using the experimental data [32] according to Eq. (15).  

T (K) 293.15 303.15 313.15 323.15 333.15 343.15 

P1 (MPa) 436.17 547 675.17 820.69 983.54 1163.74 

(− 𝛼0 𝛼4⁄ ) (MPa) 0.246 9.639 8.609 7.282 1.801 2.236 

(𝛼1 𝛼4⁄ ) × 103(MPa) 0.752 0.925 1.158 1.446 1.740 2.070 

(−𝛼2 𝛼4⁄ )  × 103(MPa) 0.752 0.922 1.246 1.632 1.987 2.323 

(𝛼3 𝛼4⁄ ) × 102(MPa) 3.086 3.597 5.117 6.832 8.261 9.317 

 
Table 3. Values of the coefficients determined for the solid – liquid transitions in the n-hexadecane (1) + n-hexane (2) systems 

at constant temperatures indicated by using the experimental data [32] according to Eq. (15).  

T (K) 293.15 303.15 313.15 323.15 333.15 343.15 

P1 (MPa) 469.45 548.68 645.85 760.97 894.02 1045.01 

(𝛼0 𝛼4⁄ )(MPa) 56.85 60.08 64.78 70.62 77.55 85.55 

(𝛼1 𝛼4⁄ ) × 103(MPa) 2.056 2.166 2.346 2.600 2.930 3.335 

(−𝛼2 𝛼4⁄ )  × 103(MPa) 3.424 3.603 3.897 4.319 4.862 5.529 

(𝛼3 𝛼4⁄ ) × 103(MPa) 1.808 1.913 2.078 2.313 2.606 2.963 

 
Table 4. Values of the coefficients determined for the solid – liquid transitions in the n-tridecane (1) + n-hexane (2) systems 

at constant temperatures indicated by using the experimental data [32] according to Eq. (15). 

T (K) 293.15 303.15 313.15 323.15 333.15 343.15 

P1 (MPa) 238.60 305.71 383.16 470.94 569.05 677.49 

(𝛼0 𝛼4⁄ )(MPa) 17.47 15.85 16.10 18.22 22.19 28.02 

(𝛼1 𝛼4⁄ ) × 103(MPa) 0.818 0.892 1.002 1.149 1.333 1.553 

(−𝛼2 𝛼4⁄ ) × 103(MPa) 1.262 1.322 1.464 1.689 1.995 2.384 

(𝛼3 𝛼4⁄ ) × 102(MPa) 6.849 6.948 7.577 8.734 1.042 1.264 

 

𝑇 − 𝑋 (at 𝑃 = 𝑃1) phase diagrams (linear and quadratic 

fits are also possible) (Fig. 1) and 𝑃 − 𝑋 (at 𝑇 = 𝑇1) phase 

diagrams (Fig. 2) were also based on the experimental 

measurements [32].  

In our previous studies [23, 25, 26] linear dependence of 

the coefficient 𝑎2 on the temperature and concentration, and 

the quadratic dependence of 𝑎4 on the concentration, have 

been assumed to describe the observed phase diagrams of 

tetradecane + hexadecane within the Landau 

phenomenological model. Recently, those dependences have 

also been assumed for the solid – liquid equilibria in n-

tridecane [27]. 

As studied for the 𝑃 − 𝑋 and 𝑃 − 𝑇 phase diagrams, the 

pressure effect was also investigated on the thermodynamic 

quantities for the solid – liquid phase transition in the 

mixtures considered in this study. For that purpose, the order 

parameter, susceptibility and the thermodynamic quantities 

of heat capacity, entropy and enthalpy were predicted as a 

function of pressure at constant temperatures by means of the 

Landau phenomenological model on the basis of the 𝑃 − 𝑋 

and 𝑃 − 𝑇 phase diagrams for the mixtures studied here. For 
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the pressure dependence of the order parameter 𝜂, Eqs. (13) 

and (14) can be substituted into Eq. (4) at 𝑇 = 𝑇1 and  

𝑥 = 𝑥1, which gives 

 

𝜂2 = 𝜂𝑜
2(𝑃 − 𝑃1) (17) 

 

where 𝜂𝑜
2 = 𝑎21 𝑎40⁄ . Using Eq. (17), the order parameter 𝜂 

was calculated as a function of pressure at constant 

temperatures and mole fractions, as indicated  (Fig. 4) for the 

mixtures of n-tridecane (1) + n-hexane (1), n-hexadecane (1) 

+ n-hexane (2) and n-octadecane (1) + n-hexane (2). 

Similarly, for those three mixtures, the pressure 

dependence of the inverse susceptibility (𝜒𝜂
−1 ) was 

predicted at constant temperatures (and mole fractions), by 

means of Eq. (7). This was done by inserting Eq. (17) into 

Eq. (7) where the linear term in 𝜂 was considered. Thus, the 

pressure dependence of the inverse susceptibility 𝜒𝜂
−1 is 

given by 

 

𝜒𝜂
−1 = 𝜒0

−1(𝑃 − 𝑃1)1 2⁄  (18) 

 

where the amplitude is defined as 𝜒0
−1 = 4(𝑎21𝑎40)1 2⁄ . 

 𝜒𝜂
−1 versus 𝑃 plots are given in Fig. 4 for the mixtures of n-

tridecane (1) + n-hexane (2), n-hexadecane (1) + n-hexane 

(2) and n-octadecane (1) + n-hexane (2). 

Regarding the thermodynamic quantities of the heat 

capacity (𝐶), entropy (𝑆) and the enthalpy (𝐻), those 

functions were also calculated as a function of pressure at 

constant temperatures (at constant mole fractions). By means 

of Eq. (15) at constant concentration (mole fraction, 𝑥 = 𝑥1), 

the pressure dependence of the heat capacity 𝐶 through Eq. 

(8) is obtained as 

 

𝐶 = 𝐶0𝑇[−𝛼1 − 𝛼4(𝑃 − 𝑃1)]−1 2⁄  (19) 

 

Also, the pressure dependence of the entropy difference 

Δ𝑆 = 𝑆 − 𝑆𝑜 can be expressed by using Eq. (9) in Eq. (15) 

as 

 

Δ𝑆 = Δ𝑆𝑜[−𝛼1 − 𝛼4(𝑃 − 𝑃1)]1 2⁄  (20) 

 

where Δ𝑆𝑜 = −2𝐶0. The enthalpy difference Δ𝐻 = 𝐻 − 𝐻𝑜 

which is given by Eq. (10), can be written as 

 

∆𝐻 = Δ𝐻𝑜 𝑇[−𝛼1 − 𝛼4(𝑃 − 𝑃1)]1 2⁄  (21) 

 

with 𝐻𝑜 = −𝐶0 by means of Eq. (15). Using Eqs. (19) - (21), 

respectively, for the solid – liquid transition in the mixtures 

studied as also indicated for the predictions of the order 

parameter and susceptibility. 𝐶 − 𝑃, 𝑆 − 𝑃 and 𝐻 − 𝑃 plots 

at constant temperatures were predicted as given in Figs. (5-

7), respectively. Those thermodynamic functions (𝐶, Δ𝑆 and 

Δ𝐻) were normalized. The 𝛼0 and 𝛼4 values of Eq. (15) 

(Tables 4 and 5) are also given for 𝐶, Δ𝑆 and Δ𝐻 functions 

in Table 6. On the basis of our assumptions for the 

coefficients 𝑎2 (Eq. (13)) and 𝑎4 (Eq. (14)), the pressure 

dependences of the order parameter 𝜂 (Eq. (17)), the inverse 

susceptibility 𝜒𝜂
−1 (Eq. (18)), the heat capacity 𝐶  (Eq. (19)), 

the entropy difference Δ𝑆 (Eq. (20)) and the enthalpy 

difference ΔH (Eq. (21)) were calculated for the solid – liquid 

transition in the binary mixtures studied. These dependences 

are also in accordance with the temperature dependences of 

those functions based on our assumptions (𝑎2 and 𝑎4) for the 

tetradecane + hexadecane as studied previously [23, 26].  

 

 
Figure 3. P-T phase diagrams calculated according to the 

phase line equation (Eq. (15)) which was fitted to the 

experimental data [32] for the solid – liquid transition of the 

mixtures a) n-tridecane (1) + n-hexane (2) b) n- hexadecane 

(1) + n-hexane (2) c) n-octadecane (1) + n-hexane (2) at 

constant mole fractions indicated. Experimental data are 

also shown in the figure. 

 

This is because of the fact that the temperature 𝑇 varies 

linearly with the pressure 𝑃 for the binary mixtures studied 

here as measured experimentally [32]. In the case when 𝑇 

varies nonlinearly with the 𝑃, which can occur for some 

binary mixtures close to the solid – liquid transition, our 

assumption for the coefficient 𝑎2 is no longer valid to 
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describe the 𝑃 − 𝑇 phase diagram. However, the pressure 

dependence of 𝜂 (Eq. (17)), 𝜒𝜂
−1 (Eq. (18)), 𝐶 (Eq. (19)), Δ𝑆 

(Eq. (20)) and ΔH (Eq. (21)) can still be used by ignoring 

some higher order terms to describe the solid – liquid 

transition in those binary mixtures. 

 

 
   

Figure 4. Pressure dependence of the order parameter η and 

the inverse susceptibility 𝜒𝜂
−1 (normalized) at constant 

temperatures within the experimental temperature intervals 

[32] according to Eqs. (17) and (18), respectively, for the 

solid – liquid transition in the mixtures a) n-tridecane (1) + 

n-hexane (2) b) n- hexadecane (1) + n-hexane (2) 

 c) n-octadecane (1) + n-hexane (2).  

 

4. Discussion 

In this study, the temperature-concentration (𝑇 − 𝑋), the 

pressure-concentration (𝑃 − 𝑋) and the pressure-

temperature (𝑃 − 𝑇) phase diagrams were described 

theoretically by the Landau mean field theory. Those phase 

diagrams involve the phase separation between the liquid and 

solid phases. The Landau phenomenological model was used 

instead the Gibbs method of constructing of phase diagrams. 

Also, on this basis the thermodynamic functions of interest 

were calculated as a function of pressure for the binary 

mixtures studied, as stated above. 

 

 

 

 
   

Figure 5. Pressure dependence of the heat capacity C at 

constant temperatures within the experimental temperature 

intervals [32] according to Eq. (19) for the solid – liquid 

transition in the mixtures a) n-tridecane (1) + n-hexane (2) 

b) n- hexadecane (1) + n-hexane (2) c) n-octadecane (1) + 

n-hexane (2). 

 

𝑇 − 𝑋 phase diagrams of n-alkanes + n-cyclohexane at 

300 MPa (Fig. 1), 𝑃 − 𝑋 phase diagrams of n-alkanes + n-

hexane at constant temperatures (Fig. 2) and 𝑃 − 𝑇 phase 

diagrams of n-alkanes + n-hexane at constant concentrations 

(Fig. 3), which were obtained by fitting Eq. (15) to the 
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experimental data [32] are reasonably good. This shows that 

in the polynomial expansion (Eq. (15)), the cubic 

dependence of the concentration (mole fraction) on the 

temperature and pressure is adequate to describe the solid-

liquid transition in those binary mixtures studied. This also 

confirms the functional form of the temperature and pressure 

dependence of the coefficient 𝑎2 (Eq. (13)), and the 

concentration dependence of 𝑎4 (Eq. (14)) for the phase line 

equation (Eq. (5)) in the expansion of the free energy 𝐹𝑠 (Eq. 

(1)) which describes the solid-liquid transition in the binary 

mixtures of n-alkanes according to the Landau mean field 

theory. On the other hand, a linear dependence of some of 

the coefficients on the 𝑇 and 𝑋 variables to obtain, by a linear 

transformation, the phase diagram in the 𝑇 − 𝑋 phase, has 

been assumed [39]. Also, a nonlinear dependence on 

concentration of the free energy coefficients has been 

considered for the liquid – solid transition to construct the 

temperature – concentration phase diagrams of binary 

eutectic mixtures [40], as was assumed in the present study. 

Another approach by representing an excess Gibbs energy 

model [41], the effect of pressure on the liquidus curve in a 

(𝑇 − 𝑋) phase diagram has been studied for the binary 

mixtures (tetradecane + pentadecane and tetradecane + 

hexadecane) [21]. By means of the Landau 

phenomenological model which explains the observed 

behaviour of the 𝑇 − 𝑋 phase diagrams under pressure 

adequately, have been obtained for those binary mixtures in 

our recent study [25]. This also shows that the Landau mean 

field model is satisfactory to obtain the 𝑇 − 𝑋 phase diagram 

under high pressure, as we studied here for the binary 

mixtures of n-alkanes (1) + cyclohexane (2). As seen from 

the 𝑇 − 𝑋 phase diagrams at 300 MPa (Fig. 1), the melting 

temperatures (𝑇1) increase with the small decrease in the 

composition 𝑥1 of the cyclohexane for the n-alkanes namely, 

n-tridecane, n-hexadecane, n-octadecane and n-eicosine, 

respectively, on the basis of the experimental data [32]. Our 

𝑇 − 𝑋 phase diagrams (Fig. 1) show that the mixture of n-

tridecane (1)+n-cyclohexane (2) is somehow different from 

the other three mixtures, namely, n-hexadecane, n-

octadecane and n-eicosane, which follow almost the same 

phase line. This is mainly the variation of alkane molecule 

conformation and in –planar phase structure along with 

temperature. So that an increase in pressure can cause the 

composition and the structure of the different solid phases in 

this binary mixture. As noticed, the 𝑇 − 𝑇1 values of the n-

tridecane are much lower than those three mixtures (Fig. 1). 

Similarly, as in the 𝑇 − 𝑋 phase diagrams (Fig. 1), for the 

𝑃 − 𝑋 phase diagrams (Fig. 2) at constant temperatures, 

pressure increases as the concentration increases [32]. The 

melting pressure (𝑃1) increases as the temperature increases 

at a constant concentration (𝑥1) of n-hexane. 

This is shown for example, at 𝑥1 = 0.0232 (within the 

pressure range of 436.17 to 1163.74 MPa) for n-tridecane, 

𝑥1 = 0.0260 (pressure range of 469.45 to 1045.01 MPa) for 

 

Table 5. Values of the coefficients determined for the solid – liquid transitions in the n-alkanes (1) + n-hexane (2) according 

to Eq. (15) which was fitted to the experimental data [32] at constant mole fractions indicated. 

n-tridecane (1) + n-hexane (2) 𝒙𝟏 0.0232 0.1777 0.3158 0.5789 0.9237 

𝜶𝟎 (𝐊) 2.159 0.967 1.391 0.764 0.881 

𝜶𝟒  × 𝟏𝟎−𝟐(𝐊 𝐌𝐏𝐚⁄ ) 6.82 9.09 10.91 13.12 13.79 

n-hexadecane (1) + n-hexane (2) 𝒙𝟏 0.1 0.2765 0.5026 0.6002 0.9543 

𝜶𝟎 (𝐊) 2.185 1.249 1.242 0.978 0.678 

𝜶𝟒 (𝐊 𝐌𝐏𝐚⁄ ) 0.115 0.144 0.164 0.175 0.207 

n-octadecane (1) + n-hexane (2) 𝒙𝟏 0.1066 0.2509 0.3865 0.6200 0.9401 

𝜶𝟎 (𝐊) 1.472 0.853 1.131 2.314 1.268 

𝛼4 (K MPa⁄ ) 0.128 0.154 0.170 0.189 0.196 

 

Table 6. Values of the coefficients 𝛼0 and 𝛼4 according to Eq. (15) at 𝑥 = 𝑥1 for the n-alkanes (1) + n-hexane (2) as indicated 

at constant temperatures 𝑇1 and pressure 𝑃1, which were determined to predict the pressure dependence of C (Fig. 5), S (Fig. 

6) and H (Fig. 7). 

n-tridecane (1) + n-hexane (2)  

𝒙𝟏 = 𝟎. 𝟎𝟐𝟑𝟐  

𝛼4 = 6.821 × 10−2 (K MPa⁄ ) 

𝑻𝟏 (𝐊) 293.15 303.15 313.15 323.15 333.15 343.15 

𝑷𝟏 (MPa) 436.17 547.00 675.17 820.69 983.54 1163.74 

𝜶𝟎 (𝐊) 2.159 -0.282 -1.540 -1.614 -0.507 1.783 

n-hexadecane (1) + n-hexane (2)  

𝒙𝟏 = 𝟎. 𝟎𝟐𝟔𝟎 

𝛼4 = 8.576 × 10−2 (K MPa⁄ ) 

𝑷𝟏 (MPa) 469.45 548.68 645.85 760.97 894.02 1045.01 

𝜶𝟎 (𝐊) 2.884 -0.321 -1.199 -2.115 -0.705 2.244 

n-octadecane (1) + n-hexane (2)  

𝒙𝟏 = 𝟎. 𝟎𝟔𝟎𝟖 

𝛼4 = 1.131 × 10−2 (K MPa⁄ ) 

𝑷𝟏 (MPa) 238.60 305.71 383.16 470.94 569.05 677.49 

𝜶𝟎 (𝐊) 2.131 -0.280 -1.521 -1.594 -0.499 1.764 
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n-hexadecane and 𝑥1 = 0.0608 (pressure range of 238.60 to 

677.49 MPa) for n-octadecane on the basis of the 

experimental data [32].  

From our 𝑃 − 𝑋 phase diagrams (Fig. 2), we also see that 

the variation of 𝑃1 − 𝑃 with the 𝑥 − 𝑥1 is rather smooth for 

the n-tridecane (Fig. 2a) as compared to those of n-

hexadecane (Fig. 2b) and n-octadecane (Fig. 2c). So that for 

the n-tridecane (1) + n-hexane (2), the quadratic dependence 

of the concentration on the pressure, 𝑃1 − 𝑃 ∝   (𝑥 − 𝑥1)2, 

according to Eq. (15) can also describe the observed data 

[32]. Since the cubic dependence of concentration on the 

pressure (Eq. 15) was fitted at constant temperatures to the 

𝑃 − 𝑋 phase diagrams of binary mixtures studied (Fig. 2), 

the best curve-fitting was obtained although some 

experimental data points [32] do not coincide with the curve 

exactly in Fig. 2b. Of course, it is always possible to fit the 

data perfectly by choosing different functional forms (higher 

order polynomials or exponential functions). However, this 

contradicts with the theory outlined and the method of 

calculation given in this study. One possible explanation is 

that the method of analysis is not well satisfied in the case of 

n-hexadecane (1) + n-hexane (2) (Fig. 2b) as compared to the 

binary mixtures of n-tridecane (1) + n-hexane (2) (Fig. 2a) 

and n-octadecane (1) + n-hexane (2) (Fig. 2c). 

Note that the fourth order term was also considered in the 

concentration, (𝑥 − 𝑥1)4, in the expansion (Eq. (15)) to get 

the best fit for the 𝑇 − 𝑋 phase diagram (Fig. 2b). But, this 

did not change the curve-fitting and some data points were 

not exactly on the curve as before (Fig. 2b). Regarding the 

𝑃 − 𝑇 phase diagrams of those binary mixtures of n-alkanes 

(Fig. 3), pressure increases as the temperature increases at 

constant compositions, as stated above. In our plots (Fig. 3), 

some constant concentrations of the n-hexane (1) were 

arbitrarily chosen for the binary mixtures of n-tridecane, n-

hexadecane and n-octadecane by using the experimental data 

[32]. For the other constant compositions (𝑥1) between 0 and 

1 as given from the experimental measurements [32] of those 

mixtures, the same behavior can be expected in the 𝑃 − 𝑇 

phase diagrams for their solid-liquid transitions. Note that 

the 𝑇 − 𝑃 phase diagram for the high-pressure solid - liquid 

phase equilibria in synthetic waxes, in particular, melting 

curve of n-tridecane, has been obtained by the Landau mean 

field model using the experimental data [14], in our very 

recent study [27]. As indicated in the experimental study 

[14], the 𝑇 − 𝑃 variation is not too far from linearity and the 

average slope between atmospheric and 100 MPa was 

estimated (0.193 K/MPa), which also confirms our linear 

𝑇 − 𝑃 assumption in our study [27] and the present study. 

Note that increase in 𝑇 − 𝑇1 with the 𝑥 − 𝑥1 at 300 MPa 

as the concentration of n-alkanes (𝑥1) increases (Fig. 1) and 

also increase in 𝑃 − 𝑃1 with the 𝑇 − 𝑇1 at various 

concentrations (Fig. 3), occur above the melting point 

(𝑇1, 𝑃1) for the solid – liquid transition in the binary mixtures 

studied. On the other hand, as the 𝑥1 increases at constant 

temperatures, the pressure difference (𝑃1 − 𝑃) increases 

below the melting pressure (𝑃1) for the solid – liquid 

transition as given in Fig. 2. In terms of the binary mixtures 

studied, when n-cyclohexane (2) is concentrated with the n-

alkanes (1), the freezing temperatures (𝑇1) of these binary 

mixture increase at a constant pressure (300 MPa) (Fig. 1), 

whereas the transition pressure (𝑃1) decreases at constant 

temperatures (Fig. 2) for the binary mixtures as measured 

experimentally [32]. At constant concentrations of the n-

alkane (1) + n-cyclohexane (2) increasing the freezing 

temperature (𝑇1) requires higher pressures (𝑃1) (Fig. 3). 

For the 𝑇 − 𝑋 (Fig. 1), 𝑃 − 𝑋 (Fig. 2) and 𝑃 − 𝑇 (Fig. 3) 

phase diagrams, Eq. (15) with the cubic dependence of the 

concentration and linear dependence of the pressure on the 

temperature, is adequate to describe the observed behaviour 

of the phase diagrams for the binary mixtures studied, as 

stated above. Initially, Eq. (15) was fitted to the experimental 

data [32] for all those mixtures separately with the curves 

covering all the experimental data points (Figs. 1-3). Our 

fittings showed us in the case of the binary mixtures n-

hexadecane, n-octadecane and n-eicosane, their 𝑇 − 𝑋 phase 

diagrams exhibited similar behaviour for the solid – liquid 

transition, which was different from the mixture of n-

tridecane ( Fig. 1). On that basis, a single curve was obtained 

for those binary mixtures as shown in Fig. 1. This is the 

reason why some data points are not exactly on the curve. 

Thus, this single curve characterizes the observed behaviour 

of those binary mixtures regarding their solid – liquid phase 

transition. 

Note that instead of 𝑇 − 𝑋1, 𝑃 − 𝑋1 and 𝑃 − 𝑇 plots for 

the binary mixtures as given experimentally [32], 𝑇 − 𝑇1 

versus 𝑥 − 𝑥1 (Fig. 1), 𝑃1 − 𝑃 versus 𝑥 − 𝑥1 (Fig. 2) and 

𝑃1 − 𝑃 versus 𝑇 − 𝑇1 (Fig. 3) were plotted according to Eq. 

(15) in our treatment. This provides variation of the 

temperature (with respect to the freezing temperature 𝑇1) 

with the mole fraction 𝑥 of n-alkane (1) at 𝑃 = 300 𝑀𝑃𝑎 

(Fig. 1), variation of the pressure (with respect to the 

transition pressure 𝑃1) with the (𝑥 − 𝑥1) at constant 

temperatures (Fig. 2) and the variation of the 𝑃 − 𝑃1 with the 

𝑇 − 𝑇1 at constant concentrations (Fig. 3), as stated above. In 

particular, in the case of the 𝑇 − 𝑇1 versus 𝑥 − 𝑥1 plot (Fig. 

1), Eq. (15) was fitted to the experimental data [32] above 

𝑥1 = 0.2 up to 𝑥1 = 1.0 for the n-alkane (1) + cyclohexane 

(2), where n-alkanes (1) are n-tridecane, n-hexadecane, n-

octadecane and n-eicosane. Thus, the two discontinuous 

phase lines (above and below 𝑥1 = 0.2) which coincide at 

the triple points for those binary mixtures do not appear in 

our 𝑇 − 𝑇1 versus 𝑥 − 𝑥1 plot (Fig. 1). 

Also, in the case of the variation of 𝑃 − 𝑃1 with the 𝑇 −
𝑇1, at constant concentrations (Fig. 3), our fit is not 

reasonably well, in particular at 𝑥1 = 0.0232 (Fig. 3a), 𝑥1 =
0.1 (Fig. 3b) and 𝑥1 = 0.1066 (Fig. 3c), as shown by the 

symbol ▲ for the n-alkanes (1) + n-hexane (2). Our fits are 

good starting from the high concentrations (𝑥1 ≅ 0.92 −
0.95) of the n-alkanes (1). As the constant concentration (𝑥1) 

decreases, regarding the variation of 𝑃 − 𝑃1 with the 𝑇 − 𝑇1, 

it seems that Eq. (15) does not describe the 𝑇 − 𝑋 phase 

diagram satisfactorily. This would mean that the mean field 

model studied here, is probably inadequate to explain the 

observed 𝑃 − 𝑇 phase diagram of the n-alkanes (1) + n-

hexane (2) at very low concentrations (𝑥1). 

On the basis of the phase diagrams (𝑇 − 𝑋, 𝑃 − 𝑋 and 

𝑃 − 𝑇) for the binary mixtures of n-alkanes which were 

calculated, the pressure dependence of the order parameter, 

and susceptibility with the thermodynamic quantities of the 

heat capacity, entropy and enthalpy, were also predicted for 

the liquid-solid transition in those mixtures. According to 

Eq. (17), pressure dependence of the order parameter 𝜂 

(quadratic) from the Landau mean field theory, is 

satisfactory at constant temperatures for the n-alkanes (n-

tridecane, hexadecane and n-octadecane) + n-hexane, as 

shown in Fig. 4. The order parameter 𝜂 (normalized) 

decreases to zero as the transition pressure (𝑃1) is approached 
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at constant temperatures as indicated and it shifts to higher 

pressure values with increasing temperature (Fig. 4). The 

pressure dependence of the order parameter 𝜂 (Eq. (17)) is 

the same as the temperature dependence of 𝜓 (order 

parameter) (Eq. (12)) since the pressure (𝑃 − 𝑃1) is directly 

proportional to the temperature (𝑇 − 𝑇1) as shown for the 

binary mixtures (Fig. 3) on the basis of the experimental 

measurements [32]. Since the liquid phase has no ordering, 

the order parameter 𝜂 of the solid phase goes to zero as the 

temperature increases to the melting temperature (𝑇1) or the 

pressure increases to the melting pressure (𝑃1) for the solid – 

liquid transition, as obtained for the binary mixtures studied 

(Fig. 4). 

Considering the quadratic dependence of the order 

parameter 𝜂 on the pressure (Eq. (17)) or its temperature 

dependence (Eq. (4)) through Eq. (13) with the critical 

exponent 1 2⁄  according to 𝜂 ∝ (𝑇 − 𝑇1)1 2⁄ , the transition 

can change its character from the first order to a second order 

or vice versa within the extended mean field model [34] 

when the order parameter is calculated from the heat capacity 

(Eq. (11)) according to Eq. (12) with the critical exponent 

𝜙 = 1 4⁄ . This indicates that the discontinuous (first order) 

change can become a continuous one (second order), which 

is tricritical transition with the critical exponent value 1 4⁄  of 

the order parameter within mean field theory [42, 43]. 

Experiments can examine the critical behavior of the order 

parameter as measured at various temperatures and pressures 

for the binary mixtures studied here. 

Similarly, the pressure dependence of the inverse 

susceptibility (𝜒𝜂
−1) that was obtained for the mixtures of 

n-alkanes at constant temperatures (Fig. 4), exhibits the 

behavior as expected from the Landau phenomenological 

model according to Eq. (7) where the order parameter 𝜂 (Eq. 

(17)) was used. Since the functional form of the inverse 

susceptibility of the order parameter as a function of the 

pressure (Eq. (18)) is the same as the order parameter 𝜂 (Eq. 

(17)), it decreases with the pressure and it approaches to zero 

at the transition pressure (𝑃1) for those binary mixtures 

studied. That is why we plotted 𝜂 (normalized) and 𝜒𝜂
−1 

(normalized) as a function of pressure in the same figure 

(Fig. 4) for the solid – liquid transition in the binary mixtures 

studied. As in the case of the order parameter 𝜂 (Fig. 4), the 

normalized inverse susceptibilities increase in their values as 

the temperature increases (Fig. 4). When the order parameter 

(𝜂) and the inverse susceptibility (𝜒𝜓
−1) of the order 

parameter are normalized according to Eqs. (17) and (18), 

respectively, as a function of pressure at constant 

temperatures they characterize the same solid – liquid 

transition in the binary mixtures studied (Fig. 4), as stated 

above.  

Since the melting pressure increases as the temperature 

increases (Fig. 3), the susceptibility 𝜒𝜓 (response function) 

of the order parameter, increasing with the temperature also 

increases (or the inverse susceptibility decreases) with the 

pressure at constant temperatures. This occurs at constant 

temperatures from 293.15 to 343.15 K, accompanied with 

the increasing the melting pressure. This is shown also in the 

inverse susceptibility as the order parameter for the solid – 

liquid transition in the mixtures studied (Fig. 4). Note that for 

the variation of 𝜒𝜂
−1 with the pressure, only the linear term 

in 𝜂 was considered with the critical exponent 1 2⁄  of 𝜂 (Eq. 

(17)), which is the dominant term as compared to the 𝜂3 term 

(Eq. (7)) with the exponent 3 2⁄ . 

 

   
Figure 6. Pressure dependence of the entropy difference ∆𝑆 

at constant temperatures within the experimental 

temperature intervals [32] according to Eq. (20) for the solid 

– liquid transition in the mixtures a) n-tridecane (1) + n-

hexane (2) b) n- hexadecane (1) + n-hexane (2) c) n-

octadecane (1) + n-hexane (2). ∆𝑆 is normalized (∆𝑆 ∆𝑆𝑜⁄ ) 

where ∆𝑆𝑜 = 2𝐶𝑜 (Eq. (20)). 

 

Regarding the thermodynamic quantities of the heat 

capacity (𝐶), entropy (𝑆) and the enthalpy (𝐻), the extended 

mean field model [34] was employed according to Eqs. (8), 

(9) and (10), respectively, as stated above. The pressure 

dependence of the heat capacity which was calculated by 

means of Eq. (19), shows divergence behaviour with the 

critical exponent 𝛼 = 1 2⁄ , as expected from the extended 

mean field model [34]. This occurred at constant 

temperatures from 293.15 K to 343.15 K for the binary 
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mixtures of n-tridecane + n-hexane, n-hexadecane + n-

hexane and n-octadecane + n-hexane (Fig. 5). As seen from 

this figure, variation of the heat capacity 𝐶 (normalized) is 

considerably sharp with the pressure at 293.15 K as 

compared to the other constant temperatures for n-tridecane 

(Fig. 5a). Also, its magnitude is higher at this temperature 

(𝑇 = 293.15 𝐾) in comparison with those at the other 

temperatures for all the three mixtures (Fig. 5).  

It can be considered that in a very small temperature 

interval close to the freezing temperature 𝑇1, the heat 

capacity (𝐶) diverges largely as a function of temperature at 

zero pressure (𝑃 = 0) according to Eq. (8) for the liquid – 

solid transition. Correspondingly, a large divergence 

behaviour of the heat capacity can occur in a very small 

pressure interval close to the transition pressure 𝑃1 as a 

function of pressure at the room temperature  

(𝑇 = 293.15 𝐾) under the experimental conditions (𝑃 = 0, 

𝑇 = 293.15 𝐾) according to Eq. (19) for the liquid – solid 

transition. This is a possible explanation why the critical 

behaviour of the heat capacity (𝐶) as a function of pressure 

at 293.15 K, is different from those at higher temperatures 

for the solid – liquid transition in the n-alkanes (1) + n-

hexane (2) mixtures (Fig. 5). We see that the heat capacity 

(𝐶 𝐶0⁄ ) increases smoothy with the increasing pressure 

(except at 293.15 K) at the constant temperatures indicated 

for those binary mixtures as studied here (Fig. 5). Pressure 

dependence of the heat capacity exhibits similar critical 

behavior for those three mixtures close to their liquid-solid 

transition according to the extended mean field model which 

can be examined experimentally for those binary mixtures. 

On the basis of the critical behavior of the heat capacity 

(𝐶) at various pressures for constant temperatures (Fig. 5), 

the entropy difference Δ𝑆 and the enthalpy difference Δ𝐻 are 

also expected to exhibit similar behavior with the pressure 

(at constant temperatures), according to Eqs. (20) and (21), 

which are shown in Figs. 6 and 7, respectively, for the three 

binary mixtures, namely, n-tridecane + n-hexane, n-

hexadecane + n-hexane and n-octadecane + n-hexane close 

to their solid-liquid transition. 

This is due to the fact that the pressure dependences of 

the Δ𝑆 (normalized) and Δ𝐻 (normalized) are in the same 

functional form except that Δ𝐻 is divided by the temperature 

𝑇 (constant), as given by Eqs. (20) and (21), which were 

plotted in Figs. (6) and (7), respectively. Since both functions 

(Δ𝑆 and Δ𝐻) were derived from the heat capacity 𝐶, their 

temperature (Eqs. (9) and (10)) or pressure (Eqs. (20) and 

(21)) dependences exhibit within the extended mean field 

model [34] similar solid – liquid transition for the binary 

mixtures studied. This was examplified for the order 

parameter 𝜂 and the inverse susceptibility 𝜒𝜓
−1 (Fig. 4) also 

in the present study. Note that similar to our treatment, 

entropy and enthalpy were calculated based on the heat 

capacity curve fitting for the experimental measurements of 

n-alkanes in a wide temperature range from 1.9 K to 370 K 

using differential scanning and adiabatic calorimetry method 

[36]. As indicated in our previous study [21], the difference 

in the enthalpy ∆𝐻 as the observed heat of fusion, increases 

with increasing temperature, which was observed 

experimentally for the tetradecane + hexadecane. Since 𝑇 is 

directly proportional to the pressure as assumed here (Eq. 

(15)) with the 𝑃 − 𝑇 phase diagrams (Fig. 3) for the binary 

mixtures studied here, enthalpy (∆𝐻) should be increasing 

with the pressure (or negative ∆𝐻 decreases with 𝑃), as given 

in Fig. 7 for those binary mixtures. 

Similar behaviour of the Δ𝑆 and Δ𝐻 due to the critical 

behaviour of the heat capacity from the extended mean field 

model [34] which can be tested by the measurements of those 

quantities for the solid-liquid transitions of the binary 

mixtures as studied here. 

 

   

Figure 7. Pressure dependence of the difference ∆𝐻 at 

constant temperatures within the experimental temperature 

intervals [32] according to Eq. (21) for the solid – liquid 

transition in the mixtures a) n-tridecane (1) + n-hexane (2) 

b) n- hexadecane (1) + n-hexane (2) c) n-octadecane (1) + 

n-hexane (2). ∆𝐻 is normalized (∆𝐻 ∆𝐻𝑜⁄ ) where ∆𝐻𝑜 = 𝐶𝑜 

(Eq. (21)). 

 

5. Conclusions 

The free energy of the solid phase was expanded in terms 

of the solid phase under pressure for the solid – liquid 

transition in the binary mixtures of n-alkanes within the 
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framework of the Landau phenomenological model. The 𝑇 −
𝑋 (at 300 MPa), 𝑃 − 𝑋 (at constant temperatures) and 𝑃 − 𝑇 

(at constant concentrations) phase diagrams were obtained 

for those binary mixtures by using the experimental data 

from the literature. Cubic dependence of the concentration 

on the temperature (𝑇 − 𝑋) and the linear dependence of the 

pressure on the temperature (𝑃 − 𝑇) were considered in our 

treatment. The 𝑇 − 𝑋 phase diagram of n-alkanes (1) (n-

hexadecane, n-octadecane and n-eicosane) + cyclohexane (2) 

was represented by a single non-linear curve, whereas for the 

n-tridecane (1) + cyclohexane (2) 𝑇 varied almost linearly 

with 𝑥. The pressure dependences of the order parameter, 

susceptibility, heat capacity, entropy and the enthalpy, were 

also predicted for the mixtures studied. Those predictions 

studied as a function of pressure can be tested experimentally 

for the binary mixtures at constant temperatures and 

concentrations. This can explain the pressure effect on the 

phase diagrams and on the thermodynamic functions to 

describe the mechanism of the solid – liquid transition in the 

binary mixtures for future studies. 

 

Nomenclature 
𝑇 temperature (K) 

𝑇1 melting temperature (K) 

𝑥 concentration (mole fraction) (%) 
𝑥1 melting concentration (%) 

𝑃 pressure (MPa) 

𝑃1 melting pressure (MPa) 

𝜂 order parameter 

𝜒𝜂 order parameter susceptibility 

𝐹 free energy (J mol⁄ ) 

𝐶, 𝐶0 heat capacity (J mol⁄ .K) 

𝑆, 𝑆0 entropy (J mol⁄ .K) 

𝐻, 𝐻0 enthalpy (J mol⁄ ) 

 

References: 

[1] D.S. Fu, Y.L. Su, B.Q. Xie, H.J. Zhu, G.M. Liu and D.J. 

Wang, “Phase change materials of n-alkane-containing 

microcapsules: observation of coexistence of ordered and 

rotator phases”, Phys. Chem. Chem. Phys., 13, 2021-

2026, 2011. 

[2] D.S. Fu, Y.F. Liu, X. Gao, Y.L. Su, G.M. Liu, D.J. Wang, 

“Binary n-Alkane Mixtures from Total Miscibility to 

Phase Separation in Microcapsules: Enrichment of 

Shorter Component in Surface Freezing and Enhanced 

Stability of Rotator Phases”, J. Phys. Chem. B, 116, 

3099-3105, 2012. 

[3] P.K. Mukherjee, “Pressure effect on the rotator-II to 

rotator I transition of alkanes”, J. Chem. Phys., 130, 

214906, 2009. 

[4] A. Craievich, J. Doucet and I. Denicolo, “Molecular 

disorder in even-numbered paraffins”, Phys. Rev. B, 32, 

4164-4168, 1985. 

[5] G. Ungar, N. Masic, “Order in the rotator phase of normal 

alkanes”, J. Phys. Chem., 89, 1036-1042, 1985. 

[6] E. B. Sirota, “Rotator phases of the normal alkanes: An 

x-ray scattering study”, J. Chem. Phys., 98, 5809-5824, 

1993. 

[7] E. B. Sirota, “Remarks concerning the relation between 

rotator phases of bulk n-alkanes and those of langmuir 

monolayers of alkyl-chain surfactants on water”, 

Langmuir, 13, 3849-3859, 1997. 

[8] I. Koljanin, M. Pozar, B. Lovrincevic, “Structure and 

Dynamics of liquid linear and cyclic alkanes: A 

molecular Dynamics study”, Fluid Phase Equilibria, 

550, 113237, 2021. 

[9] D.S. Fu, Y.F. Liu, G.M. Liu, Y.L. Su, D.J. Wang, 

“Confined crystallization of binary n-alkane mixtures: 

stabilization of a new rotator phase by enhanced surface 

freezing and weakened intermolecular interactions”, 

Phys. Chem. Chem. Phys., 13, 15031-15036, 2011. 

[10] R.R. Nelson, W. Webb and J.A. Dixon, “First-order 

phase transitions of six normal paraffins at elevated 

pressures”, J. Chem. Phys., 33, 1756-1764, 1960. 

[11] B. Koppitz and A. Würflinger, “Differential thermal 

analysis at elevated pressure”, Colloid Polym. Sci., 252, 

999-1000, 1974. 

[12] C. Josefiak, A. Würflinger and G.M. Schneider, 

“Differential thermal analysis under high pressure”, 

Colloid Polym. Sci., 255, 170-171, 1977. 

[13] S.N. Gunasekara, S. Kumova, J.N. Chiu, V. Martin, 

“Experimental phase diagram of the dodecane-tridecane 

system as phase change material in cold storage”, Int. J. 

Ref., 82, 130-140, 2017. 

[14] J.L. Daridon, J. Pauly and M. Milhet, “High pressure 

solid-liquid phase equilibria in synthetic waxes”, Phys. 

Chem. Chem. Phys., 4, 4458-4461, 2002. 

[15] T. Shen, H. Peng, X. Ling, “Experimental 

Measurements and Thermodynamic Modeling of 

Melting Temperature of the Binary Systems n-C11H24-

n-C14H30, n-C12H26-n-C13H28, n-C12H26-n-

C14H30, and n-C13H28-n-C-15 H-32 for Cryogenic 

Thermal Energy Storage”, Ind. Eng. Chem. Res., 58, 

15026-15035, 2019. 

[16] P.K. Mukherjee and M. Deutsch, “Landau theory of the 

R-II-R-I-R-V rotator phases of alkanes”, Phys. Rev. B, 

60, 3154-3162, 1999. 

[17] C. Ma, Q. Zhou, F. Li, J. Hao, J. Wang, L. Huang, F. 

Huang, Q. Cui, “Rotator phases of n-heptane under high 

pressure: Raman scattering and X-ray diffraction 

studies”, J. Phys. Chem. C, 115, 18310-18345, 2011. 

[18] M. Krishnan, S. Balasubramanian, “n-heptane under 

pressure: Structure and dynamics from molecular 

simulations”, J. Phys. Chem. B, 109, 1936-1946, 2005. 

[19] D. Cholakova and N. Denkov, “Rotator phases in alkane 

systems: In bulk, surface layers and micro/nano-

confinements”, Adv. Colloid Interface Sci., 269, 7-42, 

2019.  

[20] B. He, V. Martin, F. Setterwall, “Liquid-solid phase 

equilibrium study of tetradecane and hexadecane binary 

mixtures as phase change materials (PCMs) for comfort 

cooling storage”, Fluid Phase Equilibria, 212, 97-109, 

2003. 

[21] M. Milhet, J. Pauly, J.A.P. Coutinho, M. Dirand, J.L. 

Daridon, “Liquid-solid equilibria under high pressure of 

tetradecane plus pentadecane and tetradecane plus 

hexadecane binary systems”, Fluid Phase Equilibria, 

235, 173-181, 2005. 



 
Int. J. of Thermodynamics (IJoT)    Vol. 27 (No. 1) / 063 

[22] S. Corsetti, T. Rabl, D. McGloin and J. Kiefer, 

“Intermediate phases during solid to liquid transitions in 

long-chain n-alkanes”, Phys. Chem. Chem. Phys., 19, 

13941-13950, 2017. 

[23] H. Yurtseven, T. Emirosmanoglu, O. Tari, “Calculation 

of the Liquid-Solid Phase Diagram and the 

Thermodynamic Quantities of the Binary System of 

Tetradecane and Hexadecane Using the Mean Field 

Theory”, J. Sol. Chem., 50, 1335-1362, 2021. 

[24] H. Yurtseven, E. Kilit Dogan, “Calculation of the phase 

diagram of n-alkanes (CnH2n+2) by the Landau mean 

field theory”, Fluid Phase Equilibria, 556, 113377, 2022. 

[25] O. Tari, H. Yurtseven, “Calculation of the T-X phase 

diagram of tetradecane+hexadecane and 

tetradecane+pentadecane under high pressure by the 

landau mean field theory”, Fluid Phase Equilibria, 559, 

113499, 2022. 

[26] H. Yurtseven and O. Tari, “Calculation of the T-X phase 

diagram and the thermodynamic quantities for the binary 

mixtures of tetradecane + hexadecane using the Landau 

mean field model”, Phys. Chem. Liq., 61, 340-364, 2023. 

[27] O. Tari and H. Yurtseven, “Calculation of the phase 

diagrams (T - X and T - P) and the thermodynamic 

quantities for the solid – liquid equilibria in n-tridecane”, 

Int. J. Thermodynamics, 26, 37-45, 2023. 

[28] H. Yan, H. Yang, J. Luo, N. Yin, Z. Tan and Q. Shi, 

“Thermodynamic insights into n-alkanes phase change 

materials for thermal energy storage”, Chin. Chem. Lett., 

32, 3825-3832, 2021. 

[29] S. A. Burrows, I. Korotkin, S.K. Smoukov, E. Boek and 

S. Karabasov, “Benchmarking of Molecular Dynamics 

Force Fields for Solid–Liquid and Solid–Solid Phase 

Transitions in Alkanes”, J. Phys. Chem. B, 125, 5145-

5159, 2021. 

[30] P.K. Mukherjee, “Effect of silica nanoparticles on the 

heat capacity of the rotator phase transitions of alkanes”, 

Phase Transit., 95, 322-330, 2022. 

[31] D. Cholakova, D. Glushkova, Z. Valkova, S. 

Tsibranska-Gyoreva, K. Tsvetkova, S. Tcholakova and 

N. Denkov, “Rotator phases in hexadecane emulsion 

drops revealed by X-ray synchrotron techniques”, J. 

Colloid Interface Sci., 604, 260-271, 2021. 

[32] P. Morawski, J. A. P. Coutinho, U. Domanska, “High 

pressure (solid + liquid) equilibria of n-alkane mixtures: 

experimental results, correlation and prediction”, Fluid 

Phase Equilibria, 230, 72-80, 2005. 

[33] G. Fritsch, “A Landau-type model for the melting 

transition”, Phys. Stat. Sol. (a), 31, 107-118, 1975. 

[34] C.C. Huang and J.M. Viner, “Nature of the Smectic-A-

Smectic-C phase transition in liquid crystals”, Phys. Rev. 

A, 25, 3385-3388, 1982. 

[35] S. Dumrongrattana, G. Nounesis and C.C. Huang, 

“Measurement of tilt angle and heat capacity in the 

vicinity of one smectic-A chirl smectic-C transtion”, 

Phys. Rev. A, 33, 2181-2183, 1986. 

[36] P.K. Mukherjee, “Simple Landau model of the RIV-

RIII-RV rotator phases of alkanes”, J. Chem. Phys., 129, 

021101, 2008. 

[37] P.K. Mukherjee, “Tricritical behavior of the RI–RV 

rotator phase transition in a mixture of alkanes with 

nanoparticles”, J. Chem. Phys., 135, 134505, 2011. 

[38] P.K. Mukherjee and S. Dey, “Simple Landau Model of 

the Liquid-RII-RI Rotator Phases of Alkanes”. J. Mod. 

Phys., 3, 80-84, 2012. 

[39] J.C. Toledano and P. Toledano, “The Landau theory of 

Phase Transition”, World Scientific, Singapore, 1987. 

[40] D. Machon, “Phenomenological theory of the phase 

diagrams of binary eutectic systems”, Phys. Rev. B, 71, 

024110, 2005. 

[41] A. Hammami and M. Raines, “Paraffin deposition from 

crude oils: comparison of laboratory results to field data”, 

SPE-38776, 273-287, 1997.  

[42] H. E. Stanley, Introduction to Phase Transitions and 

Critical Phenomena, Clarendon, Oxford, 1971. 

[43] J.J. Binner, N. J. Dowrick, A. J. Fisher, M.E.J. Newman, 

The Theory of Critical Phenomena, An Introduction to 

the Renormalization Group, Oxford University Press, 

New York, Chapter 3, 1992. 

 

https://www.sciencedirect.com/science/article/pii/S1001841721003296
https://www.sciencedirect.com/science/article/pii/S1001841721003296
https://www.webofscience.com/wos/author/record/17121032
https://www.webofscience.com/wos/author/record/688089
https://www.webofscience.com/wos/author/record/688089
https://www.webofscience.com/wos/author/record/1320252


*Corresponding Author Vol. 27 (No. 1) / 064 

International Journal of Thermodynamics (IJoT) Vol. 27 (No. 1), pp. 064-071, 2024 
ISSN 1301-9724 / e-ISSN 2146-1511 doi: 10.5541/ijot.1338341 
https://dergipark.org.tr/en/pub/ijot Published online: March 1, 2024 

Research Article 

 

 

Thermodynamic Modeling of Solubility of Some Antibiotics in Supercritical 

Carbon Dioxide Using Simplified Equation of State Approach 
 

1G. Mahesh , 2*C. Garlapati  
 

1Department of Chemical Engineering, Birla Institute of Technology and Science (BITS) Pilani, Hyderabad Campus, 

Jawahar Nagar, Kapra Mandal, Hyderabad 500078, India. 

2*Department of Chemical Engineering, Puducherry Technological University (Erstwhile Pondicherry Engineering 

College), Puducherry 605 014, India. 

E-mail: 2*chandrasekhar@ptuniv.edu.in 

 

 

Received 5 August 2023, Revised 18 November 2023, Accepted 7 January 2024 

 

Abstract 

 

Antibiotics are playing crucial role in the treatment of humans since the last few centuries. Their usage has several 

benefits along with side effects. The efficacy of antibiotics for the treatment of ailments may be retained by 

controlling the drug dosage. This may be achieved with supercritical fluid technology (SFT). The antibiotic drug 

solubility in supercritical carbon dioxide (scCO2) is available only at specific temperature and pressure conditions, 

for effective utilization of SFT, solubility at various conditions are required. Equation of state (EoS) method is used 

for solubility data modeling and it requires critical properties of the solute, molar volume of the solute and 

sublimation pressure of the solute along with fugacity coefficient, pressure and temperature. These properties are 

estimated using group contribution methods. For antibiotics solute critical properties, molar volume and sublimation 

pressure are unavailable and existing group contribution methods are also not applicable due to the lack of 

functional group contributions in their techniques. Thus, there is a need to address EoS methodology without using 

solute properties. Hence, a new EoS methodology for solubility modeling is, proposed without using critical 

properties of the solute, molar volume of the solute and vapour pressure of the solute. Thus, this study focuses on 

the development of new solubility model that correlates antibiotics using equation of state (EoS). Importantly, the 

proposed solubility model does not use the critical properties of the antibiotics. Correlating ability of the proposed 

model is indicated in terms of regression coefficient and arithmetic average relative deviation percentage (AARD 

%). 

 

Keywords: Antibiotics; equation of state; solubility; supercritical carbon dioxide.  

 

1. Introduction 

     The use of carbon dioxide as a supercritical solvent has 

replaced various organic solvents in the pharmaceutical 

industry [1]. Particle formation steps depend on the ability 

to quickly change the solvent power of dissolved chemicals 

and, consequently, the rate of super saturation and 

nucleation [1-4]. This is possible due to the ease of tuning 

pressure, physical properties, and the solvent power. 

Additionally, scCO2 is a perfect medium for pharmaceutical 

applications since it has a low critical temperature, is non-

toxic and non-flammable, and it leaves the system residue-

free after decompression [5,6]. Despite the high expenses 

involved in processing pharmaceutical compounds under 

high pressure, which significantly increases the value of the 

finished goods, this kind of technology is more 

environmentally friendly because it does not use organic 

solvents. The creation of new particle micronization 

techniques has increased over the last few decades, 

encouraging the implementation of supercritical technology 

to in the field of pharmaceutical industry [2]. Broadly, 

micronization techniques fall under two categories, namely, 

rapid expansion of supercritical saturated solution and its 

extended methods as well as supercritical anti solvent 

process and its extensions [7,8]. These methods involve the 

creation of a supersaturated solutions which are exploited 

for crystallisation and thereby particle formation [6,7]. To 

understand and implement these processes, a thorough 

knowledge of the solubility of drug solute in the 

supercritical solvent is essential. But limited data is 

available only at specified conditions, thus, it is impossible 

to get experimental data at every desired condition. This 

creates the need for a good model that represents the 

solubility. Due to the high non linearity prevailing in the 

available solubility data, it is difficult to represent data in a 

single model effectively [9.10]. However, to address this 

complexity, several frameworks have evolved. Notable 

frameworks are, phase equilibrium models and density 

models [10,11,12,13]. Among the phase equilibrium 

models, Equation of state (EoS) models and expanded 

liquid models are effective in data correlation. To 

implement the phase equilibrium models, critical properties 

of the solute and the solvent are required [10,14,15,16]. 

Density models are quite simple and require only the 

pressure, temperature, and density of solvent. If all the 

https://orcid.org/0000-0001-7595-6902
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necessary data is available, both the methods perform 

satisfactorily for several solute-supercritical solvent 

combinations [10]. Unfortunately, the experimental and 

group contribution based critical properties of the drug 

solutes are unavailable [17]. Thus, usage of EoS methods 

for drug- supercritical solvent systems has become limited. 

Therefore, in this work, we have proposed a modification to 

EoS based solubility model that requires only the pressure, 

temperature, and density of the solvent like that of the 

density models [18-22]. More details can be seen in the 

following sections. 

 

2. Modeling 

    The use of EoS modeling in correlation of solubility of 

drugs in supercritical carbon dioxide is sought-after in 

literature. Amongst the several EoSs available, Redlich-

Kwong (RK) EoS, Soave-Redlich-Kwong (SRK) EoS and 

Peng-Robinson (PR) EoS are the vividly used equations of 

state [23,24]. Amid the three, PR EoS correlates better for 

the solubility modeling, thus, it is persuaded here[25,26]. 

 

2.1 Thermodynamic Modeling 

Solubility is expressed as [23,24], 

 

𝑦2 =
𝑝2

𝑆𝜑̂2
𝑆

𝑃𝜑̂2
𝑆𝑐𝐹 𝑒𝑥𝑝 [

(𝑃−𝑝2
𝑆)𝑣2

𝑅𝑇
]                      (1)   

 

where the parameters have their usual definitions, the 

subscript 2 stands for the solute. For modeling, fugacity 

coefficient at saturation for the solid is assumed unity. 
scf

2̂

is evaluated with PR EoS with the following 

thermodynamic relation as [20,21].  
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The obtained fugacity coefficient is 
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vdW mixing rules are 
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The equations (1) and (5) are combined for the 

solubility evaluation as 

 

),,ˆ,,,,,,,( 12122222112 lkpTPbabafy SCFs =                                    (6) 

 

More details about PREoS and vdW mixing rules is 

reported in literature [23,24]. The major limitations in 

evaluating equation (6) lie in the determination of critical 

properties, molar volume, and the sublimation pressure of 

the antibiotics (solute). These properties are estimated using 

group contribution methods. For antibiotics (solute) critical 

properties, molar volume and sublimation pressure are 

unavailable and existing group contribution methods are 

also not applicable due to the lack of functional group 

contributions in their techniques [23]. Thus, there is a need 

to address EoS methodology without using solute 

properties. Hence, a new methodology in EoS frame work 

is inevitable.The following subsection deals with the new 

methodology and it can be used for any EoS along with 

suitable mixing rules. 

 

2.2 New Methodology 

    The limitations mentioned in section 2.1 may be 

subjugated by treating the solute’s parameters 𝑎2and𝑏2 as 

adjustable constants(keeping 𝑘12, 𝑙12 as zero), replacing 

sublimation pressure with suitable temperature function, 

f(T)( as it is a function of temperature),replacing molar 

volume of the drug with the suitable scCO2density function, 

g(ρ1) (since it can be expressed as a function of solvent 

density) and replacing𝜑̂2
𝑠𝑐𝑓

 estimated at infinite dilution 

with 𝜑̂2
∞[25-27]. Thus, the solubility expression is 
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where, )/exp()( TBATf −=  ; ( ) ))ln(exp( 11 DCg +=    

 

Optimization is done with the following objective 

function eq.(8) [25] 
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where N is the number of solubility data points. Evaluation 

was carried in MATLAB® platform with the help of built 

in function (fminsearch)that uses Neldar-Mead algorithm. 

The adjustable parameters in the solubility model are 

𝑎2, 𝑏2, 𝐴, 𝐵, 𝐶 and 𝐷.This study can be used conveniently 

when solute’s properties such as molar volume, critical 

properties, and sublimation pressure are unavailable. 

 

3. Results and Discussion 

    In this work, fourteen antibiotics’ belonging to different 

classes with their solubilities in scCO2 were considered [29-

37]. These drugs are proved to be highly beneficial in the 

treatment of several ailments. On the other hand, these 

drugs have adverse effects too. The details of the drugs, 

their classes, chemical formulae, molecular structure along 

with their adverse effects are mentioned in the literature. 

The solubility, temperature, and pressure ranges for all the 

drugs considered in the study are shown in table 1.The 

proposed new methodology resulted in a simplified EoS 

solubility model (eq.7) and it is evaluated using an 

objective function (eq.8) with PREoS and vdW mixing 

rules without binary interaction parameters. The correlation 

constants are given in the table 2. The correlation results are 

quantified with statistical parameters namely square of 

coefficient of regression (R2) and absolute average relative 

deviation (AARD). The correlation results also provide 

information about the molar volume of the solute and 

sublimation pressure and they are presented in the table 3 

and 4 respectively. Molar volume of the solute is calculated 

with ))ln(exp( 12 DCv +=   and the sublimation pressure is 

calculated with TBAps /)ln( 2 −= . Figures 1-14 show the 
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correlating ability of the proposed EoS model for all the 

drug compounds considered in the work. It is evident that 

the correlating ability of the proposed method is good for 

seven systems namely Amoxicilin-scCO2,ciprofloxacin-

scCO2, clarithromycin-scCO2, clemastine fumarate-scCO2, 

enrofloxacin-scCO2, gatifloxacin-scCO2 and penicillin V-

scCO2.For all these systems the corresponding R2values are 

more than 0.95 thus, they are considered as correlated well. 

For remaining 7 systems theR2values are less than 0.95 thus 

they are considered as poorly correlated. However, in terms 

of AARD % the error are in the range between 4.78- 25.1 

for compounds considered in the study. 

 

Table 1. Details of Antibiotic-scCO2systems. 

Solute-Solvent[Ref] T range K P range bar y2 range 

106 

Amoxicilin-scCO2[32] 308.15-338.15 160-400 10.8-7230 

Azithromycin-scCO2[33] 308-348 122-355 69-273 

Cefuroxime Axetil-

scCO2[29] 

308-328 80-250 0.22-11.2 

 

Ciprofloxacin-scCO2[37] 313-333 120-360 0.0265-

0.189 

Clarithromycin-

scCO2[33] 

308-348 122-355 131-328 

Clemastine Fumarate-

scCO2[36] 

308-338 120-270 1.61-9.41 

 

Clindamycin-scCO2[33] 308-348 122-355 177-1146 

Enrofloxacin-scCO2[37] 313-333 120-360 0.061-5.61 

Erythromycin-scCO2[33] 308-348 122-355 54-312 

Gatifloxacin-scCO2[37] 313-333 120-360 0.106-1.61 

Metronidazole Benzoate-

scCO2[35] 

308-348 122-355 70-4550 

 

Naproxen-scCO2[35] 308-348 122-355 10-120 

Penicillin G-scCO2[30] 313.15-333.15 100-350 4.2-63.3 

Penicillin V-scCO2 [31] 314.15-334.15 80.76-

280.45 

54.5-576 

 

Table 2. Correlation parameters. 

Solute-Solvent Correlation parameters 

𝑎2, 𝑏2, 𝐴, 𝐵, 𝐶, 𝐷,𝑅2,AARD% 

Amoxicilin-scCO2 1.9816×10-3;  2.5422×10-3; 

58.604; 39417; 0.36186;-

8.3132; 0.987;18.6. 

Azithromycin-scCO2 1.9708×10-4;  3.1006×10-4; 

14.422; 4621.2; 0.29283;  

 -9.7727;0.953;5.94. 

Cefuroxime Axetil-scCO2 7.6968×10-4;   1.3046×10-3;  

 -15.049;6672.7;  -0.30725;  

 -4.1811;0.992;2.51. 

Ciprofloxacin-scCO2 2.1401×10-3; 5.3582×10-4;   

17.654;   8733.4e+03;   

0.32084; -10.688;0.971,8.72. 

Clarithromycin-scCO2 9.4354×10-5;   2.3627×10-4; 

14.159;   3778.9; 0.48557;  

 -11.257e+01;0.944;4.78. 

Clemastine Fumarate-scCO2 1.0560×10-4;   1.5823×10-4;   

14.579;  4718.6;   0.48706;  

 -11.139e+01;0.945;7.32. 

Clindamycin-scCO2 2.5866×10-4;  3.3511×10-4;   

20.7;  6480.8;   0.53272;  

 -11.346e+01; 0.93;10.8. 

Enrofloxacin-scCO2 1.6022×10-3;   2.3258×10-3;   

-11.509; 17995;  0.43952;  

 -2.8189;0.971;9.04 

Erythromycin-scCO2 4.7026×10-5;  3.7179×10-4;   

16.484;  6243.7;   0.32607;  

 -9.6460;0.924;12.2. 

Gatifloxacin-scCO2 3.7132×10-4;   9.1555×10-4;   

1.7970;  9276.6; -0.527;  

-2.9693;0.964;9.42 

Metronidazole Benzoate-scCO2 2.2778×10-4;   9.1954×10-4;   

2.4213;   7480.8;  0.53416;  

 -2.8445;0.85;19.5 

Naproxen-scCO2 6.1199×10-5;  7.0094×10-4;   

1.1112;   6124.1; 0.66991; 

 -2.0872;0.918;12.7 

Penicillin G-scCO2 6.7693×10-4;  3.2338×10-4;   

21.066;  7325.8;   0.52116;  

-11.379;0.935;21.9 

Penicillin V-scCO2 4.8247×10-4;  2.9869×10-4;   

17.927;  4971.4;   1.0657;  

 -15.302;0.989;5.65 

 

 

Table 3. Computed solid drug average molar volume. 

Drug Molar volumem3/mol 

Amoxicilin 2.84×10-3 

Azithromycin 4.05×10-4 

Cefuroxime Axetil 1.95×10-3 

Ciprofloxacin 2.00×10-4 

Clarithromycin 3.34×10-4 

Clemastine Fumarate 3.73×10-4 

Clindamycin 4.19×10-4 

Enrofloxacin 3.05×10-3 

Erythromycin 5.75×10-4 

Gatifloxacin 1.45×10-3 

MetronidazoleBenzoate 1.62×10-3 

Naproxen 1.40×10-3 

Penicillin G 3.88×10-4 

Penicillin V 2.83×10-4 

 

 

Table 4. Computed drug vapourpresure. 

Drug Sublimation pressure 

expression, ln(𝑝2
𝑠) is 

Amoxicilin 58.604 − 39417/𝑇 

Azithromycin 14.422 − 4621.2/𝑇 

Cefuroxime Axetil −15.049 − 6672.7/𝑇 

Ciprofloxacin 17.654 − 8733.4/𝑇 

Clarithromycin 14.159 − 4718.6/𝑇 

Clemastine Fumarate 14.579 − 4718.6/𝑇 

Clindamycin 20.7 − 6480.8/𝑇 

Enrofloxacin −11.509 − 17995/𝑇 

Erythromycin 16.484 − 6243.7/𝑇 

Gatifloxacin 1.797 − 9276.6/𝑇 

MetronidazoleBenzoate 2.4213 − 7480.8/𝑇 

Naproxen 1.1112 − 6124.1/𝑇 

Penicillin G 21.066 − 7325.8/𝑇 

Penicillin V 17.927 − 4971.4/𝑇 
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Figure 1.Solubility of Amoxicilin in scCO2, y2 vs P. Symbols 

are experimental data points from literature [32].Lines are 

PR EoS model prediction. 

 
Figure 2. Solubility of Azithromycin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[33].Lines are PR EoS model prediction. 

 
Figure 3. Solubility of Cefuroxime Axetil in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[29].Lines are PR EoS model prediction. 

 

 
Figure 4. Solubility of Ciprofloxacin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[37].Lines are PR EoS model prediction. 

 
Figure 5. Solubility of Clarithromycin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[33].Lines are PR EoS model prediction. 

 
Figure 6. Solubility of Clemastine fumarate in scCO2, y2 vs 

P. Symbols are experimental data points from literature 

[33].Lines are PR EoS model prediction. 
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Figure 7. Solubility of Clindamycin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[33].Lines are PR EoS model prediction. 

 
Figure 8. Solubility of Enrofloxacin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[34].Lines are PR EoS model prediction. 

 
Figure 9. Solubility of Erythromycin in scCO2, y2 vs P. 

Symbols are experimental data points from literature [34]. 

Lines are PR EoS model prediction. 

 
Figure 10. Solubility of Gatifloxacin in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[34].Lines are PR EoS model prediction. 

 
Figure 11. Solubility of Metrotnidazole Benzoate in scCO2, 

y2 vs P. Symbols are experimental data points from 

literature [30].Lines are PR EoS model prediction. 

 
Figure 12. Solubility of Naproxene V in scCO2, y2 vs P. 

Symbols are experimental data points from literature [28] . 

Lines are PR EoS model prediction. 
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Figure 13. Solubility of Penicillin G in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[28].Lines are PR EoS model prediction. 

 
Figure 14. Solubility of Penicillin V in scCO2, y2 vs P. 

Symbols are experimental data points from literature 

[28].Lines are PR EoS model prediction. 

 

4. Conclusion 

    In this work, a simplified solubility model is proposed 

based on EoS as a function of pressure, temperature and 

density of scCO2, which resembles density models. The 

proposed model is validated with the solubility data of 

fourteen antibiotics in supercritical carbon dioxide and it is 

observed to fit data with AARD % ranging between 4.78- 

25.1 %. Clarithromycin and cefuroximeaxetil are observed 

to have the least and the highest AARD % respectively. 

Sublimation pressures and solute molar volume were also 

computed for all the drugs. 
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Nomenclatures 

a – PREoS parameter (J m3 mol-1) 

A – Vapour pressure parameter (bar) 

b – PREoS parameter  (m3/mol) 

B – Vapour pressure parameter 

C – Molar volume parameter 

D – Molar volume parameter 

f – Vapor pressure function 

g - Solute molar volume function 

n - Moles 

N – Total data points 

P – Total pressure (bar) 

p – Sublimation pressure 

R – Gas constant (J mol-1 K-1) 
T – Temperature (K) 

v - Molar volume (m3/mol) 

y – Mole fraction  

Z – Compressibility factor 

Greek letters  

𝜑̂ – Fugacity coefficient  

ρ – density (kg m-3)  

Subscript and superscript 

1 – Solvent 

2 – Solute 

scCO2 – Supercritical carbon dioxide 

exp - Experimental 

calc - Calculated  

∞ - Infinite 
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