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ABOUT 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering (ESTUJST-A) is a peer-reviewed and refereed international journal published by 

Eskişehir Technical University. Since 2000, it has been regularly published and distributed 

biannually and it has been published quarterly and only electronically since 2016. 
 

The journal accepts only manuscripts written in English. 
 

The journal issues are published electronically in MARCH, JUNE, SEPTEMBER, and 

DECEMBER. 
 

AIM AND SCOPE 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering is an international peer-reviewed and refereed journal published by Eskişehir 

Technical University.  
 

The journal is dedicated to the dissemination of knowledge in applied sciences and engineering 

disciplines. 

 

The journal aims to publish high quality, original international scientific research articles with 

specific contributions to the literature in the field of engineering and applied sciences. The journal 

publishes research papers in the fields of applied science and technology such as Physics, 

Biology, Mathematics, Statistics, Chemistry and Chemical Engineering, Environmental Sciences 

and Engineering, Civil Engineering, Earth and Atmospheric Sciences, Electrical and Electronical 

Engineering, Computer Science and Informatics, Materials Sciences and Engineering, 

Mechanical Engineering, Mining Engineering, Industrial Engineering, Aeronautics and 

Astronautics, Pharmaceutical Sciences. 
 

The journal publishes original research articles and special issue articles. All articles are peer-

reviewed and the articles that have been evaluated are ensured to meet with researchers as soon 

as possible. 
 

PEER REVIEW PROCESS 
 

Manuscripts are first reviewed by the editorial board in terms of its its journal’s style rules 

scientific content, ethics and methodological approach. If found appropriate, the manuscript is 

then send to at least two renown referees by editor. The decision in line with the referees may be 

an acceptance, a rejection or an invitation to revise and resubmit. Confidential review reports 

from the referees will be kept in archive. All submission process manage through the online 

submission systems.  
 

OPEN ACCESS POLICY 
 



This journal provides immediate open access to its content on the principle that making research 

freely available to the public supports a greater global exchange of knowledge. Copyright notice 

and type of licence : CC BY-NC-ND. 

 

PRICE POLICY 
 

Eskişehir Technical University Journal of Science and Technology A - Journal of Applied 

Sciences and Engineering is an English, peer-reviewed, scientific, free of charge open-access-

based journal. The author is not required to pay any publication fees or article processing 

charges (APCs) for peer-review administration and management, typesetting, and open-access. 

Articles also receive Digital Object Identifiers (DOIs) from the CrossRef organization to ensure 

they are always available. 

 

ETHICAL RULES 

You can reach the Ethical Rules in our journal in full detail from the link below:  

https://dergipark.org.tr/en/pub/estubtda/policy 

 

Ethical Principles and Publication Policy 
 

Policy & Ethics 

Assessment and Publication 

As a peer-reviewed journal, it is our goal to advance scientific knowledge and understanding. 

We adhere to the guideline and ethical standards from the Committee on Publication Ethics 

(COPE) and the recommendations of ICMJE (International Committee of Medical Journal 

Editors) regarding all aspects of publication ethics and cases of research and publication 

misconduct to ensure that all publications represent accurate and original work and that our peer 

review process is structured without bias. We have outlined a set of ethical principles that must 

be followed by all authors, reviewers, and editors. 

 

All manuscripts submitted to our journals are pre-evaluated in terms of their relevance to the 

scope of the journal, language, compliance with writing instructions, suitability for science, and 

originality, by taking into account the current legal requirements regarding copyright 

infringement and plagiarism. Manuscripts that are evaluated as insufficient or non-compliant 

with the instructions for authors may be rejected without peer review. 

 

Editors and referees who are expert researchers in their fields assess scientific manuscripts 

submitted to our journals. A blind peer review policy is applied to the evaluation process. The 

Editor-in-Chief, if he/she sees necessary, may assign an Editor for the manuscript or may 

conduct the scientific assessment of the manuscript himself/herself. Editors may also assign 

referees for the scientific assessment of the manuscript and make their decisions based on 

reports by the referees. The Editor-in-Chief makes the final decision regarding the publishing 

of the manuscript. 

 

Articles are accepted for publication by the Editor-in-Chief in accordance with the COPE 

(Committee on Publication Ethics). Authors can access this information online via the journals’ 

websites (https://publicationethics.org/). Articles are accepted for publication on the 

understanding that they have not been published and are not going to be considered for 

publication elsewhere. Authors should certify that neither the manuscript nor its main contents 

have already been published or submitted for publication in another journal. 

https://dergipark.org.tr/en/pub/estubtda/policy
https://publicationethics.org/


 

The journal adapts the COPE guidelines to satisfy the high-quality standards of ethics for 

authors, editors, and reviewers: 

 
 

Duties of Editors-in-Chief and co-Editors 

The crucial role of the journal Editor-in-Chief and co-Editors is to monitor and ensure the 

fairness, timeliness, thoroughness, and civility of the peer-review editorial process. The main 

responsibilities of Editors-in-Chief are as follows: 

 

• Selecting manuscripts suitable for publication while rejecting unsuitable manuscripts, 

• Ensuring a supply of high-quality manuscripts to the journal by identifying important, 

• Increasing the journal’s impact factor and maintaining the publishing schedule, 

• Providing strategic input for the journal’s development, 

 
Duties of Editors 

The main responsibilities of editors are as follows: 

 

• An editor must evaluate the manuscript objectively for publication, judging each on its quality 

without considering the nationality, ethnicity, political beliefs, race, religion, gender, seniority, 

or institutional affiliation of the author(s). Editors should decline any assignment when there is 

a potential for conflict of interest. 

• Editors must ensure the document(s) sent to the reviewers does not contain information of the 

author(s) and vice versa. 

• Editors’ decisions should be provided to the author(s) accompanied by the reviewers’ 

comments and recommendations unless they contain offensive or libelous remarks. 

• Editors should respect requests (if well reasoned and practicable) from author(s) that an 

individual should not review the submission. 

• Editors and all staff members should guarantee the confidentiality of the submitted 

manuscript. 

• Editors should have no conflict of interest with respect to articles they reject/accept. They 

must not have a conflict of interest with the author(s), funder(s), or reviewer(s) of the 

manuscript. 

• Editors should strive to meet the needs of readers and authors and to constantly improve the 

journal. 

 
Duties of Reviewers/Referees 

The main responsibilities of reviewers/referees are as follows: 

 

• Reviewers should keep all information regarding papers confidential and treat them as 

privileged information. 

• Reviews should be conducted objectively, with no personal criticism of the author. 

• Reviewers assist in the editorial decision process and as such should express their views 

clearly with supporting arguments. 

• Reviewers should complete their reviews within a specified timeframe (maximum thirty-five 

(35) days). In the event that a reviewer feels it is not possible for him/her to complete the review 

of the manuscript within a stipulated time, then this information must be communicated to the 

editor so that the manuscript could be sent to another reviewer. 

• Unpublished materials disclosed in a submitted manuscript must not be used in a reviewer’s 

personal research without the written permission of the author. Information contained in an 



unpublished manuscript will remain confidential and must not be used by the reviewer for 

personal gain. 

• Reviewers should not review manuscripts in which they have conflicts of interest resulting 

from competitive, collaborative, or other relationships or connections with any of the authors, 

companies, or institutions connected to the papers. 

• Reviewers should identify similar work in published manuscripts that has not been cited by 

the author. Reviewers should also notify the Editors of significant similarities and/or overlaps 

between the manuscript and any other published or unpublished material. 

 
Duties of Authors 

The main responsibilities of authors are as follows: 

 

• The author(s) should affirm that the material has not been previously published and that they 

have not transferred elsewhere any rights to the article. 

• The author(s) should ensure the originality of the work and that they have properly cited 

others’ work in accordance with the reference format. 

• The author(s) should not engage in plagiarism or in self-plagiarism. 

• On clinical and experimental humans and animals, which require an ethical committee 

decision for research in all branches of science; 

All kinds of research carried out with qualitative or quantitative approaches that require data 

collection from the participants by using survey, interview, focus group work, observation, 

experiment, interview techniques, 

Use of humans and animals (including material/data) for experimental or other scientific 

purposes, 

• Clinical studies on humans, 

• Studies on animals, 

• Retrospective studies in accordance with the law on the protection of personal data, (Ethics 

committee approval should have been obtained for each individual application, and this 

approval should be stated and documented in the article.) 

Information about the permission (board name, date, and number) should be included in the 

"Method" section of the article and also on the first/last page. 

During manuscript upload, the “Ethics Committee Approval” file should be uploaded to the 

system in addition to the manuscript file. 

In addition, in case reports, it is necessary to include information on the signing of the informed 

consent/ informed consent form in the manuscript.  

• The author(s) should suggest no personal information that might make the identity of the 

patient recognizable in any form of description, photograph, or pedigree. When photographs of 

the patient were essential and indispensable as scientific information, the author(s) have 

received consent in written form and have clearly stated as much. 

• The author(s) should provide the editor with the data and details of the work if there are 

suspicions of data falsification or fabrication. Fraudulent data shall not be tolerated. Any 

manuscript with suspected fabricated or falsified data will not be accepted. A retraction will be 

made for any publication which is found to have included fabricated or falsified data. 

• The author(s) should clarify everything that may cause a conflict of interests such as work, 

research expenses, consultant expenses, and intellectual property. 

• The author(s) must follow the submission guidelines of the journal. 

• The author(s) discover(s) a significant error and/or inaccuracy in the submitted manuscript at 

any time, then the error and/or inaccuracy must be reported to the editor. 

• The author(s) should disclose in their manuscript any financial or other substantive conflicts 

of interest that might be construed to influence the results or interpretation of their manuscript. 



All sources of financial support should be disclosed under the heading of “Acknowledgment” 

or “Contribution”. 

• The corresponding author should ensure that all appropriate co-authors and no inappropriate 

co-authors are included in the paper and that all co-authors have seen and approved the final 

version of the paper and have agreed to its submission for publication. All those who have made 

significant contributions should be listed as co-authors. Others who have participated in certain 

substantive aspects of the research should be acknowledged or listed under the heading of 

“Author Contributions”. 

 
Cancellations/Returns 

Articles/manuscripts may be returned to the authors in order to increase the authenticity and/or 

reliability and to prevent ethical breaches, and even if articles have been accepted and/or 

published, they can be withdrawn from publication if necessary. The Editor-in-Chief of the 

journal has the right to return or withdraw an article/manuscript in the following situations: 

 

• When the manuscript is not within the scope of the journal, 

• When the scientific quality and/or content of the manuscript do not meet the standards of the 

journal and a referee review is not necessary, 

• When there is proof of ruling out the findings obtained by the research, (When the 

article/manuscript is undergoing an assessment or publication process by another journal, 

congress, conference, etc.,) 

• When the article/manuscript was not prepared in compliance with scientific publication ethics, 

• When any other plagiarism is detected in the article/manuscript, 

• When the authors do not perform the requested corrections within the requested time 

(maximum twenty-one (21) days), 

• When the author does not submit the requested documents/materials/data etc. within the 

requested time, 

• When the requested documents/materials/data etc. submitted by the author are missing for the 

second time, 

• When the study includes outdated data, 

• When the authors make changes that are not approved by the editor after the manuscript was 

submitted, 

• When an author is added/removed, the order of the authors is changed, the corresponding 

author is changed, or the addresses of the authors are changed without the consent of the Editor-

in-Chief, 

• When a statement is not submitted indicating that approval of the ethics committee permission 

was obtained for the following (including retrospective studies): 

• When human rights or animal rights are violated, 

 

ETHICAL ISSUES 
Plagiarism 

The use of someone else’s ideas or words without a proper citation is considered plagiarism 

and will not be tolerated. Even if a citation is given, if quotation marks are not placed around 

words taken directly from other authors’ work, the author is still guilty of plagiarism. Reuse of 

the author’s own previously published words, with or without a citation, is regarded as self-

plagiarism.  

All manuscripts received are submitted to iThenticate®, which compares the content of the 

manuscript with a database of web pages and academic publications. Manuscripts are judged to 

be plagiarized or self-plagiarized, based on the iThenticate® report or any other source of 

information, will be rejected. Corrective actions are proposed when plagiarism and/or self-



plagiarism is detected after publication. Editors should analyze the article and decide whether 

a corrected article or retraction needs to be published. 

Open-access theses are considered as published works and they are included in the similarity 

checks. 

iThenticate® report should have a maximum of 11% from a single source, and a maximum of 

25% in total. 
Conflicts of Interest 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering should be informed of any significant conflict of interest of editors, authors, or 

reviewers to determine whether any action would be appropriate (e.g. an author's statement of 

conflict of interest for a published work, or disqualifying a referee). 
Financial 

The authors and reviewers of the article should inform the journal about the financial 

information that will bring financial gain or loss to any organization from the publication of the 

article. 

*Research funds; funds, consulting fees for a staff member; If you have an interest, such as 

patent interests, you may have a conflict of interest that needs to be declared. 
Other areas of interest 

The editor or reviewer may disclose a conflict of interest that, if known, would be embarrassing 

(for example, an academic affiliation or rivalry,a close relationship or dislike, or a person who 

may be affected by the publication of the article). 

 

Conflict of interest statement 

Please note that a conflict of interest statement is required for all submitted manuscripts. If there 

is no conflict of interest, please state “There are no conflicts of interest to declare” in your 

manuscript under the heading “Conflicts of Interest” as the last section before your 

Acknowledgments. 

 

AUTHOR GUIDELINES 
 

All manuscripts must be submitted electronically. 

You will be guided stepwise through the creation and uploading of the various files. There are 

no page charges. Papers are accepted for publication on the understanding that they have not 

been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or submitted 

for publication in another journal. We ask a signed copyright  to start the evaluation process. After 

a manuscript has been submitted, it is not possible for authors to be added or removed or for the 

order of authors to be changed. If authors do so, their submission will be cancelled. 

 

Manuscripts may be rejected without peer review by the editor-in-chief if they do not comply 

with the instructions to authors or if they are beyond the scope of the journal. After a manuscript 

has been accepted for publication, i.e. after referee-recommended revisions are complete, the 

author will not be permitted to make any changes that constitute departures from the manuscript 

that was accepted by the editor. Before publication, the galley proofs are always sent to the 

authors for corrections. Mistakes or omissions that occur due to some negligence on our part 

during final printing will be rectified in an errata section in a later issue. 

 

This does not include those errors left uncorrected by the author in the galley proof. The use of 

someone else’s ideas or words in their original form or slightly changed without a proper 

citation is considered plagiarism and will not be tolerated. Even if a citation is given, if 

quotation marks are not placed around words taken directly from another author’s work, the 



author is still guilty of plagiarism. All manuscripts received are submitted to iThenticateR, a 

plagiarism checking system, which compares the content of the manuscript with a vast database 

of web pages and academic publications. In the received iThenticateR report; The similarity 

rate is expected to be below 25%. Articles higher than this rate will be rejected. 

 

 

Uploading Articles to the Journal 

Authors should prepare and upload 2 separate files while uploading articles to the journal. First, 

the Author names and institution information should be uploaded so that they can be seen, and 

then (using the additional file options) a separate file should be uploaded with the Author names 

and institution information completely closed. When uploading their files with closed author 

names, they will select the "Show to Referee" option, so that the file whose names are closed 

can be opened to the referees. 
 

Prepatation of Manuscript 
 

Style and Format 

Manuscripts should be single column by giving one-spaced with 2.5-cm margins on all sides 

of the page, in Times New Roman font (font size 11). Every page of the manuscript, including 

the title page, references, tables, etc., should be numbered. All copies of the manuscript should 

also have line numbers starting with 1 on each consecutive page. 
 

Manuscripts must be upload as word document (*.doc, *.docx vb.). Please avoid 

uploading  texts in *.pdf format. 
 

Symbols, Units and Abbreviations 

Standard abbreviations and units should be used; SI units are recommended. Abbreviations 

should be defined at first appearance, and their use in the title and abstract should be avoided. 

Generic names of chemicals should be used. Genus and species names should be typed in italic 

or, if this is not available, underlined. 
 

Please refer to equations with capitalisation and unabbreviated (e.g., as given in Equation (1)). 
 

Manuscript Content 

Articles should be divided into logically ordered and numbered sections. Principal sections 

should be numbered consecutively with Arabic numerals (1. Introduction, 2. Formulation of 

problem, etc.) and subsections should be numbered 1.1., 1.2., etc. Do not number the 

Acknowledgements or References sections. The text of articles should be, if possible, divided 

into the following sections: Introduction, Materials and Methods (or Experimental), Results, 

Discussion, and Conclusion. 
 

Title and contact information 

The first page should contain the full title in sentence case (e.g., Hybrid feature selection for 

text classification), the full names (last names fully capitalised) and affiliations (in English) of 

all authors (Department, Faculty, University, City, Country, E-mail), and the contact e-mail 

address for the clearly identified corresponding author. The first page should contain the full 

title, abstract and keywords (both English and Turkish). 
 

Abstract 

The abstract should provide clear information about the research and the results obtained, and 

should not exceed 300 words. The abstract should not contain citations and must be written 

in Times New Roman font with font size 9. 



 

Keywords 

Please provide 3 to 5 keywords which can be used for indexing purposes. 
 

 

 

Introduction 

The motivation or purpose of your research should appear in the “Introduction”, where you state 

the questions you sought to answer, and then provide some of the historical basis for those 

questions. 
 

Methods 

Provide sufficient information to allow someone to repeat your work. A clear description of 

your experimental design, sampling procedures, and statistical procedures is especially 

important in papers describing field studies, simulations, or experiments. If you list a product 

(e.g., animal food, analytical device), supply the name and location of the manufacturer. Give 

the model number for equipment used. 
 

Results 

Results should be stated concisely and without interpretation. 
 

Discussion 

Focus on the rigorously supported aspects of your study. Carefully differentiate the results of 

your study from data obtained from other sources. Interpret your results, relate them to the 

results of previous research, and discuss the implications of your results or interpretations. 

 

Conclusion 

This should state clearly the main conclusions of the research and give a clear explanation of 

their importance and relevance. Summary illustrations may be included. 

 

Acknowledgments 

Acknowledgments of people, grants, funds, etc. should be placed in a separate section before 

the reference list. The names of funding organizations should be written in full. 

 

Conflict of Interest Statement 
 

The authors are obliged to present the conflict of interest statement at the end of the article after 

the acknowledgments section. 

 

Author Contributions 

All authors, author contributions and contribution rates should be clearly stated. 

 

References 

Writting Style; AMA; References Writting format should be used in the reference writing of 

our journal. If necessary, at this point, the reference writings of the articles published in our 

article can be examined. 
 

Citations in the text should be identified by numbers in square brackets. The list of references 

at the end of the paper should be given in order of their first appearance in the text. All authors 

should be included in reference lists unless there are 10 or more, in which case only the first 10 

should be given, followed by ‘et al.’. Do not use individual sets of square brackets for citation 



numbers that appear together, e.g., [2,3,5–9], not [2], [3], [5]–[9]. Do not include personal 

communications, unpublished data, websites, or other unpublished materials as references, 

although such material may be inserted (in parentheses) in the text. In the case of publications in 

languages other than English, the published English title should be provided if one exists, with an 

annotation such as “(article in Turkish with an abstract in English)”. If the publication was not 

published with an English title, cite the original title only; do not provide a self-translation. 

References should be formatted as follows (please note the punctuation and capitalisation): 
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Tables and Figures 

All illustrations (photographs, drawings, graphs, etc.), not including tables, must be labelled 
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ABSTRACT 
 

In this paper, a deficient stormwater system was investigated with experimental and numerical methods. The main goal was to 

obtain an experimentally validated 3D computational fluid dynamics (CFD) model to identify the problems of the system and 

offer design solutions via numerical modeling. A scaled physical model of the structure was built for CFD validation. The 

validation was done via comparisons of point pressure statistics, discharge and water levels. Different mesh structures and 

turbulence closure methods were also tested for verification of the model. The validated model was then used to determine the 

cause of the problems in the structure. New geometries were tested numerically to suggest solutions to the detected problems. 

Empirical approaches and also regulations for the stormwater structures were also considered for comparison. Findings of this 

study suggest that a verified and validated CFD model is an effective tool to investigate special geometries for specific hydraulic 

structure problems where conventional approaches are insufficient. 

 

Keywords: Stormwater drainage system, CFD, Hydraulic modelling, Validation 
 

 

1. INTRODUCTION 
 

Climate change, irregular urbanization and conurbation together with high intensity precipitations may 

cause extreme discharges which eventually need to be removed safely. In such cases, the existing 

stormwater drainage systems, if not effective enough, may be causing further problems. Although design 

and rehabilitation of such systems can be performed using experimental, empirical and theoretical 

approaches there are valuable results in the literature involving numerical modelling of stormwater 

drainage systems, some of which are reviewed below. 

 

Saiyudthong and Guymer investigated joining pipes with different angles in a circular manhole under 

surcharge flow conditions reporting that increasing the angle between the pipes causes added momentum 

and decreases the energy loss coefficient in the manhole [1]. However, they were not able to obtain a 

good validation using experimental results. Zhao et al. simulated fully surcharged flow at a 90o 

combining sewer junction and found a good agreement between CFD and experiments for water depth, 

energy loss and velocity profiles [2]. Observing the flow inside a chute manhole, Sousa et al. focused 

on the effect of oxygen level on the flow characteristics as the hydraulic jump occurs. They measured 

velocity profiles, pressure at various locations and water levels for validation which lead to the 

conclusion that CFD can characterize water-air phase mixture reasonably well [3]. More recently, Beg 

et al. performed a CFD model study for both free surface flow and pressurized flow inside a manhole 

[4]. The numerical model was validated using 1:1 scaled experiments with different discharge 

combinations. However, they modeled a manhole with a simple geometry and this study did not include 

real flow cases or geometrical improvements. 
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Although the literature has numerous examples of studies utilizing numerical methods, the ones listed 

so far do not involve detection of problems and/or providing solutions involving real cases using CFD 

tools. Studies involving more realistic cases are reviewed below. 

 

Motlagh et al. investigated energy losses and flow behaviour in a more realistic model of a manhole 

with two inlet and one outlet pipe, reporting that increasing the height of the lateral inlet pipe causes 

energy loss coefficient to decrease as a result of decreasing eddy flow [5]. Chen et al. performed a CFD 

analysis for optimization of a municipal sewer system design aiming to optimize the design of an 

existing combined sewer system and the numerical model was validated using experimental results [6]. 

Isel et al. described a general method based on CFD to investigate discharge-water depth relationships 

for combined sewer overflow chambers, particularly for complex geometries. They reported problems 

with the validation due to sensors accuracy and complex geometry of the system [7]. Kaur, Laanearu 

and Annus in a case study analysed a pipe’s performance between two manholes for design and storm 

discharges considering slurry flow. A three-phase CFD model was used, however without validation 

[8]. Beg, Carvalho and Leandro investigated an ideal manhole with CFD models testing three different 

chute manholes. This study resulted in the best design option based on hydraulic grade line and energy 

loss coefficient although the numerical model wasn’t validated with experimental work [9]. 

 

Ozolcer and Dundar modeled flow with CFD in a half-bench manhole comparing three alternative 

manhole geometries for energy loss coefficients but they didn’t validate the CFD model with 

experimental findings [10]. Beg, Carvalho and Leandro investigated a manhole with an integrated gully 

to the structure. CFD model was validated with 1:1 scaled experiments. They found that increasing the 

surcharge flow in the manhole decreased retention of stormwater in the gully and decreased the energy 

dissipation near the inlet [11]. Wang and Vasconcelos performed a CFD study for manhole cover 

displacement due to the release of entrapped air pocket inside the manhole considering rapid filling with 

stormwater as an operational problem [12]. Beg, Carvalho and Leandro more recently investigated 

numerically manhole structural mold shapes, small changes in inlet orientations and changes in the 

manhole to inlet pipe ratios for their effect on manhole head loss coefficient [13]. 

 

Literature suggests that CFD is a useful tool for many stormwater applications. However, the relevant 

studies in the literature, some of which have been given above either present unvalidated numerical 

models and/or use ideal systems not fully representing real cases. That is, the CFD method, proven to 

be very useful in hydraulics studies, seems to be not effectively used in providing solutions to the real 

hydraulic problems. 

 

This study aims to address a practical concern in a given public stormwater drainage system, using the 

experimentally validated numerical models effectively to design new components/geometries in a 

stormwater system with known problems and also discuss shortcomings of the relevant regulations and 

empirical equations. 

 

2. MATERIALS AND METHODS 

 

2.1. The Investigated Structure 

 

The drainage system investigated here is located in Eskisehir, Turkey and it involves a manhole and 

four integrated pipes (Figure 1). It was reported to the authors by the authorities that the manhole had 

conurbation related design and overflow problems. The main inlet pipe’s diameter was changed from 

originally designed 1500 mm to 1200 mm to open space for a crossing heat pipeline. As a result, 

overflow and backflow occurred in the system.  Subsequently, two additional pipes were integrated to 

the manhole as a solution. These pipes are 500 mm and 350 mm in diameters (Figure 1a, 1b) and are 

also believed to be causing backflow during extreme discharges. 
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Figure 1. The manhole and four integrated pipes (a); integration of secondary corrugated pipes to the manhole in 

situ (b); the experimental set-up, general view (c); location of the pressure sensor (d) 

 

2.2. The Physical Model 

 

Experiments were performed at the Hydraulics Laboratory of the Eskisehir Technical University in 

Eskisehir, Turkey. The physical model was built with 1:10 geometric scale, to use the physical space in 

the current lab facilities effectively (Figure 1c, 1d). Froude dynamic similitude was used. Dimensions 

of the physical model are given in detail (Figure 2 and Tables 1, 2). For more about the experimental 

procedure please refer to Yilmazer [14]. 

 

 
 

Figure 2. The experimental set-up with elements and dimensions 



Yılmazer and Çelik / Eskişehir Technical Univ. J. of Sci. and Tech.  A – Appl. Sci. and Eng. 25 (1) – 2024 
 

4 

Table 1. The experimental set-up pipes dimensions 

 

Pipes Diameter (mm) Length (mm) Slope (mm/mm) 

Inlet 1 150 1200 0.0037 

Inlet 2 50 810 0.0158 

Inlet 3 35 810 0.17 

Outlet 120 1100 0.09 

Manhole Top 60 370 --- 

 

Table 2. The experimental set-up elements dimensions 

 

Elements Width (mm) Length (mm) Height (mm) 

1. Supply Tank 195 195 450 

2. Supply Tank 230 230 240 

Manhole Bottom 190 190 190 

 

90 different discharge combinations were generated for observing the outlet discharges of the system to 

investigate the system’s performance (Table 3). For this, stabilized water levels in the manhole and the 

first supply tank were measured for all 90 combinations. Five of the combinations also included detailed 

pressure measurements at a fixed point at the bottom of the first main inlet pipe, 100 mm near the 

manhole (Figure 1d). This point was specifically selected to obtain pressure data to be used for CFD 

validation. Omega PX409-10WG USBH type pressure sensor was used for measuring pressure. The DC 

off-set of the pressure sensor was measured and recorded before and after each set of experiments and 

the obtained data was corrected accordingly [14]. 

 
Table 3. Outlet Discharge for two inlet discharge combinations (l/s) 

 
Q1\Q2 0.0 0.1 0.3 0.5 0.8 1.0 1.2 1.5 1.8 2.0 

0.1 0.10 0.19 0.36 0.58 0.79 0.82 1.04 1.32 1.58 1.82 

0.3 0.29 0.39 0.54 0.75 1.02 1.04 1.25 1.48 1.75 1.98 

0.5 0.49 0.57 0.79 0.97 1.11 1.22 1.45 1.74 1.92 2.22 

0.8 0.78 0.86 1.04 1.29 1.52 1.54 1.67 1.79 2.08 2.63 

1.0 0.99 0.87 1.07 1.25 1.56 1.75 1.96 2.30 2.67 2.71 

1.2 1.18 1.03 1.25 1.43 1.71 1.87 2.17 2.22 2.50 2.90 

1.5 1.50 1.32 1.67 1.82 2.08 2.11 2.38 2.67 2.78 3.18 

1.8 1.80 1.63 1.83 2.15 2.27 2.35 2.63 2.94 3.08 3.36 

2.0 2.00 1.85 2.06 2.17 2.41 2.67 2.94 3.13 3.33 3.44 

2.5 2.50 2.20 2.41 2.50 2.86 3.03 3.28 3.51 3.70 4.17 

 
Second discharge (total of 2nd and 3rd inlets) was limited to 2.0 l/s after which overflow occurred. 

Normally, secondary pipe’s design discharges should be 4.93 and 1.39 l/s respectively according to 

Manning equation (with a total capacity of 6.32 l/s). But this value was observed to be around 2.0 l/s 

during the experiments which show that the integrated secondary corrugated pipe causes the backflow 

effect.  
 

Another investigation was about the case when the secondary pipes’ discharge (Q2) is more than main 

pipe’s discharge (Q1). In this case, backflow effect was seen in the first supply tank. This is presumably 

due to high turbulence levels in the manhole. Outlet discharge was observed to be decreasing compared 

to the inlet discharge as a result of the accumulation and backflow in the tank. Particularly, the difference 

is much more apparent when Q2 is dominant [14]. 
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2.3. The Numerical Model 

 

With a separate but parallel effort, a multi-phase CFD model was built using ANSYS-CFX solver. CFD 

is a flow simulation methodology based on discretized (second order, transient, implicit schemes-

backward Euler-, using trilinear interpolation approach with turbulence -high resolution- closures given 

in Table 2, for details of the numerical schemes please refer to ANSYS C. 2010, ANSYS C. 2013 [15,16] 

equations of continuity and momentum. All models employed a convergence criteria of 10-4 for mass 

and momentum equations. For more detail about the CFD basics, model verification/validation and free-

surface modeling please refer to Chen et al. [6], Isel et al. [7], Beg, Carvalho and Leandro [4] and 

Yilmazer [14]. 

 

2.3.1. Verification 

 

First, drawings of 1:10 scaled storm water system (domain) were generated (Figure 1a) with dimensions 

identical to that of the experiments. For mesh independency study to choose optimum mesh sizes, CFD 

models with 6 different mesh configurations were compared with experimental results (1.0-2.0 l/s 

discharge combinations, representing the upper and lower limits of the whole experiment). The mesh 

structures were classified as coarse (2), medium (1) and fine (3) and summarized along with the element 

sizes in Table 4. Figure 3 shows the domain with mesh elements as well as the regions with refined 

mesh. 

 

 
 

Figure 3. Meshed domain. Gravity force is considered in -Y direction. Bottom. Refinement and inflation as well as 

boundary conditions inside the domain are shown as insets 

 

The mesh structure is assumed to be ideal if the skewness is less than 0.25 and orthogonality is close to 

1.0. All fine mesh options have acceptable skewness and orthogonality (Table 4) [15].  Flow is subject 

to viscous effects near the walls where refinement of mesh size was performed. This was also applied 

where the free surface was anticipated to occur as shown in Figure 3. The coarse and medium mesh 

cases were unsatisfactory in terms of capturing gross flow parameters (Table 4). No detectable 

difference was observed in the free surface behaviour between options Fine 2 and 3. All three fine mesh 

options gave reliable results, but the Fine 2 option was accepted to be optimum by taking into 

consideration all relevant parameters, such as mesh skewness and run time (Table 4). 
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Time step, depended on Courant Number was defined as 0.1 seconds for an optimum solution which 

also matches the sampling frequency of the pressure sensor [14]. Regarding the relatively high Courant 

numbers in Table 4, the implicit transient code we utilize here does not require small Courant numbers 

for stability [16]. However, the optimized time step was chosen to reduce the RMS Courant number as 

much as possible. Mesh refining also helped obtain reasonable Courant numbers in the confined areas. 

This particularly helped resolve the unsteady behaviour of free fall. 

 
Table 4. Mesh specifications for different mesh structures and comparisons of numerical model results with 

experimental model (EM) results. Bold columns indicate the chosen options 

 

Parameters EM C1 C2 M F1 F2 F3 k-ε RNG k-ω SST 

  
For different mesh structures  

(Coarse: C; Medium: M; Fine: F) 

 For different turbulence 

models 

Element Number 

(x1000) 
- 338.9 528.7 1022.1 3000.5 5994.8 7861.4 - - - - 

Node Number 

(x1000) 
- 114.4 172.9 309.9 781.7 1448.3 1886.9 - - - - 

Skewness - 0.272 0.254 0.224 0.208 0.209 0.205 - - - - 

Orthogonality 

Quality 
- 0.850 0.866 0.882 0.886 0.881 0.885 - - - - 

RMS Courant 

Number 
- 12.57 21.73 10.28 11.86 13.40 13.87 - - - - 

CPU Time 

(hour) 
- 01:38 02:01 03:53 12:20 20:15 34:11 - - - - 

Averaged 

Pressure (Pa) 
856 937 928 950 950 925 923 950 926 909 941 

Qoutlet (l/s) 2.71 2.97 2.92 2.89 2.78 2.61 2.58 2.78 2.63 2.81 2.89 

Averaged HManhole 

(mm) 
139 110 123 129 131 137 125 131 115 119 144 

H1. Supply Tank 

(mm) 
128 104 113 115 120 125 115 120 106 119 138 

 

In addition to mesh independency, different Reynolds Averaged Navier Stokes (RANS) turbulence 

closure models for 1.0-2.0 l/s discharge combinations were also tested. These models are k-epsilon (k-

ε), re-normalisation group k-epsilon (RNG k-ε), k-omega (k-ω), k-omega shear stress transport (k-ω 

SST). Table 4 shows the results and comparison with experimental results. k-epsilon turbulence model 

was selected as the best option due to better agreement with experimental results, particularly for outlet 

discharge. 

 

Boundary conditions are defined in the flow domain as shown in Figure 3. Sand grain roughness was 

defined on wall type boundary according to material properties. Mass flow type inlets are on the front 

surface of the first and second supply tanks. Allowing air to enter and exit, tops of the tanks were defined 

as opening type boundary. Pressure outlet was defined (0 Pa gage) at the end of the outlet pipe allowing 

water and air to exit and air to enter the domain. Discharge combinations from the experiments and 

design discharges were specified for each CFD model. Inlet water levels (head) were determined from 

experimental results.  

 

Entire domain in the initialization of all runs were defined as air and stabilized conditions were obtained 

via long transient runs rather than adapting conditions from a preliminary steady run. This was in an 

effort not to dictate the flow depths and obtain realistic flow behaviour. 

 

Convergence criteria was applied as follows. Three momentum equations and two turbulence equations 

(k-epsilon) were converged near 10-4. Continuity equation was converged around 0.005 because of 
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stormwater retention in the domain (i.e. inlet and outlet discharges aren’t always equal). Volume of 

Fluid (VOF) method was to resolve free surface.  

 

14 out of 90 combinations from experimental work were selected for CFD modeling. Water level at the 

first supply tank and manhole were also compared at stable conditions. In the numerical model, stable 

condition was assumed when the outlet discharge reached stable (non-trending) conditions after about 

60 seconds of simulation time. The stable values from the time steps near the end of the simulations 

were averaged from discharge-time series at the outlet surface. The same procedure was followed for 

water levels and local pressure values (similar to the treatment of the experimental data). 

 

2.3.2. Validation 

 

Table 5 shows comparisons of local pressure values for five discharge combinations. Given the 1% or 

less error for the majority of the runs, the validation using the local pressure values is satisfactory. Table 

3 also shows comparison of outlet discharges for 14 discharge combinations as a second validation. Big 

majority are within an error margin of 10% and less which is acceptable. Water levels in the manhole 

and the first supply tank were compared for the same 14 discharge combinations (Table 5) which gave 

lower error margins despite the high turbulence intensity near that region. Water levels in the first supply 

tank however were not matched very closely (error near 10%). This is presumably due to the deficiencies 

of the VOF method and/or air-water mix capabilities of RANS based transient simulation. Also both the 

free surface and boundedness requirements are believed to be causing the larger error margin in 

discharge compared to pressure. 

 
Table 5. Comparisons between experimental (EM) and numerical modelling (NM) for each discharge combination 

(DC) along with the error (E) 

 
DC  

(l/s) 

EM 

(l/s) 

NM 

(l/s) 

E  

(%) 

EM 

(mm) 

NM 

(mm) 

E  

(%) 

EM 

(mm) 

NM 

(mm) 

E  

(%) 

EM 

(Pa) 

NM 

(Pa) 

E  

(%) 

 

Outlet Discharge 

comparison for each 

discharge 

combination 

Water level 

comparisons in the 

manhole 

Water level 

comparisons in the first 

supply tank 

Average Pressure 

0.1-0.1 0.19 0.18 -5.3 65 62 -4.6 59 54 -8.5 760 765 0.7 

0.1-2.0 1.82 1.74 -4.4 130 119 -8.5 106 98 -7.6 856 925 8.0 

0.5-1.0 1.22 1.39 14.0 98 95 -3.1 96 97 1.0 - - - 

0.5-1.5 1.74 1.79 2.9 116 115 -0.9 105 98 -6.7 - - - 

1.0-1.0 1.75 1.88 7.4 108 104 -3.7 108 99 -8.3 - - - 

1.0-2.0 2.71 2.61 -3.7 139 137 -1.4 128 125 -2.3 - - - 

1.8-0.5 2.15 2.23 8.4 109 111 1.8 119 109 -8.4 - - - 

1.8-1.8 3.08 3.09 0.3 138 138 0.0 139 130 -6.5 - - - 

2.0-0.8 2.41 2.66 10.4 114 116 1.8 131 113 -13.7 871 862 -1.1 

2.0-1.0 2.67 2.70 1.1 126 123 -2.4 131 119 -9.2 - - - 

2.5-0.1 2.20 2.46 11.8 109 106 -2.8 135 123 -8.9 - - - 

2.5-0.8 2.86 3.19 11.5 125 120 -4.0 140 127 -9.3 953 933 -2.1 

2.5-1.0 3.03 3.31 9.2 129 126 -2.3 142 137 -3.5 974 968 -0.6 

2.5-2.0 4.17 3.79 -9.1 157 151 -3.8 158 144 -8.9 - - - 
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3. RESULTS AND DISCUSSION 

 

3.1. Investigation of the Original System 

 

With the acceptable validation, the CFD model was subsequently used to investigate the performance 

of the system using design and maximum capacity discharges. Another goal here was to identify the 

systems problem once again using the numerical model.  

 

First, the supply tanks were removed from the domain. Pipe’s input discharge was determined according 

to Manning’s equation as given in the regulations [17] to be 13.61 l/s. Outlet pipe’s design discharge is 

15.52 l/s. Secondary corrugated pipe’s design discharges are 4.93 and 1.39 l/s. Outlet pipe’s discharge 

capacity is high because of the high slope. Stormwater system should ideally deliver no more than 90% 

of the design capacity according to the regulations. 90% operating condition also represents the 

maximum filling conditions for this system. In the CFD model, both 100% and 90% usage were 

considered. Possible operational problems were: (i) possibilities of overflow through the manhole cover, 

(ii) outlet discharge being equal to total inlet discharge and (iii) exceeding water levels at 90% along the 

main pipes. The inlet boundary conditions were fixed to represent 90% fullness at initialization. Fair, 

Geyer and Okun [17] formed a diagram based on Manning’s equation to help designers obtain gross 

flow parameters using the degree of fullness or vice versa at a given section, which was used here. 

 

Next, the structure was tested numerically without adding secondary pipes to the manhole. It was 

observed in this case that the system didn’t have overflow or backflow problems. The first supply tank 

was added to the system again in order to show the backflow effect (Figure 4). It is understood that the 

secondary pipes are the main cause of the backflow. Nevertheless, adding the secondary pipes was 

inevitable for the authorities because the accumulated stormwater must be discharged in that new area. 

 

 
 

Figure 4. CFD model results: a) turbulence kinetic energy (TKE) without the manhole and secondary pipes, b) 

TKE with the manhole and secondary pipes (TKE parameter was used to colour the water volume fraction 

to help assess the level of mixing at a given domain), c) fast overflow in the manhole for 100% using 

conditions, d) the filled domain with storm water for 100% using conditions 
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The following results are for 100% using conditions. The outlet discharge reached 16.75 l/s within 2 

seconds and became stable while it should be 15.51 l/s according to Manning’s equation. This result 

makes the standards in the regulation questionable for this particular storm water structure. CFD results 

also show the overflow discharge from the manhole to be 2.05 l/s while it should be “0” according to 

the regulations. This overflow shown in Figure 4 was also observed in the physical model tests. 

 

3.2. Implications for Remedial Measures 

 

In an effort to provide solution to the overflow and backflow problems, three new manhole geometries 

were designed and are shown in Figure 5. They were tested with full and 90% capacity discharges 

focusing on increasing manhole’s outlet discharge capacity and decreasing the turbulence level in the 

manhole. The latter is a measure of the water mix due to drop of water into the manhole. 

 

 
 

Figure 5. Three new geometry improvements: (a) alternative 1; (b) alternative 2; (c) alternative 3 

 

In the first design, slopes of secondary corrugated pipes were directly integrated to the same manhole 

(Figure 5a). Although secondary pipe’s discharges were changed according to Manning equation 

(because the slope changed), overflow suddenly occurred in the manhole (Figure 6). In fact, the 

important one is original discharges, because they were obtained from a hydrological study. The first 
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alternative is found to be preventing the overflow. Water level is fixed at 225 mm in the manhole as 

shown in Figure 6b. Nevertheless, the new slopes of the secondary pipes exceed the acceptable levels 

in the regulations. High slopes also cause high velocity and turbulence in the manhole. 

 

 
 
Figure 6. Alternative 1: Fast overflow for new discharges in the manhole (a) and operating condition with previous 

discharges (b) 

 

Second design is intended to increase the manhole’s volume for retention with the hexagonal geometry 

(Figure 5b, 525 mm high and 160 mm for each edge). Slopes and discharges remained the same for all 

pipes. Upper side of the manhole was kept the same as the original. Second alternative can easily 

discharge entered stormwater from the system as shown in Figure 7. This condition uses maximum 

discharges from Manning equation for all pipes (worst-case scenario). Although the sharp sides 

contribute to the mixing, the higher volume is then enough to decrease the mixing level. This alternative 

was also tested for normal operating conditions (also called minimum condition in the regulation, Figure 

7b) and it is a potential solution although not economical. 

 

 
 
Figure 7. Alternative 2 in maximum operating condition (a); and in minimum operating condition (b); alternative 

3 in maximum operating condition (c), all with water velocity rendering the volume fraction  
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Third design is a larger circular manhole (Figure 5c, 525 mm high and 280 mm in diameter). It is not 

only increasing the manhole’s volume for retention using a simpler and more practical geometry, but 

also aiming to decrease the mixing level in the manhole. Figure 7c shows that third alternative easily 

discharges the storm water from the system in maximum operating conditions. Maximum water velocity 

profiles are almost the same with alternative two.  Hence, it can be said that the circular and larger tank 

is a better solution. 

 

All CFD models presented here indicate that the water levels in the pipes are below 90% even though 

the discharges are 90% of the operating conditions. Figure 8 shows the water levels in the pipes for 

alternatives 2 and 3. 

 

 
 

Figure 8. Water volume fraction for Alternative 2 (a) and Alternative 3 (b) 

 

4. CONCLUSIONS 

 

An existing and problematic stormwater drainage system was investigated using experimental and 

numerical modelling. Firstly, 1:10 scaled physical model was used to investigate the system 

experimentally. For the RANS based transient CFD models, mesh independency and comparison of 

turbulence models were performed. CFD model was successfully validated with experimental results in 

terms of pressure, outlet discharge and water levels. Overflow and backflow were observed in the system 

in both experiments and CFD models. High turbulence and mixing in the manhole as a result of 

secondary pipes is the cause of the backflow in the system. This is proved by observing that the outlet 

discharge is less than the total inlet discharges under design conditions. CFD model showed that outlet 

discharges and water levels are not always in agreement with the design values based on the regulations 

and Manning’s equation. Therefore, conventional approaches fail to detect the problem and also are not 

useful in finding a solution. Three new manholes were designed and tested with the validated CFD 

model with alternative 3 selected to be the more suitable solution. 

 

In light of the above discussion, with proper validation, CFD model is shown to be a powerful and 

effective tool for investigating, designing or rehabilitating stormwater drainage systems. Particularly, 

unconventional solutions to complex problems in such systems, where the empirical approaches fail to 

characterize, can be realized, tested and modified with less time and cost compared to experimental or 

field work. 
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ABSTRACT 
 

Approximately 73-74% of boron mineral reserves all over the world are located in the Western Anatolian region of Turkey, in 

the provinces of Eskişehir, Kütahya, Balıkesir, and Bursa. The most intense minerals extracted from these fields are colemanite, 

ulexite, and tincal minerals, respectively. The general principle in the recovery of these minerals is to extract the raw ore and 

obtain it by size reduction processes of concentrates in high grade. In addition to concentrates, boric acid (H3BO3) production 

is also possible in Balıkesir and Kütahya. The production of this acid in question includes a series of processes from dissolution 

with sulfuric acid at high temperatures to crystallization. In this study, except for the aforementioned high concentrations, boron 

recovery from clay waste, which is high in boron content and is collected from plant waste ponds, is investigated. For this 

purpose, ulexite-colemanite-containing slime wastes of the Bigadiç (Balıkesir) Plant were dissolved in 7% solids at 60°C in 

different sulfuric acid concentrations (1-6% H2SO4) and were obtained with 83-97% B2O3 recovery. When the boron wastes 

are evaluated, issues such as the discovery and establishment of a new waste pond/dam will be solved, the valuable content in 

the wastes will be recovered, and the environmental problems of boron and other contents in clay will be eliminated. This 

article includes information about the characterization of the structure by considering the dissolution of boron and other 

compounds, as well as obtaining boric acid from inorganic acid and boron wastes. 

 
Keywords: Boron waste, Colemanite, Ulexite, Inorganic acid, Sulfuric acid 
 

 

1. INTRODUCTION 
 

Boron (B), which is the first element of group 3A of the periodic table, is found in compounds with 

oxygen bonds due to oxygen affinity, although it is in the content of more than 150 minerals, with the 

properties indicated in Table 1. While the use of boron in Turkey dates back to ancient times, it is known 

that it was used in the production of tiles in Anatolia in the 1860s [1, 2].  

 

Table 1. General properties of elemental boron [1, 2]. 

Properties  

Chemical symbol B 

Atomic number 5 

Atomic weight 10.81-10.82 

Melting point 2200°C 

Boiling point 2250°C 

 

The boron deposits located in Western Anatolia, the easternmost part of the Aegean Expansion Province, 

consist of two parts. The first part is the Izmir-Balıkesir Transfer Zone (IBTZ), which includes the 

Bigadiç, Sultançayır, and Kestelek basins, and the second part is the northern part of the Menderes 

Massif, where the Selendi and Emet basins are located. The Kırka boron deposit, located within the 

volcano-stratigraphic sequence, contains a completely different geological environment further east [3, 

4]. 

mailto:eyogurtcuoglu@ohu.edu.tr
https://orcid.org/0000-0002-9961-8809
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Borate deposits consist of three main groups: skarn (containing silicate and iron oxide), magnesium 

oxide (marine evaporitic sediment), and sodium-calcium borate hydrates (playa lake) group. 

Five formation steps are required for playa-lake volcano-sedimentary boron deposits. These occur as 

follows [3, 5] (Figure 1): 

 

• The creation of a Playa-lake media, 

• The enrichment of boron in this lake, which contains from andesite to rhyolite, and the 

deposition of either hydrothermal solutions or ash-fall sediments within the basin along the 

graben faults. 

• Thermal resources near volcanism 

• Conditions of an arid or semi-arid climate 

• Alkaline pH conditions of lake water (varying between 8.5-11) 

 

 

Figure 1. According to the generalized Playa lake sedimentation model, the formation of boron deposits in the 

Neogene basins in Western Anatolia [5] 

 

Volcanics range from acid to base, where volcanic activities are very common, and pyroclastic rocks 

with sediments have been observed around the playa-lakes that form the borate deposits in Turkey [6]. 

 

Compared to the world, Western Anatolia has an important place with its reserves of around 73-74%. 

Colemanite (Kütahya-Emet, Balıkesir Bigadiç, Bursa Kestelek), ulexite (Balıkesir-Bigadiç), and tincal 

(Eskişehir-Kırka) minerals are the most abundant boron minerals in Turkey [6-10]. The densities of 

colemanite and ulexite minerals are 2.4 and 1.98 g/cm3, respectively [11]. The country rock minerals of 

boron ores are composed of carbonates and silicates, and the densities of these minerals are 2.6-2.7 

g/cm3 [12]. The formulas and % B2O3 amounts of the commercially important boron minerals found 

extensively in Turkey are given in Table 2 [8, 10, 13, 14]. 
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Table 2. Properties of some commercially important boron minerals [8, 13]. 

Mineral name Formula B2O3, % 

Colemanite Ca2B6O11.5H2O 50.8 

Ulexite NaCaB5O9.8H2O 43.0 

Tincal/Borax Na2B4O7.10H2O 36.5 

Pandermite Ca4B10O19.7H2O 49.8 

Propertite NaCaB5O9.5H2O 49.6 

 

In general, the recovery principle of crude boron is based on physical recovery methods including size 

comminution and classification [15]. Some of the common names of crude boron products are known 

as tincal concentrate, ulexite concentrate, colemanite concentrate, ground colemanite. In addition, 

refined products are also known by names such as refined/calcined borax pentahydrate, refined/calcined 

borax decahydrate, boric acid, anhydrous boric acid, synthetic/calcined/refined colemanite, calcined 

tincal, calcined ulexite [7, 16]. Concentrated boron products are used in many industries such as glass-

glass fiber, metallurgy-materials, agriculture, textile, cleaning, ceramics and medicine. In addition to 

these areas, refined boron products can also be used in many industries such as military, electronics, 

photography, cosmetics and aerospace [11]. 

 

Boric acid, which is one of the refined products, is obtained especially from the boric acid plants 

established in Emet (Kütahya) and Bandırma (Balıkesir) regions, especially with colemanite [17, 18]. 

Obtaining this acid from concentrated ores consists of a series of processes such as dissolving in sulfuric 

acid solutions at high temperatures (80-90°C), separation from impurities, filtration, cooling, 

evaporation, crystallization, and washing, and drying of crystals [19-21]. 

 

The two-stage separation of H2SO4, which is used for boric acid production, by dissolving into its ions 

in water is given below [20-24] (1-2): 

 

H2SO4+H2O→HSO4
−+H3O+           (1) 

HSO4
−+H2O↔SO4

2-+H3O+           (2) 

 

The equilibrium constant (2) for the second reaction is Ka = 0.012. It is suggested that the following 

reactions will occur when the minerals ulexite [22, 23] (3) and colemanite [24] (4) are added to this 

solution: 

 

Na2O+2CaO.5B2O3.16H2O(s)+6H3O+
(aq)→2Na++2Ca2++10H3BO3+10H2O(l)    (3) 

2CaO.3B2O3.5H2O(s)+4H3O+
(aq)→2Ca2++6H3BO3+2H2O(l)       (4) 

 

When Ca2+ concentrations reach a limiting value determined by the product of solubility (Ksp) (5); 

 

[Ca2+] [SO4
2-] = Ksp  (5) 

 

The ion [SO4
2-] obtained by the 2nd reaction of sulfuric acid creates the following reaction (6). 

 

Ca2++SO4
2-→CaSO4            (6) 

 

Thus, a solid precipitate is obtained [21-24]. Finally, the dissolution reactions of sulfuric acid are as 

follows for boron minerals ulexite [22]; [23] (7) and colemanite minerals [8, 19, 20, 24-28] (8):  

 

Na2O.2CaO.5B2O3.16H2O+3H2SO4→2Na++2CaSO4.2H2O+10H3BO3+2H2O+SO4
2-   (7) 

2CaO.3B2O3.5H2O+2H2SO4+6H2O→2[CaSO4.2H2O]+6H3BO3      (8) 
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In Turkey, after the recovery of crude boron products, a large amount of high-grade B2O3-containing 

waste is collected in waste ponds/dams. While the amount of waste from these areas in 2001 was around 

2 million tons [2], it is estimated that the 4 waste ponds in the Balıkesir/Bigadiç region recently exceeded 

this amount [20]. 

 

Recently, many different methods have been applied in the evaluation of boron wastes. Some of these 

evaluations can be made in the form of the recovery of boron contents in the waste, the use of all the 

contents, or other (except boron) contents in the waste in different sectors such as ceramics and building 

[2, 7, 29-31]. One of the most appropriate evaluations is the use of the remaining structures in 

appropriate industries after the recovery of boron from wastes. Therefore, this strategic mineral can be 

brought into the economy, and the remaining products such as clay can be used in other industries, as 

well as the environmental impact of waste can be eliminated [32].  

 

In this context, in this study, ulexite-colemanite-containing wastes in the waste ponds of Etimaden Plant 

Balıkesir/Bigadiç Boron Operation Directorate between 1980-1995 have been evaluated. For this 

purpose, it was investigated whether the boron contents of these fine-grained processed wastes can be 

recovered from inorganic acids by dissolving them with sulfuric acid. Therefore, a preliminary 

evaluation will be carried out in order to reveal all the processes in the recyclability of this and other 

boron wastes. Thus, the study aims to make predictions about the industrial-scale recycling process. 

 

2. MATERIALS AND METHODS 

 

2.1. Characterization Studies 

 

In the study, representative samples taken from Etimaden Bigadiç Boron Mining Directorate waste 

ponds, leaching process liquids and solid samples of waste were analyzed in Bigadiç Research 

laboratories. 

 

In this context, chemical analyzes (using the melting method) for feed (main waste) sample and leaching 

wastes were carried out with the Rigaku ZSX Primus XRF (X-ray fluorescence) device. 

 

For particle size distribution analysis, analyzes were carried out using the laser diffraction method with 

the Malvern Mastersizer 3000 device. Analyzes were obtained in an aqueous environment by taking the 

average of 3 samples. 

 

Additionally, B2O3 analyzes were repeated using the titration method. LOI (loss on ignition) analyzes 

were carried out using the gravimetric method. 

 

Experiments were carried out in the Sample Preparation Laboratory at the Central Research Laboratory 

of Niğde Ömer Halisdemir University (NOHU). Dissolution of the samples was done in a fume hood 

with a heated magnetic stirrer. 

 

2.2. Reagents 

 

The acid used during the experiments is Tekkim (Turkey) 95-98% H2SO4 (sulfuric acid). The acid 

solutions diluted with distilled water between 1-6.1% were adjusted to a 7% solids ratio, and then 

processes of dissolution were carried out. 
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2.3. Samples 

 

For the experiments, the samples obtained from four waste ponds in Bigadiç (Balıkesir) depending on 

their quantity (around 60-65 kg in total) were dried. The dried sample (approximately 30 kg) was 

blended, divided in a way that it would be approximately 2 kg by coning and quartering method, and 

packaged. Experimental samples of about 100-120 g were obtained by re-dividing these packages.  

 

The experiments were carried out under 60 minutes leaching time, 60℃ leaching temperature, 7% solids 

ratio, 1500 rpm stirring speed, and approximately 1-2-3-4-6 H2SO4 concentration conditions. At the end 

of the experiment, the solution was filtered, and the solid part was washed several times and dried. Solid 

(secondary waste) and liquid samples were sent to the Etimaden Bigadiç plant analysis laboratory, and 

analyzed (Figure 2). 

 

The feed sample (FS) in which the test was performed is the main waste sample with 11.43% B2O3 

content. After the experiments, secondary waste samples were designated with the code "WS" and these 

samples were numbered 1-2-3-4-5 according to their acid concentrations (1-2-3-4-6%). 

 

   

Figure 2. Leaching process (left image), filter and leaching liquid (medium image), and the resulting filter cake 

(right image) 

 

The reason why the 7% solids ratio was chosen for the experiments is that mixing cannot be achieved 

at higher solid ratios due to the clay structure of the sample. The experiments were carried out in 2000 

ml beakers. In experiments to be carried out with solid ratios lower than this solid ratio, the solid (waste) 

sample required for analysis cannot be obtained. In addition, it was thought that lower solid ratios could 

cause difficulties in the analysis and could harm the industrial-scale prediction of the study. 

 

3. RESULTS & DISCUSSION 

 

3.1. Particle Size Distribution 

 

The particle size distribution of the test sample was analyzed by laser diffraction method since it was a 

slime-sized sample taken from the waste pond. Analysis results were determined as d90= 81.9 µm and 

d50= 16.5 µm in Figure 3. 
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Figure 3. Particle size distribution of waste sample 

 

3.2. Dissolution Results 

 

Chemical analysis results of feed sample and leaching process waste samples are given in Figure 4-5 

and dissolution results are given in Figure 6-7. Figure 2 shows the analysis results of Na2O, Fe2O3, SrO, 

and Al2O3. Especially Na2O (1-0.05%) and Al2O3 (4-1%) contents decreased as a result of the 

experiments. It indicates the presence of Na2O ulexite mineral. The other two compounds did not change 

much.  

 

 

Figure 4. Chemical analyses result of feed and waste samples 1 (Na2O, Fe2O3, SrO, and Al2O3, %) 

 
In Figure 5, CaO, SO3, MgO, and SiO2 analyses are observed. The increase in the amount of SO3 is 

directly related to the sulfuric acid. It was determined that the CaO analysis values (around 16%) 

progressed steadily, the SiO2 content increased towards WS3 and then decreased towards the same point 

0

1

2

3

4

FS WS1 WS2 WS3 WS4 WS5

C
o

n
te

n
t,

 %

Na2O Fe2O3 SrO Al2O3

size μm 

d90 81.94 

d80 52.70 

d50 16.49 

d30 6.39 

d10 2.19 



Yoğurtçuoğlu / Eskişehir Technical Univ. J. of Sci. and Tech. A – Appl. Sci. and Eng. 25 (1) – 2024 
 

20 

as in the feed sample. MgO, on the other hand, was observed to be too low to be detected in the WS3 

experiment (24-1%) and then increased to around 4-8%. B2O3 is approximately 11.5% and changes to 

0.5-1.8% at the end of leaching processes. 

 

 

Figure 5. Chemical analyses result of feed and waste samples 2 (CaO, MgO, SO3, SiO2, and B2O3, %) 

 

In Figure 6, CaO and SrO progressed to near solubility values up to WS4. In WS5, CaO increased more 

(44%), while SrO decreased in the opposite direction (19%). This situation of CaO is due to its 

precipitation in the form of CaSO4, generally turning into gypsum in sulfuric acid dissolution processes. 

SO3 increased due to the increase in sulfuric acid concentration. When compared to other compounds, 

the SiO2 solubility varies between 5-18%, indicating that it is the least soluble compound. 

 

 

Figure 6. According to acid concentration (AC), %, dissolution of waste samples 1 (SiO2, SrO, CaO, and SO3, %). 
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Figure 7 examines the dissolution of the compounds found in 2. The solubility of Na2O is in the range 

of about 84-97%, and while the acid concentration is the highest, the solubility is the lowest. Other 

compounds were particularly elevated in the WS3 experiment and then decreased to WS2 levels. 

 

 

Figure 7. According to acid concentration (AC), %, dissolution of waste samples 2 (Na2O, MgO, Al2O3, and Fe2O3, %) 

 

3.3. Recovery Results of B2O3%  

 

The %B2O3 recovery efficiencies were calculated with the solid waste and dissolved liquid analyses 

obtained as a result of the dissolution experiments in which different amounts of sulfuric acid were 

investigated and shown in Figure 8. These calculations are based on %B2O3 in solid (waste) analysis 

results and B (ppm) element in liquid concentrate analysis. 

 

According to the acid leaching results, %B2O3 recovery yields were obtained with approximately 83-

97%. Although these efficiencies tend to increase in general, it is observed that the recovery decreases 

in the experiment at the 6% concentration, where the amount of acid concentration is the highest. It is 

possible that this situation may be caused by reasons such as the reaction cannot occur after a certain 

acid concentration is exceeded, and the possibility of this inorganic acid reaction being reversible. 
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Figure 8. According to acid concentration (AC), %, % B2O3 Recoveries of waste samples 

 

Similarly, when boron (38 ppm boron) from Qaron Lake waters was removed from the loaded resin 

using 10% sulfuric acid, boron elution efficiency was determined as 75.04% [33]. In different studies 

examining the solubility of colemanite [24] and ulexite [23], it was determined that the solubility 

decreased with the increase in acid concentration at a concentration of 0.5-2M sulfuric acid. The main 

reason for this can be explained as the increase in the formation of SO4
−2 ions per unit volume and the 

formation of solid CaSO4 and CaSO4·2H2O in the environment as in Reaction 6 [23, 24, 34, 35]. After 

this stage, the final production of pure boric acid can be achieved from this solution, as in the Boric Acid 

Plants, after the purification stage, crystallization, and washing-drying processes [19-21]. 

 

Literature studies on Bigadiç sludge waste are generally on flotation studies, and positive results have 

been obtained in these studies [29, 36]. Some of the hydrometallurgical studies carried out are as follows: 

 

As a result of a study in which a heap leaching experiment was performed with the same acid (4.7% 

H2SO4), the %B2O3 recovery efficiency was approximately 80% [20]. In the experiments investigated 

for these wastes, organic acids with citric acid at 8-12% solid ratios, 40-98℃ temperatures, 20-66 

minutes, and 0.15-0.45M acid concentrations, recoveries in the range of 60-95% were achieved [37, 38]. 

A result of approximately 90% was also possible in the studies conducted for the recovery of B2O3 with 

acetic acid (2-22% concentrations) from wastes [11]. 

 

In this study, the solid ratio in dissolution experiments is an important parameter when considering 

industrial dimensions. Because the more solids dissolve with less liquid, the lower the chemical 

consumption, the lower the water consumption. For this reason, the fact that the experiments were 

carried out at a rate of 7% can be seen as negative. However, boron wastes swell in aqueous media due 

to their dense clay content and mixing becomes a problem. Additionally, it is a remarkable output that 

the experiments reached over 90% B2O3 recovery efficiencies in a short time of 1 hour. These results 

are important in terms of their application both in Bigadiç wastes and in other boron plant wastes in 

Turkey. Thus, it will be possible to obtain boron from these wastes and to use the remaining content in 

different sectors and/or feed it back to the open pit. 

 

The utilization of boron wastes will provide additional income by helping to obtain refined products 

such as boric acid from the wastes accumulated in the waste ponds/dams since the beginning of 
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production from their plants. In addition, it will be able to solve the location problem of ponds/dams and 

environmental issues related to boron and other content in wastes [20, 39, 40]. 

 

Consequently, for the success of this study on an industrial scale, pilot-sized, more applicable leaching 

tanks, and better mixing speeds are required. Therefore, by increasing the % solid ratio, it will be 

possible to achieve similar boric acid recoveries in which more solids can be processed with the same 

acid concentration (or near this value). 

 

4. CONCLUSIONS 

 

In this study, the high boron content (11.5% B2O3) in Bigadiç slime waste was dissolved with sulfuric 

acid, an inorganic acid. The boron minerals in this waste sample indicated the presence of ulexite and 

colemanite minerals due to their chemical content of sodium, calcium, and boron. The remaining part 

of the sample consisted of a dense clay structure. 

 

The optimum condition of the leaching experiments was obtained from the experiment where the acid 

concentration was 2%, and the B2O3 leaching efficiency was determined as 96.38%. The reason for 

obtaining the lowest efficiency at 6.1% acid concentration was the increase in SO4
−2 ions per unit 

volume. Therefore, solid CaSO4 and CaSO4·2H2O were formed in the environment. 
 

In conclusion, the study showed that Bigadiç and other boron plant wastes can be recycled.  

Correspondingly, it has been revealed that these valuable contents can be recovered, the remaining 

contents such as clay can be used in different areas, and the reusability of waste ponds and the search 

for space can be helped by eliminating their environmental impacts. 
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ABSTRACT 
 

Two-pressure humidity generator (2-PHG) has capability to produce environments of known humidity with the “two pressure” 

method that is proven by NIST. The 2-PHG is supplied with known humidity values, the values can be used for instrument 

calibration, verification and such as other processes. The set point values can be entered from the device’s front panel by an 

operator. 2-PHG calculates the relative humidity from the pressure and temperature measurements with the formula. The 

computer controls the ratios on the formula to generate a known humidity value. 2-PHG has to have traceability for using on 

calibration processes of other devices; 2-PHG must be calibrated. This study represents an application of the 2-PHG calibration 

by using the guides and articles in the literature about the device. Calibration of the 2-PHG contains examination of the each 

parameter of the formula that was given for humidity calculation. Four temperature and two pressure probes that are saturation 

temperature probe, pre-saturation temperature probe, expansion valve temperature probe, chamber temperature probe, low 

pressure probe, high pressure probe help 2-PHG to calculate the formula. Calibration of the 2-PHG, also, contains the 

calibration of the temperature probes and the pressure probes. This study expresses an application of the calibration of a 2-PHG 

which is located in Turkish Standard Institution Gebze Calibration Laboratories and the uncertainty calculation of this 

application can be seen on this paper. Each uncertainty parameter of the formula and uncertainty parameters of the probes that 

are affected to the total uncertainty were calculated. For different temperatures and different relative humidities, the 

measurement uncertainty of this application was given on this paper. This study can be used as a supplementary document in 

the calibrations of the 2-PGH and in the new studies. 

 

Keywords: Calibration, Humidity, Metrology, Two-pressure humidity generator 
 

 

1. INTRODUCTION 
 

Two pressure humidity generators are highly accurate for instrument calibrations, evaluations and 

verifications. The “two pressure” principle has been proven by NIST [1].   

 

The two pressure humidity generator is supplied with continuous humidity values. An operator can input 

the set point values from the device's front panel. The two pressure humidity generator determines the 

relative humidity from pressure and temperature measurements by utilizing a formula. Operation of the 

humidity generator is based on the two-pressure method of producing known atmospheres of relative 

humidity and assumes that the water vapour pressure remains a fraction of the total pressure, known as 

Dalton's Law of Partial Pressure [1]. 

 

Saturating air with water vapor at a specific pressure and temperature is part of the two-pressure 

approach. 

 

The saturated gas is isothermally lowered to chamber pressure as it passes through an expansion valve. 

If the temperature of the gas is held constant during pressure reduction, the humidity, at chamber 

pressure, may then be approximated as the ratio of two absolute pressures [2]. The following formula 

[1] can be used to determine relative humidity. 
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%RH = (Pchamber / Psaturation) * 100           (1) 
 

In this paper, calibration steps of the two humidity generator are given for an application in the Turkish 

Standard Institution. The uncertainty formulas were obtained from the publications of the "two pressure 

humidity generator." The uncertainty estimate for this application may be viewed in this paper. This 

study expresses an application of the calibration of a two pressure humidity generator that is placed in 

Turkish Standard Institution Gebze Calibration Laboratories. Each uncertainty parameter of the formula 

and uncertainty parameters of the probes that are affected to the total uncertainty were calculated. This 

document provides the measurement uncertainty for this application for various temperatures and 

relative humidities. Because there are few instances in the literature about the calibration of two-pressure 

humidity generators and their uncertainty calculations, this work may be helpful for future researches. 

 

Equation 2 is used to compute relative humidities from pressure and temperature values [1]: 

 

% RH = Pc/Ps * es/ec * Fs/Fc * 100      (2) 
 

The pressure ratio Pc/Ps is controlled by the computer, and the enhancement factor ratio is used to 

produce the known humidity, fs/fc, and the effective saturation level, es/ec.  Produced humidity is directly 

dependent on the measurement of pressures and temperatures and it does not rely on any other device 

for the measurement of water vapour content. Precision humidity generation is determined by the 

accuracy of the pressure measurements and it is dependent on the accuracy and uniformity of 

temperature inside the chamber [3].  

 

Figure 1 shows the two-pressure humidity generator. 

 

 

                
 

Figure 1. The two-pressure humidity generator 

 

 

2. PROCEDURES FOR THE CALIBRATION OF THE TWO-PRESSURE HUMIDITY 

GENERATOR  

 

Two pressure gauges with capacities of 50 psi and 150 psi are included in the device. A reference 

pressure calibrator with traceability was used to measure low (15 psi), medium (30 psi), and high (50 

psi) pressure points for low pressure probes with 50 psi capacities, and low (50 psi), medium (100 psi, 
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and high (150 psi) pressure points for high pressure probes with 150 psi capacities. The pressure values 

and the actual temperature values were entered to the system through the program and the new 

coefficients for the device were calculated and recorded to the system. After then the creation of the 

coefficients on the device, two pressure probes were calibrated by the reference pressure calibrator 

which has got traceability. Euramet’s comprehensive calibration procedure was followed in the pressure 

calibration and the calibration was made with comparison method [4].  

 

For the two pressure humidity generators to calculate the relative humidity, four temperature probes—

saturation temperature probe, pre-saturation temperature probe, expansion valve temperature probe, 

chamber temperature probe— and two pressure probes— low pressure probe, and high pressure probe— 

are used. First, the device's four temperature probes were measured at the temperatures on 0 °C (low), 

35 °C (middle), and 70 °C (high) in a liquid bath. Next, the temperature coefficients were calculated and 

saved to the device's software. Following the determination of the temperature coefficients, the 

temperature probes were calibrated using a liquid bath, a high-accuracy SPRT, and water at its triple 

point. The same technique was used to calibrate the chamber temperature probe. 

 

Temperature homogeneity and stability tests have been made with reference devices for the cabinet’s 

chamber. A temperature probe was placed in the centre of the cabinet during the stability testing, and 

after the balance state, temperature measurements were taken at 5-minute intervals, with twenty-one 

values being recorded for each temperature point. Table 2 shows the temperatures stabilities. 

 

Expanded uncertainty, which in this case is defined as measurement uncertainty multiplied by the 

expansion coefficient k=2, offers %95 reliability, is given in the tables.  

 

 

3. RESULTS  

 

The calibration of the chamber temperature probe in the water bath was carried out using the comparison 

method at various temperatures and the water's triple phase point. Table 1 contains the values and 

deviations. 

 

Table 1. Reference temperature values, chamber temperature probe’s temperature values and deviations 

Reference Temperature 

(ºC) 

Reading from the 

Chamber Temperature 

Probe (ºC) 

Deviation 

(ºC) 

-10,078 

-0,010 

10,234 

20,189 

30,177 

40,173 

50,250 

60,231 

70,243 

-10,02 

-0,0074 

10,23 

20,18 

30,17 

40,17 

50,26 

60,24 

70,24 

0,056 

0,0026 

-0,004 

-0,009 

-0,007 

-0,003 

0,010 

0,009 

-0,003 

 

The uncertainty analysis of the chamber temperature must take into account a number of factors.  

 

Measurement uncertainty includes the effects of the resolution, self-heating and the reference standard 

[5]. 
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The standard deviation of the difference between the reference standard and chamber temperature is the 

uncertainty component of the chamber temperature due to measurement, u(M) [5]. 

 

The resolution of the device’s temperature indicator is 0,01 ºC. The uncertainty component of 

temperature resolution is [5]: 

 

u(R) = 0,01/2√3 = 0,0029 °C      (3) 

 

The temperature probe was calibrated in the water bath, but it uses in air. There is the possibility of some 

self-heating because of that. The self-heating, with temperature measurements is estimated to be +0,05% 

of reading [5], 

 

u(SH) = 0,05% * Tc / √3 = 0,00029 * Tc     (4) 

 

The uncertainty component of the reference standard was found as u(Tref) = 0,004 °C with calculations.  

  

The combined uncertainty of the chamber temperature can be found by the following formula. 

 

uc2(Tc) = u2(M) + u2(R) + u2(SH) + u2(Tref)             (5) 
 

Utilizing a coverage factor k=2, the expanded uncertainty is U = k * uc(Tc). 

 

Uncertainty components of the chamber temperature are seen in Table 2.  

 

Table 2. Uncertainty components of the chamber temperature inside the cabinet 

Component 
Temperature (°C) 

-10 - 0 10 20 30 40 50 60 70 

u (M) 0,018 

u (R) 0,0029 

u (SH) -0,0029 0 0,0029 0,0058 0,0087 0,0116 0,0145 0,0174 0,0203 

u (Tref) 0,004 

uc (Tc) 0,0189 0,0187 0,0189 0,0195 0,0206 0,0220 0,0236 0,0255 0,0276 

U (Tc) 0,03778 0,03733 0,03778 0,03909 0,04119 0,04395 0,04727 0,05104 0,05515 

stability 0,05 0,0004 0,02 0,00 0,02 0,02 0,00 0,00 0,00 

   

Chamber temperature uniformity has a direct effect on relative humidity gradients within the test 

chamber. The thermometers were then carefully placed at various locations within the test chamber [6]. 

 

The maximum measurement deviation is determined by noting the maximum and minimum readings 

from the set of probes at the same point in time, then taking half the difference of these values. 

 

MaxDev = ±0.5(MaxReading-MinReading)         (6)  
 

Then uniformity can be calculated by the following formula. 

 

Uniformity2 = MaxDev2 + u2(Tref)                 (7)  
 

u(Tref) is the uncertainty of the reference temperature standard. The maximum deviation and the 

uniformity of the test chamber temperature are given in Table 3. 
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Table 3. Temperature maximum deviation and temperature uniformity in the chamber 

 0 ºC 35 ºC 70 ºC 

Max. deviation 

Uniformity 

0,400 

± 0,400 

0,078 

± 0,078 

0,390 

± 0,390 

 

Relative Humidity in a two-pressure humidity generator is determined from the measurements of 

temperature and pressure and is expressed by the equation below [7]. 

 

RH = Pc/Ps * es/ec * Fs/Fc * 100      (8) 

 

Total uncertainty of the relative humidity is the quantitative combination of the uncertainty component 

of the pressure ratio, the vapour pressure ratio’s uncertainty component, the uncertainty contribution 

from the enhancement factor and from saturator efficiency [7]. 

 

When pressure is greater than 50 psia, the uncertainty contribution from the pressure can be calculated 

from the formulas that are below [7]. 

 

u(Pc) = ±{± ∂Pc/Ps} * 100           (9)   
 

u(Ps) = ±{(Pc)/(Ps ± ∂Ps) - (Pc/Ps)} * 100              (10) 

 

For saturation pressures below 50 psia, a different measurement scheme is employed. When pressure is 

lower than 50 psia, the uncertainty component of the pressure can be calculated as the formula below 

[7]. 

 

u(Pc) = ±{(Pc + ∂Pc)/(Ps + ∂Pc) - (Pc/Ps)} * 100         (11) 
 

Uncertainty due to pressure hysteresis is given equation below [7]. 

 

u(H) = ± 0,058 * (1 - Pc/Ps)         (12) 

 

Uncertainty contribution from the pressure measurement resolution can be found by the equations 

below [7]. 

 

u(Rpc) = ± (resolution/Ps) * 100      (13)  
 

u(Rps) = ± {(Pc)/(Ps + resolution/Ps) - (Pc/Ps)} * 100    (14)  

 

Total uncertainty effect from the pressure ratio Pc/Ps can be found by the formula below.   

 

uc2(Pc/Ps) = u2(Pc) + u2(Ps) +u2(Rpc) + u2(Rps) + u2(H)   (15)  

 

Standard uncertainty components of RH due to pressure at various saturation pressures are seen in Table 

4.  

 

While the actual measurement accuracy of the two temperature probes is of little concern, the ability of 

the chamber and saturation temperature probes to indicate the same measured value at the same 

temperature is important, and is termed the inter-comparison uncertainty [7]. The RH uncertainty due 

to temperature inter-comparison, u(Ti), is then written as  

 

u(Ti) = ± {(E[Ts+∂Ts])/(E[Tc])-1} * RH      (16)  
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Table 4. Standard Uncertainty Components of RH due to pressure at Various Saturation Pressures 

Source Term 
Ps < 50 psi Ps > 50 psi 

15,5 20 25 35 45 50 50 65 75 100 125 150 
Measurement u(Pc) 0,003 0,014 0,017 0,017 0,015 0,015 0,021 0,016 0,014 0,010 0,008 0,007 

Measurement u(Ps) 0,020 0,015 0,012 0,009 0,007 0,006 0,015 0,009 0,007 0,004 0,002 0,002 

Resolution u(Rpc) 0,004 0,003 0,002 0,002 0,001 0,001 0,001 0,001 0,001 0,001 0,000 0,000 

Resolution u(Rps) 0,004 0,002 0,001 0,001 0,000 0,000 0,001 0,001 0,000 0,000 0,000 0,000 

Hysteresis u(H) 0,045 0,050 0,044 0,023 0,133 0,180 0,060 0,031 0,067 0,026 0,030 0,034 

combined uc(Pc/Ps) 0,050 0,054 0,049 0,030 0,134 0,181 0,065 0,036 0,068 0,028 0,032 0,035 

 

The standard deviation of the difference between the saturation and chamber temperatures over the 

stated temperature range is ∂Ts. 

 

The uncertainty components of the temperature indicator resolution that is affect to the total uncertainty 

of the relative humidity are given below. 

 

u(RTc) = ± {(ETs/ETc+0.0029) –1} * RH     (17)  
 

u(RTs) = ± {(ETs+0.0029/ETc) –1} * RH                            (18) 

 

Standard uncertainty components of RH due to temperature at various temperatures are given in Table 

5.  

 

Table 5. Standard Uncertainty Components of RH due to Temperature at Various Temperatures 

Source Term 
Temperature (°C) 

-10 0 10 20 30 40 50 60 70 

Ts-Tc Intercomparison u(Ti)/RH 0,00157 0,00204 0,00188 0,00174 0,00161 0,00149 0,00139 0,00130 0,00121 

Ts Resolution u(RTs)/RH 0,00016 0,00024 0,00019 0,00018 0,00017 0,00015 0,00014 0,00013 0,00013 

Tc Resolution u(RTc)/RH 0,00016 0,00024 0,00019 0,00018 0,00017 0,00015 0,00014 0,00013 0,00013 

Self-Heating u(SH)/RH 0,00016 0,00000 0,00019 0,00036 0,00050 0,00062 0,00072 0,00080 0,00087 

Combined uncertainty u(Es/Ec)/RH 0,00159 0,00207 0,00191 0,00179 0,00170 0,00163 0,00158 0,00153 0,00150 

 

Uncertainty of the enhancement factor equation which is affecting to the relative humidity is below and 

given in Table 6. 

 

u(Fs/Fc) = ± 0,00088 * (100-RH)            (19) 

 

Uncertainty due to saturator efficiency can be calculated as formula below [7]. 

 

u(SE) = 0,143 * RH           (20) 

 

The combined standard uncertainty, uc(RH), is obtained by statistical combination of the standard 

uncertainty components of pressure ratio, vapor pressure ratio, enhancement factor ratio, and saturator 

efficiency. The combined uncertainty formula is then the sum of the variances 

 

u²(RH) = u²(Pc/Ps) + u²(es/ec)+u²(Fs/Fc)+u²(SE)        (21) 
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Expanded uncertainty of RH with coverage factor k=2 is seen in Table 7.   

Table 6. Standard Uncertainty Components of RH due to Enhancement Factor 

Source Term 

Ps < 50 psi Ps > 50 psi 
15,5 20 30 40 50 50 100 150 

94,84 

%RH 

73,50 

%RH 

49,00 

%RH 

36,75 

%RH 

29,40 

%RH 

29,40 

%RH 

14,70 

%RH 

9,80 

%RH 

Combined 

uncertainty 

u(Fs/Fc)  0,005 0,023 0,045 0,056 0,062 0,062 0,075 0,079 

 

Table 7. Expanded Uncertainty of RH with coverage factor k=2 

Saturation 
Temperature 

Ps < 50 psi Ps > 50 psi 

15,5 20 30 40 50 50 100 150 

94,84 
%RH 

73,50 
%RH 

49,00 
%RH 

36,75 
%RH 

29,40 
%RH 

29,40 
%RH 

14,70 
%RH 

9,80 
%RH 

-10 °C ±0,419 ±0,336 ±0,242 ±0,249 ±0,403 ±0,219 ±0,183 ±0,178 

0 °C ±0,488 ±0,388 ±0,274 ±0,267 ±0,410 ±0,233 ±0,195 ±0,180 

10 °C ±0,464 ±0,369 ±0,263 ±0,260 ±0,407 ±0,228 ±0,190 ±0,179 

20 °C ±0,447 ±0,357 ±0,255 ±0,256 ±0,406 ±0,225 ±0,188 ±0,179 

30 °C ±0,434 ±0,347 ±0,249 ±0,252 ±0,404 ±0,222 ±0,186 ±0,178 

40 °C ±0,424 ±0,340 ±0,244 ±0,250 ±0,403 ±0,220 ±0,184 ±0,178 

50 °C ±0,417 ±0,334 ±0,241 ±0,248 ±0,403 ±0,219 ±0,183 ±0,178 

60 °C ±0,411 ±0,330 ±0,238 ±0,247 ±0,402 ±0,218 ±0,182 ±0,178 

70 °C ±0,406 ±0,326 ±0,236 ±0,245 ±0,402 ±0,217 ±0,181 ±0,178 

 

4. CONCLUSIONS  

 

Humidity is a computational value. The "two pressure humidity generator" is the one of the most precise 

way for producing humidity. Utilizing a mathematical equation, the two-pressure humidity generator 

determines the relative humidity from pressure and temperature measurements. The ratios in the 

equation are controlled by the computer to produce a known level of humidity. 

 

Two-pressure humidity generators are generally used in metrology institutes, advanced calibration 

laboratories, meteorological laboratories and military areas that require precise measurements. The 

relative humidity value obtained by calculation from this device can remain stable for a long time with 

high accuracy, and fluctuations are less during the measurements. Although the cost is higher than other 

systems, related devices are preferred for such reasons. These types of devices, which are not usually 

found in country inventories, provide traceability to secondary level calibration laboratories in countries. 

The two-pressure humidity generator in the Turkish Standards Institute provides traceability to many 

different sectors in a wide area in Turkey. Many secondary level calibration laboratories’ reference 

humidity instruments are  calibrated by the two-pressure humidity generator in the Turkish Standards 

Institute. In this sense, the Turkish Standards Institute calibrates its own double-pressure humidity 

generator with the method described in this publication, in order to reduce dependency on external 
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institutions. During the calibration, thermometers and pressure calibrators with international traceability 

are used. 

 

This study provided an application for calibrating two-pressure humidity generators. The calibration 

data for the two-pressure humidity generators, which are located in the calibration laboratory of the 

Turkish Standard Institution, were provided in this application. Temperature calibration, temperature 

uniformity analysis, relative humidity calibration of the device was processed by using the literature. 

Measurement uncertainties were calculated step by step. The components of each parameter which is 

affecting to the total uncertainty of the relative humidity are examined and calculated. 

 

Calibration results were given for various points in this study by tables. Hygrometers and other humidity 

measuring devices can now be calibrated using a "two pressure humidity generator." 

 

This compact study is provided to the literature. This study can be a supplementary document for the 

metrology researchers who are studying on the relative humidity calibration and temperature calibration. 

Also, this study can be used for the new studies about the calibration of the “two pressure humidity 

generator” as a document.   

 

 

NOMENCLATURE 

 

% RH: relative humidity  

Pc: Chamber Pressure  

Ps: Saturation Pressure  

es: Saturation Vapor Pressure at Saturation Temperature 

ec: Saturation Vapor Pressure at Chamber Temperature  

Fs: Enhancement Factor at Saturation Temperature and Pressure,  

Fc: Enhancement Factor at Chamber Temperature and Pressure, 

u(M): RH uncertainty due to self-heating of the chamber temperature probe    

u(R): RH uncertainty due to self-heating of the chamber temperature probe  

u(SH): RH uncertainty due to self-heating of the chamber temperature probe  

u(Tref): The uncertainty of the reference temperature standard  

uc(Tc): Combined uncertainty of the chamber temperature  

u(Pc): Uncertainty in chamber pressure measurement  

u(Ps): Uncertainty in saturation pressure measurement  

u(H): Uncertainty component due to hysteresis   

u(Rpc): Uncertainty due to chamber pressure measurement resolution  

u(Rps): Uncertainty due to saturation pressure measurement resolution  

uc(Pc/Ps): Uncertainty in the Pressure Ratio Pc/Ps  

u(Ti): The RH uncertainty due to temperature intercomparison,  

u(RTc): Uncertainty due to chamber temperature resolution,  

u(RTs): Uncertainty due to saturation temperature resolution,   

u(Fs/Fc): Uncertainty in the Enhancement Factor Ratio  

u(SE): Uncertainty due to Saturator Efficiency  

u(RH): Total uncertainty in relative humidity  
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This report presents a revised expression for the photocurrent density in terahertz spectroscopy, which is a non-destructive 

testing technique of particular interest to the authors in the context of 3D printed parts. 3D printing, also known as additive 

manufacturing, involves creating three-dimensional objects based on computer-aided design (CAD) models. The process 

entails depositing, joining, or solidifying material under computer control, layer by layer. 

 

Defects in 3D printing, such as weak infill, gaps in thin walls, inconsistent extrusion, layer separation, and bed drop, can lead 

to low printing quality and render some printed parts unfit and unsafe for use. Moreover, the ability to tamper with internal 

layers without altering the exterior could result in the production of maliciously defective parts without detection. Therefore, 

it is crucial to test 3D printed details and filaments at each stage of processing using non-destructive methods. 

 

A comprehensive review of the relevant literature indicates the potential for enhancing measurement accuracy through various 

improvements in terahertz spectrometer models. The mathematical model for the photocurrent involves a convolution integral 

of the current density and the laser radiation pulse that irradiates the surface of the material under study. The expression within 

the integral incorporates parameters such as the duration of the optical pulse, carrier lifetime, and momentum relaxation time. 

By evaluating the integral, the result can be obtained as two terms, each being a product of an exponent and a complementary 

error function with the same parameters mentioned earlier. 

 

The calculation involves several steps, including a change of variables during integration. Verification using Maple software 

demonstrates agreement with analytical calculations and suggests a pathway for further refinement of the expression for the 

photocurrent density. The Maple program influenced the results by means of repeating same calculation with aid of computer 

and allowing to compare if analytical results are same and true, also it could be use for simulation and example calculation, for 

results graphical representation.  

 

The connection between the obtained mathematical expression and its relation to 3D printing (additive manufacturing) exists.  

The explanation is in that the 3D printer uses filament, filament has defects, defectoscopy of filament in the terahertz domain 

have models and methods. The research of defectoscopy models and methods is helpful to increase accuracy of measurement 

of filament defect parameters and account on it and improve the quality of 3D printed details. 

 

 

Keywords: 3D-filament, Testing, Terahertz, Spectroscopy, Model   
 

 

1. INTRODUCTION 
 

This report focuses on non-destructive testing methods for evaluating the quality of filaments used in 

3D printing. 3D printing, or additive manufacturing, involves constructing three-dimensional objects 

from CAD models using various processes that deposit, join, or solidify material under computer 
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https://orcid.org/0000-0001-9798-7136
https://orcid.org/0000-0003-4936-2785


Khoroshailo et al. / Eskişehir Technical Univ. J. of Sci. and Tech. A – Appl. Sci. and Eng. 25 (1) – 2024 
 

37 

control, layer by layer. Filaments for 3D printing are thermoplastic polymers that melt when heated and 

are extruded through a nozzle to create the desired object. 

 

Defects in 3D printing, such as weak infill, gaps in thin walls, inconsistent extrusion, layer separation, 

splitting, and bed drop, can result in substandard print quality and render printed parts unsuitable and 

unsafe for use. Additionally, the ability to manipulate internal layers without affecting the external 

appearance raises concerns about the potential production of maliciously defective parts without 

detection. Therefore, it is essential to test both the 3D printed details and the 3D printing filament at 

every stage of the process, preferably using non-destructive methods. 

 

Several non-destructive testing methods exist, including radiography, ultrasound, and others. 

Mechanical tests and light microscopy, although standardized, are mostly performed offline, meaning 

they are time-consuming and destructive. Recent developments have aimed to bring testing closer to the 

manufacturing process through in-line and on-line measurements, such as the pressure filter test, 

ultrasonic testing, and spectroscopic monitoring, particularly in the near-infrared (NIR) frequency range. 

However, each method is limited to specific applications. The pressure filter test lacks reliability with 

higher additive concentrations and is unsuitable for fibrous materials. Ultrasonic testing is only suitable 

for low spatial resolution applications, while NIR offers high resolution but is primarily useful for near-

surface analysis or thin samples due to its decreasing penetration depth with increasing frequency. 

 

In the following sections, we will demonstrate that terahertz time-domain spectroscopy (THz TDS) in 

the frequency range between 100 GHz and a few THz holds promise as a non-destructive testing 

technique for polymeric compounds. THz TDS combines the advantages of high penetration depth, 

similar to microwaves, with submillimeter spatial resolution. It enables the extraction of frequency-

dependent refractive index and absorption coefficient by capturing phase and amplitude information of 

the propagated electromagnetic wave. 

 

Among the various non-destructive testing methods for polymers, terahertz spectroscopy was chosen 

due to its wide spectral coverage in the terahertz region, high dynamic range, ability to detect both 

amplitude and phase, picosecond time resolution, and potential use as a terahertz pump source. 

 

After early work [5,7] there was rapid development of  THz TDS. The modern publication are mainly 

about application so still there are many interesting aspects in the theory. 

 

Terahertz Time Domain Spectroscopy (THz-TDS) has witnessed a surge in popularity in recent decades 

owing to its broad frequency range and high signal-to-noise ratio. Researchers have devoted substantial 

efforts to various aspects of this field, encompassing the development of spectroscopy for acquiring 

high-resolution signals and extracting crucial information from both gas molecules and biological 

samples. 

 

The study [11] focuses on leveraging the potent THZ-TDS technique for quantitative information 

extraction. The investigation highlights the estimation of spectroscopy sensitivity by measuring sample 

concentrations. There was demonstrate this approach through a physical model applied to solid and gas 

samples. Despite the prevalent use of convolutional mathematical models for enhanced precision, 

limited attention has been given to measuring uncertainties in the parameters derived from these models. 

 

In this research, author delve into visualizing uncertainties in the optical parameters of a lactose sample, 

extracted through the Lorentz model of electronic dispersion. This visualization is achieved by 

numerically evaluating the Hessian matrix, representing second-order partial derivatives of the function 

at optimized parameters. Subsequently, standard deviations are computed by extracting the diagonal 

elements of the inverse of the Hessian matrix. These uncertainties are depicted through error bars on the 

real and imaginary parts of the refractive index of the lactose sample[11]. 
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Simultaneous compensation of lateral and temporal walk-offs between the fundamental wave and the 

second harmonic wave plays a pivotal role in our homemade air plasma system, resulting in a notable 

threefold enhancement in THz conversion efficiency. Furthermore, we optimize the efficiency of second 

harmonic generation for THz radiation. The incorporation of a dual-wavelength half-waveplate 

contributes to achieving a high THz conversion efficiency exceeding 0.06% at an 800 nm excitation in 

a dry air environment. This corresponds to an overall enhancement factor of 6. 

 

In the detection phase, there was experimentally explored electro-optic sampling and air-biased coherent 

detection. Leveraging our air plasma system, we successfully identify two characteristic peaks (4.85 and 

5.8 THz) in the rust sample. This underscores the effectiveness of our approach in both enhancing THz 

conversion efficiency and enabling precise detection of characteristic features in materials [12]. 

 

Terahertz time-domain spectroscopy (THz-TDS) has emerged as a potent and versatile tool across 

various scientific domains, including imaging, material characterization, and layer thickness 

measurements. Despite its significant success in research settings, the widespread commercialization of 

this technology has been impeded by the high cost and cumbersome nature of most systems. The primary 

contributors to the size and expense of these systems are the laser and the optical delay unit (ODU). 

 

In response to these challenges, the  efforts was dedicated to the development of THz-TDS systems 

centered around compact monolithic mode-locked laser diodes (MLLDs). The ultra-high repetition rate 

(UHRR) of the MLLD is advantageous, enabling the use of shorter ODUs, thereby reducing the overall 

size and cost of our systems. However, achieving the necessary precision in the ODU to obtain accurate 

terahertz time-domain signals remains a critical consideration. 

 

To address this challenge, the interferometric extension was introduced and enhanced for UHRR-THz-

TDS systems. This extension is characterized by its affordability, compact design, and ease of 

integration. In this article, we detail the system setup, the extension itself, and the algorithmic procedure 

for reconstructing the delay axis based on the interferometric reference signal. Our evaluation, based on 

a dataset comprising 10,000 signal traces, reveals a low standard deviation of the measured terahertz 

phase at 1.6 THz, as low as 3 mrad. 

 

Additionally, the remaining peak-to-peak jitter of only 20 fs and a record-high peak signal-to-noise ratio 

of 133 dB at 100 GHz after averaging. The method outlined in this paper not only simplifies the 

construction of THz-TDS systems but also reduces bulk and cost. Consequently, it facilitates the 

transition of terahertz technologies from laboratory settings to practical field applications [13].  

 

The critical literature review show versatility of research direction, its relevance. At the same time it 

forced us to go back to the beginning in order to go through the evolution of scientific thought through 

personal experience. 

 

The objective of this study is to validate the accuracy of the mathematical calculations in the model THz 

of [1-3], as they form the foundation for further research in this field. 

 
 

2. DERIVATION OF EXPRESSION FOR PHOTOCURRENT DENSITY 

 

The photocurrent density in the emitter corresponds to the convolution of the temporal shapes of the 

exiting optical pulse and of the impulse current response of  the photo switch 

 ( ) ( ) ( ) ( )em opt em emj t P t n t q t=  ,     (1) 
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where  denotes convolution product, ( )optP t  is the optical power, are respectively, the charge, density 

and the velocity of photocarriers on emitting antenna. The current density  ( ) ( )em emn t q t  represents 

the impulse response of the photo switch, i.e. response to a delta Dirac optical excitation. 

We make the assumption that the temporal profile of the optical pulse is Gaussian. Moreover, to get a 

simple expression for the current, the free-carrier relaxation in both emitting and receiving photo 

switches is assumed to be governed by a single exponential decay law [3]. 

 

We suppose here that the switch is uniformly illuminated and that the bias field DCE  is constant over 

the whole illuminated region. We get the expression of the photocurrent density in the emitter [1, p.64] 

 

( ) 2/ / /0
1 2

0

( ) e 1p c st t t t
pc e DC optI t E I e dt I I  

+
 − − − −   − = +

     (2) 

 

where e  is electron mobility, /e se m = , m  is effective mass of carrier,  

DCE  is the DC bias field, 0
optI  is magnitude of optic pulse, p  is optic pulse duration, c  is currier life 

time, s  is  momentum relaxation time, 1I is first term, 
( ) 2/ /0

1
0

e p ct t t
e DC optI E I dt 


+

 − − −
=  ,  

2I is second term, 
( ) 2/ / /0

2
0

e p c st t t t
e DC optI E I e dt  

+
 − − − − = −  . 

The expression under the integral sign is product of three exponents and subjected to a transformation 

in order to obtain the result of integration.  

The transformation includes such steps as variable and the lower limit of integration changing.  

 

Let’s consider integral first term in (2) 

 

( ) 2/ /
1

0

e p ct t t dt I 


 − − −
 =       (3) 

 

Let’s in expression (3)  denote  

1 1
,

p c
x y

 
= =  ,       (4) 

 

And get such expression 

( )( )2 2
1

0

exp t t x t y dt I


  − − − = ,      (5) 

 

by definition of  complimentary error function 

 

22
( ) berfc e db







−=  ,     (6) 
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As it is known [2, p.322] there is substitution for variable changing 

 

,
2

yt x b
x

 + =       (7) 

 

After differentiation (7) 

db dt= ,       (8) 

 

 

We get after substitution (7), (8) into (6) 

 
2

0

1
exp

2 2 2

y ytx dt erfc tx
x x x


   
− + = +   
   

 ,    (9) 

 

From expression (7) squaring 

 
2 2 2

2 2 2 2 2

2 2
2

2 2 4 4

y y y yb tx t x tx t x ty
x x x x

 
= + = + + = + + 
 

,   (10) 

 

After transfer of terms 
2

2 2 2

24

yt x ty b
x

+ = − + ,       (11) 

 

 

( )

2

22
2 2 2

2
0 0

exp
4

exp exp
2 24

y
xy yt x ty dt b dt erfc xt

x xx
 

 
 
     − − = − + = +       

  ,   (12) 

Expression (12) differs from expression (9) by  multiplicand 

2

2
exp

4

y
x

 
 
 
 

. 

Finally add and subtract / ct   and group second and third term and change terms order in first bracket   

they in second degree   

( ) ( )

( ) ( )

2 22 2

2 2

t t x t y t t x t y ty ty

t t x t t y ty

   − − − = − − − + − =

 = − − − − −

   (13) 

 

 

Denote a ty=  

( ) ( )
2 22 2 ( )t t x t y t t x t t y a   − − − = − − − − − ,    (14) 

Consider auxiliary expression 
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2 2t x ty a− − + ,      (15) 

 

Substitute (14) in integral gives 

 

2

2
2 2

0

exp
24

exp( )
2

y ya erfc xt
xx

t x ty a dt
x




   
 + +       

− − + = ,   (16) 

 

In expression (16) as compare to (12) appears second  summand in exponent argument 

 

 

As to second integral 2I  by analogue with exception 

 

1 1 1 1
,

cs cs c s
y

   
= = + ,     (17) 

 

From back substitution  of expression (4) into expression (15) we get expression what we sought 

  

2 2
0

2 2
( ) exp exp

2 2 24 4

p p p p
p e DC opt

c c p cs cs pc cs

t t t tJ t E I erfc erfc
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 
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           = − − − − −                  
               (18) 

 

 

 
 

 

To verify expression (18) derived analytically was used software Maple and result from Maple is  

coincided with expression (18) so proof  result rightness. 

 

And now compare expression with known expression [1-3].  

An approximation of the physics of these emitters, where the generated photo-current an incident optical, 

femtosecond pulse is given by [1, p.64] 

 

2 2
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2 2
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
      

           = − − − − −                  

 

 (19) 

Expression (18) differs from expression (19) by  multiplicand 
1

px
= . 

Only in expression (15) we consider auxiliary expression 
2 2t x ty a− − +  instead of 

( )
2 2 ( )t t x t t y a − − − − − . 

 

Let’s use Maple and get correct solution. It is after substitution (4) 
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. 

 

The problem of each research is in contradiction. This research results have its own contradiction 

between known formula (19) and derived by us formula (18). The two formula differ by multiplicand 

p . Next step was to check by means automated calculation with Mapple software to be sure that our 

result without error. And our results was confirmed with the aid of  Maple software. 

 

3. CONCLUSION 

 

The subject of this report is a derivation of expression for photocurrent density in terahertz spectroscopy. 

The mathematical model of the photocurrent is a convolution of the laser radiation pulse irradiating the 

surface of the material under test and the current density, which in turn is the product of the carrier 

concentration, charge, and velocity. The result of calculation partially coincide with known  result but 

could be improved  if instead of  taking tabular integral pay attention to the conditions of a particular 

task. There was revised expression for photocurrent density and was received more correct result due to 

using of Maple. 

 

The issue in every research lies in contradictions. This study's findings exhibit a contradiction between 

the established formula (19) and the formula we derived (18). The discrepancy between the two lies in 

the multiplicand. To ensure the accuracy of our results, the subsequent step involved verifying them 

through automated calculations using Maple software. The confirmation of our results came through the 

validation process with Maple software, reassuring the absence of errors. 
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ABSTRACT 

 
Studies on the efficient use of daylight in sustainable architectural design and energy conservation are increasing. Indoor 

lighting methods include daylighting, artificial, and integrated lighting. Basic priorities in lighting are such as “effective use of 

daylight”, “uniform illumination in space”, “glare control”, “visual connection with the external environment” and “daylight 

harvesting.” Advanced contemporary systems include light shelves and light tubes. Light shelves consist of horizontal or 

slightly angled elements that can be applied to the inner and outer surfaces of the window openings, usually at eye level, to 

block the daylight or to reflect it to the ceiling, integrated with the facade, or added later. In this research, light shelves, which 

is one of the advanced daylighting methods, are emphasized. Daylight analysis method was carried out with the help of a 

physical model and computer simulation techniques using DiaLux software. To effectively utilize the daylight factor in the 

internal volume through light shelf, certain parameters such as the height and angle of the light shelf, date and time, and 

direction of the room's opening, play a crucial role. In daylight analyzes, these parameters were subjected to experimental 

testing both in physical models and through computer simulations. As a result of the comparison of the obtained data, 

alternatives that will provide the opportunity to benefit from daylight in the most effective way have been identified. The results 

obtained have unique value and widespread impact in terms of sustainable architecture and energy saving. The study's 

originality lies in its specific measurements of the latitude in which it is located, as it is the first time the study is conducted 

under Eskisehir's conditions. In addition, the examination of the advantages and disadvantages of the light shelf in specific 

combinations is another original side of the project. 

 

Keywords: Light shelf, Daylight, Efficiency, Illumination, Reflection, Architecture 

 

 

1. INTRODUCTION 
 

Architectural design has undergone a significant transformation in recent years, owing to the escalating 

concerns surrounding energy efficiency and environmental sustainability. While technological 

advancements have brought about improvements in artificial lighting, the quality of illumination 

provided by daylight remains unparalleled [1]. Daylight is favored by users for the numerous 

psychological and physiological benefits it offers, including enhanced productivity, well-being, and 

energy savings. To leverage the advantages of daylight, architects and lighting designers are developing 

efficient systems for optimal utilization of daylight, leading to improved lighting quality, energy 

efficiency, and a more sustainable built environment [2]. The integration of daylighting strategies in 

building design is a fundamental aspect of architectural lighting. This technique is typically 

accomplished through the installation of windows or skylights, which enable the effective use of 

daylight while providing a visual connection to the external environment. Critical considerations in 

daylighting design include the achievement of uniform illumination, the minimization of discomfort 

glare, and the provision of sufficient light to interior spaces that lack adequate daylight. Advancements 

in daylighting technology, such as reflective or directional systems, are being developed to illuminate 

closed volumes that are inaccessible to daylight or have never been exposed to it. Yener suggests that, 

https://orcid.org/0000-0002-9520-2371
https://orcid.org/0000-0002-2301-3766
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as many states, it is of great importance to illuminate buildings with daylight in terms of sustainable 

architecture and energy saving. In this sense, the effective use of daylight and the designs aimed at 

reducing lighting energy consumption are among the priority issues of today's architecture. Moreover, 

light shelves are recognized as a sustainable design strategy for achieving Leed Point System 

accreditation, specifically in the "internal quality: daylight and landscape" category. These systems 

effectively redirect daylight deeper into the building, promoting energy efficiency and reducing the need 

for artificial lighting [3]. According to Kılıç Demircan and Gültekin, parameters that are effective in the 

process of energy-effective building design; are the location of the building, building intervals, 

orientation of the building, building form, building shell, natural ventilation order [4]. In addition, they 

argued that by using these parameters, it is possible to design buildings effectively through passive and 

active systems. 

 

Architectural design professionals who focus on the interplay of natural light and building form, often 

rely on the LEED-NC (version 2.2) Indoor Environmental Quality section's daylight and views credits 

8.1 and 8.2 for a performance metric. These credits are crucial in determining the effectiveness of a 

building's daylighting design. The primary objective of daylighting in architecture is to maximize the 

effective use of natural light while providing homogeneous lighting in the space and controlling 

discomfort glares to the eye. Furthermore, daylighting design should provide visual relationships with 

the external environment. Architects employ various systems to illuminate closed volumes that cannot 

receive sufficient daylight or have never been exposed to natural light. These systems include those that 

reflect, direct, or carry daylight to the desired spaces [5]. Adequate and homogeneous daylighting is 

primarily related to window dimensions. As stated in Neufert, the status of the windows, sizes, and type 

in the room, affects the influx of daylight. In DIN 5034 standards, suitable window sizes are identified 

for living and study rooms. According to the aforementioned standards, the ratio of window width to 

wall width was recommended for maximum 55%. Considering the room area, 1/8-1/10 of this area is 

recommended to leave a window area. In case of high room height (2.5-3,50m), the window area (Figure 

1) was deemed appropriate by less than 30% of the room area [6]. According to Reinhart, in the realm 

of architectural design, the LEED reference guide is a vital resource for implementing sustainable 

strategies. One critical aspect of sustainable design is daylighting, which involves the use of natural light 

to illuminate interior spaces. However, the guide notes that glare control is a common challenge in 

daylighting strategies and suggests the use of shading devices to mitigate this issue. Beside that, the 

guide does not provide detailed guidance on how to effectively employ such solar control devices, nor 

does it present any metrics for measuring their effectiveness [7]. 

 

  
 

Figure 1. DIN5034 Window openings and room sizes are foreseen for different room dimensions [6]. 
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According to Fabi, Andersen, Corgnati and Olesen; factors that influence occupant behavior can be 

categorized into five groups: physical environmental, contextual, psychological, physiological, and 

social factors.  Physical environmental factors, such as temperature, air velocity, noise, illumination, 

and odor, play a crucial role in driving behavior and have a direct impact on energy consumption. 

Windows can help regulate these factors by providing natural light, ventilation, and views to the outside 

environment [8]. 

 

Contextual factors, such as the insulation of buildings, orientation of facades, heating system type, 

thermostat type, and more, can indirectly influence occupant behavior. Windows can play a significant 

role in regulating these factors and help create a comfortable indoor environment. Psychological factors, 

such as thermal comfort, visual comfort, acoustical comfort, health, safety, and other expectations 

related to indoor environmental quality, can also impact occupant behavior. Windows can provide 

natural light and views to the outside environment, which can promote positive behavior. Physiological 

factors, such as age, gender, health situation, clothing, activity level, and intake of food and beverages, 

play a significant role in determining the physiological condition of the occupant. Windows can promote 

a healthy indoor environment and positively influence occupant behavior. Social factors refer to the 

interaction between occupants, which can significantly influence behavior. Windows can create a sense 

of community and promote positive social interactions among occupants [8]. 

 

According to Erel [9], the windows have no characteristics to reach the depths of the room to the same 

extent. In order to deliver the light, the windows must be equipped with auxiliary optical elements. 

This requirement leads to; 

• Reduction of daytime use of artificial lighting or reduce to zero if possible and save electrical energy, 

• Increasing interest in energy-active buildings as part of the sustainable architectural movement and 

designers' focus on the designs and solutions of such buildings, 

• Providing enough daylight for insertion and distribution to spaces in order to change user needs, 

• To be able to benefit from daylight and components in the most efficient way. 

 

Erel suggests that in traditional architecture, daylighting systems rely on windows that have roof 

openings and reflective light shelves incorporated into them. With the development of technology, new 

materials and techniques have emerged. These new materials and technologies are called developed 

daylighting systems (Figure 2) which are used in traditional daylighting systems [10].  

 

 
                                                        (a)                                                               (b) 

 
Figure 2. Access to the interior of light through light shelves [10]. (a): section, (b): 3d image 

 

In the realm of advanced daylighting systems, the light shelf plays a vital role in optimizing daylight 

distribution within a space. This architectural feature is typically a horizontally or sloping placed curtain 

within a window, designed to reflect incoming daylight onto the ceiling and back of the room. The result 

is a well-lit space that maximizes the use of daylight, providing a comfortable and energy-efficient 

environment. As a result, it is stated that the expected benefit depends on the characteristics of the 
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reflective surface and the careful planning by Warrier and Raphael. Variables to determine the 

performance of a light shelf include the height, width, angle, and material of the shelf; appropriate 

variable control is required to maximize the performance of the light shelf. Warrier and Raphael, as a 

result of their model simulation study [11], they achieved an increase of approximately 21% in lighting 

using horizontal light shelves made of aluminum or glass mirror material. Their study comprises two 

segments. The initial segment is experimental and entails measurements on a scaled prototype. 

Regrettably, due to practical constraints, a full-scale prototype was unfeasible to construct. Moreover, 

the number of configurations that can be experimentally tested is restricted. Therefore, theoretical 

simulations were integrated into the experiments. The latter segment of the study conducted simulations 

through Radiance lighting simulation software. The conducted experiments have demonstrated that 

horizontal light shelves composed of aluminum or glass mirror can lead to an approximate 21% increase 

in illuminance. Additionally, by rotating the external light shelf, a nearly threefold increase in 

illuminance can be accomplished. Glass mirror is a superior material for a rotatable shelf when compared 

to aluminum. Using simulations, it has been determined that the majority of standard architectural spaces 

can benefit from such light shelves. The use of materials and software is assessed based on achieving 

maximum efficiency as a percentage. The results are not evaluated in terms of disadvantages, but the 

maximum efficiency is considered as the focal point of the project. However, if the shelves are planned 

to be mobile according to the arrival of sunlight, they stated that the lighting could be achieved three 

time efficient in the lighting. 

 

Barker posits that within educational institutions and classrooms, a plethora of procedures can be 

executed seamlessly, with the ocular well-being of both staff and students being of paramount 

importance. However, it is stated that optimal illumination levels not only enhance the learning 

experience but also promote physical health and productivity among individuals by using light shelves 

in schools (Figure 3) [12]. 

 

 
 

Figure 3. Light shelf example at Roy Lee Walker Elementary School [13] 
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In their study by Kurtay and Esen, the light shelf settlements and yields for 30° and 45° latitudes, 

including Turkey, were investigated for different heights in a standard office unit. In the calculations, 

better results were obtained in the internal light shelf settlements in 30° and 45° latitudes under the 

specified conditions and appropriate shelf sizes were determined accordingly [14]. 

 

In the study of Meresi, the lighting performances of the light shelves placed in 6 different ways in a 

room environment of 7 x 7 meters were examined at different angles. As a result of the study, the shelves 

located at a height of 2.00 m from the floor, 0.80m (out of the building), 0.20m (internal) width, are 

operated between 10° and 20°; it has been revealed that it has achieved the best performance both in 

improving the distribution of daylight and protecting it from glaring [15]. 

 

After conducting a thorough literature review, it has become evident that the use of light shelves is 

imperative for effective daylighting in Turkey. The implementation of such studies is crucial for 

spreading awareness and promoting the use of light shelves in architecture. This research puts emphasis 

on the use of light shelves and aims to measure their effectiveness through computer simulation models 

and physical models. Through this research, lighting levels within a space have been determined. The 

light shelves, which utilize reflection values and have been recommended, were placed at varying angles 

of 0°, 10°, and 20°. By comparing the data obtained, alternative approaches were identified and 

suggestions were made to maximize the benefits of daylight. The most efficient light shelf was 

determined by testing various parameters. These findings hold significant value in terms of sustainable 

architecture and energy conservation. This study is particularly noteworthy as it is the first of its kind in 

Eskişehir, and includes specific measurements of the latitude. 

 

2. EXPERIMENTAL METHOD AND THEORETICAL METHOD 

 

The method of daylight analysis made with a physical model and computer simulation techniques. 

Furthermore, it explains the process of obtaining the constant parameters that were maintained 

throughout the experiments. 

 

2.1. Site Surveying and Location Analysis 

 

Architects require assistance to assess the daylighting performance of their buildings. Sky simulators 

are experimental tools that, when used with pyhsical models, allow for a tangible and intuitive method 

of approaching the issue. According to Michel and Scartezzini, standard artificial skies and their 

measurement technology have their limitations. They cannot accurately evaluate the building's 

performance under a non-standard sky luminance distribution (CIE sky models). Therefore, alternative 

systems that can reflect, direct or transport daylight are being developed to illuminate enclosed spaces 

that cannot receive adequate daylight or have never been exposed to it [16]. In this study, in order to 

evaluate the performance of the building correctly, in the computer simulation measurements, 

Eskişehir’s sky values were taken from Dialux Evo. The values were obtained based on the dates and 

times of the physical model measurements. 

 

Analyzing the effectiveness of daylighting can be accomplished through experimental measurements 

and computer modeling. Experimental measurements may be derived from either field measurements 

or scaled model tests. Chen Y., Liu, Pei, Cao, Chen Q. and Jiang say computer modeling has become an 

increasingly popular method for analyzing daylighting performance. This method allows architects and 

designers to simulate various lighting scenarios and make informed decisions based on the results [17]. 

 

In order to determine the performance of light shelves, it is necessary to determine the geography and 

climatic conditions. This study was conducted under the conditions of Eskişehir, which is located in 30° 

and 45° latitude in the temperate climate zone. In the days when the sky above Eskişehir was devoid of 

clouds, experimental studies were carried out measurements on the physical model with the help of 
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Luxmeter. Also, measurements made by computer modeling were analyzed and compared with the 

results of the physical model. 

 

The computer simulation design of the building was measured according to the sky state of Eskişehir, 

which is located at 30° East longitude and 39° North latitude. The measurements were compared to the 

physical model, which was also evaluated in Eskişehir. All computer simulation measurements were 

conducted under the assumption of an open sky. The measurement location was determined to be the 

living room of a real house with a window opening of the same living room. The hall has a width of 

420cm, a length of 667cm, and a height of 280cm. The dimensions of the window opening are 90cm in 

height, 140cm in width, and 180cm in length (Figure 4).  

 

According to Selkowitz, Indoor and outdoor model testing are similar to mathematical or graphical 

daylighting design procedures. However, outdoor testing allows for evaluation under various sky 

conditions and unique environmental factors, while indoor testing is limited to artificial light sources. 

The main drawback of outdoor testing is the constantly changing nature of the sky, but it can be mitigated 

by conducting tests at different times of the day [18]. Furthermore, it is worth noting that the scaled 

model experiments conducted may not fully align with reality as the reflection values of the materials 

utilized may not be entirely compatible with the actual environment. To address this issue, the present 

study aimed to assess the efficacy of the light shelf in improving daylighting performance and compare 

the results with those obtained from computer simulations. The focus was on determining whether the 

light shelf height played a significant role in enhancing the daylighting performance of the space.  

 

Among the many available software tools, there are some popular options such as Matlab, Ecotect, 

Dialux, Velux, Energy Plus, Radiance and Climate Studio. These programs are capable of measuring 

lighting systems in a computer environment [19]. Among these softwares, Dialux shows the light 

measurements made in a two-dimensional environment with the colors, isohips, and measurement 

points. This program is particularly suitable for this study as it provides point data information, which 

is essential for accurate comparison of computer simulation measurements with scaled model 

measurements. 

 

Luxmeter was used in measurements with the physical model (Figure 5). DIALux evo software was 

used in computer simulation measurements. For the open and closed sky, the DIALUX program uses 

Krochmann's Zenit formula and can calculate the multiplier of the sunlight. When calculating daylight 

in the program, the daylight environment is added from the guide section. To achieve the correct sky 

condition in Dialux software, the software takes into account specific date and time information, as well 

as properties of the sky type DIALux evo software lets input the geographical location (latitude, 

longitude) and time data of a place to calculate this information for any direction. Additionally, it can 

be selected the geographical location and time period data for many cities worldwide from the software's 

library. [20]. 

 

 
 

Figure 4. Assessing daylight performance with computer simulation model made in Dialux software. 
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2.2. Determination of Light Shelf Height with the Help of the Physical Model 

 

To ensure the effectiveness of the light shelf, it is essential that it provides maximum daylight to the 

innermost areas of the room possible. In this way, the occurrence of shadowy areas in the depths of the 

room is avoided, and uniform illumination is achieved throughout the space. The height, which is one 

of the variables in this regard, is one of the parameters that affect light shelf efficiency the most. In this 

experiment, the optimal height value for this parameter was determined based on the physical model 

and then compared with the height value obtained through computer simulation measurements to 

determine its effectiveness. The model's data is compared within its own regions (Table 2-7). The impact 

of light shelf height on daylighting has been analyzed by comparing different heights of light shelf in 

specific areas of the model. The daylight analysis with the physical model was based on proportional 

and comparative results so the reflection values of the physical model's materials were ignored. The 

results obtained from the computer simulation showed similar proportional results as the physical 

model.The model was prepared at a scale of 1/10, with a width of 42cm, a length of 66.7cm, and a 

thickness of 5mm using MDF material (Figure 4). As a result of the physical model's 1/10 rate, the same 

rate of depth as real room sizes was formed. In this way, how much light shelf height affects the yield 

has been observed in a close way. 

 

The effect of daylight on the ceiling in order to examine the performance of the light shelf in the deep 

areas of the room was measured with the help of the physical model and DiWU LX-1010B model 

Luxmeter (Figure 5). Measurements made with the help of a model and lux metre were compared with 

the measurements made in the computer environment and provided. Based on these proportional 

measurements, it is predicted that the light shelf will provide the maximum illumination performance 

on the ceiling when placed at a height of 185 cm. 

 

 
                                               (a)                                                                         (b) 

 

Figure 5. (a): Daylight measurement with the physical model. (b): The value obtained from the luxmeter. 

 

In this experiment, light leaks were prevented by using black tape. The photometer sensor of the lux 

meter is attached to the ceiling and the display is on the outside. (Figure 5, 6). The measured light shelf’s 

heights are indicated by height signs as shown in the photograph (Figure 6). In order to test different 

openings and shapes, all components of the model are capable of staying intact during both installation 

and transportation (Figure 6). 
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                                             (a)                                                                                    (b) 

 

Figure 6. (a): Inside the model. (b): Measurement areas and height signs of the light shelf. 

 

2.3. Determining the Light Reflection Values of the Materials Used 

 

In order to determine the performance of the light shelf and provide the closest values to the reality, 

should be determined the reflection values of the materials situated in the room and on the light shelf.  

The computer simulation measurement results were measured in lx. The specified reflection values were 

applied in Dialux software for computer simulation measurements are made. In the study, the 

contribution of light shelf performance to the uniformity of illuminance in the room was examined based 

on the specified parameters. The factors that the user can change (furnitures) in the room will not make 

a great change in these comparative measurements so the models don't contain these factors. The 

reflection values of the laminated door and window profiles are the same reflection value of the wall, so 

that the model doesn't contain laminated door and window profiles. 

 

Light reflection values of the materials found in the study (ρ): Laminated door 0.7, wall 0.7, composite 

light shelf 0.8, aluminum window profile 0.75. The reflection factor values were determined depending 

on the surface colors of the ceiling, wall. According to the table below, the ceiling reflection value was 

determined as 0.7 (Table 1). 

 
Table 1. Reflection Values of Materials [21] 

 
Average Reflection Factor of the Ceiling Average Reflection Factor of the Wall 

0.80 ρ shiny white 0.70 ρ light colored 

0.70 ρ light white 0.50 ρ dark colored 

0.50 ρ dirty white 0.30 ρ darker colored 

 

2.4. Size and Settlement of the Light Shelf 

 

Ruck suggests that light shelves can be installed both on the outer and inner sides of the window in a 

light shelf application. To determine the appropriate width of light shelves, it is recommended to use a 

measurement that is at least equal to the window height, or at least 60 cm or more. Placing the light shelf 

inside of the window is more efficient to reflect the daylight to the deepest points of the volume, no 

matter what angle of light comes [22]. In this study, the same opinion was reached and the use of light 

shelf was made in the room. The width of the light shelf is considered to be 60 cm.  
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3. RESULTS AND DISCUSSIONS 

 

In this part of the study, certain parameters are kept constant. While each measurement is made in 

computer simulation measurements, only one of the parameters is variable. In this way, the combination 

that provides optimum efficiency was found by using the most suitable parameters step-by-step. 

Measurements have been visualized in a work plane. The "work plane" is a flat surface positioned at a 

certain height from the ground, where daylight measurements are taken and displayed. The figures that 

represent the daylight measurements on this surface are referred to as the visualized work plane. 

 

3.1. Determining the Light Reflection Value of the Light Shelf 

 

The fact that the daylight reaches deep areas and provides uniform lighting is an indicator showing the 

efficient use of the light shelf. In the study, which is visualized with isohips, color and point lx values 

below, was calculated with the help of the Dialux software.   

 

The light shelf height was 185 cm, the direction of the opening was east and the light shelf slope was  0 

degrees. It was measured in open sky values of Eskişehir (30° East longitude and 39° North latitude) on 

01/08/2021 at 12:00, . Daylight measurement is on 80 cm work plane height. 

 

In the Dialux software, the models generated on a plane are merged into lines by grouping the points 

that have similar light levels. The reflection value of the reflective shelf is very important for reflecting 

the light to the depth of the room and providing homogeneous illumination to the room. The Dialux 

software comes equipped with a library of medium-dark colored wood, composite material, and wood. 

As evident from the modeling, the reflective value of these materials results in different outcomes. 

 

 
 

Figure 7. Comparison of light shelf reflection values (a): Reflection value of the light shelf on DiaLux software 

in default wooden material settings (0.15 ρ). (b): Reflection value of the wooden light shelf (0.50 ρ). (c): 

Reflection value of the composite light shelf material (0.80 ρ). 
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The reflection value of the composite light shelf material is high because it undergoes processes such as 

varnishing. As a result of these computer simulation measurements, it has been observed that the 

performance of the light shelf with 0.8 ρ reflection value in terms of reflecting the light to the deep areas 

of the room and providing homogeneous illumination in the room was more effective (Figure 7). 

 

3.2. Comparison of the Direction of the Opening 

 

To determine the facade where the light shelf performs better in buildings, it's essential to take lighting 

measurements of the light shelf while the room openings face different directions. These measurements, 

which are calculated by Dialux software, are visualized (Figure 8) and compared. At the bottom and 

right of each image, there is a north arrow. The arrows are indicating the southern and east directions of 

the opening by showing the north and west directions. 

 

According to Ruck: The performance of light shelves in the east and west direction is not good; It is 

stated that the light shelf is efficient in the south direction in the northern hemisphere (north in the 

southern hemisphere) and in climates where sunny days are intensely [22]. To obtain the maximum yield 

of the light shelf, the orientation parameter was kept constant in the southern direction during 

investigation of the combination. 

 

The light shelf height was 185 cm, the direction of the opening was east and the light shelf slope was 0 

degrees. It was measured in open sky values of Eskişehir (30° East longitude 39,90° North latitude) on 

01/08/2021 at 12:00. Daylight measurement is in 80 cm working plane height. The light shelf reflection 

value was 0.8 ρ as determined by previous computer simulation measurement. 

 

 
                                          (a)                                                                                    (b) 

 
Figure 8. Daylight measurements made in different directions of room’s opening (a): East direction. (b): South 

direction. 

 

As a result of these measurements, the dark area was not found in the depths of the room where the light 

shelf in the south was used and the light scattered in the room was more homogeneous. Therefore, it 

was concluded that the light shelf in the southern direction would be more effective (Figure 8). 

 

3.3. Comparison of Light Shelf Height in the East Direction 

 

In order to ensure the most efficient use of the light shelf, the height of the light shelf should be optimum 

value. In the following study, the optimum height was calculated with the help of the DiaLux software 

and visualized with isohips, color and point in lx values (Figure 9). The use of the light shelf in the south 

is the most efficient compared to other directions, but this section (3.1.) was performed by assuming the 

opening of the room in the east direction. Because the comparison conducted in the east direction has 

demonstrated the substantial impact of efficient utilization. 
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In the following comparison (Figure 9), the opening of the room was in the east direction and the slope 

of the light shelf was 0 degrees. At 12:00 on 01/08/2021, in Eskişehir (30° East longitude 39.90° North 

latitude), the open sky values were measured during daylight measurements taken at a working plane 

height of 80 cm. The reflection value of the light shelf was 0.15 ρ. 

 

 
 

Figure 9. Light shelf height comparison. (a): Light shelf on 170 cm height. (b): Light shelf on 180 cm height. (c): 

Light shelf on 185 cm height. (d): Light shelf on 190 cm height. (e): Light shelf on 200 cm height. 

 

According to Ruck: The recommended height for light shelves is 2 meters. As the height of the shelf 

decreases from the ground, the reflection power and daylight amount scattered on the ceiling increases. 

For this reason, when the light shelves system is intended to implement, it is stated that the ceiling height 

should be 3 meters [22]. As a result of the measurements, it was observed that the light shelves of 180, 

185 and 190 cm height positively affect the performance. Moreover, the study determined that the 

optimal height for the light shelf was 185 cm in a space with a height of 280 cm. The efficiency was 

highest at this height, and the most appropriate height ratio was approximately 2/3, which corresponds 

to a ratio of 185/280 cm. 
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Ruck suggested a light shelf with a height of 2 meters for a volume of 3 meters. The ideal light shelf 

ratio was 2/3, and in a space with a height of 280 cm, the light shelf's optimal height was around 185 

cm. When this height is tried on the southern facade and on the eastern facade, it was seen that the height 

of 185 cm was the most suitable height for this room and followed the Ruck’s 2/3 ratio proposal [22]. 

 

3.4. Determination of Light Shelf’s Slope 

 

To maximize the performance of the light shelf, it is advisable to install it on the inside. Figure 10 

illustrates the effect of the light shelf slope on the visuals generated using dialux software and light 

calculations, as well as the efficient utilization of the light shelf in Eskişehir conditions.  

 

In order to examine the penetrative effects of measurements, the orientation of the room was in the east 

direction. It was measured in open sky values of Eskişehir (30° East longitude 39,90° North latitude) 

were measured on  01/08/2021, at 12:00, . Daylight measurement is on 80 cm working plane height. The 

light shelf reflection value was 0.8 ρ and the height was 185 cm. 

 

 
 
Figure 10. Light shelf slope comparison. (a): Light shelf’s slope is 0°. (b): Light shelf’s slope is 10°. (c): Light 

shelf’s slope is 20°. 

 

According to Costanzo: The rates are also stated for the most effective use of blinds and roller blinds 

systems. When the ratio between the wall and window area increases over 40% and 60%, the degree of 

surface of the plates plays a major role. In this case, the appropriate slope angle is recommended as 

between 10° to 20° [23]. 

 

As shown in the measurements, the performance of the light shelf which has a slope of 10° (Figure 10), 

was more efficient in reflecting the light to the depths of the room and providing homogeneous light in 

the room. 
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3.5. Comparison of Computer Simulation and Physical Model Daylight Analysis 

 

In order to examine the performance of the light shelf in the deeper parts of the room, the effect of 

daylight on the ceiling (Figure 12-17) was analyzed by comparing both the model (Table 2-7) and computer 

simulation analyzes. The model measurements were based on results obtained in open sky conditions. The 

columns in the tables correspond to the specific areas indicated in the image below (Figure 11).  
 

 
 

Figure 11. The areas are numbered on the ceiling. 

 

3.5.1. Results of measurements dated 01/08/2021 in lx 
 

 
                              (a)                                                   (b)                                                       (c) 
 

Figure 12. Images of computer simulation measurements, hours respectively: (a): 09:00. (b): 12:00. (c) 15:00. 

 
Table 2. Results of physical model measurements dated 01/08/2021 in lx 

 
Hours / 

Areas 

1 2 3 4 5 6 7 8 9 

09.00 40 lx 43 lx 45 lx 58 lx 68 lx 55 lx 115 lx 291 lx 98 lx 

12.00 81 lx 85 lx 79 lx 155 lx 148 lx 136 lx 480 lx 648 lx 450 lx 

15.00 72 lx 75 lx 72 lx 125 lx 132 lx 135 lx 361 lx 513 lx 413 lx 

 

3.5.2. Results of measurements dated 15/08/2021 in lx 
 

 
                                 (a)                                                  (b)                                                      (c) 
 

Figure 13. Images of computed measures, hours respectively. (a): 09:00. (b): 12:00. (c) 15:00. 
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Table 3. Results of physical model measurements dated 15/08/2021 in lx 

 
Hours / Areas 1 2 3 4 5 6 7 8 9 

09.00 46 lx 51 lx 43 lx 67 lx 71 lx 63 lx 163 lx 182 lx 133 lx 

12.00 93 lx 98 lx 89 lx 177 lx 183 lx 172 lx 613 lx 820 lx 598 lx 

15.00 82 lx 95 lx 83 lx 139 lx 158 lx 152 lx 413 lx 655 lx 523 lx 

 
 

3.5.3. Results of measurements dated 01/09/2021 in lx 

 

 
                                (a)                                                   (b)                                                     (c) 
 

Figure 14. Images of computed measures, hours respectively. (a): 09:00. (b): 12:00. (c) 15:00. 

 

Table 4. Results of physical model measurements dated 01/09/2021 in lx 

 
Hours / Areas 1 2 3 4 5 6 7 8 9 

09.00 58 lx 59 lx 55 lx 101 lx 123 lx 98 lx 289 lx 320 lx 203 lx 

12.00 106 lx 116 lx 107 lx 215 lx 270 lx 202 lx 768 lx 1208 lx 712 lx 

15.00 93 lx 98 lx 91 lx 152 lx 154 lx 163 lx 420 lx 730 lx 615 lx 

 

3.5.4. Results of measurements dated 15/09/2021 in lx 

 

 
                               (a)                                                  (b)                                                      (c) 

 
Figure 15. Images of computed measures, hours respectively. (a): 09:00. (b): 12:00. (c) 15:00. 

 

Table 5. Results of physical model measurements dated 15/09/2021 in lx 

 
Hours / Areas 1 2 3 4 5 6 7 8 9 

09.00 58 lx 61 lx 57 lx 123 lx 129 lx 103 lx 412 lx 432 lx 245 lx 

12.00 132 lx 129 lx 135 lx 352 lx 331 lx 312 lx 935 lx 1276 lx 928 lx 

15.00 112 lx 135 lx 122 lx 194 lx 235 lx 202 lx 694 lx 1325 lx 945 lx 
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3.5.5. Results of measurements dated 01/10/2021 in lx 

 

 
                                (a)                                                    (b)                                                   (c) 

 
Figure 16. Images of computed measures, hours respectively. (a): 09:00. (b): 12:00. (c) 15:00. 

 

Table 6. Results of physical model measurements dated 01/10/2021 in lx 

 

Hours / Areas 1 2 3 4 5 6 7 8 9 

09.00 81 lx 96 lx 68 lx 163 lx 187 lx 149 lx 557 lx 698 lx 361 lx 

12.00 152 lx 159 lx 147 lx 423 lx 436 lx 278 lx 1188 lx 1565 lx 1147 lx 

15.00 126 lx 146 lx 132 lx 215 lx 265 lx 271 lx 687 lx 1328 lx 1154 lx 

 

3.5.6. Results of measurements dated 15/10/2021 in lx 

 

 
                                 (a)                                                  (b)                                                      (c) 
 

Figure 17. Images of computed measures, hours respectively. (a): 09:00. (b): 12:00. (c) 15:00. 

 

Table 7. Results of physical model measurements dated 15/10/2021 in lx 

 
Hours / Areas 1 2 3 4 5 6 7 8 9 

09.00 89 lx 95 lx 85 lx 184 lx 196 lx 172 lx 614 lx 706 lx 425 lx 

12.00 152 lx 159 lx 145 lx 256 lx 278 lx 200 lx 752 lx 1103 lx 856 lx 

15.00 136 lx 145 lx 132 lx 226 lx 294 lx 268 lx 759 lx 1056 lx 1125 lx 

 

In the following comparison (Table 8) where the room opening faced the east direction and the light 

shelf had a slope of 0 degrees. Open sky values were measured in Eskişehir (30° East longitude 39.90° 

North latitude) on 01/08/2021 at 12:00. Daylight measurement is on the ceiling with the help of the lux 

meter. 

 

Table 8. Results of physical model measurements dated on 01/08/2021 in lx 

 
Heights / Areas 1 2 3 

170 236 lx 335 lx 245 lx 

180 289 lx 365 lx 270 lx 

185 335 lx 423 lx 350 lx 

190 315 lx 410 lx 330 lx 

200 180 lx 220 lx 170 lx 
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During this phase of the study, the measurements obtained from the physical model were compared with 

each other. Moreover, computer simulations were conducted under the same conditions and their 

outcomes were compared with the physical model results. This approach was taken to examine the 

consistency of the simulation results with the physical model. The findings were found to be proportional 

to each other, which enhances the accuracy of the research. Table 8 includes measurements that examine 

how the height of the light shelf affects the illumination of daylight. As part of this study, light 

measurements were taken on the ceiling in 1, 2, and 3 areas (Figure 11). A similar study was also 

illustrated (Figure 9). The results of both studies indicate that the most efficient height is 185 cm at a 

volume of 280 cm. 
 

3.6. Investigation of Situations in Which the Light Shelf is Advantage-Disadvantage 
 

The primary purpose of light shelves is to allow light to penetrate deeper into the interior of a space, 

illuminating even the darker areas while ensuring uniform illumination throughout the space. However; 

The height of the light shelf, the light reflection value of the light shelf (ρ), the angle of the light shelf, 

the direction of the opening in the room, the daylight in Eskişehir conditions according to different date 

and different hours are examined in different combinations. During the use of the light shelf with 

maximum efficiency in Eskişehir's conditions, certain combinations were found to have a negative 

impact on specific dates and hours.Rather than using a specific lx value as a criterion, the advantages 

and disadvantages have been evaluated through a comparison of scenarios where light shelves are used 

versus scenarios where they are not used. If the light shelf has improved the room's illumination, it is 

considered an advantage, but if it hasn't, it is considered a disadvantage. 
 

The computer simulation measurements (Figure 18) compare the quality of illumination in the room on 

October 15th at 12:00, with and without light shelves installed, for a window opening on the southern 

facade. With the light shelf; The homogeneous lighting in the room is provided and the positive impact 

is seen in reflecting the light in front of the window onto the ceiling. In addition, it is seen that daylight 

is reflected in the deep areas of the room successfully. 

 

 
                                            (a)                                                                               (b)  

 
Figure 18. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light shelf. 

 

The computer simulation measurements (Figure 19) compare the quality of illumination in the room on 

October 15th at 15:00, with and without light shelves installed, for a window opening on the southern 

facade. With the light shelf; The homogeneous lighting in the room is provided and the positive impact 

is seen in reflecting the light in front of the window onto the ceiling. However, deficiencies have been 

observed in terms of the transmission of light to the deeper parts of the room. 
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                                             (a)                                                                                 (b)  
 

Figure 19. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light 

shelf 

 

The computer simulation measurements (Figure 20) compare the quality of illumination in the room on 

October 15th at 12:00, with and without light shelves installed, for a window opening on the southern 

facade. In this comparison daylight measurement is on a 80 cm working plane height. The homogeneous 

lighting in the room is provided with light shelf. In addition, it is seen that daylight is reflected in the 

deep areas of the room successfully. 
 

 
                                           (a)                                                                               (b)  
 

Figure 20. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light 

shelf. 
 

The computer simulation measurements (Figure 21) compare the quality of illumination in the room on 

October 15th at 12:00, with and without light shelves installed, for a window opening on the southern 

facade. In this comparison daylight measurement is on a 80 cm working plane height. There was no 

positive impact on scattering daylight to the room. It was found that it had a negative impact on reflecting 

daylight to the deep areas of the room. 

 
                                         (a)                                                                                  (b)  
 

Figure 21. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light 

shelf. 
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The computer simulation measurements (Figure 22) compare the quality of illumination in the room on 

October 15th at 15:00, with and without light shelves installed, for a window opening on the southern 

facade. In this comparison daylight measurement is on a 80 cm working plane height. The homogeneous 

lighting in the room is provided. It has been observed that the light shelf has only partially succeeded in 

reflecting light to the deeper parts of the room. 
 

 
                                         (a)                                                                                  (b)  
 

Figure 22. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light 

shelf. 
 

The computer simulation measurements (Figure 23) compare the quality of illumination in the room on 

October 15th at 15:00, with and without light shelves installed, for a window opening on the easthern 

facade. In this comparison daylight measurement is on a 80 cm working plane height. Light shelf has 

not positive impact on scattering the daylight to the room is provided. It was found that it had a negative 

impact on reflecting daylight to the deep areas of the room. 

 

 
                                        (a)                                                                                   (b)  
 

Figure 23. Comparison of no light shelf and with light shelf measurements (a): Without light shelf. (b): With light 

shelf. 
 

4. EVALUATION AND CONCLUSION 
 

The research and observations conducted indicate that increasing the reflection value of the light shelf 

has a positive effect on the even distribution of daylight in Eskişehir's conditions. However, the 

measurements revealed that excessive daylight reflecting from the light shelf can result in discomfort in 

certain situations that may not occur otherwise. 
 

As a result of the research and observations, it was concluded that the light shelf application is more 

appropriate and efficient to use the daylight for buildings on the southern facade. 
 

As stated in the figure below, the measurements made in A, B, C, D, E, and F areas (Figure 24) are 

compared with the help of a graphic (Figure 25). The measurements taken at 12:00 under the open sky 
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conditions in Eskişehir, comparing the performance of a light shelf with a 0° slope and a light shelf with 

a 0.15 ρ reflection value (Figure 25). The study examines the lighting performance at different heights 

of the light shelf in the deepest points of the room, with lx values recorded on the ceiling. In this way, 

the effect of light shelf height in deep regions has been observed more accurately. The graph shows that 

the most efficient lighting is achieved at a light shelf height of 185cm, as per the obtained data. 

 

 
 

Figure 24. Areas compared in the graph (Figure 25) 

 

Through experimental methods, the most efficient height for the light shelf to reflect daylight into the 

deeper areas of the room was determined to be 185 cm (Figure 25). This finding was further confirmed 

by computer simulation measurements. The research showed that light shelves placed at a height 

corresponding to 2/3 of the room height provided accurate data, which was confirmed through 

experimentation and measurements in Eskişehir's conditions. The impact of light shelf height on 

efficient use was found to be more clearly visible than the case where the window is facing east. 

 

 

 

Figure 25. Light shelf height comparison with computer simulation techniques 

 

170cm 180cm 185cm 190cm 200cm

     A 98 101 102 101 103

     B 101 110 108 105 102

     C 99 107 107 108 103

     D 104 105 104 105 102

     E 95 99 100 99 99

     F 89 94 95 92 95

Average 97,66666667 102,6666667 102,6666667 101,6666667 100,6666667
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As a result of computer simulation measurements in determining the light shelf slope, there was no 

significant difference in the use of the light shelf in the south direction compared to east. The application 

of a 10° slope for the light shelf in the east direction has enabled us to obtain the most effective 

comparisons in reflecting daylight to the deeper areas of the room. Based on the data obtained from the 

experiment's measurements and evaluations, the research determined that the light shelf with a width of 

60 cm and a height of 185 cm should be placed facing south for the maximum benefit. 

 

Experimental measurements were conducted using both computer simulation and physical models to 

analyze the impact of daylight on the ceiling and evaluate the light shelf's performance in reflecting 

daylight to the deeper areas of the room. In the measurements made with the physical model, in the open 

sky results are taken as basis. After conducting model and computer simulation measurements, it was 

observed that the outcomes did not completely coincide with each other. However, they displayed a 

certain level of similarity in terms of proportion. These measurements on the ceiling were measured and 

the maximum daylight on the ceiling was obtained with the same parameters to reflect the maximum 

daylight to the depths of the room. 

 

Upon examining the scenarios where the light shelf could be advantageous or disadvantageous, it was 

discovered that in Eskişehir conditions, the light shelf may not always have a positive impact, even 

during the dates and hours where it was most efficient. However, at these dates and hours where the 

light shelf is seen inefficient, the light shelf may become more efficient than the reflective variables at 

the base of the room. In the room where the study was conducted, it was assumed that there were no 

objects present. However, in a room with reflective objects like carpet rugs that absorb light, the light 

shelf may enhance efficiency by reflecting the light towards the ceiling in the disadvantageous scenario. 

 

 
 

Figure 25. Apartment samples benefiting from daylight according to the angle of the sun rays. 

 

Based on these findings, it is recommended to use a light shelf with the parameters that were found to 

be most effective under Eskişehir conditions. Especially in buildings that cannot take the horizontal 

daylight into the room (Figure 25), it is concluded that the use of the light shelf on the southern facade 

is the most appropriate use by preventing the daylight in front of the window and reflect to the ceiling 

when the daylight enters the room with a steeper angle. 
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ABSTRACT 
 

Cancer, having numerous types, is among the most dangerous and complex chronic diseases in the world affecting the wellbeing 

of humans, society and economy. The exploration and reassessment of effective chemicals, compounds, and natural products 

as potential agents for alleviating the adverse effects of cancer and its related symptoms continue on a global scale. This process 

involves an initial evaluation of the cytotoxic activities of potential drug candidates or treatment regimens on diverse cancer 

cell types in an ex vivo context. Benzoic acid (BA), an aromatic carboxylic acid that is widely available and used in the food 

industry, is one of the phenolic acids that may bear considerable anti-cancer potential. It is useful to find out the comparable 

effect of BA on various cancer types. Therefore, in this study, we tested the cytotoxicity of BA using MTT assay, on a number 

of ten different cancer cell lines and one normal cell type, namely prostate cancer (PC3), cervical cancer (HeLA), liver cancer 

(HUH7), colon cancer (CaCO2, HT29, SW48), bone cancer (MG63 and A673), pharyngeal cancer (2A3), lung cancer 

(CRM612) and kidney epithelial control cell line (Phoenix), respectively. IC50 (µg/ml) values after 48 and 72-hour exposure 

to BA were found to differ between 85.54±3.17 to 670.6±43.26, while the IC values for the control cell line Phoenix were 

410.54±32.29 and 231.16±25.25, respectively. Taking into account of statistical evaluation of the IC50 values for BA on 11 

cell types, we suggest that the molecular and omics approaches can be implemented in more details in order to find cellular 

and biochemical targets of BA as well as elucidating molecular mode of action, especially starting with the cancer cell lines of 

MG63, CRM612 and A673, in which the IC50 levels are relatively the lowest compared to those of the control cell line. 

 

Keywords: Benzoic acid, Cytotoxic effect, Anticancer, MTT 
 

 

1. INTRODUCTION 

 

Cancer represents a cluster of diseases arising from genetic anomalies, including the loss of function in 

tumor suppressor genes, gene mutations, gene deletions in chromosomes and epigenetic changes in gene 

expression [1]. Transcriptional epigenetic modifications play an important role in the onset and 

progression of cancer pathogenesis [2]. Various factors, such as the rise in unhealthy eating habits, 

smoking, and aging of the population, contribute to the transformation of normal cells into cancerous 

ones [3]. 

 

The treatment process in cancer patients is related to the size of the tumor, the age of the patient, the 

presence of metastases, the susceptibility to chemotherapy, and the feasibility of surgical intervention 

[4]. The side effects associated with chemotherapy, radiotherapy, and commonly used surgical methods 

in cancer treatment, coupled with the development of chemotherapy resistance in patients and the 

tumor's potential to metastasize, impose limitations on treatment options [5]. Beyond these side effects, 

a prominent challenge in treatment lies in late diagnosis, which, along with economic costs and disease 

progression limitations, curtails the application of available therapeutic agents. Consequently, there is a 

https://orcid.org/0000-0002-2882-0401
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pressing need to uncover novel drugs and treatment modalities that can enhance treatment success and 

mitigate side effects [6]. 

 

Phenolic compounds, secondary metabolites found in fruits, vegetables, grains, and legumes [7], have 

garnered interest due to their use in diets and minimal side effects [8]. These compounds play roles in 

plant defense mechanisms against ecological and physiological stress factors, synthesized in response 

to stressors such as pathogenic microorganisms, insects, and UV radiation [9]. Phenolic compounds are 

classified into various groups, including lignin, tannins, and simple phenols -primarily phenolic acids 

containing benzoic acid and cinnamic acid derivatives- based on the number of phenol groups in their 

structure and their substitution position [10-11-12]. Benzoic acid (BA), a natural compound in the 

hydroxybenzoic acid group, is widely available and utilized [13]. 

 

Benzoic acid is synthesized through natural and synthetic pathways. For instance, it is synthetically 

produced by the oxidation of toluene at high pressure and temperature [14]. Plants synthesize benzoic 

acid from phenylalanine or shikimate [15]. Several benzoic acid derivatives, such as ubiquinone 

(Coenzyme Q) and folic acid, are vital for plant metabolism. Ubiquinone is a benzoquinone involved in 

the mitochondria and electron transport system of some bacteria [16]. Salicylic acid is an herbal hormone 

found in the defense mechanism of plants. At the same time, some volatile benzoic acid derivatives 

found in plants are involved in pollination and protection of reproductive organs from bacterial 

infections [17]. Benzoic acid is naturally formed by the oxidation of benzaldehyde because of microbial 

degradation of hippuric acid and phenylalanine during the formation of fermented milk products [18]. 

Streptomyces maritimus, an aquatic microorganism, synthesizes benzoic acid by β-oxidation of L-

phenylalanine while producing enterocin [19]. 

 

The fact that benzoic acid is a natural compound and can be produced synthetically makes it versatile to 

be used in many fields ranging from cosmetics to food industry. Studies have shown that benzoic acid 

has antibacterial, antioxidant, antifungal, and anticancer activities. One of the biggest problems 

encountered in livestock is gastrointestinal diseases. Intestinal flora in small cattle can be improved by 

using benzoic acid [20]. In another study with benzoic acid, the antibacterial effect against 

Enterohemorrhagic Escherichia coli (EHEC) bacteria, which causes hemorrhagic uremic syndrome and is 

transmitted from contaminated food and water, was investigated. The inclusion of benzoic acid in the diet 

has been shown to improve the intestinal microbiota [21]. In addition to all these activities, benzoic acid 

(E210) is used as a preservative in acidic or slightly acidic foods because it has antimicrobial activity [22]. 

 

In addition to the inhibitory effect observed on microbial organisms, benzoic acid is also recognized for 

its anticancer activity in cancer cells. The literature contains relatively limited number of studies 

examining the cytotoxic effect of benzoic acid specific to different cancer types. Phenolic compounds, 

which are an integral part of the daily human diet and are absorbed by the colon, have been studied in 

the context of colorectal cancer. In experiments where CaCo-2 colorectal cancer cells were exposed to 

benzoic acid and caffeic acid, the induction of apoptosis in cancerous cells was observed. Apoptosis 

induction occurred independently of mitochondrial DNA (mtDNA) [23]. This finding is promising, 

considering another study that established a relationship between changes in mtDNA levels in cells and 

resistance to anticancer drugs [24]. 

 

In some studies, aiming to determine the mechanism of the cytotoxic effect of benzoic acid, it has been 

suggested that benzoic acid and its derivatives may possess histone deacetyltransferase inhibitor 

(HDACi) activity. Acetylation of histones by the histone acetyltransferase (HAT) and deacetylation by 

the histone deacetyltransferase (HDAC) are the most well-known epigenetic mechanisms in the 

regulation of transcription [25]. An increase in the level of the HDAC enzyme may lead to the silencing 

of tumor regulator genes and contribute to the pathogenesis of cancer [26]. Benzoic acid, hydroxy 

benzoic acid, dihydroxy benzoic acid, and methylated forms of benzoic acid, as well as HDAC inhibition 

effects on breast (HeLA), cervical (SiHa), colon (HCT-116), and rectal (HCT-15) cancer types were 
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studied. Dihydroxy benzoic acid has been found to have a 50> HDAC inhibition activity [27]. In another 

study, it was reported that hydroxybenzoic acid inhibits the HDAC3 enzyme in breast cancer cells 

(MCF-7) and promotes apoptosis [28]. 

 

As a result of studies, it has been established that benzoic acid exhibits a cytotoxic effect on cancer cells. 

However, the literature indicates a shortage of studies focusing on different types within a cancer group 

(e.g., Colon cancer - CaCO2, HT29, SW48). In our conducted study, we investigated the cytotoxic effect 

of benzoic acid using 10 different cancer cell lines and 1 control one. The study aimed to determine the 

concentration of benzoic acid (IC50), which inhibits half of the population in the target cancer types. This 

study was conducted to unveil the anticancer effect of benzoic acid specific to various types of cancer. 

 

2. MATERIALS and METHODS 

 

2.1. Chemicals and Cell Lines 

 

DMEM (Dulbecco’s Modified Eagle’s Medium) (Capricorn Scientific #DMEM-HA), RPMI (Roswell 

Park Memorial Institute) (Sigma #R8758), Trypsin/EDTA (Pan Biotech #P10-019100), 

Penicillin/Streptomycine (Capricorn #PS-B), FBS (Fetal Bovine Serum) (Gibco #A4766801), DMSO 

(Dimethyl sulphoxide) (Biofroxx #67-68-5), Trypan blue (Sigma #T8154), DPBS (Dullbecco’s 

Phosphate Buffered Saline) (Sigma #D8537), MTT (Thiazoyl Blue Tetrazolium Bromide) (Sigma 

#M2128), Benzoic acid (Sigma #242381) were purchased from the indicated suppliers shown in 

parentheses.  

 

The cell lines used in this study are prostate cancer (PC3), cervical cancer (HeLA), liver cancer (HUH7), 

colon cancer (CaCO2, HT29, SW48), bone cancer (MG63 and A673), pharyngeal cancer (2A3), lung 

cancer (CRM612) and kidney epithelial control cell line (Phoenix). HUH7 cancer cell line was obtained 

from Sigma Aldrich, CRM612 cancer cell line was obtained from Aydın Adnan Menderes University, 

Department of Medical Biology, and other cell lines were obtained from ATCC.  

 

2.2. Cell Culture 

 

Cells were grown at 37°C in a humidified environment with %5 CO2. RPMI medium containing L-

glutamine and sodium bicarbonate was used for the propagation of the PC3 cell line, and DMEM 

medium containing L-glutamine was used for the propagation of other cell lines. 10% FBS and %1.5 

penicillin/streptomycin were added to the media. Cells were taken from flasks by trypsinization. Cells 

were seeded in 96-well cell culture plates at 105 cells per well. For the cells to adhere to the wells, they 

were incubated for 24 hours at 37°C in a %5 CO2 incubator. The benzoic acid was prepared with Ethyl 

alcohol (EtOH) at a stock concentration of 125 mg/ml. In the experiments, 0, 23.44 µg/ml, 46.88 µg/ml, 

93.75 µg/ml, 187.5 µg/ml, 375 µg/ml and 750 µg/ml benzoic acid were used. The experiment was 

replicated 3 times at each concentration tested.  

 

2.3. MTT Test to Determine the Cytotoxicity of Benzoic Acid 

 

After the cells were exposed to benzoic acid at given concentrations for 48 hours and 72 hours, the 

medium containing benzoic acid was removed and % 0.5 final volume of MTT solution was added to 

each well and incubated for 4 hours in the dark. After 4 hours, the MTT solution in the wells was 

removed from the wells and 100 µl of DMSO was added to each well to dissolve the formed formazan 

crystals. It was incubated for 15 minutes for the formation of purple color and absorbance values were 

measured at 570 nm in the spectrophotometer. Concentrations (IC50) at which benzoic acid inhibited 

each cell line by % 50 were calculated [29].  
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2.4. Statistical Analysis 

 

Statistical analyses were performed using the GraphPad Prism 8.0.1 statistics program. Benzoic acid 

concentrations that inhibited the growth by 50% (IC50) were calculated. The MTT assay of each cell 

group was performed in triplicate. A t-test was performed following one-way ANOVA, and the 

statistically significant levels of IC50 values taken from two different time points were calculated. A p-

value of less than 0.05 was considered significant. The calculations were carried out separately for each 

cell line for the 48- and 72-hour results. 

 

3. RESULTS 

 

The MTT test was conducted to assess the effect of benzoic acid on cell viability in various cancer cell 

lines. Cells were exposed to benzoic acid at concentrations of 0, 23.44 µg/ml, 46.88 µg/ml, 93.75 µg/ml, 

187.5 µg/ml, 375 µg/ml, and 750 µg/ml for 48 and 72 hours. The Phoenix kidney epithelium-like cell 

line was included as a control. 

 

As the concentration of benzoic acid increased, cell viability decreased depending on the dose and 

incubation time. Percentage cell viability (%) graphs were generated for each cell line separately based 

on increasing benzoic acid concentrations, with the no-treatment group normalized to 100. Figure 1 

illustrates the cell viability graphs for HeLa, Huh7, CaCO2, and MG63 cells upon exposure to benzoic 

acid for 48 and 72 hours. Cell viability ratios for HT29, A673, SW48, and PC3 cells are presented in 

Figure 2. The effect of benzoic acid on the control cell line Phoenix- kidney epithelial-like cells, as well 

as the other two cancer lines, 2A3 and CRM612, is illustrated in Figure 3. 

 

Figure 1. The cytotoxic effect of benzoic acid on HeLa, HUH7, CaCO2, and MG63 cancer cells. Percentage cell 

viability graphs are displayed for 48 and 72 hours of incubation. Benzoic acid concentrations are shown in µg/ml 
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Figure 2. The cytotoxic effect of benzoic acid on HT29, A673, SW48 and PC3 cancer cells. 

 

Figure 3. The cytotoxic effect of benzoic acid on 2A3, CRM612 cancer cells and Phoenix control cells. 

IC50 values were calculated for each cell line from the cell viability graphs to determine the benzoic 

acid concentration that inhibited 50% of the cell population for both 48 and 72-hour exposure times. 
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These IC50 values are presented in Table 1. The range of IC50 values was observed to be from 85.54 ± 

3.17 µg/ml to 670.6 ± 43.26 µg/ml, suggesting significant variation in the response of different cancer 

cells to BA, possibly attributable to various intrinsic tolerance mechanisms within the cells. 

 

Statistical analysis of the findings from the 48-hour benzoic acid exposure revealed that HeLa, HUH7, 

MG63, A673, and CRM612 cells were significantly more affected (p < 0.05) (Figure 4) compared to 

the results obtained with the control cell line Phoenix. Subsequent statistical analyses performed after 

72 hours of benzoic acid exposure revealed that MG63 and CRM612 cells were significantly more 

affected (p < 0.05) (Figure 5). 

 

Among the cell lines affected by benzoic acid, CRM612 and MG63 stand out, particularly because these 

cell lines are inhibited by relatively low levels of BA compared to the control and other cell lines. 

 
Table 1. IC50 values of the cancer cell lines used in this study and the Phoenix control cell line following 

exposure to benzoic acid for 48 and 72 hours 

IC50 (µg/ml) 

Cell line 48 hour 72 hour 

HeLA 270.84 ± 14.22 219.61 ± 28.13 

HUH7 317.83 ± 17.32 282.77 ± 7.62 

CaCO2 331.07 ± 16.57 320.08 ± 12.22 

MG63 195.21 ± 6.93 85.54 ± 3.17 

HT29 670.6 ± 43.26 472.15 ± 10.09 

A673 274.51 ± 14.11 199.31 ± 3.90 

SW48 374.55 ± 33.11 321.58 ± 28.67 

PC3 449.54 ± 13.12 260.84 ± 5.70 

2A3 355.39 ± 16.95 193.06 ± 11.12 

CRM612 108.18 ± 9.78 93.76 ± 7.49 

Phoenix 410.54 ± 32.29 231.16 ± 25.25 

 

 

Figure 4. Comparison of IC50 values for the cancer cell lines and the control cell line following 48-hour 

exposure to benzoic acid 

 

 



Kabakaş et al. / Eskişehir Technical Univ. J. of Sci. and Tech. A – Appl. Sci. and Eng. 25 (1) – 2024 
 

72 

 

Figure 5. Comparison of IC50 values for the cancer cell lines and the control cell line following 72-hour 

exposure to benzoic acid 

 

4. DISCUSSION AND CONCLUSION 

 

Cancer is one of the leading causes of disease-related deaths globally, with its onset potentially triggered 

by lifestyle and dietary factors. Among the pivotal factors influencing cancer formation, along with 

genetic predisposition, is the escalation of Reactive Oxygen Species (ROS) within the cell due to 

environmental and physiological stress [30]. ROS instigates DNA damage by inducing mutations, 

causing structural alterations in DNA that result in aberrant cell proliferation and a decrease in apoptosis 

[31]. Furthermore, anomalies in post-translational epigenetic modifications in mammalian cells play a 

crucial role in the pathogenesis of cancer [26]. 

 

Epidemiological studies demonstrate that the consumption of foods rich in phenolic compounds is 

associated with a reduced risk of cancer [32]. The protective effects of these secondary metabolites may 

stem from their antioxidant and anti-inflammatory activities [33]. The antioxidant activity of phenolic 

acids is attributed to their capacity to inhibit reactive oxygen species and act as chelators of metal ions 

[34]. 

 

In the context of this study, we investigated the cytotoxic effects of increasing benzoic acid 

concentrations on 10 different cancer types and a control group cell line. We evaluated the decrease in 

cell viability resulting from 48- and 72-hour exposures to benzoic acid. Statistical analyses revealed 

that, especially at both time points, MG63 and CRM612 cancer cell lines were more sensitive to benzoic 

acid at lower concentrations compared to the control group (p<0.05). Notably, both A673 and MG63, 

the two analyzed bone cancer cell lines, exhibited sensitivity to benzoic acid for both 48 and 72 hours. 

However, the proliferation of MG63, in particular, was inhibited at lower concentrations (48 h - 195.21 

μg/ml, 72 h - 85.54 μg/ml). Hence, there appears to be a mechanism in these bone cancer cell lines that 

is affected by benzoic acid. We suggest that further investigation into the effect of BA on A673 and 

MG63 may yield potentially useful information. 

 

Osteosarcoma, a cancer originating in the bones, is an aggressive type that can manifest throughout the 

entire skeletal system in individuals of various ages. Its development is notably faster during 

adolescence [35]. Common treatments for this cancer involve chemotherapy and surgical intervention 

[6]. In cases where metastasis has not occurred, the patient's survival rate increases with the removal of 

the tumor area through surgical intervention [36]. Osteosarcoma typically metastasizes to the lungs, 
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exacerbating the clinical outcomes for patients [37]. The primary factors contributing to the lung 

metastasis rate of 80-90% in osteosarcoma include tumor-host signaling pathways, the structure of lung 

epithelial tissue, and innate adaptive immunity [38-39]. Investigations are underway for new drugs 

aimed at curing this type of cancer. We propose that the molecular structures associated with benzoic 

acid could serve as a promising starting point for the development of new candidates in anti-cancer drug 

design. 

 

Based on the findings of our study, the cell line most affected by benzoic acid (BA) was the CRM612 

cell line, associated with lung cancer. This discovery is intriguing and calls for further investigation, 

especially considering that lung cancer-related deaths rank highest among cancer types. Lung cancer is 

linked to factors such as the consumption of tobacco products, air pollution, and economic inadequacy 

[40]. Additionally, lung cancer can occur due to the propensity of bone cancer to metastasize to the lung 

[37]. 

 

Within the scope of the study, we included three colon cancer cell lines namely CaCO2, SW48 and 

HT29 cell lines and found the change in cell viability of three different colorectal cancer cells exposed 

to benzoic acid. Colorectal cancer (CRC) accounted for 1.93 million reported cases worldwide in 2020 

[41]. There is believed to be a relationship between the development of colorectal cancer and nutrition. 

The occurrence of CRC differs between individuals consuming fiber-rich diets and those consuming 

diets high in animal protein and fat [42]. The development of CRC is hindered by the high consumption 

of meat products, affecting intestinal flora and structure. On the other hand, butyrate, released in the 

intestine because of fibrous food consumption, protects the intestinal structure [43]. 

 

The Epithelial Growth Factor Receptor (EGFR) is a tyrosine kinase receptor found in major synthesis 

pathways involved in cell proliferation, survival, and motility. This receptor is expressed in 25-80% of 

advanced colorectal cancer patients [44]. Cetuximab, an antibody inhibiting the EGFR signaling 

pathway, is employed in the treatment of colorectal cancer [45]. While SW48 and CaCO2 colorectal 

cancer cells exhibit sensitivity to cetuximab, HT29 cancer cells display resistance [46]. Our cytotoxicity 

studies with benzoic acid yielded similar findings to cetuximab. An analysis of cell viability changes in 

CaCO2, SW48, and HT29 colorectal cancer cell lines revealed an observed alteration in the viability of 

CaCO2 and SW48 cell lines following a 48-hour benzoic acid exposure (p<0.05). 

 

The findings from cytotoxicity studies revealed variations in the inhibition concentration of benzoic acid 

among different types within the same cancer group. Literature studies suggest the existence of diverse 

inhibition mechanisms between cancer groups and types, with acetylation standing out as a particularly 

notable post-translational modification. Changes in the expression of HDAC, an enzyme involved in 

acetylation mechanisms, may contribute to the development of cancer pathogenesis. Research has 

demonstrated that benzoic acid and its derivatives exhibit HDAC inhibition activity in specific cancer 

types [27]. The intriguing aspect of benzoic acid being an inherent and natural component of the human 

diet, coupled with its observed cytotoxic activity in many of the analyzed cancer types within the study, 

further emphasizes the compound's significance. 

 

As a result, the impact of benzoic acid on cancer cells should be further investigated, particularly to 

identify the biomolecules involved in the anticancer mechanism of the compound. This is especially 

pertinent for cervical, lung, colon, and bone cancer cell lines. In the present era, omics studies illuminate 

the mechanisms of action of various compounds on cells. Studies involving natural compounds with 

phenolic structures provide crucial examples of this [47-48]. More comprehensive studies using 

molecular genetics and omics approaches could be employed to decipher the genes, proteins, and 

metabolites associated with the effects of benzoic acid and its derivatives on cancer cells. Determining 

mRNA expression levels of target genes in specified cell lines or conducting proteomic analyses may 

lay the groundwork for future experiments. Focusing on the specific types of cancer, such as lung, colon, 

and bone cancers presented by this study, can offer valuable insights into the anticancer properties of 
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benzoic acid. In-depth studies in these areas may contribute to the development of potential therapeutic 

strategies or the identification of biomarkers associated with the anticancer activity of benzoic acid. 
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ABSTRACT 
 

Metaheuristic algorithms are often preferred for solving constrained engineering design optimization problems. The most 

important reason for choosing these algorithms is that they guarantee a satisfactory response within a reasonable time. The 

swarm intelligence-based manta ray foraging optimization algorithm (MRFO) is a metaheuristic algorithm proposed to solve 

engineering applications. In this study, the performance of MRFO is evaluated on 19 mechanical engineering optimization 

problems in the CEC2020 real-world constrained optimization problem suite. In order to increase the MRFO performance, 

three modifications are made to the algorithm; in this way, the enhanced manta ray foraging optimization (EMRFO) algorithm 

is proposed. The effects of the modifications made are analyzed and interpreted separately. Its performance has been compared 

with the algorithms in the literature, and it has been shown that EMRFO is a successful and preferable algorithm for this 

problem suite. 

 

Keywords: Constrained optimization problems, Manta ray foraging optimization algorithm, Real-world optimization problems 
 

 

1. INTRODUCTION 
 

Exact and metaheuristic methods can be used to solve constrained engineering design optimization 

problems. However, exact methods are not preferred because of local optima, computational 

complexity, and time requirements. Metaheuristic algorithms generally use random number search 

techniques to obtain a satisfactory answer within a reasonable period of time [1, 2]. In recent years, 

meta-heuristic algorithms have become increasingly popular for tackling challenging optimization 

problems in all engineering fields due to their cheap, efficient, and easy implementation. Figure 1 

categorizes meta-heuristics into five groups based on their natural inspirations. These categories include 

evolution-based (Genetic algorithm [3] (GA), differential evolution [4] (DE), and biogeography-based 

optimization [5] (BBO), etc.), swarm-based, physics/chemistry-based (Gravitational search algorithm 

[6] (GSA), Artificial chemical reaction optimization algorithm [7] (ACROA), atom search optimization 

[8] (ASO), etc.), human-based algorithms (teaching-learning-based optimization [9] (TLBO), poor and 

rich optimization [10] (PRO), society and civilization algorithm [11] (SCA), etc.), and others (supply-

demand-based optimization [12] (SDO), backtracking optimization search algorithm [13] (BSA), 

differential search algorithm [14] (DSA), etc.) [15]. 
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Figure 1. Meta-heuristic method classification[15] 

Swarm-based algorithms, one of these classification categories, are algorithms inspired by the herd 

consciousness of living things in nature. The most well-known of these are algorithms such as the 

particle swarm optimization algorithm (PSO) [16], the artificial bee colony algorithm (ABC) [17], and 

the ant colony algorithm (ACO) [18], and their numbers are increasing rapidly day by day. One of the 

recently proposed swarm intelligence-based algorithms is manta ray foraging optimization (MRFO) 

[19]. This algorithm models three different strategies that manta rays use in foraging. Compared to other 

traditional optimization algorithms, it has a clearer mechanism, does not require additional parameter 

tuning, has a better balance between exploration and exploitation search ability, and has improved 

solution performance [20]. These features are the reason for the preference for MRFO. In this study, the 

performance of MRFO, which has been used in different optimization problems, on CEC2020 real-

world constrained engineering problems has been evaluated. An enhanced algorithm (EMRFO) has been 

proposed by making three modifications to increase the performance of the algorithm. The performance 

increase provided by EMRFO is presented and discussed. The rest of the study is organized as follows: 

The literature review for MRFO is presented in the second section. The third section explains the steps 

of the MRFO algorithm and introduces the proposed EMRFO algorithm. The experimental study results 

are showcased in the fourth section. The fifth section covers the conclusions drawn from the study and 

suggests future work. 

2. LITERATURE REVIEW 

 

MRFO is a preferred algorithm in many different research fields. Houssein et al. developed a novel 

feature selection and electrocardiogram arrhythmia classification approach based on MRFO and support 

vector machines [21]. Houssein et al. used their proposed improved MRFO using opposition-based 

learning to solve the image segmentation problem in COVID-19 computed tomography images [22]. 

Hemeida et al. implemented the MRFO to reduce power loss by determining the optimal size and 

placement of distributed generators within the radial distribution network [23]. Tang et al. developed 

MRFO using adaptive control parameter strategies, an elite search pool, and a distribution estimation 

strategy to overcome the shortcomings of MRFO. They tested it on different test suites and three 

engineering design problems [24]. Gokulkumari developed a method for classifying brain tumors using 

the MRFO-based deep convolutional neural network algorithm [25]. Hassan et al. proposed the MRFO 

algorithm integrated with the gradient-based optimizer to solve the single and multi-purpose economic 

emission distribution problem [26]. Micev et al. proposed a new method based on the hybrid use of 

MRFO and a simulated annealing algorithm to solve the problem of setting the proportional-integral-

derivative controller type for an automatic voltage regulator system [27]. Kahraman et al. used the 

MRFO algorithm, which they developed with the crowd-distance-based Pareto archiving strategy, to 

solve the CEC 2020 benchmarking functions and the multi-objective optimal power flow problem [28]. 

Got et al. proposed MRFO, which they developed with external archive and grid mechanisms, for multi-
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purpose problems [29]. Elaziz et al. developed the algorithm by integrating the triangle mutation 

operator and orthogonal learning strategies into MRFO and tested it on CEC functions and engineering 

problems [30]. Zouache and Abdelaziz extended MRFO so that it can be applied to multi-objective 

problems [31]. The algorithm was created by integrating strategies such as population archive, crowding 

distance, and 𝜖-dominance, which contribute to diversity and convergence. The proposed algorithm was 

applied to structural design problems such as four-bar truss design,speed-reduced design, welded beam 

design, and disk brake design, and compared with the literature. Ekinci et al. proposed the MRFO 

algorithm with improved diversification and intensification features [32]. The MRFO algorithm was 

developed with a generalized opposition-based learning technique and the Nelder-Mead simplex search 

method. The proposed algorithm was tested for solving unimodal and multimodal benchmark functions. 

It was also used to find the optimum values of a real PID plus a second-order derivative controller used 

in the magnetic object suspension system. Yousri et al. proposed an improved MRFO that adopts the 

Caputo fractional differ-sum operator to increase the utilization of past optimal solutions in MRFO and 

adaptively uses the somersault factor to avoid premature convergence [33]. The proposed algorithm was 

used for global optimization problems, engineering design optimization problems, and multi-threshold 

segmentation. Daqaq et al. presented an improved MRFO algorithm based on an elitist non-dominated 

sorting strategy to solve multi-objective optimization problems [34]. The algorithm's performance was 

tested on multimodal optimization problems, four engineering optimization problems, the CEC2020 test 

suite, and the modified real-world issue of IEEE 30-bus optimal power flow involving the 

wind/solar/small-hydro power generations. Liu et al. proposed an effective MRFO algorithm by 

integrating a nonlinear adjustment parameter based on the cosine factor, random individuals' information 

interaction, and fractional derivative mutation strategy into the standard algorithm [20]. The proposed 

algorithm was used to solve CEC2017 benchmark functions and seven engineering design optimization 

problems. Zhu et al. proposed a new MRFO based on variable spiral factors, matching games, and 

progressive learning that enables the dynamic adjustment of internal parameters [35]. The performance 

of the algorithm was validated on classical benchmark functions, the CEC2022 test suite, and three 

engineering optimization problems. Yang et al. proposed a new elite chaotic MRFO in which the 

population is initialized chaotic and integrated with an opposition-based learning strategy [36]. This 

algorithm was tested on the classical benchmark function, CEC2020 test functions, and three 

engineering optimization problems. Ghosh et al. obtained a binary version of the MRFO by applying 

the transfer functions, which are S-shaped and V-shaped. The resulting binary algorithm was applied to 

eighteen feature selection problems [37]. Yıldızdan proposed MRFO's binary version with the help of 

transfer functions and tested the binary algorithm on classical and CEC2005 benchmark functions [38]. 

Wang et al. discretized the MRFO algorithm with the sigmoid function, improved it with the XOR 

operator and velocity adjustment factor, and applied it to the spectrum allocation problem [39]. 

When the literature review was examined, it was seen that there were many improved or hybrid versions 

of MRFO proposed for many different continuous or discrete problems. The results obtained in the 

literature are also quite successful. The motivation for this study is that MRFO has become a frequently 

preferred algorithm recently, and there has been no significant study on its performance on CEC2020 

real-world engineering problems. The contributions of the study to the literature are as follows: 

• To preserve diversity and ensure the balance between foraging processes, three modifications 

are made to MRFO, and a new manta ray foraging optimizer (EMRFO) is proposed. 

• The effectiveness of EMRFO was demonstrated on 19 mechanical engineering optimization 

problems in the CEC2020 real-world constrained optimization problem suite. 

• Although the performance of MRFO has been examined on a few well-known engineering 

optimization problems, thanks to this study, its performance on a larger number of engineering 



Yıldızdan / Eskişehir Technical Univ. J. of Sci. and Tech. A – Appl. Sci. and Eng. 25 (1) – 2024 
 

81 

problems has been examined. A guiding resource has been created for researchers who are 

considering working in this field. 

• The results obtained within the scope of this study revealed that EMRFO was more successful 

compared to the literature. Thus, a new version of MRFO that is promising for different 

problems was introduced to the literature. 

 

3. MATERIAL AND METHOD 

 

3.1.  Manta Ray Foraging Optimization Algorithm (MRFO) 

MRFO is a bio-inspired optimization algorithm proposed by Zhao et al. [19] in 2020, inspired by the 

feeding behavior of manta rays. The algorithm is based on three foraging techniques: chain, spiral, and 

somersault. The steps of the algorithm are as follows: 

3.1.1. Initialization 

 

The MRFO algorithm, similar to other meta-heuristic algorithms, begins by creating a random 

population using Equation 1. 

𝑋𝑖
𝑑 = 𝐿𝑏𝑖

𝑑 + 𝑟𝑎𝑛𝑑 × (𝑈𝑏𝑖
𝑑 − 𝐿𝑏𝑖

𝑑)        𝑖 = 1, … . , 𝑁            𝑑 = 1, … . , 𝐷                                        (1) 

In the equation, 𝐷 is the number of dimensions and 𝑁 is the population size (the number of individuals 

in the population). 𝐿𝑏 and 𝑈𝑏 are the lower and upper limits of the dimensions. 

3.1.2. Chain foraging 

Manta rays that feed on plankton can sense the position of food. Manta rays tend to gravitate toward 

places with high nutrient density. For this, they align and form a foraging chain. Except for the first 

manta ray at the beginning of the chain, they search according to the food source and the individual in 

front of it. That is, each individual is updated after each iteration using both the solution before it and 

the best solution so far. Chain foraging behavior in MRFO is formulated as in Equation 2. 

𝑋𝑖,𝑑
𝑡+1 = {

𝑋𝑖,𝑑
𝑡 + 𝑟 × (𝑋𝑏𝑒𝑠𝑡,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 ) + 𝛼 × (𝑋𝑏𝑒𝑠𝑡,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 )                              𝑖 = 1

𝑋𝑖,𝑑
𝑡 + 𝑟 × (𝑋𝑖−1,d

𝑡 − 𝑋𝑖,𝑑
𝑡 ) + 𝛼 × (𝑋𝑏𝑒𝑠𝑡,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 )                   𝑖 = 2, … . , 𝑁

                      (2) 

𝛼 = 2 × 𝑟 × √|log (𝑟)|                                                                                                                   (3) 

In Equation 2, 𝑟 is a vector of random numbers in the range [0,1]. 𝛼 is the weight coefficient whose 

formula is given in Equation 3. 𝑋𝑖,𝑑
𝑡  is the position of the 𝑖𝑡ℎ individual at time 𝑡 of the 𝑑𝑡ℎ dimension, 

and 𝑋𝑏𝑒𝑠𝑡,𝑑
𝑡  is the the position with the highest nutrient density. 

3.1.3. Cyclone foraging  

When manta rays see a piece of plankton in deep water, they both spiral toward the plankton piece and 

swim toward the manta rays in front of them. This behavior, called cyclone foraging, is formulated in 

the MRFO as given in Equation 4. 𝛽 given in Equation 5 is the weight coefficient, 𝑇 is the maximum 

number of iterations, and 𝑟 is also a random number between 0 and 1. 

 

𝑋𝑖,𝑑
𝑡+1 = {

𝑋𝑏𝑒𝑠𝑡,𝑑 + 𝑟 × (𝑋𝑏𝑒𝑠𝑡,𝑑
𝑡 − 𝑋𝑖,𝑑

𝑡 ) + 𝛽 × (𝑋𝑏𝑒𝑠𝑡,𝑑
𝑡 − 𝑋𝑖,𝑑

𝑡 )                      𝑖 = 1

𝑋𝑏𝑒𝑠𝑡,𝑑 + 𝑟 × (𝑋𝑖−1,d
𝑡 − 𝑋𝑖,𝑑

𝑡 ) + 𝛽 × (𝑋𝑏𝑒𝑠𝑡,𝑑
𝑡 − 𝑋𝑖,𝑑

𝑡 )          𝑖 = 2, … . , 𝑁
                                 (4)                                      

𝛽 = 2𝑒𝑟 
𝑇−𝑡+1

𝑇 × sin (2𝜋𝑟)                                                                                                                                (5) 
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MRFO is an algorithm with comprehensive global search capability. To achieve this, a random position 

is created in the optimization process, and a spiral search is performed around this position. In the 

algorithm, this behavior is formulated as in Equations 6 and 7. In Equation 6, 𝑋𝑟,𝑑
𝑡  denotes a random 

location in the search space. 𝑈𝑏𝑑 and  𝐿𝑏𝑑  are also the upper and lower limit values for the 

𝑑𝑡ℎ dimension, respectively. 

𝑋𝑟,𝑑
𝑡 = 𝐿𝑏𝑑 + 𝑟 × (𝑈𝑏𝑑 − 𝐿𝑏𝑑)                                                                                                                                  (6) 

𝑋𝑖,𝑑
𝑡+1 = {

𝑋𝑟,𝑑
𝑡 + 𝑟 × (𝑋𝑟,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 ) + 𝛽 × (𝑋𝑟,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 )                             𝑖 = 1

𝑋𝑟,𝑑
𝑡 + 𝑟 × (𝑋𝑖−1,d

𝑡 − 𝑋𝑖,𝑑
𝑡 ) + 𝛽 × (𝑋𝑟,𝑑

𝑡 − 𝑋𝑖,𝑑
𝑡 )             𝑖 = 2, … . , 𝑁

                                          (7)                    

3.1.4. Somersault foraging 

Each manta ray swims back and forth around a food location, seen as a pivot, and somersaults to a new 

position. Thus, individuals update their location according to the best location found so far. In MRFO, 

this behavior is formulated according to Equation 8. In Equation 8, 𝑟1 and 𝑟2 are two random numbers 

between 0 and 1. The value of 𝑆 is the somersault factor, which determines the distance covered during 

a somersault. The pseudocode and flowchart of MRFO are given in Figure 2 and Figure 3, respectively. 

𝑋𝑖,𝑑
𝑡+1 = 𝑋𝑖,𝑑

𝑡 + 𝑆 × (𝑟1 × 𝑋𝑏𝑒𝑠𝑡,𝑑
𝑡 − 𝑟2 × 𝑋𝑖,𝑑

𝑡 ),              𝑖 = 1, … , 𝑁                                                      (8)          

         

                                   

Figure 2. The  pseudocode of MRFO 
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Figure 3. The  flowchart of MRFO 

3.2.  Enhanced Manta Ray Foraging Optimization Algorithm (EMRFO) 

MRFO is a swarm intelligence-based metaheuristic algorithm proposed for engineering applications. In 

general, MRFO, which has a good performance, has some drawbacks when analyzed in detail. These 

can be listed as follows: especially in the early iterations, the selection of random reference points 

weakens the exploitation ability, the chain foraging tends to bring the solutions to the local optimum, 

and the population diversity decreases in the late iterations [24]. This study proposes an enhanced 

algorithm called EMRFO to address the drawbacks of MRFO. Three modifications have been made to 

the MRFO to achieve this goal. 

• As can be seen from Figure 2, the balance between exploration and exploitation in MRFO is 

determined by whether the result (𝐶) of the linearly increasing iteration/maximum iteration (i.e., 

𝑡/𝑇𝑚𝑎𝑥) operation is less than a random number. Here, choosing the C parameter with 

nonlinearly increasing characteristics is beneficial for the search process to be more balanced. 

Thus, one of the disadvantages of MRFOA, which is the weakening of the ability to benefit due 

to random reference location selection in early iterations, is prevented. For this reason, different 

studies have been carried out on the nonlinear use of this parameter in the literature [24, 40]. 

This study proposes the use of the simulated annealing inertia weight strategy [41] for parameter 

𝐶. The mathematical formulation of this strategy is given in Equation 9. In Equation 9, 

𝑡  represents the number of iterations, and 𝑤𝑠𝑡𝑎𝑟𝑡 and 𝑤𝑒𝑛𝑑 represent the start and end values 

for the parameter, respectively. 

 

                                𝐶𝑡 = 𝑤𝑠𝑡𝑎𝑟𝑡 + (𝑤𝑒𝑛𝑑 − 𝑤𝑠𝑡𝑎𝑟𝑡) × 0.95𝑡−1                                                          (9) 

Figure 4 shows the change of the C parameter in MRFO and EMRFO. When the graphic is 

examined, when the nonlinear C parameter is used as in EMRFO, foraging behavior in random 
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locations is dominant in the first 20% of the total iteration. In the remaining part, searches are 

made around locations with high nutritional value. Thus, the disadvantage of weakening the 

ability of MRFO to provide benefits due to random reference location selection in early iterations 

is eliminated. 

 

Figure 4.  Change of C values 

• The second modification was made to the 𝑆 parameter used in somersault foraging (Equation 

8). The value of 𝑆 is the somersault factor that determines the distance covered during a 

somersault around the food location chosen as the pivot. In MRFO, the 𝑆 parameter is a fixed 

value (𝑆 = 2). There are different studies in the literature on the selection of the 𝑆 value [24, 42]. 

In this study, the S value is used by decreasing it within a certain interval. To determine these 

interval values, tests are performed for different values. At the end of this testing process, the 

interval [5, 2] is chosen, which yields the most successful results. In this way, exploration is 

supported by using a larger somersault distance initially. Over time, decreasing the 𝑆 value 

supports exploitation by conducting a more focused search with smaller somersault distances. 
Thus, by changing the distance during the somersault foraging, diversity is contributed and 

premature convergence is prevented. In order to achieve this, the S value is used by decreasing 

in a certain interval nonlinearly according to Equation 10, which is obtained by editing Equation 

9. 

                            𝑆𝑡 = 𝑤𝑒𝑛𝑑 + (𝑤𝑠𝑡𝑎𝑟𝑡 − 𝑤𝑒𝑛𝑑) × 0.95𝑡−1                                                  (10) 

Figure 5 shows the change of the 𝑆 parameter in MRFO and EMRFO. The graphic shows that 

the non-linear change of the 𝑆 parameter in EMRFO supports the ability to exploration first, 

then exploitation, using different somersault distances. 

 

Figure 5. Change of S values 
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• Finally, an update strategy was integrated into somersault foraging to prevent the drawback of 

MRFO losing diversity towards the last iterations and to contribute to avoiding local minima by 

preserving diversity for longer periods of time. For this, an update rate (𝑈𝑅) is first determined. 

Then, as shown in Figure 6, each individual in the population and the candidate individual 

obtained after applying the algorithm steps to that individual are exchanged at the determined 

𝑈𝑅 rate [43]. 

 

Figure 6. Updating strategy 

The pseudocode of the EMRFO algorithm obtained after the three modifications mentioned above in 

the MRFO algorithm is given in Figure 7. The flowchart of EMRFO is also presented in Figure 8. 

 

 

Figure 7.  The  pseudocode of EMRFO 
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Figure 8. The  flowchart of EMRFO 

3.3. Nonparametric Friedman Test 

 

In this study, the non-parametric Friedman test is used to reveal significant differences between 

metaheuristic algorithms. The steps of the test can be summarized as follows [44]:  

The hypotheses are defined first.  

 

Hypothesis 0 (HO): The results of the compared algorithms do not differ statistically significantly. 

Hypothesis 1 (H1): The results of the compared algorithms differ statistically significantly. 

• During R_N runs, gather evaluation criteria for every metaheuristic algorithm (the run number 

is represented by R_N). 

• Sort the metaheuristic algorithms that have been tested in order of best to worst, from 1 to k, 

which is denoted as 𝑟𝑖𝑗. 

• Calculate the mean of the obtained ranks over R_N runs for the 𝑗𝑡ℎ algorithm according to 

Equation 11. 

𝑅𝑗 =
1

𝑅_𝑁
∑ 𝑟𝑖𝑗

𝑗
𝑖                                                                         (11) 

 

• Using Equation 12, write the nonparametric Friedman statistic 𝐹𝑓. 

 

𝐹𝑓 =
12𝑛

(𝑘+1)𝑘
[∑ 𝑅𝑗

2 −
𝑘(𝑘+1)2

4𝑗 ]                                                    (12) 
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To calculate the probability of rejecting the null hypothesis in this test, a p-value is used. The null 

hypothesis should be rejected if the p-value is less than 0.05. In other words, there is a significant 

difference in the results of the compared algorithms [45]. 

 

4. EXPERIMENTAL RESULTS 

 

Solving real-world optimization problems can be challenging due to their complex objective functions 

and numerous constraints. To overcome these challenges, various metaheuristics and constraint-

handling approaches have been proposed. In this section, the performance of the proposed EMRFO 

algorithm is evaluated on CEC2020 real-world constrained optimization problems [46]. The real-world 

constrained optimization problems are formulated as in Equation 13 [46]. 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∶ 𝑓(𝑥̅), 𝑥̅ = (𝑥1, 𝑥2, … , 𝑥𝐷) 

𝑆𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 ∶  𝑔𝑖(𝑥̅) ≤ 0, 𝑖 = 1,2, … , 𝑝           

                                                                          ℎ𝑗(𝑥̅) = 0,     𝑗 = 𝑝 + 1, … , 𝑚                                               (13) 

where 𝑓(𝑥̅) is the objective function, 𝑥̅ is the D-dimensional solution vector, the 𝑔𝑖(𝑥̅) function is the 𝑖𝑡ℎ 

inequality constraint, and ℎ𝑗(𝑥̅) is the 𝑗𝑡ℎ equality constraint. These constraints may or may not be linear. 

The CEC2020 real-world constrained optimization problem suite consists of 57 problems in total and 

six groups: industrial chemical processes, process synthesis and design problems, mechanical 

engineering problems, power system problems, power electronics problems, and livestock feed ration 

optimization. In this study, the performance of EMRFO is tested on mechanical engineering problems 

(RC15-RC33). This group consists of 19 problems, and their features are given in Table 1. In the table, 

𝐷 is the dimension of the problem, 𝑔 is the number of inequality constraints, ℎ is the number of equality 

constraints, and 𝑓(𝑥̅∗) is the best-known feasible objective function value. 

As it is known, in optimization, a fixed amount of function evaluations called maximum function 

evaluation numbers (𝑀𝑎𝑥𝐹𝐸𝑠) are allocated, and when the algorithm reaches this number, the 

optimization process is stopped. The MaxFEs for the problems in Table 1 are determined by Equation 

14. The population size is also chosen as 100. In comparisons, the best (best fitness value), mean (mean 

of fitness values), and standard deviation (standard deviation of fitness values) values obtained from 25 

independent studies are used. Also, in comparison tables, bold font shows a better value, italic font 

shows equal values, and gray background shows a better standard deviation value for equal mean values. 

                                     MaxFEs = {
1 × 105                            𝑖𝑓 𝐷 ≤ 10

2 × 105                 𝑖𝑓 10 ≤ 𝐷 ≤ 30
                                           (14) 

 

In this section, firstly, the effect of the modifications made in 𝑀𝑅𝐹𝑂 on performance is analyzed. Let 

𝑀𝑅𝐹𝑂𝐶 be the improved algorithm obtained by adding the first modification that suggests the use of the 

parameter C, which exhibits nonlinearly increasing characteristics in 𝑀𝑅𝐹𝑂, to the algorithm. 

Accordingly, Table 2 presents the comparison results of 𝑀𝑅𝐹𝑂 and 𝑀𝑅𝐹𝑂𝐶. When the results are 

analyzed, it is seen that 𝑀𝑅𝐹𝑂𝐶 achieved a better mean in 11 out of 19 problems. In two of the remaining 

problems, 𝑀𝑅𝐹𝑂 finds a better mean value, while in the other five, the algorithms find the same mean 

value. But in these five problems, 𝑀𝑅𝐹𝑂𝐶  has a smaller standard deviation value. In the RC31 problem, 

both algorithms find 0.00𝐸 + 00. These results show that the first modification positively affects the 

MRFO's performance. 
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Table 1. Features of the mechanical engineering problems 

 

 

 

 

 

 

 

 

 

 

 

 

 

Secondly, the effect of the second modification made in 𝑀𝑅𝐹𝑂 is analyzed. Let 𝑀𝑅𝐹𝑂𝑆 be the improved 

algorithm obtained by adding the second modification that suggests the use of the parameter S, which 

exhibits nonlinearly decreasing characteristics in 𝑀𝑅𝐹𝑂, to the algorithm. Accordingly, Table 3 presents 

the comparison results of 𝑀𝑅𝐹𝑂 and 𝑀𝑅𝐹𝑂𝑆. When the results are analyzed, it is found that 𝑀𝑅𝐹𝑂𝑆 

finds a better mean value in 7 problems, while 𝑀𝑅𝐹𝑂 finds a better mean value in 5 problems. In six of 

the remaining problems, the algorithms found the same mean value. In two of these problems, 𝑀𝑅𝐹𝑂, 

and in the remaining four, the 𝑀𝑅𝐹𝑂𝑆 algorithm obtained a better standard deviation value. In the RC31 

problem, both algorithms find 0.00𝐸 + 00. These results show that the second modification improves 

the MRFO's performance. 

 

Table 4 shows the comparison results of 𝑀𝑅𝐹𝑂𝐶𝑆 , which is obtained by integrating the first and second 

modifications into the standard algorithm, and the 𝑀𝑅𝐹𝑂 algorithm. When the results in the table are 

analyzed, 𝑀𝑅𝐹𝑂𝐶𝑆  finds the best mean value in 12 out of 19 problems, while 𝑀𝑅𝐹𝑂 finds the best 

mean value in 1 problem. In five of the remaining problems, the algorithms find the same mean value, 

but in these problems, 𝑀𝑅𝐹𝑂𝐶𝑆 performs better by finding better standard deviation values. In the RC31 

problem, both algorithms find 0.00𝐸 + 00. These results show that integrating both modifications into 

𝑀𝑅𝐹𝑂 further improves MRFO's performance. To see this effect more clearly, the results of the 

𝑀𝑅𝐹𝑂𝐶, 𝑀𝑅𝐹𝑂𝑆, and 𝑀𝑅𝐹𝑂𝐶𝑆  algorithms are compared in Table 5. When the table is examined, the 

𝑀𝑅𝐹𝑂𝐶  algorithm finds a better mean value in 3 of the problems, while the 𝑀𝑅𝐹𝑂𝑆 algorithm finds a 

better mean value in 2 of the problems. The 𝑀𝑅𝐹𝑂𝐶𝑆 algorithm achieves a better mean value in 8 of the 

remaining problems. Of the five problems where the algorithms find the same mean, 𝑀𝑅𝐹𝑂𝐶  obtains a 

better standard deviation value in three of them and 𝑀𝑅𝐹𝑂𝐶𝑆 in the remaining two. Additionally, in the 

RC31 problem, it finds the value 0.00𝐸 + 00 in three algorithms. According to the results of this 

comparison, it is proven that the use of the two modifications together contributes more to the 

performance.  

 

 

 

 

 

Problem Name 𝐷 𝑔 ℎ 𝑓(𝑥̅∗) 

RC15 Weight Minimization of a Speed Reducer 7 11 0 2,9944244658E+03 

RC16 Optimal Design of Industrial refrigeration System 14 15 0 3,2213000814E-02 

RC17 Tension/compression spring design (case 1) 3 3 0 1,2665232788E-02 

RC18 Pressure vessel design 4 4 0 5,8853327736E+03 

RC19 Welded beam design  4 5 0 1,6702177263E+00 

RC20 Three-bar truss design problem 2 3 0 2,6389584338E+02 

RC21 Multiple disk clutch brake design problem 5 7 0 2,3524245790E-01 

RC22 Planetary gear train design optimization problem 9 10 1 5,2576870748E-01 

RC23 Step-cone pulley problem 5 8 3 1,6069868725E+01 

RC24 Robot gripper problem 7 7 0 2,5287918415E+00 

RC25 Hydro-static thrust bearing design problem 4 7 0 1,6254428092E+03 

RC26 Four-stage gear box problem  22 86 0 3,5359231973E+01 

RC27 10-bar truss design 10 3 0 5,2445076066E+02 

RC28 Rolling element bearing 10 9 0 1,4614135715E+04 

RC29 Gas Transmission Compressor Design (GTCD) 4 1 0 2,9648954173E+06 

RC30 Tension/compression spring design (case 2) 3 8 0 2,6138840583E+00 

RC31 Gear train design Problem 4 1 1 0,0000000000E+00 

RC32 Himmelblau’s Function 5 6 0 -3,0665538672E+04 

RC33 Topology Optimization 30 30 0 2,6393464970E+00 
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Table 2. Comparison results of the 𝑀𝑅𝐹𝑂 and  𝑀𝑅𝐹𝑂𝐶  algorithms 

 𝑴𝑹𝑭𝑶 𝑴𝑹𝑭𝑶𝑪 

 Best Mean Std Best Mean Std 

RC15 2,994424E+03 2,994425E+03 8,933243E-05 2,994424E+03 2,994424E+03 4,781112E-07 

RC16 3,254210E-02 4,194690E-02 6,952061E-03 3,221305E-02 4,038194E-02 8,051717E-03 

RC17 1,266675E-02 1,267320E-02 5,055811E-06 1,266576E-02 1,266873E-02 2,743722E-06 

RC18 6,059714E+03 6,324653E+03 2,404949E+02 6,059714E+03 6,127095E+03 1,267901E+02 

RC19 1,670218E+00 1,670218E+00 1,234202E-12 1,670218E+00 1,670218E+00 2,703950E-15 

RC20 2,638958E+02 2,638959E+02 8,129818E-06 2,638958E+02 2,638959E+02 6,355131E-06 

RC21 2,352425E-01 2,352425E-01 3,271315E-12 2,352425E-01 2,352425E-01 5,870076E-14 

RC22 5,257687E-01 5,287543E-01 3,035527E-03 5,257687E-01 5,278581E-01 2,496295E-03 

RC23 1,714135E+01 2,619215E+01 1,118297E+01 1,624213E+01 2,307006E+01 6,292782E+00 

RC24 2,697086E+00 2,954188E+00 2,301767E-01 2,614242E+00 2,839908E+00 1,684963E-01 

RC25 1,640789E+03 1,766357E+03 9,996301E+01 1,623517E+03 1,708607E+03 6,220753E+01 

RC26 3,736598E+01 8,869061E+15 1,611897E+16 3,646089E+01 1,288893E+16 4,760657E+16 

RC27 5,245301E+02 5,275083E+02 3,028573E+00 5,245136E+02 5,279593E+02 3,156006E+00 

RC28 1,695820E+04 1,695820E+04 2,184191E-03 1,695820E+04 1,695820E+04 9,737234E-05 

RC29 2,964896E+06 2,964902E+06 4,628019E+00 2,964895E+06 2,964899E+06 2,284177E+00 

RC30 2,658559E+00 2,671626E+00 4,955796E-02 2,658559E+00 2,660319E+00 8,184043E-03 

RC31 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 

RC32 -3,066554E+04 -3,066554E+04 2,027150E-03 -3,066554E+04 -3,066554E+04 2,448015E-04 

RC33 2,639352E+00 2,639400E+00 8,820392E-05 2,639347E+00 2,639348E+00 5,596236E-06 

 

Table 3. Comparison results of the 𝑀𝑅𝐹𝑂 and  𝑀𝑅𝐹𝑂𝑆 algorithms 

 𝑴𝑹𝑭𝑶 𝑴𝑹𝑭𝑶𝑺 

 Best Mean Std Best Mean Std 

RC15 2,994424E+03 2,994425E+03 8,933243E-05 2,994424E+03 2,994425E+03 4,928646E-05 

RC16 3,254210E-02 4,194690E-02 6,952061E-03 3,249612E-02 4,267801E-02 7,982063E-03 

RC17 1,266675E-02 1,267320E-02 5,055811E-06 1,266574E-02 1,268067E-02 1,033643E-05 

RC18 6,059714E+03 6,324653E+03 2,404949E+02 6,059720E+03 6,244510E+03 2,431724E+02 

RC19 1,670218E+00 1,670218E+00 1,234202E-12 1,670218E+00 1,670218E+00 9,856824E-13 

RC20 2,638958E+02 2,638959E+02 8,129818E-06 2,638958E+02 2,638958E+02 7,175023E-06 

RC21 2,352425E-01 2,352425E-01 3,271315E-12 2,352425E-01 2,352425E-01 7,432136E-12 

RC22 5,257687E-01 5,287543E-01 3,035527E-03 5,257687E-01 5,283521E-01 2,244001E-03 

RC23 1,714135E+01 2,619215E+01 1,118297E+01 1,632368E+01 4,634495E+01 6,675387E+01 

RC24 2,697086E+00 2,954188E+00 2,301767E-01 2,705441E+00 2,915821E+00 2,119451E-01 

RC25 1,640789E+03 1,766357E+03 9,996301E+01 1,647601E+03 1,747498E+03 8,257355E+01 

RC26 3,736598E+01 8,869061E+15 1,611897E+16 3,647122E+01 4,404589E+14 1,081002E+15 

RC27 5,245301E+02 5,275083E+02 3,028573E+00 5,245299E+02 5,297212E+02 2,717610E+00 

RC28 1,695820E+04 1,695820E+04 2,184191E-03 1,695820E+04 1,695820E+04 5,237155E-04 

RC29 2,964896E+06 2,964902E+06 4,628019E+00 2,964896E+06 2,964902E+06 5,143730E+00 

RC30 2,658559E+00 2,671626E+00 4,955796E-02 2,658559E+00 2,662654E+00 1,294429E-02 

RC31 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 

RC32 -3,066554E+04 -3,066554E+04 2,027150E-03 -3,066554E+04 -3,066554E+04 1,383139E-03 

RC33 2,639352E+00 2,639400E+00 8,820392E-05 2,639356E+00 2,639488E+00 3,840580E-04 
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Table 4. Comparison results of the 𝑀𝑅𝐹𝑂 and  𝑀𝑅𝐹𝑂𝐶𝑆 algorithms 

 𝑴𝑹𝑭𝑶 𝑴𝑹𝑭𝑶𝑪𝑺 

 Best Mean Std Best Mean Std 

RC15 2,994424E+03 2,994425E+03 8,933243E-05 2,994424E+03 2,994424E+03 5,672839E-07 

RC16 3,254210E-02 4,194690E-02 6,952061E-03 3,222404E-02 3,859848E-02 6,765000E-03 

RC17 1,266675E-02 1,267320E-02 5,055811E-06 1,266555E-02 1,266943E-02 4,402280E-06 

RC18 6,059714E+03 6,324653E+03 2,404949E+02 6,059714E+03 6,110158E+03 1,064905E+02 

RC19 1,670218E+00 1,670218E+00 1,234202E-12 1,670218E+00 1,670218E+00 7,921320E-15 

RC20 2,638958E+02 2,638959E+02 8,129818E-06 2,638958E+02 2,638959E+02 6,802541E-06 

RC21 2,352425E-01 2,352425E-01 3,271315E-12 2,352425E-01 2,352425E-01 1,070512E-13 

RC22 5,257687E-01 5,287543E-01 3,035527E-03 5,259674E-01 5,276695E-01 1,210525E-03 

RC23 1,714135E+01 2,619215E+01 1,118297E+01 1,698765E+01 1,854255E+01 1,514401E+00 

RC24 2,697086E+00 2,954188E+00 2,301767E-01 2,757983E+00 2,897183E+00 1,471321E-01 

RC25 1,640789E+03 1,766357E+03 9,996301E+01 1,621391E+03 1,706032E+03 9,037795E+01 

RC26 3,736598E+01 8,869061E+15 1,611897E+16 3,625376E+01 2,349845E+15 6,911838E+15 

RC27 5,245301E+02 5,275083E+02 3,028573E+00 5,244839E+02 5,284012E+02 3,188696E+00 

RC28 1,695820E+04 1,695820E+04 2,184191E-03 1,695820E+04 1,695820E+04 4,729283E-05 

RC29 2,964896E+06 2,964902E+06 4,628019E+00 2,964896E+06 2,964899E+06 3,753715E+00 

RC30 2,658559E+00 2,671626E+00 4,955796E-02 2,658559E+00 2,658587E+00 8,867289E-05 

RC31 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 

RC32 -3,066554E+04 -3,066554E+04 2,027150E-03 -3,066554E+04 -3,066554E+04 1,895641E-04 

RC33 2,639352E+00 2,639400E+00 8,820392E-05 2,639347E+00 2,639347E+00 6,932692E-07 
 

Table 5. Comparison results of the 𝑀𝑅𝐹𝑂𝐶 ,  𝑀𝑅𝐹𝑂𝑆 and 𝑀𝑅𝐹𝑂𝐶𝑆 algorithms 

 𝑴𝑹𝑭𝑶𝒄 𝑴𝑹𝑭𝑶𝑺 𝑴𝑹𝑭𝑶𝑪𝑺 

 Mean Std Mean Std Mean Std 

RC15 2,994424E+03 4,781112E-07 2,994425E+03 4,928646E-05 2,994424E+03 5,672839E-07 

RC16 4,038194E-02 8,051717E-03 4,267801E-02 7,982063E-03 3,859848E-02 6,765000E-03 

RC17 1,266873E-02 2,743722E-06 1,268067E-02 1,033643E-05 1,266943E-02 4,402280E-06 

RC18 6,127095E+03 1,267901E+02 6,244510E+03 2,431724E+02 6,110158E+03 1,064905E+02 

RC19 1,670218E+00 2,703950E-15 1,670218E+00 9,856824E-13 1,670218E+00 7,921320E-15 

RC20 2,638959E+02 6,355131E-06 2,638958E+02 7,175023E-06 2,638959E+02 6,802541E-06 

RC21 2,352425E-01 5,870076E-14 2,352425E-01 7,432136E-12 2,352425E-01 1,070512E-13 

RC22 5,278581E-01 2,496295E-03 5,283521E-01 2,244001E-03 5,276695E-01 1,210525E-03 

RC23 2,307006E+01 6,292782E+00 4,634495E+01 6,675387E+01 1,854255E+01 1,514401E+00 

RC24 2,839908E+00 1,684963E-01 2,915821E+00 2,119451E-01 2,897183E+00 1,471321E-01 

RC25 1,708607E+03 6,220753E+01 1,747498E+03 8,257355E+01 1,706032E+03 9,037795E+01 

RC26 1,288893E+16 4,760657E+16 4,404589E+14 1,081002E+15 2,349845E+15 6,911838E+15 

RC27 5,279593E+02 3,156006E+00 5,297212E+02 2,717610E+00 5,284012E+02 3,188696E+00 

RC28 1,695820E+04 9,737234E-05 1,695820E+04 5,237155E-04 1,695820E+04 4,729283E-05 

RC29 2,964899E+06 2,284177E+00 2,964902E+06 5,143730E+00 2,964899E+06 3,753715E+00 

RC30 2,660319E+00 8,184043E-03 2,662654E+00 1,294429E-02 2,658587E+00 8,867289E-05 

RC31 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 0,000000E+00 

RC32 -3,066554E+04 2,448015E-04 -3,066554E+04 1,383139E-03 -3,066554E+04 1,895641E-04 

RC33 2,639348E+00 5,596236E-06 2,639488E+00 3,840580E-04 2,639347E+00 6,932692E-07 
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Thirdly, the performance impact of the update strategy integrated into the somersault phase of the 

algorithm in order to preserve diversity for longer is analyzed. The optimal value for the 𝑈𝑅 value, 

indicating the update rate, is also determined. The results are given in Table 6 in comparison according 

to the mean value. The 𝑈𝑅 values are selected from a range between 0.1 and 0.5, with increments of 0.1. 

When the 𝑈𝑅 value is taken as 0.5, the best mean value is found in 4 problems. In two of the problems 

where the algorithms obtained the same mean value, it found the best standard deviation for 𝑈𝑅 =  0.5. 

According to these results, although 0.5 seems to be the most appropriate value, the nonparametric 

Friedman test [47] is applied for a more detailed evaluation. As mentioned before, in this study, the 

Friedman test is used to determine whether there is a significant difference between the algorithms, and 

the mean rank values obtained are given in Figure 9. The problems we study are minimization problems, 

and therefore, when evaluating Friedman test results, the algorithm with a smaller mean rank is 

considered to perform better. Accordingly, when Figure 9 is analyzed, it is seen that the algorithm with 

a 𝑈𝑅 value of 0.2 ranks first with a mean rank value of 2.89. Therefore, the 𝑈𝑅 value is chosen as 0.2 in 

the proposed EMRFO algorithm. Moreover, all EMRFO sub-versions with the update strategy obtained 

better mean rank values than the standard MRFO algorithm and ranked higher in the ranking. Figure 10 

shows the convergence graphics of MRFO and EMRFO for four selected problems. Graphics are drawn 

according to the best values obtained by the algorithms. The convergence ability has been examined by 

selecting problems in which the algorithms find close values. In the RC15 problem, the algorithms find 

the same value. In the RC15 graphic, it can be seen that although EMRFO starts from a solution that is 

farther from the optimal, it converges faster than MRFO. The algorithms find the same value in the 

RC19 problem. According to the graphic, EMRFO starts to search from a solution closer to the optimal, 

but the two algorithms exhibit a similar convergence speed. Similar to RC19, in RC28, although the 

EMRFO starts searching from a better solution,  EMRFO and MRFO converge at the same speed. When 

the RC33 graphic is examined, it is seen that EMRFO converges to a value closer to the optimal faster 

than MRFO. 
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Table 6. Comparison results of the 𝐸𝑀𝑅𝐹𝑂 with different UR values 

 UR 0.1 0.2 0.3 0.4 0.5 

RC15 
Mean 2,994424E+03 2,994424E+03 2,994424E+03 2,994424E+03 2,994424E+03 
Std 4,071313E-07 6,178244E-07 9,357967E-07 5,032104E-07 3,901230E-07 

RC16 
Mean 3,932953E-02 3,503066E-02 3,731769E-02 3,483386E-02 3,462827E-02 

Std 6,280985E-03 2,998453E-03 5,382151E-03 2,028029E-03 2,311009E-03 

RC17 
Mean 1,267058E-02 1,267062E-02 1,267238E-02 1,267158E-02 1,266951E-02 

Std 6,530173E-06 2,743085E-06 4,531782E-06 8,685000E-06 3,154004E-06 

RC18 
Mean 6,113323E+03 6,097922E+03 6,107582E+03 6,107154E+03 6,065886E+03 

Std 1,052608E+02 1,101071E+02 1,073265E+02 1,075247E+02 1,300511E+01 

RC19 
Mean 1,670218E+00 1,670218E+00 1,670218E+00 1,670218E+00 1,670218E+00 
Std 6,938080E-15 1,280029E-14 4,246029E-15 2,607383E-15 8,639472E-15 

RC20 
Mean 2,638959E+02 2,638959E+02 2,638959E+02 2,638959E+02 2,638959E+02 
Std 9,255367E-06 1,117208E-05 1,285150E-05 7,508691E-06 8,537156E-06 

RC21 
Mean 2,352425E-01 2,352425E-01 2,352425E-01 2,352425E-01 2,352425E-01 
Std 1,835236E-14 3,668458E-14 7,047372E-14 1,163729E-13 8,960553E-14 

RC22 
Mean 5,282837E-01 5,265442E-01 5,267592E-01 5,275840E-01 5,265863E-01 

Std 2,952660E-03 1,341955E-03 7,461250E-04 1,364557E-03 1,070154E-03 

RC23 
Mean 1,476827E+02 4,552499E+01 1,667919E+01 5,648618E+02 1,736887E+01 

Std 1,181553E+02 5,342818E+01 2,640131E-01 1,732807E+03 1,947398E+00 

RC24 
Mean 2,846105E+00 2,841463E+00 2,920189E+00 2,981002E+00 2,997555E+00 

Std 1,193459E-01 1,071138E-01 1,745038E-01 1,618122E-01 1,040719E-01 

RC25 
Mean 1,725546E+03 1,722699E+03 1,747194E+03 1,697705E+03 1,713279E+03 

Std 9,147076E+01 6,927179E+01 5,385686E+01 3,039111E+01 5,802935E+01 

RC26 
Mean 2,923076E+15 5,425705E+01 4,819498E+01 1,034750E+14 4,557533E+01 

Std 9,243577E+15 1,514599E+01 1,538641E+01 3,272166E+14 7,277022E+00 

RC27 
Mean 5,271598E+02 5,271363E+02 5,271166E+02 5,271591E+02 5,289394E+02 

Std 3,188783E+00 3,091667E+00 3,129993E+00 3,066334E+00 2,810040E+00 

RC28 
Mean 1,695820E+04 1,695820E+04 1,695820E+04 1,695820E+04 1,695820E+04 
Std 1,008211E-04 6,555526E-05 1,165918E-04 7,306640E-05 1,162785E-04 

RC29 
Mean 2,964898E+06 2,964898E+06 2,964898E+06 2,964899E+06 2,964900E+06 

Std 1,500307E+00 1,415458E+00 2,514889E+00 2,798226E+00 2,903451E+00 

RC30 
Mean 2,658559E+00 2,658559E+00 2,658565E+00 2,658559E+00 2,658559E+00 
Std 1,311500E-09 9,747018E-13 1,750382E-05 1,670440E-10 0,000000E+00 

RC31 
Mean 0,000000E+00 4,435135E-14 1,687493E-13 3,234578E-14 2,772378E-13 

Std 0,000000E+00 6,419820E-14 2,304124E-13 4,757450E-14 7,406385E-13 

RC32 
Mean -3,066554E+04 -3,066554E+04 -3,066554E+04 -3,066554E+04 -3,066554E+04 
Std 1,451593E-04 3,579815E-04 8,693618E-05 7,873023E-04 9,772617E-05 

RC33 
Mean 2,639347E+00 2,639348E+00 2,639347E+00 2,639347E+00 2,639349E+00 

Std 9,732917E-08 3,714109E-06 3,301452E-07 3,685461E-07 6,480390E-06 
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Figure 9. Friedman test results 

 

Figure 10. Convergence graphics of MRFO and EMRFO 

Finally, the proposed EMRFO algorithm is compared with the algorithms in the literature, and the 
obtained results are given in Table 7. In this table, MVPA (Most Valuable Player Algorithm) results are 

taken from [48], ABC (Artificial Bee Colony Algorithm), SSA (Salp Swarm Algorithm), and GWO 

(Grey Wolf Optimizer) results are taken from [49]. When Table 7 is analyzed, it is observed that 

EMRFO finds the best mean value alone in 5 problems, and in 7 problems, it finds the same best mean 

value with some other algorithms. According to the pairwise comparison results with other algorithms 

given at the end of Table 7, the proposed algorithm obtains better mean values in more problems than 

the other algorithms except for ABC. In addition, Friedman test results based on the mean values given 

in Table 7 are presented in Figure 11. According to the ranking result, EMRFO ranks first with a mean 

rank value of 3.11. In addition, the ABC algorithm ranks second, while the MRFO and GWO algorithms 

rank third. In light of all the evaluations given in this section, it can be concluded that the modifications 

made in MRFO contribute to the performance of the algorithm, and the proposed EMRFO is an 

algorithm that produces preferable successful results compared to the literature. 
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Table 7. Comparison results of the EMRFO with other algorithms in the literature 

Problems EMRFO MRFO MVPA ABC SSA GWO 

RC15 2,994E+03 2,994E+03 2,994E+03 2,994E+03 3,002E+03 2,998E+03 

RC16 3,503E-02 4,195E-02 4,936E-02 6,360E−02 4,916E+00 3,878E−02 

RC17 1,267E-02 1,267E-02 1,277E-02 1,284E−02 1,272E−02 1,268E−02 

RC18 6,098E+03 6,325E+03 6,371E+03 5,774E+03 6,108E+03 5,906E+03 

RC19 1,670E+00 1,670E+00 1,670E+00 1,889E+00 1,696E+00 1,688E+00 

RC20 2,639E+02 2,639E+02 2,639E+02 2,639E+02 2,639E+02 2,639E+02 
RC21 2,352E-01 2,352E-01 2,352E-01 2,352E−01 2,352E−01 2,353E−01 

RC22 5,265E-01 5,288E-01 7,484E-01 5,34E+00 5,358E−01 5,34E+00 

RC23 4,552E+01 2,619E+01 1,628E+01 1,605E+01 1,604E+01 1,605E+01 

RC24 2,841E+00 2,954E+00 2,810E+00 4,071E+00 2,945E+00 3,907E+00 

RC25 1,723E+03 1,766E+03 2,284E+03 6,573E+02 4,346E+02 3,665E+02 

RC26 5,426E+01 8,869E+15 1,218E+02 1,293E+06 3,500E+06 1,631E+07 

RC27 5,271E+02 5,275E+02 5,281E+02 5,231E+02 5,247E+02 5,241E+02 

RC28 1,696E+04 1,696E+04 1,696E+04 1,695E+04 1,698E+04 1,700E+04 

RC29 2,965E+06 2,965E+06 2,965E+06 3,005E+06 3,059E+06 2,967E+06 

RC30 2,659E+00 2,672E+00 2,903E+00 2,767E+00 2,675E+00 2,702E+00 

RC31 4,435E-14 0,000E+00 0,000E+00 4,377E−15 9,281E−22 2,443E−14 

RC32 -3,067E+04 -3,067E+04 -3,067E+04 −3,044E+04 −3,067E+04 −3,066E+04 

RC33 2,639E+00 2,639E+00 2,639E+00 2,639E+00 2,713E+00 2,790E+00 

Better  8 8 7 11 10 

Worst  2 3 9 7 8 

Equal  9 8 3 1 1 

 

 

 

Figure 11. Friedman test results 

 

 

5. CONCLUSIONS AND FUTURE WORK 

 

In this study, the performance of the proposed MRFO algorithm for engineering applications is tested 

on mechanical engineering optimization problems in the CEC2020 real-world constrained optimization 

problems suite. In order to overcome the drawbacks of the MRFO algorithm and increase its 

performance, the algorithm has been developed with three modifications, and EMRFO has been 
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proposed. The modifications made are integrated into the algorithm separately, and their effect on 

performance is shown. When the results of EMRFO are analyzed, it is determined that the algorithm 

found more successful values and converged faster than the standard algorithm. In addition, in the 

comparisons made with the algorithms in the literature, EMRFO took first place and proved that it is a 

competitive, successful, and preferable algorithm for this problem suite. In future studies, EMRFO can 

be applied to different problem suites. In addition, it can be discretized for solving discrete optimization 

problems. 
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ABSTRACT 
 

In this study, CdSe/CdS nanorods (NRs) were synthesized via hot injection method to perform simultaneous self-assembly 

studies with gold tip formation on the nanorods. In this new approach, we propose and demonstrate reductant chemical and 

gold organosol-free synthesis of gold-tipped nanocrystals on the subphase. Instead of gold organosol usage, gold precursor was 

prepared by addition of gold source into subphase, and photocatalytic reduction of gold on the tip of nanorods was achieved 

by exciting the samples under UV-light excitation. Reduction of gold nanoparticles on the tip of NRs was also tried by heating 

effect, which results in smaller gold tip formation. The optical properties of these nanorods were determined by 

spectrophotometric measurements, and gold-tipped nanorods were imaged by TEM analysis. This method enables self-

assembly of nanorods and following gold tip formation on the subphase, and it can pave the way to prepare well-defined metal-

tipped oriented surfaces that can be used for optical and photocatalysis applications. 

 

Keywords: Gold-tipped nanorod, Self-assembly, CdSe/CdS nanorod 
 

 

1. INTRODUCTION 
 

Nanocrystals (NCs) with a size regime between 1-10 nm constitute a major class of nanomaterials since 

they have remarkable properties that can be tuned by controlling their size and shape. Quantum 

confinement occurs when the size of the material is comparable to exciton Bohr radius and differs in 

nanocrystal physical properties from bulk materials. Since the size of NCs decreases, the number of 

atoms also decreases from a few thousand to a few hundred. This results in an increase in the 

surface/volume ratio. The high surface-to-volume ratio of NCs affects their structural and optical 

properties significantly. So, the properties of the nanocrystal can be adjusted by changing their sizes [1-

4]. New optoelectronic properties can be created by using heteronanocrystals (HNCs) by changing their 

composition, size, and shape. CdSe/CdS HNC is a significant model since it presents the appealing 

characteristics of strong, tunable and polarized light emission that can be manipulated by external 

electric fields [5]. Band alignment of the heteronanocrystals is strongly dependent on the quantum 

confinement of charge carriers (i.e., electrons and holes) that can be adjusted by changing the size of the 

CdSe quantum dot (QD) core and the geometry of the CdS shell [6]. In such NRs, CdSe is a spherical core, 

and CdS is rod shaped shell. This structure presents useful properties for many applications because of the 

separation of charge carriers. The hole is located in the core while electrons can move through the CdS rod 

body, as a good example of type I1/2 heteronano structures [6]. CdSe/CdS HNRs can be used for emerging 

applications such as photovoltaics, photodetectors, LEDs, lasers, and single photon sources. They also 

got great attention for optical labeling, photocatalytic solar fuel production, and photoconductive films 

because of their high quantum yield and low full width half maximum values of PL.  

 

Diverse combinations of semiconductor/metal hybrid nanostructures have been reported in the literature, 

such as PbSe/Au, Ag or Pd, CdSe/Au, and CdS/Au or CdSe/CdZnS/Au [7]. Metal tips of such 

https://orcid.org/0000-0002-1365-6573
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multicomponent heterostructures can act both as an electrical contact [8-10] and as an anchor point for 

self-assembly [11], while the core-shell structure of NRs is responsible for the unique optical properties 

[10, 12, 13]. Metal-tipped, seeded core-shell semiconductor nanorods exemplify to multifarious 

functionalized nano structures [14]. An example of metal-tipped heteronanorods is Pt-tipped CdSe/CdS 

HNRs, which have been used effectively for photocatalytic hydrogen production [15]. The system is 

composed of a platinum-tipped CdS nanorod with an embedded CdSe seed. In such structures, holes are 

three-dimensionally confined to the core, whereas the electrons are delocalized through the rod body 

and can be transferred to the metal tip. Consequently, the separation of the electrons from the holes 

within a tunable physical length and efficient, long-lasting charge carrier separation can be achieved 

over three different components. This future makes the metal-tipped heteronanocrystals crucial for solar 

energy harvesting, photocatalysts, or as building blocks in solar cells.  

 

Understanding and mastering both the synthesis and the self-assembly phenomena has been recently 

made for various nanocrystals [16, 17]. The self assembly process can be controlled by external fields, 

by interparticle interactions as well as solvent, subphase or capping ligand choice. Binary 

solvent/nonsolvent usage also affects the self assembly tendency of the nanocrystals [18]. Ordered 

assemblies and orientation control of nanorods and their metal tipped counterparts are important for 

investigation their chemical and physical interactions among nanocrystals. It is also emerging research 

area for practical applications, as it results in the engineering of new materials and the fabrication of 

devices [10]. Synthesis of gold-tipped nanocrystals as emerging material for many application reported 

in the literature [7, 19]. Nevertheless, there is a need for enhancement in the preparation of in-situ self-

assembled films of metal tipped nanocrystals. 

 

Herein, a hot injection method with a seeded growth approach was used to synthesize CdSe/CdS 

nanorods. The optical, morphological and composition characterization of the nanocrystals was 

performed. This red emissive nanorods were used for self-assembly experiments. The main aim was 

one-pot formation of gold tipped nanorods without using any reducing, stabilizing agent and 

simultaneous self assembly of the sample. This new method can be used to prepare all-the same-oriented 

Au tipped nanorods self assembled monolayer films for furter photocatalysis applications, lasing, and 

surface enhanced Raman spectroscopy. It also paves the way for conducting the method to other 

nanocrystals (i.e. nanoplatelets) or other metal precursors (i.e. platinium, silver, and palladium) for 

improved applications. 

 

2. EXPERIMENTAL 

 

2.1. Materials and Characterization 

 

Cadmium oxide (CdO, Sigma-Aldrich, 99.9%), trioctyl phosphine oxide (TOPO, Alfa Aesar, 98%), 

trioctyl phosphine (TOP, abcr, 97%), octadecylphosphonic acid (ODPA, abcr, 97%), selenium (Se, 

Sigma-Aldrich, 99.99%), sulphur (S, Sigma-Aldrich, 90%), ethanol (EtOH, Sigma-Aldrich, 99.8%), 

methanol (MeOH, Alfa Aesar, 99.9%), tetrahydrofuran (THF, Sigma-Aldrich, 99.9%), hexane 

(Honeywell), toluene (TOL, Merck, anhydrous), potassium tetrachloroaurate(III) (KAuCl4, 

CHEMPUR, 99.95%), ethylene glycol (EG, Sigma-Aldrich, 99%) diethylene glycol (DEG, Sigma-

Aldrich, 99%) were used.  
 
Transmission electron microscopy (TEM) analysis was conducted using a Hitachi HT7800 T at an 

accelerating voltage of 100 kV. Spectrophotometric analysis at 25 °C across the wavelength range of 

200–700 nm was carried out using UV–VIS spectrophotometry (Perkin Elmer Lambda 35). The Au-

NRs sample underwent X-ray diffraction (XRD) measurements using a powder diffractometer 

(Empyrean, Panalytical) with CuKα irradiation, scanning through 2θ angles ranging from 20 to 90°. 
Perkin-Elmer LS-55 spectrophotometer was employed to get the photoluminescence (PL) spectra. 
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2.2. Methods 

 
Preparation of Se precursor  
 

0.058 g of Se powder is weighed and placed in a 2 ml vial, then 1.2 g of TOP is added. A magnetic 

stirrer is placed to vial and mixed for 1 hour at 80 °C to ensure that all Se powder dissolved. A colorless 

homogeneous solution formation indicates that interaction between Se powder and TOP has occurred. 

 

Synthesis of CdSe seed 
 
CdSe quantum dots were synthesized by hot injection method, which is performed by injecting a cold 

chalcogenide precursor into a high-temperature metal precursor. 3 g of TOPO is weighed and placed in 

a 3-necked flask with a round bottom. While the Vigreux column is attached to it, the other two outlets 

are closed with a high temperature-resistant rubber septa. The Vigreux column is closed with a t-adapter 

for nitrogen and vacuum output. In this way, the system is placed in the glove box. 0.06 g CdO and 0.28 

g ODPA are added inside the glove box. The taps of the flask and Vigreux column are closed, and the 

flask is taken out of the box for further attachment to the Schenk line. The mixture is kept in N2(g) 

atmosphere until it melts, the oxygen and water in the environment and the chemicals that will disrupt 

the reaction are removed by stirring for 1 hour under vacuum (4.10-2 Torr) at 170 °C. Then, Cd and 

TOPO-ODPA molecules are allowed to interact at 300 °C. A color change in the solution from brown 

to colorless indicates that the reaction has occurred. As soon as the solution becomes colorless, the 

temperature of the environment is increased to 385 °C. The heater is lowered to 380 °C, and when the 

temperature reach at this value, 1.5 g TOP and then Se-TOP precursor is injected. When the color of the 

solution in the reaction flask turns brownish red, the heating jacket is quickly removed, the flask is 

rapidly cooled, and 5 mL of anhydrous toluene is injected. Then, the quantum dot colloidal solution in 

the flask is transferred to the vial closed with a septum. It is placed in a glove box and the quantum dot 

is precipitated by adding 2 mL of anhydrous methanol twice. The solution is centrifuged at 3000 rpm 

for 10 minutes. The remaining supernatant is removed, and 4 mL of TOP is added as a solvent. For 

nanocrystal characterization, 5 mL QD is taken into a vial, TOP is removed by evaporation at 60 °C, 

and 3 mL of toluene is added, and absorption and fluorescence spectra are recorded. Using absorption 

spectroscopy, first the diameter of the synthesized nanocrystal is calculated, and then the concentration 

of the stock solution. 

 

Preparation of S precursor 
 
0.12 g of S powder was weighed and placed in a 2 ml vial, and 1.5 g of TOP was added and stirred at 

80 °C for 1 hour to ensure the interaction of S and TOP ligands. The discoloration of the solution 

indicated the interaction between S and TOP molecules. 

 

Synthesis of CdSe/CdS NRs 
 
CdSe/CdS NRs synthesized via seeded growth were weighed in a 0.06 g CdO, 3 g TOPO, 0.34 g ODPA 

glove cabinet and added to a three-necked flask. The water was removed under vacuum for 

approximately 1 hour at 170 °C. It was heated to 350-380 °C, which is the temperature of the reaction 

environment. When it reached the injection temperature, 1.5 g of TOP was injected, after which it was 

heated to the required temperature for the injection of S-TOP and CdSe quantum dot precursors. When 

it reached 350–380 °C, 200 µL of CdSe core (400 µM) and S-TOP reagent were quickly injected. The 

temperature drops suddenly but rises again. At this temperature, crystals were allowed to grow for 6 

minutes. Rapid cooling of the reaction flask was achieved. When the temperature dropped to 60 °C, 10 

mL of toluene was injected and transferred to vials prepared in a nitrogen atmosphere using a syringe. 

Purification was achieved by centrifugation at 3000 rpm by adding methanol solution [17].  
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One-pot self assembly and gold tip formation on the NRs 
 
NRs solution (27 mg/mL) in toluene/heptane mixture was prepared. 5 mg of KAuCl4 was dissolved in 

20 mL subphase (EG or DEG). The mixture was put into the Petri dish followed by addition of 

hydrophobic NR solution on top of subphase. The toluene/heptane solvents are allowed to evaporate for 

the self-assembled layer formation. Then, the self assembled layer was placed under UV-light for 20 

minutes for photocatalytic reduction of gold ions into gold tips. 

 

3. RESULTS AND DISCUSSION 

 

Here synthesis of CdSe/CdS core/shell nanorod was performed via hot injection method modified by 

seeded growth approach using CdSe QD as seed. Narrow size distributions of CdSe/CdS nanorods with 

strong and tunable light emission from green to red can be performed by this method [17]. Orange-red 

emissive CdSe/CdS NRs with narrow size distribution were synthesized by using well-defined CdSe 

QDs as seed. TEM images of the CdSe QDs and NRs are given in Figure 1-a,b, respectively. The mean 

size of the CdSe seeds was measured as 2.87 nm, while the mean thickness of NRs was 3.52 nm, and 

the mean length was 71.80 nm. 

 

 

Figure 1. TEM images of CdSe quantum dots (a), and NRs (b). 

 

The absorption from CdS shell as the high-energy peaks and  the lowest energy peak originated from 

electronic transitions from holes confined in the CdSe seed can be seen in  the  absorption  spectrum 

(Figure 2a). Photoluminescence  (PL) peak is at 610 nm as shown in Figure 2b [17, 20]. Digital images 

of the NRs under daylight and UV-light excitation are given in Figure 2c with an orange-red emission. 

 
Figure 2. Absorption (a) and photoluminescent (b) spectra of NRs. Digital images of synthesized NRs  under 

daylight (left) and UV-light excitation (right) (c). 
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The NRs were characterized by X-Ray diffraction pattern as given in Figure 3. The major reflections of 

hexagonal close-packed cadmium chalcogenide structure are observed at 2θ = 24.86°, 26.45°, 28.21°, 

36.61°, 43.78°, and 51.88°, 71.03°, 83.354° which can be assigned to the, (010), (002), ( 011), (0 12), 

(1 10), (112), (121), (123) reflections, respectively [21]. 

 
Figure 3. XRD pattern of synthesized NRs (a), reference peak positions of CdS (b), reference peak positions of 

CdSe (c). 

 

These NRs have a tendency to self-assemble by easily organizing in close-packed ordered arrays on 

substrates over large areas [16]. Self assembly of NRs were performed on the EG and DEG subphases 

by dissolving gold source in it. Self-assembly of nanorods is a well-known phenomena for decades 

however self assembly of metal tipped NRs by orienting the metal tips on the same direction is 

challenging [17, 22-28]. In our approach, self assembly of NRs is followed by metal tip formation. 

Thanks to gold precursor containing subphase, gold ions are contacted to one side of NRs and tip 

formation can be controlled by this approach. The self assembly process on the gold precursor containing 

subphase is depicted in Figure 4.  

 

 

Figure 4. Preparation steps of Au-tipped CdSe/CdS NRs on the subphase 

 

TEM images of self assembled NRs and gold tipped NRs are given in Figure 5a and b-c, respectively. 

The reduction of gold ions on the NRs was also tried by heat treatment which resulted in smaller gold 

nanoparticles formation around NRs as given in Figure 5d. If self assembly procedure is carried out in 

low concentration or on the more hydrophobic subphase (i.e. diethylene glycol), lateral assembly occurs 

while more hydrophilic (i.e. ethylene glycol) subphase usage or increased concentration results with the 

vertical orientation of NRs. 
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Figure 5. TEM images of self-assembled NRs (a), gold-tipped NRs (b,c) and smaller gold tipped NRs (d). SEM 

image of gold tipped NRs (e) and EDS analysis of the gold-tipped NRs film on silicon wafer (f). 

 

Thicker film of gold tipped nanorods were prepared for EDS analysis by top picking method onto a 

silicon wafer as we reported before [18]. 

 

Self assembly of such emerging hybrid nanocrystals can be used for efficient charge carrier separation 

[29] which is crucial for photocatalytic hydrogen production [15] or such surfaces can be used to form 

cavity for lasing applications [24]. 

 

4. CONCLUSION 

 

In conclusion, synthesis of colloidal semiconductor quantum dots and nanorods and characterization of 

the nanocrystals by electron microscopy, X-ray diffraction pattern and spectrophotometric methods 

were performed. Such NRs were used for self assembly studies to improve a novel method for metal 

tipped NR preparation. This new method for one-pot self assembly of metal tipped NRs was 

demonstrated succesfully. In contrast to reported studies in the literature, gold organosol usage or any 

reductant, stabilizer chemical was not used to prepare gold tipped NRs. Moreover, orientation control 

over metal tip formation is possible with this approach. Such self assembled layers of gold tipped NRs 

can be used as surface enhanced Raman spectroscopy (SERS), catalyst for hydrogen production, solar 

energy conversion and lasing applications. 
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ABSTRACT 
 

The present study focuses on the acquisition of traveling wave solutions associated with the conformable time-fractional 

Zoomeron equation through the utilization of the modified exponential function method (MEFM). The solution functions 

derived from mathematical computations encompass hyperbolic, trigonometric, and rational functions. Various graphical 

representations, such as 2D, 3D, contour graphs, and density graphs, are utilized to visually depict the distinct features of the 

solution functions derived from the determination of suitable parameters. 

 

Keywords: The wave solution, Zoomeron equation, The conformable derivative 
 

 

1. INTRODUCTION 

 

Nonlinear partial differential equations (NPDEs) have a significant role in various scientific disciplines, 

such as optics, hydrodynamics, economics, meteorology, plasma physics, and engineering. The existing 

body of literature presents a range of approaches for acquiring solutions to these equations. Several 

approaches have been proposed in the literature for solving various types of differential equations. These 

methods include the (G'/G) expansion method, the new function methods, the generalized Kudryashov 

method, the sine-Gordon expansion method, the − dressing method, the homotopy perturbation 

method. In the present investigation, the modified exponential function method (MEFM) is implemented 

to address the problem of solving a nonlinear conformable time-fractional Zoomeron equation (CTFZE). 

New interactions between traveling wave solutions have been identified [1-11]. 

 

CTFZE can be defined as follows [9, 13-15]: 

 

𝜕2𝛼𝑢

𝜕𝑡2𝛼 [
𝑢𝑥𝑦

𝑢
] −

𝜕2𝑢

𝜕𝑥2 [
𝑢𝑥𝑦

𝑢
] + 2

𝜕𝛼𝑢

𝜕𝑡𝛼
[𝑢2]𝑥 = 0, 0 < 𝛼 ≤ 1,     (1) 

 

where 𝑢 = 𝑢(𝑥, 𝑦, 𝑡). 
 

The organization of the article is as follows: In Section 2, the methodology of modified expansion 

function method has been provided. In Section 4, an application about the conformable time-fractional 

Zoomeron equation is presented. Section 5 presents the final remarks of the study. 
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2. THE METHODOLOGY OF MODIFIED EXPONENTIAL FUNCTION METHOD 

 

This section presents an overview of MEFM.  

 

Handle the subsequent NPDE 

 

𝑃(𝑢, 𝑢𝑥 , 𝑢𝑡, 𝑢𝑥𝑥, 𝑢𝑥𝑥𝑥, 𝑢𝑡𝑡, 𝑢𝑡𝑥, … ) = 0,    (2) 

 

where, the function 𝑢(𝑥, 𝑦, 𝑡) is of unknown nature, while 𝑃 represents a polynomial that involves 

𝑢(𝑥, 𝑦, 𝑡) as well as its derivatives. 

 

Step 1: The subsequent transformation of the traveling wave is characterized by the 

 

𝑢(𝑥, 𝑦, 𝑡) =  𝑢(𝜉), 𝜉 =  𝑘(𝑥 + 𝑦 −  𝑐𝑡),    (3) 

 

where 𝑘, 𝑐 are nonzero constants and can be computed at a later stage. 

 

By substituting Equation (3) into Equation (2), we obtain the subsequent nonlinear ordinary differential 

equation (NODE). 

 

𝑁(𝑢, 𝑢′, 𝑢′′, 𝑢′′′, , . . . ) =  0.    (4) 

 

Step 2: According to the MEFM, it is assumed that the desired solution can be described as follows: 

 

𝑢(𝜉) =
∑ 𝐴𝑖[exp(−Ω(𝜉))]

𝑖𝑛
𝑖=0

∑ 𝐵𝑗
𝑚
𝑗=0 [exp(−Ω(𝜉))]

𝑗
=

𝐴0 + 𝐴1𝑒−Ω + ⋯ + 𝐴𝑚𝑒−𝑛Ω

𝐵0 + 𝐵1𝑒−Ω + ⋯ + 𝐵𝑛𝑒−𝑚Ω
,    (5) 

 

where 𝐴𝑖 (0 ≤ 𝑖 ≤ 𝑚) and 𝐵𝑗 (0 ≤ 𝑗 ≤ 𝑛). 

 

The balance principle is employed to derive positive integer values for the variables 𝑚 and 𝑛  

 

Ω′ = 𝑒−Ω(𝜉) + 𝜇𝑒Ω(𝜉) + 𝜆.    (6) 

 

Equation (6) exhibits the subsequent families of solutions as described in [12]. 

 

Family 1: For 𝜇 ≠ 0, 𝜆2 − 4𝜇 >  0, then we have the solution 

 

Ω(𝜉) = ln (
−√𝜆2 − 4𝜇

2𝜇
tanh (

√𝜆2 − 4𝜇

2
(𝜉 + 𝐸𝐸) −

𝜆

2𝜇
)).    (7) 

 

Family 2: For 𝜇 ≠ 0, 𝜆2 − 4𝜇 <  0, then we get the solution 

 

Ω(𝜉) = ln (
−√𝜆2 + 4𝜇

2𝜇
tan (

√−𝜆2 + 4𝜇

2
(𝜉 + 𝐸𝐸) −

𝜆

2𝜇
)).    (8) 

 

Family 3: For 𝜇 = 0, 𝜆 ≠ 0, 𝜆2 − 4𝜇 >  0, then we have the solution 

 

 Ω(𝜉) = −ln (
𝜆

𝑒𝜆(𝜉+𝐸𝐸) − 1
).    (9) 
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Family 4: For 𝜇 ≠ 0, 𝜆 ≠ 0, 𝜆2 − 4𝜇 = 0, then we get the solution 

 

Ω(𝜉) = ln (−
2𝜆(𝜉 + 𝐸𝐸) + 4

𝜆2(𝜉 + 𝐸𝐸)
).    (10) 

 

Family 5: For 𝜇 = 0, 𝜆 = 0, 𝜆2 − 4𝜇 = 0, then we have the solution 

 
Ω(𝜉) = ln(𝜉 + 𝐸𝐸),    (11) 

 

where, 𝐸𝐸 is a integral constant. 

 

Step 3: Substituting Equation (5) and its derivatives in Equation (4), we acquire the algebraic equation 

system. The system has been solved using the Mathematica software package, resulting in the 

acquisition of solutions for the CTFZE. 

 

3. APPLICATION  

 

In this part, we will employ the MEFM to acquire solutions for the CTFZE. Let us contemplate the 

subsequent traveling wave transform: 

 

𝑢(𝑥, 𝑦, 𝑡) =  𝑢(𝜉), 𝜉 = ( 𝑘𝑥 + 𝑟𝑦 −  𝑐
𝑡𝛼

𝛼
).    (12) 

 

The subsequent NODE is derived as  

 

𝑘𝑟𝑐2 (
𝑢′′

𝑢
)

′′

− 𝑟𝑘3 (
𝑢′′

𝑢
)

′′

− 2𝑐𝑘(𝑢2)′′ = 0.    (13) 

 

When the balancing procedure is implemented on Equation (12), it results in the establishment of the 

subsequent connection. 

 

𝑛 = 𝑚 + 1. 
 

By selecting 𝑚 = 1, then we get 𝑛 = 2. Hence, Equation (5) is acquired for 𝑚 and 𝑛 values in the 

following. 

 

𝑢(𝜉) =
𝐴0 + 𝐴1𝑒−Ω + 𝐴2𝑒−2Ω

𝐵0 + 𝐵1𝑒−Ω
.    (14) 

 

By rearranging Equation (14) according to the corresponding term in Equation (13), a set of algebraic 

equations is obtained. This set consists of the coefficients of the exponential function 𝑒−Ω(𝜉). 
 

The Mathematica software tool yielded the following coefficients that are deemed appropriate. 

 

Case: 

𝐴0 = −
√𝑟√𝑆𝜆𝐵0

√2(−2𝑆 + 𝑘3𝑟(𝜆2 − 4𝜇))1/4(𝑘𝑟(𝜆2 − 4𝜇))1/4
, 

𝐴1 = −
√𝑟√𝑆(2𝐵0 + 𝜆𝐵1)

√2(−2𝑆 + 𝑘3𝑟(𝜆2 − 4𝜇))1/4(𝑘𝑟(𝜆2 − 4𝜇))1/4
,                                
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𝐴2 = −
√2√𝑟√𝑆𝐵1

(−2𝑆 + 𝑘3𝑟(𝜆2 − 4𝜇))1/4(𝑘𝑟(𝜆2 − 4𝜇))1/4
,                                                                                          

𝑐 = −
√−2𝑆 + 𝑘3𝑟(𝜆2 − 4𝜇)

√𝑘𝑟(𝜆2 − 4𝜇)
.                                                                                         

 

By substituting the given coefficients into Equation (13), the resulting solutions are as follows: 

 

Family 1: For 𝜇 ≠ 0, 𝜆2 − 4𝜇 >  0, then we obtain the solution, 

 

𝑢1(𝑥, 𝑦, 𝑡) = (−
√𝑟√𝑆 (𝜛 + 𝜆√𝜛Tanh [

1
2

(𝜁)√𝜛])

√2(−2𝑆 + 𝑘3𝑟𝜛)1/4(𝑘𝑟(𝜛))1/4 (𝜆 + √𝜛Tanh [
1
2

(𝜁)√𝜛])
).    (15) 

 

where, 𝜁 = EE + 𝑘𝑥 + 𝑟𝑦 −
𝑐𝑡𝛼

𝛼
, 𝜛 = 𝜆2 − 4𝜇. 

 

 
 
Figure 1: The 2D, 3D, density, contour graphs of Eq. (15) for 𝑘 = 0.25, 𝜆 = 3, 𝜇 = 1, 𝐵0 = 1.2, 𝐵1 = 0.55, 𝑟 =

−0.75, 𝑆 = 0.24, 𝐴0 = −1.2812, 𝐴1 =  −1.44135, 𝐴2 = 0.391477, 𝑐 = −0.757958, 𝛼 = 0.5, 𝐸𝐸 =
0.82, 𝑦 = 1.2, 𝑡 = 0.5. 

  

Family 2: When 𝜇 ≠ 0, 𝜆2 − 4𝜇 <  0, then we have the solution, 

 

𝑢2(𝑥, 𝑦, 𝑡) = (
√𝑟√𝑆 (−𝜛 + 𝜆√−𝜛Tan [

1
2 𝜁√−𝜛])

√2(−2𝑆 + 𝑘3𝑟(𝜛))1/4(𝑘𝑟(𝜛))1/4 (𝜆 − √−𝜛Tan [
1
2

𝜁√−𝜛])
),    (16) 
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where, 𝜁 = EE + 𝑘𝑥 + 𝑟𝑦 −
𝑐𝑡𝛼

𝛼
, 𝜛 = 𝜆2 − 4𝜇. 

 

 

 
 
Figure 2: The 2D, 3D, density, contour graphs of Eq. (15) for  𝑘 = 0.25, 𝜆 = 1, 𝜇 = 3, 𝐵0 = 1.2, 𝐵1 = 0.55, 𝑟 =

−0.75, 𝑆 = −0.24, 𝐴0 = 0.340068 , 𝐴1 = 0.836002, 𝐴2 = 0.311729, 𝑐 = −0.543348, 𝛼 = 0.5, 𝐸𝐸 =
0.82, 𝑦 = 1.2, 𝑡 = 0.5. 

 

Family 3: For 𝜇 = 0, λ ≠ 0, 𝜆2 − 4𝜇 <  0, the solution of Eq. (1) is obtained as, 

 

𝑢3(𝑥, 𝑦, 𝑡) = (−
√𝑟√𝑆𝜆Coth [

1
2 𝜁𝜆]

√2(𝑘𝑟𝜆2)1/4(−2𝑆 + 𝑘3𝑟𝜆2)1/4
),    (17) 

 

where, 𝜁 = EE + 𝑘𝑥 + 𝑟𝑦 −
𝑐𝑡𝛼

𝛼
. 
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Figure 3: The 2D, 3D, density, contour graphs of Eq. (15) for 𝑘 = 0.25, 𝜆 = 1, 𝜇 = 0, 𝐵0 = 1.2, 𝐵1 = 0.55, 𝑟 =

−0.75, 𝑆 = 0.24, 𝐴0 = −0.653316, 𝐴1 =  −1.60607, 𝐴2 = −0.598873, 𝑐 = −1.61941, 𝛼 =
0.5, 𝐸𝐸 = 0.82, 𝑦 = 1.2, 𝑡 = 0.5. 

 

4. CONCLUSION 

 

In this article, traveling wave solutions of CTFZE are effectively obtained using MEFM. The outcomes 

indicate that the MEFM is a highly efficient mathematical approach for solving NPDEs. The solutions 

acquired were verified using the Mathematica program, and visual representations in the form of two-

dimensional and three-dimensional graphs, as well as density and contour plots, were generated using 

proper parameters. 
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ABSTRACT 
This study proposes the utilization of kaolin as an alternate resource for alumina production due to the decreasing availability 

of bauxite ores in Nigeria. This project covers the procedures and operations required to produce a high surface area γ-alumina 

using kaolin, a refractory material. The kaolin used in this study was sourced from Ajebo in Ogun State, Nigeria. The mineral 

processing of kaolin was the initial step involving removing inherent impurities from the clay. Subsequently, calcination was 

performed to eliminate crystallised water and impurities and activate the kaolin's limited alumina content. This activation 

process facilitated the subsequent acid-leaching reactions. At 90oC, 5M HCl acid was used to leach meta-kaolin, which was 

then filtered. The filtrate was mixed with 5M NaOH at 900oC and was transformed into sodium aluminate. This reaction also 

facilitated the removal of magnesium and iron hydroxides. Subsequently, HCl was introduced to adjust the pH of the solution. 

The resulting aluminium hydroxide was then calcinated at temperatures of 700oC and 900oC for 2 hours each to produce γ-

alumina. Ultimately, the calcined material was cooled to ambient temperature inside the furnace. The produced γ-alumina was 

further characterised using X-ray Fluorescence (XRF), Fourier Transform Infrared spectrometer (FTIR), and Scanning 

Electron Microscopy (SEM).  

 

Keywords: Alumina, Calcination, Kaolin, Leaching, Synthesis 
 

 

1. INTRODUCTION 
 

The growing global demand for alumina has raised interest in exploring alternate technologies for its 

production from low-grade ores. Certain low-cost minerals have been identified as viable and 

economically feasible resources for aluminium, making them suitable for alumina production by synthesis. 

Several minerals in this category include kaolin, mica, bauxite, sillimanite, fly ash, andalusite, alunite, and 

kyanite. Among the several minerals examined, it is worth noting that bauxite emerges as a notable source 

of alumina, albeit with a marked scarcity [1]. Bauxite, the primary raw material used in the Bayer process 

to produce alumina, is found in limited quantities globally, including Nigeria. The scarcity of bauxite 

implies a significant demand for kaolin as a viable substitute for the manufacturing of alumina [2]. Kaolin 

emerges as a particularly appealing option for the manufacture of alumina compared to other types of 

clays, primarily owing to its higher aluminum concentration. Kaolin is mainly composed of kaolinite, 

which has a chemical composition of Al2O3.2SiO2.2H2O and is characterised by its two-layer silicate 

structure [3]. Kaolin is a low-cost, naturally occurring substance with a high silica and alumina 

concentration, making it a suitable substitute for bauxite ore. However, because kaolin is inert and 

inactive, it must be activated to become active kaolin, which is accomplished by calcination [4].  

 

Aluminium oxide, or alumina (Al2O3), can occur in several intermediate phases, contingent upon the 

specific precursor and procedures employed during processing [5]. The most thermodynamically stable 

form of alumina is known as α-alumina, which is commonly utilized as a ceramic material. The term 

"transitional aluminas" is used to refer to other phases of alumina, of which gamma(γ)-alumina is a 

https://orcid.org/0000-0003-0980-2029
https://orcid.org/0000-0003-3887-7628
https://orcid.org/0000-0002-8900-2883
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crucial example [6]. Gamma-alumina has exceptional characteristics such as high purity, excellent 

dispersion, and a specific surface area. It possesses resilience to elevated temperatures and inert 

properties, making it highly suitable for many applications [7]. Wang et al. [8] conducted a study that 

found γ-alumina to have more excellent thermodynamic stability than α-alumina, mainly when a critical 

surface area is achieved. Due to its porous nature and remarkable activity, γ-alumina is commonly 

employed as an adsorbent and catalyst support [9]. 

 

Kaolin has been used to synthesize alumina in various studies. Ibrahim et al. [10] used a low-cost kaolin 

to extract γ-alumina by employing a combination approach for producing alumina particles from local 

kaolin. The method consisted of a two-step process: calcination at 700°C using sodium chloride and 

leaching using sulfuric and hydrochloric acids, yielding 79.28% pure alumina. In a study conducted by 

Hosseini et al. [11], synthesizing γ-alumina from kaolin was achieved by subjecting kaolin to a 

calcination process at 800˚C for 2 hours, resulting in the transformation of kaolin into meta-kaolin. The 

synthesis of γ-alumina powder then involved the extraction of alumina from meta-kaolin via a reaction 

with H2SO4. Subsequently, the resulting aluminium sulfate precipitated in ethanol. The aluminium 

sulfate was dried and subsequently subjected to calcination at 900˚C for 2 hours, which led to the 

formation of γ-alumina.  A similar procedure was reported by Kshash and Baha'a [12]. Bawa et al. [13] 

and Salahudeen et al. [14] described the synthesis of γ-alumina from Kankara kaolin. The hydrothermal 

process was used by Bawa et al. [13] to synthesize γ-alumina from kaolin. The alumina was obtained 

through the thermal processing of ammonium alum produced from the filtrate of dealuminated 

metakaolin. At 800°C calcination temperature and 3 hours soaking, crystalline aluminium sulfate with 

39 wt. % Al2O3 was produced, while γ-alumina was produced after 3 hours of soaking at 850°C. 

However, Salahudeen et al. [14] used a simple three-step dealumination, precipitation, and calcination 

method. The kaolin underwent a wet beneficiation process, followed by metakaolinization and 

dealumination. The precipitation of amorphous aluminium hydroxide from aluminium sulfate was 

achieved by utilizing a sodium hydroxide solution. The generated aluminum hydroxide underwent 

thermal processing at various calcination temperatures ranging from 300°C to 900°C. Subsequently, 

at 900°C, a complete formation of the γ-alumina phase was identified.   

 

Tantawy and Alomari [15] describe using hydrochloric and sulfuric acids to produce alumina 

from kaolin through acid leaching. The kaolin sample underwent calcination at 850°C. Subsequently, it 

was subjected to leaching using a 6 M acid solution at 90°C. This was followed by adding 5.0 M NaOH 

and HCl solutions to the leaching solution. The resulting precipitated aluminium hydroxide was then 

transformed into alumina through calcination at a temperature of 900°C. However, Yang et al. 
[16] describe synthesizing nanosized γ-Al2O3 using acid-leachates from calcined kaolin. The 

precipitation of Aluminium (hydro)oxide occurred with the addition of ammonia to the leachate, 

facilitated by its inclusion of polyethylene glycol. After calcination, a fine white powder consisting of 

nanosized γ-Al2O3 particles was successfully produced. On the other hand, Park et al. [17] synthesized 

alumina powders from kaolin with 1.0 M H2SO4 solution via alumina extraction processes with and 

without ultrasound and found that the utilization of ultrasound during the synthesis of Al2O3 powders 

proved to be an effective method for reducing the required synthesis time. 

 

This current study utilized kaolin, a readily available and cost-effective mineral in Nigeria, as the 

primary material for the synthesis of alumina. This study aims to synthesize γ-alumina with a high 

surface area using kaolin sourced from Ajebo in Ogun State, Nigeria.   

 
 

2. MATERIALS AND METHODS  

 

Figure 1 describes the methodology involved in the production of alumina from kaolin. 
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Figure 1. A schematic representation illustrating the sequential steps involved in the production of alumina from 

kaolin. 
 

2.1. Sample Preparation and Characterisation 

 

The kaolin clay was collected in lumps from Ajebo in Ogun State, Nigeria. Afterward, it was crushed and 

pulverised to smaller sizes using a milling machine. The powdered clay was soaked in water for forty-

eight hours. This enabled easy separation of the fine clay particles that are physically bonded and may not 

disintegrate by mere vibration. The decantation process was carried out to reduce water content before wet 

sieving. Wet sieving was done to optimize the properties with a sieve of finer mesh size (100 µm) to avoid 

near misses of impurities in the clay. Wet sieving aims to separate fine clay particles still bonded to the 

surfaces of sand particles and other impurities in the batch. A suspension of clay and water was the result 

of wet sieving. The clay particles, which were initially dispersed, were allowed to settle, after which the 

water left above was decanted. After the decantation of water, the leftover clay slurry was dried and 

pulverised. The dried kaolin was calcined in the Vecstar heat treatment furnace, Model LF3, at a 

temperature of 750oC for 2 hours. It was cooled to room temperature in the furnace to obtain the metakaolin 

phase. Calcination was performed to eliminate the presence of crystallized water and impurities and to 

activate the small amount of alumina in the kaolin, activating this layer for the leaching with acid reactions. 

 

The calcined kaolin 20 g was mixed with 200 ml of 5M hydrochloric acid in a 250 ml round bottom 

flask. The mixture in a round bottom flask attached to a reflux condenser was heated to 90oC and stirred 

at 500 rpm for 3 hours using a Stuart Hot Plate and Stirrer Model No. UC152. The reflux condenser was 

used to minimize the acid loss; stirring was done to have a homogenous mixture and speed up the kaolin 

bond's breaking. The slurry produced was diluted with 200 ml distilled water and filtered using a funnel 

and Whatman filter paper of Cat No. 1001125. The filtrate was a golden yellow solution, while the 

residue was cream-like powder. Distilled water was used to wash the dealuminated residue and dried at 

100oC in the laboratory oven. A second leaching stage was done by heating the filtrate to 90oC in an 

Electrotherm EM 250 heating mantle. Afterward, the filtrate was mixed with an excess 5M Sodium 

hydroxide solution at 900oC. It was transformed into sodium aluminate to aid the separation of the 

hydroxides of magnesium and iron. A cloudy solution was formed with the addition of excess sodium 

hydroxide. The resulting mixture, when filtered, yielded a colourless solution, and the residue was 
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brownish. After filtration, 5M HCl was mixed with the sodium aluminate while stirring to bring the pH to 

7 using pH Meter Model PHS – 25. The aluminium hydroxide produced was filtered and dried at 120oC 

in the laboratory oven for 24 hours. The aluminium hydroxide produced was divided into two portions, 

calcined at temperatures of 700oC and 900oC for 2 hours, and cooled to room temperature inside the 

furnace to obtain alumina. The samples were characterised using Scanning Electron Microscope (SEM), 

X-ray Fluorescence (XRF), X-ray Diffractometry (XRD), and Fourier Transform Infrared (FTIR).  

 

3. RESULTS AND DISCUSSION  

 

3.1. Compositional Analysis  

 

Table 1 presents the chemical analysis by XRF of raw kaolin and processed alumina at temperatures of 

700oC and 900oC, illustrating the amounts and types of constituents. Based on the data presented in the 

table, a substantial amount of the gangue in the kaolin sample was eliminated during the calcination 

process and subsequent acid leaching. This resulted in the production of the final alumina product, which 

underwent calcination at temperatures of 700oC and 900oC. Alumina had a purity of 82.32% and 82.91% 

after the final calcination at 700°C and 900°C, respectively. These values are roughly comparable to the 

chemical composition of commercial gamma-alumina, which is 89.80% [7]. However, they are higher 

than the 79.28% alumina extraction observed by Ibrahim et al. [10] and comparable to the 85.02% value 

obtained by Bawa et al. [12] for alumina synthesized from kankara kaolin. 

 
Table 1. Chemical composition of kaolin, processed alumina at 700oC and 900oC. 

 

Compound Concentration Weight % 

 kaolin alumina  

(700⁰C) 

alumina  

(900⁰C) 

Al2O3 36.11 82.32 82.91 

SiO2 57.492 15.63 15.07 

CaO 2.043 0.24 0.29 

TiO2 2.246 0.09 0.09 

Fe2O3 0.519 0.21 0.13 

P2O5 0.385 1.07 1.39 

LOI 1.040   

 

3.2. X-Ray Diffraction  

 

XRD analysis was conducted to characterise the sample's phase and crystal structure.  Different peaks 

at various crystallite sizes indicate alumina phases or crystal shape anisotropy (e.g., preferred 

development in particular directions). Using the Debye-Scherrer formula, the average crystallite size 

(D, nm) of the alumina sample was calculated; 

 

𝐷 =
0.9λ

β cosθ
                                                                           (1) 

 

Where 0.9 is Scherrer’s constant, λ is the wavelength of X-ray radiation, β is the full width at half 

maximum (FWHM) of the diffraction peak, and θ is the Bragg diffraction angle. 

 

At 700°C, the average crystallite size of calcined alumina is estimated to be 1.18 nm, while at 900°C, it 

is estimated to be 1.46 nm. This may be attributed to a high temperature of calcination, which increased 

atomic mobility, causing grain growth and consequently yielding improved crystallinity. 

 

The XRD patterns for alumina powder made by calcination at 700⁰C and 900⁰C are displayed in Figure 

2. As the calcination temperature increased, it was observed that the diffraction patterns became slightly 
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clearer and had higher peak intensities. Additionally, the diffraction pattern of the alumina powder at 

900oC shows narrow peaks, indicating a high degree of crystallinity. An increase in calcination 

temperature would also cause a change in some diffraction peaks from γ- to α-alumina. The XRD pattern 

seen below reveals the presence of several amorphous phases that are distinguished by low peaks. 

 

The JCPDS file exhibited a congruence with the X-ray diffractogram provided by [11], confirming the 

presence of γ-alumina at low and high calcination temperatures. The characteristic peaks of γ-alumina 

are 2Ө = 716.67o, 2Ө = 550ο, 2Ө = 433.33ο, 2Ө = 400ο, and 2Ө = 283.33ο. The findings of the analysis 

are depicted in Figure 2. 
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Figure 2. The XRD patterns for the gamma-alumina processed at 700⁰C and 900⁰C.  

 

 

3.3. Fourier Transform Infrared Spectroscopy (FTIR)  

 

 
 

Figure 3. The FTIR spectra of gamma-alumina processed at 700⁰C and 900⁰C. 
 

The observed result demonstrates the presence of an absorption peak within the mid-infrared (mid-IR) 

region spanning from 400 cm-1 to 4000 cm-1. This peak identifies the chemical bonds and functional 
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groups within the compound. The spectra region involves a lot of essential stretch modes. An FTIR 

spectrum alumina's Figure 3 showed the distinctive peak at 470 cm-1 wavenumber, which can be 

attributed to the stretching vibration of the Al-O band in alumina. The absorption peak within the 1060 

cm-1 wavenumber increased when the calcination temperature was raised from 700⁰C to 900⁰C, as can 

be seen. This wavenumber corresponds to the symmetric bending of the Al-O-H bond [18]. The 

wavenumber around 2950 cm-1 could be associated with C-H bonds from organic remains observed in 

the calcined samples. The O-H vibrational mode is found around 3680 cm-1. This could be ascribed to 

the rapid adsorption of water molecules in the environment. Generally, it was observed that raising the 

calcination temperature from 700⁰C to 900⁰C decreases the absorption peak except for the peaks at 1060 

cm-1 and 2950 cm-1 corresponding to the alumina produced at the calcination temperature of 900⁰C. 

 

3.4. Scanning Electron Microscopy (SEM) 

 

The SEM micrographs for the 700⁰C and 900⁰C processed alumina is shown in Figure 4. 

 

 
 

       Figure 4. SEM images of gamma-alumina (a) calcined at 700⁰C (b) calcined at 900⁰C. 

 

The SEM was employed to analyze and characterise the morphology of the material. The morphology 

of the alumina changes as the temperature increases from 700⁰C to 900⁰C during calcination. The Figure 

4(b) micrograph of processed γ-alumina reveals the presence of rod-like hexagonal structures in the 

sample that underwent calcination at 900⁰C. This is in contrast to Figure 4(a), which shows the cubic-
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shaped γ-alumina sample that was calcined at 700⁰C. A lesser fraction of tubular crystals is also observed 

at 700⁰C. The SEM image further indicates the presence of tiny amorphous particles alongside the 

crystalline ones in Figure 4(b).  

 

4. CONCLUSION  

 

This study extracted alumina from kaolin by leaching with hydrochloric acid and sodium hydroxide. 

The alumina hydroxide produced underwent calcination at temperatures of 700⁰C and 900⁰C, and the 

final γ-alumina produced was characterised using FTIR, XRD, and SEM. Based on the findings above 

and analysis, it can be established that: 

 

• There is a considerable increase in the proportion of the alumina obtained from 36.11 wt. % to 82.32 

wt. % and 82.91 wt. % at temperatures of 700oC and 900oC, respectively, which are suitable for the 

production of aluminum metal. 

• The morphology of the alumina changes as the calcination temperature changes from 700⁰C to 

900⁰C with a small number of amorphous particles alongside the crystalline ones. 

• As displayed in the FTIR, the absorption peak decreases except for the peaks at 1060 cm-1 and 2950 

cm-1 corresponding to the alumina produced during the calcination process at a temperature of 

900⁰C when the calcination temperature is increased from 700⁰C to 900⁰C. 

• At higher temperatures, the crystallite sizes were bigger, indicating a higher degree of crystallinity. 
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ABSTRACT 
 

This research utilizes two novel methods, specifically the conformable q-homotopy analysis transform method (Cq-HATM) 

and the conformable Elzaki Adomian decomposition method (CEADM), to examine the numerical solutions for the 

conformable time-fractional coupled Jaulent-Miodek system. One of the two unique methods proposed is the Cq-HATM, which 

is a hybrid approach that combines the q-homotopy analysis transform method with the Laplace transform, employing the 

concept of conformable derivative. The CEADM method, similar to the aforementioned approach, is a hybrid technique that 

combines the Adomian decomposition method with Elzaki transform using the concept of conformable derivative. The 

computer simulations were performed to offer validation for the effectiveness and dependability of the recommended 

approaches. After conducting a comparison between the exact solutions and the solutions acquired using the unique methods, 

it is apparent that both of these approaches demonstrate simplicity, effectiveness in tackling nonlinear conformable time-

fractional coupled systems. 

 

Keywords: Conformable time-fractional coupled Jaulent-Miodek system, Conformable Elzaki Adomian decomposition 

method, Conformable Elzaki transform 

 

 

1. INTRODUCTION 
 

The field of fractional calculus has been subject to substantial research and has been rigorously defined 

by a multitude of eminent scientists [1-3]. Scientists have established  the essential framework for the 

discipline of fractional analysis. Then, the innovative conceptualizations of fractional calculus have been 

developed. Fractional partial differential equations are commonly utilized to develop nonlinear models 

and to analyse of dynamical system [4-6]. The application of fractional calculus has been employed to 

examine and investigate various domains, including chaos theory, financial models, disordered 

environments, and optics. The identification and analysis of nonlinear phenomena in the natural world 

are strongly dependent on the utilization of solutions derived from fractional differential equations [7-

9]. A wide array of analytical and numerical approaches are utilized to get exact solutions for fractional 

differential equations that encompass nonlinear phenomena, owing to their intrinsic complexity [10-11]. 

 

In a recent scholarly paper, the innovative of fractional derivative and fractional integral have been 

presented. The authors have effectively shown that the recently introduced definition possesses the 

inherent attributes of the classical derivative as defined in classical analysis, while also incorporating a 

limit form that closely resembles the definition of the classical derivative. The author presents a new 

conceptualization of the fractional derivative in his scholarly contribution. The provided definition 

encompasses a range of mathematical ideas, such as the product rule, quotient rule, chain rule, fractional 

Rolle's theorem, and fractional mean value theorems. The application of the conformable fractional 

derivative is considered to be a fundamental and highly beneficial methodology. Moreover, it enhances 

our capacity to express the behavior demonstrated by concrete entities. The application of the conformable 

https://orcid.org/0009-0003-7503-1012
https://orcid.org/0000-0002-1316-3947
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fractional derivative represents a novel methodology for tackling complex problem domains. Fractional 

order models are frequently utilized in the domain of engineering and applied sciences owing to their 

capacity to provide a more accurate depiction of real-world occurrences. Conformable fractional 

derivatives have been utilized by numerous scholars from diverse academic disciplines. The application 

of the conformable fractional operator functions as a strategy to address certain constraints inherent in 

current fractional operators. The issue under consideration encompasses a collection of mathematical 

topics, including the mean value theorem, the chain rule, the product rule for differentiating two 

functions, the derivative of the quotient of two functions, and Rolle's theorem [12]. 

 

The Elzaki transform method (ETM), first proposed by Elzaki, has been employed for the resolution of 

linear ordinary differential equations featuring constant coefficients [13]. Elzaki utilized the differential 

transform method in combination with the Elzaki transform (ET) to tackle various nonlinear differential 

equations [14]. The Homotopy Perturbation Elzaki Transform Method (HPETM) was originally proposed 

by Elzaki and Hilal. In addition, HPETM has effectively resolved three nonlinear partial differential 

equations (PDEs) [15]. In their study, Elzaki and Kim utilized an innovative hybrid method that integrates 

the ET with the modified variational iteration method in order to address the radial diffusivity and shock 

wave equations [16-17]. In [13], Aggarwal et al. utilized ET in order to derive the solutions for linear 

Volterra integral equations of the first kind. However, HPETM was employed by Jena and Chakraverty 

in order to derive a solution for the system of time-fractional Navier-Stokes equations [18]. 

 

Nevertheless, it is crucial to acknowledge that the fractional order possesses the capacity to manifest 

both time and space [19-23]. The subject matter at hand concerns the progressive domain of fractional 

partial differential equations (FPDEs), which contain variable order fractional operators [30-31, 33]. A 

plethora of rigorous numerical approaches have been developed and recorded in academic literature, 

with significant contributions from respected scholars in the field. Numerous methods have been put up 

in scholarly works to address mathematical quandaries. The methods encompassed in this set of 

techniques consist of the Adomian Decomposition Method (ADM) [37], the Homotopy Analysis 

Method (HAM) [35], the Homotopy Perturbation Method (HPM) [27-29], the Collocation Method [38], 

the Sumudu Transform Method (STM) [36], the Differential Transformation Method (DTM) [24-25, 

32, 34], and the Variational Iteration Method (VIM) [26].  

 

The main aim of this study is to obtain novel numerical solutions for the conformable time-fractional 

coupled Jaulent-Miodek system using the conformable q-homotopy analysis transform method (Cq-

HATM). The secondary aim of the research is to obtain novel numerical solutions for the conformable 

time-fractional coupled Jaulent-Miodek system with using the conformable Elzaki Adomian 

decomposition method (CEADM). 

 

The following is a comprehensive list of the remaining components of the study. The fundamental 

principles that form the basis of conformable fractional calculus and the Elzaki transform is presented 

in Section 2. In Section 3, new conformable numerical methods are presented. In Section 4, an illustrated 

example of the conformable time-fractional coupled Jaulent-Miodek system is shown. The results are 

given in Section 5. 

 

2.  MATERIAL AND METHOD  

 

This section provides some fundamental definitions. 

 

Definition 2.1. [12, 39-41] Let a function 𝑔: [0,∞) → ℝ. Then, the conformable fractional derivative of 

𝑔 order 𝛼 is defined as  

 

𝑇𝛼(𝑔)(𝑥) = lim
𝜀→0

𝑔(𝑥 + 𝜀𝑥1−𝛼) − 𝑔(𝑥)

𝜀
, 𝛼 ∈ (0, 1]. (2) 
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for all 𝑥 > 0. 
 

Theorem 2.1. [12, 39-41] Let 𝛼 ∈ (0, 1] and 𝑔, ℎ be 𝛼 −differentiable at a point 𝑥 > 0. Then  
 

(𝑖) 𝑇𝛼(𝑎𝑔 + 𝑏ℎ) = 𝑎𝑇𝛼(𝑔) + 𝑏𝑇𝛼(ℎ), for all 𝑎, 𝑏 ∈  ℝ, (3) 

 

(𝑖𝑖)𝑇𝛼(𝑥
𝑝) = 𝑝𝑥𝑝−1, for all 𝑝 ∈ ℝ, (4) 

 
(𝑖𝑖𝑖)𝑇𝛼(𝜆) = 0, 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑠, 𝑓(𝑡) = 𝜆, (5) 

 
(𝑖𝑣)𝑇𝛼(𝑔ℎ) = 𝑔𝑇𝛼(ℎ) + ℎ𝑇𝛼(𝑔), (6) 

 

(𝑣)𝑇𝛼 (
𝑔

ℎ
) =

ℎ𝑇𝛼(𝑔) − 𝑔𝑇𝛼(ℎ)

ℎ2
. (7) 

 

Definition 2.2. [42] Let 0 <  𝛼 ≤ 1, 𝑔: [0,∞) → ℝ  be function. Then, the conformable fractional Elzaki 

transform (CFET) of order 𝛼 of 𝑔 is described as  
 

𝐸𝛼𝑐 [𝑔(𝑡)] = 𝑇𝛼(𝑣) = ∫ 𝑝𝐾𝛼(−𝑝, 𝑡)𝑔(𝑡)𝑑𝛼𝑡,

∞

0

 (8) 

 

where 𝐾𝛼(−𝑝, 𝑡) = 𝐸𝛼 (−
1

𝑝
, 𝑡) , 𝑝 > 0. 

 

Definition 2.3. [42] Let 0 <  𝛼 ≤ 1, 𝑔: [0,∞) → ℝ  be real function. The CFET for the conformable 

fractional derivative of the function 𝑔(𝑡) is defined as  
 

𝐸𝛼𝑐 [𝑇𝛼𝑔(𝑡)](𝑝) =
1

𝑝
𝐸𝛼𝑐 [𝑔(𝑡)](𝑝) − 𝑝𝑔(0). (9) 

 

Definition 2.4. [45] Assume that 0 <  𝛼 ≤ 1, 𝑔: [0,∞) → ℝ  be real function. The conformable 

fractional Laplace transform of order 𝛼 of 𝑔 is defined by  
 

ℒ𝛼[𝑔(𝑡)](𝑠) = 𝐹𝛼(𝑠) = ∫ 𝐸𝛼(−𝑠, 𝑡)𝑔(𝑡)𝑑𝛼𝑡,

∞

0

  

 

where  𝐸𝛼 is Mittag-Leffler function.  

 

2.1. The Novel Numerical Techniques  
 

The part provides an introduction to Cq-HATM and CEADM. 

 

2.1.1. Conformable q-homotopy analysis transform method  

 

Now, we will present a new method. Consider the conformable time-fractional order nonlinear partial 

differential equation (CTFNPDE) to give the main idea of Cq-HATM: 

 

𝑇𝛼𝑢(𝑥, 𝑡) +𝑡 𝐴𝑢(𝑥, 𝑡) + 𝐻𝑢(𝑥, 𝑡) = ℎ(𝑥, 𝑡), 𝑡 > 0, 𝑛 − 1 < 𝛼 ≤ 𝑛, (10) 
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where 𝐴 is a linear operator, 𝐻 is a nonlinear operator, ℎ(𝑥, 𝑡) is a source term, and 𝑇𝛼𝑡  is a conformable 

fractional derivative of order 𝛼. 
 

Now, by performing conformable Laplace transform (CLT) on Eq. (10) and using initial condition, then 

we get  
 

𝑠ℒ𝛼[𝑢(𝑥, 𝑡)] − 𝑢(𝑥, 0) + ℒ𝛼[𝐴𝑢(𝑥, 𝑡)] + ℒ𝛼[𝐻𝑢(𝑥, 𝑡)] = ℒ𝛼[ℎ(𝑥, 𝑡)].  (11) 
 

If we simplify the Eq. (11), then we have 
  

ℒ𝛼[𝑢(𝑥, 𝑡)] −
1

𝑠
𝑢(𝑥, 0) +

1

𝑠
ℒ𝛼[𝐴𝑢(𝑥, 𝑡)] +

1

𝑠
ℒ𝛼[𝐻𝑢(𝑥, 𝑡)] −

1

𝑠
ℒ𝛼[ℎ(𝑥, 𝑡)] = 0. (12) 

 

We define the nonlinear operator by the assist of HAM for real function 𝜑(𝑥, 𝑡; 𝑞) as follows  

 

𝑁[𝜑(𝑥, 𝑡; 𝑞) ] = ℒ𝛼[𝜑(𝑥, 𝑡; 𝑞) ] −
1

𝑠
𝜑(𝑥, 𝑡; 𝑞) (0+) +

1

𝑠
(ℒ𝛼[𝐴𝜑(𝑥, 𝑡; 𝑞)] 

+ℒ𝛼[𝐻𝜑(𝑥, 𝑡; 𝑞)] − ℒ𝛼[ℎ(𝑥, 𝑡)]), 
(13) 

 

where 𝑞𝜖 [0,
1

𝑛
]. 

 

We establish a homotopy in the following: 

(1 − 𝑛𝑞)ℒ𝛼[𝜑(𝑥, 𝑡; 𝑞) − 𝑢0(𝑥, 𝑡)] = ℎ𝑞𝐻
+(𝑥, 𝑡)𝐻[𝜑(𝑥, 𝑡; 𝑞)], (14) 

 

where, ℎ ≠ 0 is an auxiliary parameter and ℒ𝛼 represents conformable Laplace transform. For 𝑞 = 0 

and 𝑞 =
1

𝑛
, the results in Eq. (14) are respectively provided: 

 

𝜑(𝑥, 𝑡; 0) = 𝑢0(𝑥, 𝑡), 𝜑 (𝑥, 𝑡;
1

𝑛
) = 𝑢(𝑥, 𝑡). (15) 

                                                                                

Therefore, by amplifying 𝑞 from 0 to 
1

𝑛
, then the solution 𝜑(𝑥, 𝑡; 𝑞) converges from 𝑢0(𝑥, 𝑡) to the 

solution 𝑢(𝑥, 𝑡). Employing the Taylor theorem around 𝑞 and expanding 𝜑(𝑥, 𝑡; 𝑞) and then, we obtain 
 

𝜑(𝑥, 𝑡; 𝑞) = 𝑢0(𝑥, 𝑡) + ∑ 𝑢𝑚(𝑥, 𝑡)𝑞
𝑚

∞

𝑚=1

, (16) 

 

where  
 

𝑢𝑚(𝑥, 𝑡) =
1

𝑚!

𝜕𝑚𝜑(𝑥, 𝑡; 𝑞)

𝜕𝑞𝑚
|𝑞=0. (17) 

 

Eq. (16) converges at 𝑞 =
1

𝑛
  for the appropriate 𝑤0(𝑥, 𝑡), 𝑛 and ℎ. Then, we have 

 

𝑢(𝑥, 𝑡) = 𝑢0(𝑥, 𝑡) + ∑ 𝑢𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

. (18) 

 

If we differentiate the zeroth order deformation of Eq. (14) 𝑚 −times with respect to 𝑞 and we divide 

by 𝑚!, respectively,  then for 𝑞 = 0, we obtain 
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ℒ𝛼[𝑢𝑚(𝑥, 𝑡) − 𝑘𝑚𝑢𝑚−1(𝑥, 𝑡)] = ℎ𝐻
+(𝑥, 𝑡)ℛ𝑚(𝑢⃗ 𝑚−1), (19) 

 

where the vectors are defined by 
 

𝑢⃗ 𝑚 = {𝑢0(𝑥, 𝑡), 𝑢1(𝑥, 𝑡), … , 𝑢𝑚(𝑥, 𝑡)}. (20) 
 

When we apply to the inverse CLT to Eq. (19), then we obtain 
 

𝑢𝑚(𝑥, 𝑡) = 𝑘𝑚𝑢𝑚−1(𝑥, 𝑡) + ℎℒ𝛼
−1[𝐻+(𝑥, 𝑡)ℛ𝑚(𝑢⃗ 𝑚−1)], (21) 

 

where 

 

ℛ𝑚(𝑢⃗ 𝑚−1) = ℒ𝛼[𝑢𝑚−1(𝑥, 𝑡)] − (1 −
𝑘𝑚
𝑛
)
1

𝑠
𝑢0(𝑥, 𝑡) +

1

𝑠
ℒ𝛼(𝐴𝑢𝑚−1(𝑥, 𝑡) + 𝐻𝑚−1(𝑥, 𝑡)  

 

−ℎ(𝑥, 𝑡)), (22) 

 

and  
 

𝑘𝑚 = {
0, 𝑚 ≤ 1,
𝑛, 𝑚 > 1.

             (23) 

 

where, 𝐻𝑚
+  is homotopy polynomial and presented as 

𝐻𝑚
+ =

1

𝑚!

𝜕𝑚𝜑(𝑥,𝑡;𝑞)

𝜕𝑞𝑚
|𝑞=0   and 𝜑(𝑥, 𝑡; 𝑞) = 𝜑0 + 𝑞𝜑1 + 𝑞

2𝜑2 +⋯. (24) 

 

By utilizing Eqs. (21)-(22), then we obtain  
 

𝑢𝑚(𝑥, 𝑡) = (𝑘𝑚 + ℎ)𝑢𝑚−1(𝑥, 𝑡) − (1 −
𝑘𝑚
𝑛
)
1

𝑠
𝑢0(𝑥, 𝑡) + hℒ𝛼

−1 [(
1

𝑠
ℒ𝛼[𝐴𝑢𝑚−1(𝑥, 𝑡) 

 

 

 

+𝐻𝑚−1(𝑥, 𝑡) − 𝑓(𝑥, 𝑡)])]. (25) 

 

By using q-HATM, the series solution is  
 

𝑢(𝑥, 𝑡) = ∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

(
1

𝑛
)
𝑚

. (26) 

 

2.1.2. Conformable Elzaki Adomian decomposition method 
 

The examination of CTFNPDE in Eq. (10) is conducted: 

Now, by performing CFET on Eq. (10) and using initial condition, then we have  
 
1

𝑣
𝐸𝛼𝑐 [𝑢(𝑥, 𝑡)] − 𝑣𝑢(𝑥, 0) + 𝐸𝛼𝑐 [𝐴𝑢(𝑥, 𝑡) + 𝐻𝑢(𝑥, 𝑡)] = 𝐸𝛼𝑐 [ℎ(𝑥, 𝑡)].  (27) 

 

If we simplify the Eq. (27), then we get 
 

𝐸𝛼𝑐 [𝑢(𝑥, 𝑡)] = 𝑣2𝑢(𝑥, 0) + 𝑣 𝐸𝛼𝑐 [ℎ(𝑥, 𝑡)] − 𝑣 𝐸𝛼𝑐 [𝐴𝑢(𝑥, 𝑡) + 𝐻𝑢(𝑥, 𝑡)]. (28) 

         

On applying inverse CFET to Eq. (28), then we have 
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𝑢(𝑥, 𝑡) = 𝐶(𝑥, 𝑡) − ( 𝐸𝛼𝑐 )
−1
{𝑣 𝐸𝛼𝑐 [𝐴𝑢(𝑥, 𝑡) + 𝐻𝑢(𝑥, 𝑡)]}, (29) 

 

where 𝐶(𝑥, 𝑡) is obtained from initial condition and non-homogeneous term. Now, assume that, the 

infinite series solution is of the form: 
 

𝑢(𝑥, 𝑡) = ∑ 𝑢𝑚(𝑥, 𝑡).

∞

𝑚=0

 (30) 

 

By employing Eqs. (29) and (30), then we have 
 

∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

= 𝐶(𝑥, 𝑡) − ( 𝐸𝛼𝑐 )
−1
{𝑣 𝐸𝛼𝑐 [𝐴 ∑ 𝑢𝑚

∞

𝑚=0

(𝑥, 𝑡) + ∑ 𝐵𝑚(𝑢𝑚(𝑥, 𝑡))

∞

𝑚=0

]}, (31) 

 

where 𝐵𝑚(𝑢𝑚) is Adomian polynomial and that denotes the nonlinear term 𝐻𝑢(𝑥, 𝑡). By comparing 

both of sides of Eq. (31), we have  
 

𝑢0(𝑥, 𝑡) = 𝐶(𝑥, 𝑡), (32) 

 

𝑢1(𝑥, 𝑡) = −( 𝐸𝛼𝑐 )
−1
{𝑣 𝐸𝛼𝑐 [𝑢0(𝑥, 𝑡) + 𝐵0]}, (33) 

 

𝑢2(𝑥, 𝑡) = −( 𝐸𝛼𝑐 )
−1
{𝑣 𝐸𝛼𝑐 [𝑢1(𝑥, 𝑡) + 𝐵1]}, (34) 

 

⋮ 
 

In a similar manner, the general recursive relation is derived by 
 

𝑢𝑚+1(𝑥, 𝑡) = −( 𝐸𝛼𝑐 )
−1
{𝑣 𝐸𝛼𝑐 [𝑢𝑚(𝑥, 𝑡) + 𝐵𝑚]},𝑚 ≥ 1, (35) 

 

Ultimately, the solution 𝑢(𝑥, 𝑡) is approximated as follows. 

 

𝑢(𝑥, 𝑡) = ∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

 (36) 

 

3. RESULTS  

  

The part aims to present visual representations of the conformable time-fractional coupled Jaulent-

Miodek  system..  

 

Example 3.1. [43-44] Consider the conformable time-fractional coupled Jaulent-Miodek system 

(CTFCJMS)  

 

{
 
 

 
 

 

𝑢𝑡
𝛼 + 𝑢𝑥𝑥𝑥 +

3

2
𝑤𝑤𝑥𝑥𝑥 +

9

2
𝑤𝑥𝑤𝑥𝑥 − 6𝑢𝑢𝑥 − 6𝑢𝑤𝑤𝑥 −

3

2
𝑢𝑥𝑤

2 = 0,

𝑤𝑡
𝛼 +𝑤𝑥𝑥𝑥 − 6𝑤𝑢𝑥 − 6𝑢𝑤𝑥 −

15

2
𝑤𝑥𝑤

2 = 0,

0 < α ≤ 1, 0 < t ≤ 1,−10 ≤ x ≤ 10,

 (37) 

 

with the initial conditions  
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𝑢(𝑥, 0) =
1

8
𝜆2 (1 − 4𝑠𝑒𝑐ℎ2 (

𝜆𝑥

2
)) ,

𝑤(𝑥, 0) = 𝜆𝑠𝑒𝑐ℎ (
𝜆𝑥

2
) .

 (38) 

 

Case (i) Cq-HATM solution 
 

CLT is employed to Eq. (37), and by applying Eq. (38), the resulting expression is produced as 

 

ℒ𝛼[𝑢(𝑥, 𝑡)] −
𝑢(𝑥, 0)

𝑠
+
1

𝑠
ℒ𝛼(𝑢𝑥𝑥𝑥 +

3

2
𝑤𝑤𝑥𝑥𝑥 +

9

2
𝑤𝑥 . 𝑤𝑥𝑥 − 6𝑢𝑢𝑥 − 6𝑢𝑤𝑤𝑥 −

3

2
𝑢𝑥𝑤

2) = 0,

      ℒ𝛼[𝑤] −
1

𝑠
𝑤(𝑥, 0) +

1

𝑠
ℒ𝛼 [𝑤𝑥𝑥𝑥 − 6𝑤𝑢𝑥 − 6𝑢𝑤𝑥 −

15

2
𝑤𝑥𝑤

2] = 0.

 
(39

) 

 

The nonlinear operators are defined by employing Eq. (39): 

 

𝑁1[𝜑(𝑥, 𝑡; 𝑞),ψ(𝑥, 𝑡; 𝑞)] = ℒ𝛼[𝜑(𝑥, 𝑡; 𝑞)] −
1

𝑠
(
1

8
𝜆2 (1 − 4𝑠𝑒𝑐ℎ2 (

𝜆𝑥

2
))) 

+
1

𝑠
ℒ𝛼 [

𝜕3𝜑

𝜕𝑥3
+
3

2
𝜓
𝜕3𝜓

𝜕𝑥3
+
9

2

𝜕𝜓

𝜕𝑥
.
𝜕2𝜓

𝜕𝑥2
− 6𝜑

𝜕𝜑

𝜕𝑥
− 6𝜑𝜓

𝜕𝜓

𝜕𝑥
−
3

2

𝜕𝜑

𝜕𝑥
𝜓2] 

(40) 

 

𝑁2[𝜑(𝑥, 𝑡; 𝑞),ψ(𝑥, 𝑡; 𝑞)] = ℒ𝛼[𝜓(𝑥, 𝑡; 𝑞)] −
1

𝑠
(𝜆𝑠𝑒𝑐ℎ (

𝜆𝑥

2
)) 

+  
1

𝑠
ℒ𝛼 [

𝜕3𝜓

𝜕𝑥3
− 6𝜓

𝜕𝜑

𝜕𝑥
− 6𝜑

𝜕𝜓

𝜕𝑥
−
15

2
𝜓2
𝜕𝜓

𝜕𝑥
]. 

(41) 

 

The 𝑚− 𝑡ℎ order deformation equations are defined by the application of the proposed algorithm: 

 

ℒ𝛼[𝑢𝑚(𝑥, 𝑡) − 𝑘𝑚𝑢𝑚−1(𝑥, 𝑡)] = ℎℛ1,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1], (42) 

 

ℒ𝛼[𝑤𝑚(𝑥, 𝑡) − 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡)] = ℎℛ2,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1], (43) 

 

where 

 

ℛ1,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1]  =   ℒ𝛼[𝑢𝑚−1] −
1

𝑠
(1 −

𝑘𝑚

𝑛
)(
1

8
𝜆2 (1 − 4𝑠𝑒𝑐ℎ2 (

𝜆𝑥

2
))  

 

 

+
1

𝑠
ℒ𝛼 [

𝜕3𝑢𝑚−1
𝜕𝑥3

+
3

2
∑ 𝑤𝑟

𝑚−1

𝑟=0

𝜕3𝑤𝑚−1−𝑟
𝜕𝑥3

+
9

2
∑

𝜕𝑤𝑟
𝜕𝑥

𝑚−1

𝑟=0

𝜕2𝑤𝑚−1−𝑟
𝜕𝑥2

− 6 ∑ 𝑢𝑟

𝑚−1

𝑟=0

𝜕𝑢𝑚−1−𝑟
𝜕𝑥

 

−6 ∑ (∑𝑢𝑗𝑤𝑟−𝑗

𝑟

𝑗=0

)
𝜕𝑤𝑚−1−𝑟

𝜕𝑥

𝑚−1

𝑟=0

−
3

2
∑ (∑𝑤𝑗𝑤𝑟−𝑗 

𝑟

𝑗=0

)
𝜕𝑤𝑚−1−𝑟

𝜕𝑥

𝑚−1

𝑟=0

], 

 

(44) 
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ℛ2,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1] = ℒ𝛼[𝑤𝑚−1] −
1

𝑠
(1 −

𝑘𝑚

𝑛
)(𝜆𝑠𝑒𝑐ℎ (

𝜆𝑥

2
))  

+
1

𝑠
ℒ𝛼 [

𝜕3𝑢𝑚−𝑟
𝜕𝑥3

− 6 ∑ 𝑤𝑟

𝑚−1

𝑟=0

𝜕𝑢𝑚−1−𝑟
𝜕𝑥

− 6 ∑ 𝑢𝑟
𝜕𝑤𝑚−1−𝑟

𝜕𝑥

𝑚−1

𝑟=0

−
15

2
∑ (∑𝑤𝑗𝑤𝑟−𝑗 

𝑟

𝑗=0

)
𝜕𝑤𝑚−1−𝑟

𝜕𝑥

𝑚−1

𝑟=0

]. 

(45) 

 

By utilizing the inverse CLT to Eqs. (42)-(43), we obtain 
 

𝑢𝑚(𝑥, 𝑡) = 𝑘𝑚𝑢𝑚−1(𝑥, 𝑡) + ℎℒ𝛼
−1{ℛ1,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1]}, (46) 

 

𝑤𝑚(𝑥, 𝑡) = 𝑘𝑚𝑤𝑚−1(𝑥, 𝑡) + ℎℒ𝛼
−1{ℛ2,𝑚[𝑢⃗ 𝑚−1, 𝑤⃗⃗ 𝑚−1]}. (47) 

 

By employing initial conditions, we are able to drive 
 

𝑢0(𝑥, 𝑡) =
1

8
𝜆2 (1 − 4𝑠𝑒𝑐ℎ2 (

𝜆𝑥

2
)), (48) 

 

𝑤0(𝑥, 𝑡) = 𝜆𝑠𝑒𝑐ℎ (
𝜆𝑥

2
). (49) 

 

To get the values of 𝑢1(𝑥, 𝑡) and 𝑤1(𝑥, 𝑡), we substitute 𝑚 = 1 into Eqs. (46)-(47), resulting in the 

following expressions:  
 

          𝑢1(𝑥, 𝑡) = −ℎ
sinh (

𝜆𝑥
2
)𝜆5𝑡𝛼

4𝛼𝑐𝑜𝑠ℎ3(
𝜆𝑥
2 )

, (50) 

 

 𝑤1(𝑥, 𝑡) = ℎ
𝑡𝛼𝜆4 sinh (

𝜆𝑥
2
)

4𝛼 cosh2 (
𝜆𝑥
2 )

. (51) 

 

In a similar vein, by substituting 𝑚 = 2 into Eqs. (46)-(47), the resulting values for 𝑢2(𝑥, 𝑡) and 𝑤2(𝑥, 𝑡) 
can be obtained: 

 

          𝑢2(𝑥, 𝑡) = −(𝑛 + ℎ)ℎ
𝑡𝛼𝜆5 sinh (

𝜆𝑥
2 )

4𝛼 cosh3 (
𝜆𝑥
2 )

− ℎ2(
𝑡2𝛼𝜆8 (cosh2 (

𝜆𝑥
2 ) −

3
2)

16𝛼2 cosh4 (
𝜆𝑥
2 )

), (52) 

 

          𝑤2(𝑥, 𝑡) = (𝑛 + ℎ)ℎ
𝑡𝛼𝜆4 sinh (

𝜆𝑥
2 )

4𝛼 cosh2 (
𝜆𝑥
2 )

+ ℎ2(
𝑡2𝛼𝜆7 (cosh2 (

𝜆𝑥
2 ) − 2)

32𝛼2 cosh3 (
𝜆𝑥
2 )

). (53) 

 

By employing this approach, it is possible to identify the remaining terms. The solutions of the 

CTFCJMS are determined through the Cq-HATM: 
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  𝑢(𝑥, 𝑡) = 𝑢0(𝑥, 𝑡) + ∑ 𝑢𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

, (54) 

 

 𝑤(𝑥, 𝑡) = 𝑤0(𝑥, 𝑡) + ∑ 𝑤𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚∞

𝑚=1

. (55) 

 

By substituting 𝛼 = 1, 𝑛 = 1, ℎ = −1 into Eqs. (54)-(55), we have that the resulting outcomes, denoted 

as ∑ 𝑢𝑚(𝑥, 𝑡) (
1

𝑛
)
𝑚

𝑀
𝑚=1 and ∑ 𝑤𝑚(𝑥, 𝑡) (

1

𝑛
)
𝑚

𝑀
𝑚=1 , respectively, converge to the exact solutions 

𝑢(𝑥, 𝑡) = 𝜉 − 𝜅coth[𝜅(𝑥 + 𝜃 − 𝜉𝑡)] and  𝑤(𝑥, 𝑡) = −𝜅2cosech2[𝜅(𝑥 + 𝜃 − 𝜉𝑡)] of the CTFCJMS 

when 𝑀 → ∞.  
 

Case (ii) CEADM solution 
 

By employing the CFET to Eq. (37) and utilizing Eq. (38), the resulting expression is obtained. 
 

 
1

𝑣
𝐸𝛼
𝑐{𝑢(𝑥, 𝑡)} − 𝑣𝑢(𝑥, 0)

+ 𝐸𝛼
𝑐 [
𝜕3𝑢

𝜕𝑥3
+
3

2
𝑤
𝜕3𝑤

𝜕𝑥3
+
9

2

𝜕𝑤

𝜕𝑥

𝜕2𝑤

𝜕𝑥2
−6𝑢

𝜕𝑢

𝜕𝑥
− 6𝑢𝑤

𝜕𝑤

𝜕𝑥
− 
3

2

𝜕𝑢

𝜕𝑥
𝑤2] = 0, 

(56) 

 

1

𝑣
𝐸𝛼
𝑐{𝑤(𝑥, 𝑡)} − 𝑣𝑤(𝑥, 0) + 𝐸𝛼

𝑐 [
𝜕3𝑤

𝜕𝑥3
− 6𝑤

𝜕𝑢

𝜕𝑥
− 6𝑢

𝜕𝑤

𝜕𝑥
−
15

2

𝜕𝑤

𝜕𝑥
𝑤2] = 0. (57) 

 

Rearranging Eqs. (56)-(57), then we obtain 
 

 𝐸𝛼
𝑐{𝑢(𝑥, 𝑡)} = 𝑣2 𝑢(𝑥, 0)

− 𝑣𝐸𝛼
𝑐 [
𝜕3𝑢

𝜕𝑥3
+
3

2
𝑤
𝜕3𝑤

𝜕𝑥3
+
9

2

𝜕𝑤

𝜕𝑥

𝜕2𝑤

𝜕𝑥2
−6𝑢

𝜕𝑢

𝜕𝑥
− 6𝑢𝑤

𝜕𝑤

𝜕𝑥
− 
3

2

𝜕𝑢

𝜕𝑥
𝑤2], 

(58) 

 

𝐸𝛼
𝑐{𝑤(𝑥, 𝑡)} = 𝑣2 𝑤(𝑥, 0) − 𝑣𝐸𝛼

𝑐 [
𝜕3𝑤

𝜕𝑥3
− 6𝑤

𝜕𝑢

𝜕𝑥
− 6𝑢

𝜕𝑤

𝜕𝑥
−
15

2

𝜕𝑤

𝜕𝑥
𝑤2]. (59) 

 

By utilizing the inverse CFET on Eqs. (58)-(59), we are able to derive the following result: 
 

𝑢(𝑥, 𝑡) =
1

8
𝜆2 (1 − 4sech2 [

𝜆𝑥

2
]) − (𝐸𝛼

𝑐)−1{𝑣𝐸𝛼
𝑐 [
𝜕3𝑢

𝜕𝑥3
+
3

2
𝑤
𝜕3𝑤

𝜕𝑥3
+
9

2

𝜕𝑤

𝜕𝑥

𝜕2𝑤

𝜕𝑥2
− 6𝑢

𝜕𝑢

𝜕𝑥
 

−6𝑢𝑤
𝜕𝑤

𝜕𝑥
−
3

2

𝜕𝑢

𝜕𝑥
𝑤2]}, 

 

(60) 

 

𝑤(𝑥, 𝑡) = 𝜆sech [
𝜆𝑥

2
] − (𝐸𝛼

𝑐)−1 {𝑣𝐸𝛼
𝑐 [
𝜕3𝑤

𝜕𝑥3
− 6𝑤

𝜕𝑢

𝜕𝑥
− 6𝑢

𝜕𝑤

𝜕𝑥
−
15

2

𝜕𝑤

𝜕𝑥
𝑤2] . (61) 

            

Let us consider the assumption that the answer to the infinite series can be expressed in the following 

form: 
 

𝑢(𝑥, 𝑡) = ∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

, (62) 
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𝑤(𝑥, 𝑡) = ∑ 𝑤𝑚(𝑥, 𝑡)

∞

𝑚=0

. (63) 

 

Utilizing Adomian decomposition method,  if we rewrite Eqs. (62)-(63), then it is obtained as 
 

∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

=
1

8
𝜆2 (1 − 4sech2 [

𝜆𝑥

2
]) − (𝐸𝛼

𝑐)−1 {𝑣𝐸𝛼
𝑐 [
𝜕3𝑢𝑚−1(𝑥, 𝑡)

𝜕𝑥3
   

  +
3

2
∑ 𝐴𝑚

∞

𝑚=0

+
9

2
∑ 𝐵𝑚

∞

𝑚=0

− 6 ∑ 𝐶𝑚

∞

𝑚=0

−6 ∑ 𝐸𝑚

∞

𝑚=0

−
3

2
∑ 𝐹𝑚

∞

𝑚=0

]}, (64) 

 

∑ 𝑤𝑚(𝑥, 𝑡)

∞

𝑚=0

= 𝜆sech [
𝜆𝑥

2
]

− (𝐸𝛼
𝑐)−1 {𝑣𝐸𝛼

𝑐 [
𝜕3𝑤𝑚−1(𝑥, 𝑡)

𝜕𝑥3
− 6 ∑ 𝐺𝑚

∞

𝑚=0

−6 ∑ 𝐻𝑚

∞

𝑚=0

−
15

2
∑ 𝐾𝑚

∞

𝑚=0

}, 

(65) 

 

where 𝐴𝑚, 𝐵𝑚, 𝐶𝑚, 𝐸𝑚, 𝐹𝑚, 𝐺𝑚, 𝐻𝑚, 𝐾𝑚 are Adomian polynomials of the form 𝑤
𝜕3𝑤

𝜕𝑥3
= ∑ 𝐴𝑚

∞
𝑚=0 ,

𝜕𝑤

𝜕𝑥

𝜕2𝑤

𝜕𝑥2
= ∑ 𝐵𝑚

∞
𝑚=0 , 𝑢

𝜕𝑢

𝜕𝑥
= ∑ 𝐶𝑚

∞
𝑚=0 , 𝑢𝑤

𝜕𝑤

𝜕𝑥
= ∑ 𝐸𝑚

∞
𝑚=0 , 𝑤2 𝜕𝑢

𝜕𝑥
= ∑ 𝐹𝑚

∞
𝑚=0 , 𝑤

𝜕𝑤

𝜕𝑥
=

∑ 𝐺𝑚
∞
𝑚=0 , 𝑢

𝜕𝑤

𝜕𝑥
= ∑ 𝐻𝑚

∞
𝑚=0 , 𝑤2 𝜕𝑤

𝜕𝑥
= ∑ 𝐾𝑚 

∞
𝑚=0 .  

 

By taking both sides of Eqs. (64)-(65) and making use of the initial condition (38) and Eqs. (64)-(65), 

we simply obtain the following iterations: 
 

          𝑢0(𝑥, 𝑡) =
1

8
𝜆2 (1 − 4sech2 [

𝜆𝑥

2
]), (66) 

 

          𝑤0(𝑥, 𝑡) = 𝜆sech [
𝜆𝑥

2
], (67) 

 

          𝑢1(𝑥, 𝑡) =
𝑡𝛼𝜆5 sinh (

𝜆𝑥
2 )

4𝛼 cosh3 (
𝜆𝑥
2
)
, (68) 

 

          𝑤1(𝑥, 𝑡) = −
𝑡𝛼𝜆4 sinh (

𝜆𝑥
2 )

4𝛼 cosh2 (
𝜆𝑥
2 )

, (69) 

 

          𝑢2(𝑥, 𝑡) = −(
𝑡2𝛼𝜆8 (2 cosh2 (

𝜆𝑥
2 ) − 3)

32𝛼2 cosh4 (
𝜆𝑥
2 )

), (68) 

 

          𝑤2(𝑥, 𝑡) = (
𝑡2𝛼𝜆7 (cosh2 (

𝜆𝑥
2 ) − 2)

32𝛼2 cosh3 (
𝜆𝑥
2 )

). (69) 
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By continuing in a similar manner, the outcomes for CTFCJMS can be derived. 
 

 𝑢(𝑥, 𝑡) = ∑ 𝑢𝑚(𝑥, 𝑡)

∞

𝑚=0

= 𝑢0(𝑥, 𝑡) + 𝑢1(𝑥, 𝑡) + 𝑢2(𝑥, 𝑡) + ⋯  

  =
1

8
𝜆2 (1 − 4sech2 [

𝜆𝑥

2
]) +

𝑡𝛼𝜆5 sinh (
𝜆𝑥
2 )

4𝛼 cosh3 (
𝜆𝑥
2 )

 − (
𝑡2𝛼𝜆8 (2 cosh2 (

𝜆𝑥
2 ) − 3)

32𝛼2 cosh4 (
𝜆𝑥
2 )

), (70) 

 

𝑤(𝑥, 𝑡) = ∑ 𝑤𝑚(𝑥, 𝑡)

∞

𝑚=0

= 𝑤0(𝑥, 𝑡) + 𝑤1(𝑥, 𝑡) + 𝑤2(𝑥, 𝑡) + ⋯    

 = 𝜆sech [
𝜆𝑥

2
] −

𝑡𝛼𝜆4 sinh (
𝜆𝑥
2
)

4𝛼 cosh2 (
𝜆𝑥
2
)
+ (

𝑡2𝛼𝜆7 (cosh2 (
𝜆𝑥
2
) − 2)

32𝛼2 cosh3 (
𝜆𝑥
2
)

). (71) 

 

Figure 1 displays the 3D graphical representations of Cq-HATM, the exact solution, and the absolute 

error for 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡). 
 

 
 
Figure 1. (a) Nature of Cq-HATM solution 𝑢(𝑥, 𝑡) (b) Nature of exact solution 𝑢(𝑥, 𝑡) (c) Nature of Cq-HATM solution 

𝑤(𝑥, 𝑡)  (d) Nature of exact solution 𝑤(𝑥, 𝑡) (e) Nature of absolute error=|𝑢𝑒𝑥𝑎𝑐𝑡 − 𝑢𝐶𝑞−𝐻𝐴𝑇𝑀| (f) Nature of absolute 

error=|𝑤𝑒𝑥𝑎𝑐𝑡 − 𝑤𝐶𝑞−𝑀𝐻𝐴𝑇𝑀| at  𝜆 = 0.5, ℎ = −1, 𝑛 = 1, 𝛼 = 1 for Ex. 3.1. 
 

Figure 2 presents the three-dimensional graphical depictions of CEADM, the exact solution, and the 

absolute error for 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡). 
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Figure 2. (a) Nature of CEADM solution 𝑢(𝑥, 𝑡) (b) Nature of exact solution 𝑢(𝑥, 𝑡) (c) Nature of CEADM solution 𝑤(𝑥, 𝑡)  
(d) Nature of exact solution 𝑤(𝑥, 𝑡) (e) Nature of absolute error=|𝑢𝑒𝑥𝑎𝑐𝑡 − 𝑢CEADM| (f) Nature of absolute 

error=|𝑤𝑒𝑥𝑎𝑐𝑡 − 𝑤CEADM| at 𝜆 = 0.5, 𝛼 = 1 for Ex. 3.1. 

 

Figure 3 shows the two-dimensional graphical representations of Cq-HATM for 𝑢(𝑥, 𝑡), 𝑤(𝑥, 𝑡) 
solutions and the exact solution for different 𝛼 values. 

 

  
 

 

Figure 3. The comparison of the Cq-HATM solutions for 𝑢(𝑥, 𝑡) and exact solution (b) The comparison of the Cq-HATM 

solutions for 𝑤(𝑥, 𝑡) and exact solution at 𝜆 = 0.5, ℎ = −1, 𝑛 = 1, 𝑥 = 0.5 with different 𝛼. 



Avit and Anaç / Eskişehir Technical Univ. J. of Sci. and Technology  A – Appl. Sci. and Eng. 25 (1) – 2024 
 

135 

 

Figure 4 displays the graphical depictions of CEADM for the solutions 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡), as well as the 

exact solution, in a two-dimensional format. These representations vary based on the different 𝛼 values. 
 

 
 

  
Figure 4. The comparison of the CEADM solutions for 𝑢(𝑥, 𝑡) and exact solution (b) The comparison of the CEADM solutions 

s for 𝑤(𝑥, 𝑡) and exact solution at 𝜆 = 0.5, 𝑥 = 0.5 with different 𝛼. 
 

Table 1 shows the numerical solution of 𝑢(𝑥, 𝑡) obtained from the solution of CTFCJMS with Cq-

HATM for different 𝑥, 𝑡 and 𝛼 values. 
 

Table 1. Numerical solution of 𝑢(𝑥, 𝑡) by Cq-HATM for CTFCJMS with different 𝑥, 𝑡 and 𝛼 at 𝜆 = 0.5, 𝑛 = 1, ℎ = −1.  
 

𝒙 𝒕 𝜶 = 𝟎. 𝟕𝟓 𝜶 = 𝟎. 𝟖𝟎 𝜶 = 𝟎. 𝟖𝟓 𝜶 = 𝟎. 𝟗𝟎 𝜶 = 𝟏 

0.1 0.001 1.2 × 10−6 7.7 × 10−7 4.5 × 10−7 2.3 × 10−7 2.5 × 10−16 

 0.002 2.0 × 10−6 1.3 × 10−6 7.7 × 10−7 4.1 × 10−7 2.0 × 10−15 

 0.003 2.7 × 10−6 1.7 × 10−6 1.0 × 10−6 5.8 × 10−7 6.8 × 10−15 

 0.004 3.4 × 10−6 2.1 × 10−6 1.3 × 10−6 7.3 × 10−7 1.6 × 10−14 

 0.005 3.9 × 10−6 2.5 × 10−6 1.5 × 10−6 8.7 × 10−7 3.1 × 10−14 

0.2 0.001 2.5 × 10−6 1.5 × 10−6 9.0 × 10−7 4.7 × 10−7 5.0 × 10−16 

 0.002 4.1 × 10−6 2.6 × 10−6 1.5 × 10−6 8.3 × 10−7 4.0 × 10−15 

 0.003 5.5 × 10−6 3.5 × 10−6 2.1 × 10−6 1.1 × 10−6 1.3 × 10−14 

 0.004 6.7 × 10−6 4.3 × 10−6 2.6 × 10−6 1.4 × 10−6 3.2 × 10−14 

 0.005 7.8 × 10−6 5.1 × 10−6 3.1 × 10−6 1.7 × 10−6 6.3 × 10−14 

0.3 0.001 3.7 × 10−6 2.3 × 10−6 1.3 × 10−6 7.0 × 10−7 7.5 × 10−16 

 0.002 6.1 × 10−6 3.8 × 10−6 2.3 × 10−6 1.2 × 10−6 6.0 × 10−15 

 0.003 8.2 × 10−6 5.2 × 10−6 3.1 × 10−6 1.7 × 10−6 2.0 × 10−14 

 0.004 1.0 × 10−5 6.4 × 10−6 3.9 × 10−6 2.1 × 10−6 4.8 × 10−14 

 0.005 1.1 × 10−5 7.6 × 10−6 4.6 × 10−6 2.5 × 10−6 9.3 × 10−14 

0.4 0.001 5.0 × 10−6 3.0 × 10−6 1.7 × 10−6 9.3 × 10−7 9.8 × 10−16 

 0.002 8.1 × 10−6 5.1 × 10−6 3.0 × 10−6 1.6 × 10−6 7.9 × 10−15 

 0.003 1.0 × 10−5 6.9 × 10−6 4.1 × 10−6 2.2 × 10−6 2.6 × 10−14 

 0.004 1.3 × 10−5 8.5 × 10−6 5.2 × 10−6 2.8 × 10−6 6.3 × 10−14 

 0.005 1.5 × 10−5 1.0 × 10−5 6.2 × 10−6 3.4 × 10−6 1.2 × 10−13 

0.5 0.001 6.2 × 10−6 3.8 × 10−6 2.2 × 10−6 1.1 × 10−6 1.2 × 10−15 

 0.002 1.0 × 10−5 6.3 × 10−6 3.8 × 10−6 2.0 × 10−6 9.7 × 10−15 

 0.003 1.3 × 10−5 8.6 × 10−6 5.2 × 10−6 2.8 × 10−6 3.2 × 10−14 

 0.004 1.6 × 10−5 1.0 × 10−5 6.4 × 10−6 3.5 × 10−6 7.7 × 10−14 

 0.005 1.9 × 10−5 1.2 × 10−5 7.6 × 10−6 4.2 × 10−6 1.5 × 10−13 

 

Table 2 presents the numerical solution of the function 𝑤(𝑥, 𝑡), which was derived from the solution of 

the CTFCJMS using the Cq-HATM. The table displays the results for various values of 𝑥, 𝑡, and 𝛼. 
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Table 2. Numerical solution of 𝑤(𝑥, 𝑡) by Cq-HATM for CTFCJMS with different 𝑥, 𝑡 and 𝛼 at 𝜆 = 0.5, 𝑛 = 1, ℎ = −1. 
 

𝒙 𝒕 𝜶 = 𝟎. 𝟕𝟓 𝜶 = 𝟎. 𝟖𝟎 𝜶 = 𝟎. 𝟖𝟓 𝜶 = 𝟎. 𝟗𝟎 𝜶 = 𝟏 

0.1 0.001 2.5 × 10−6 1.5 × 10−6 9.0 × 10−7 4.7 × 10−7 3.1 × 10−16 

 0.002 4.1 × 10−6 2.6 × 10−6 1.5 × 10−6 8.3 × 10−7 2.5 × 10−15 

 0.003 5.5 × 10−6 3.5 × 10−6 2.1 × 10−6 1.1 × 10−6 8.5 × 10−15 

 0.004 6.8 × 10−6 4.3 × 10−6 2.6 × 10−6 1.4 × 10−6 2.0 × 10−14 

 0.005 7.9 × 10−6 5.1 × 10−6 3.1 × 10−6 1.7 × 10−6 3.9 × 10−14 

0.2 0.001 5.0 × 10−6 3.1 × 10−6 1.8 × 10−6 9.4 × 10−7 6.3 × 10−16 

 0.002 8.3 × 10−6 5.2 × 10−6 3.1 × 10−6 1.6 × 10−6 5.0 × 10−15 

 0.003 1.1 × 10−5 7.0 × 10−6 4.2 × 10−6 2.3 × 10−6 1.7 × 10−14 

 0.004 1.3 × 10−5 8.6 × 10−6 5.3 × 10−6 2.9 × 10−6 4.0 × 10−14 

 0.005 1.5 × 10−5 1.0 × 10−5 6.2 × 10−6 3.4 × 10−6 7.9 × 10−14 

0.3 0.001 7.5 × 10−6 4.6 × 10−6 2.7 × 10−6 1.4 × 10−6 9.4 × 10−16 

 0.002 1.2 × 10−5 7.7 × 10−6 4.6 × 10−6 2.4 × 10−6 7.5 × 10−15 

 0.003 1.6 × 10−5 1.0 × 10−5 6.3 × 10−6 3.4 × 10−6 2.5 × 10−14 

 0.004 2.0 × 10−5 1.2 × 10−5 7.9 × 10−6 4.3 × 10−6 6.0 × 10−14 

 0.005 2.3 × 10−5 1.5 × 10−5 9.3 × 10−6 5.1 × 10−6 1.1 × 10−13 

0.4 0.001 1.0 × 10−5 6.1 × 10−6 3.5 × 10−6 1.8 × 10−6 1.2 × 10−15 

 0.002 1.6 × 10−5 1.0 × 10−5 6.1 × 10−6 3.3 × 10−6 9.9 × 10−15 

 0.003 2.1 × 10−5 1.3 × 10−5 8.4 × 10−6 4.5 × 10−6 3.3 × 10−14 

 0.004 2.6 × 10−5 1.7 × 10−5 1.0 × 10−5 5.7 × 10−6 7.9 × 10−14 

 0.005 3.1 × 10−5 2.0 × 10−5 1.2 × 10−5 6.8 × 10−6 1.5 × 10−13 

0.5 0.001 1.2 × 10−5 7.6 × 10−6 4.4 × 10−6 2.3 × 10−6 1.5 × 10−15 

 0.002 2.0 × 10−5 1.2 × 10−5 7.6 × 10−5 4.1 × 10−6 1.2 × 10−14 

 0.003 2.7 × 10−5 1.7 × 10−5 1.0 × 10−5 5.7 × 10−6 4.1 × 10−14 

 0.004 3.3 × 10−5 2.1 × 10−5 1.3 × 10−5 7.1 × 10−6 9.8 × 10−14 

 0.005 3.8 × 10−5 2.5 × 10−5 1.5 × 10−5 8.5 × 10−6 1.9 × 10−13 
 

Table 3 demonstrates the numerical solution of 𝑢(𝑥, 𝑡) obtained from the solution of CTFCJMS with 
CEADM for distinct 𝑥, 𝑡 and 𝛼 values. 
 

Table 3. Numerical solution of 𝑢(𝑥, 𝑡) by CEADM for CTFCJMS with different 𝑥, 𝑡 and 𝛼 at 𝜆 = 0.5. 
 

𝒙 𝒕 𝜶 = 𝟎. 𝟕𝟓 𝜶 = 𝟎. 𝟖𝟎 𝜶 = 𝟎. 𝟖𝟓 𝜶 = 𝟎. 𝟗𝟎 𝜶 = 𝟏 

0.1 0.001 1.2 × 10−6 7.7 × 10−7 4.5 × 10−7 2.3 × 10−7 2.5 × 10−16 

 0.002 2.0 × 10−6 1.3 × 10−6 7.7 × 10−7 4.1 × 10−7 2.0 × 10−15 

 0.003 2.7 × 10−6 1.7 × 10−6 1.0 × 10−6 5.8 × 10−7 6.8 × 10−15 

 0.004 3.4 × 10−6 2.1 × 10−6 1.3 × 10−6 7.3 × 10−7 1.6 × 10−14 

 0.005 3.9 × 10−6 2.5 × 10−6 1.5 × 10−6 8.7 × 10−7 3.1 × 10−14 

0.2 0.001 2.5 × 10−6 1.5 × 10−6 9.0 × 10−7 4.7 × 10−7 5.0 × 10−16 

 0.002 4.1 × 10−6 2.6 × 10−6 1.5 × 10−6 8.3 × 10−7 4.0 × 10−15 

 0.003 5.5 × 10−6 3.5 × 10−6 2.1 × 10−6 1.1 × 10−6 1.3 × 10−14 

 0.004 6.7 × 10−6 4.3 × 10−6 2.6 × 10−6 1.4 × 10−6 3.2 × 10−14 

 0.005 7.8 × 10−6 5.1 × 10−6 3.1 × 10−6 1.7 × 10−6 6.3 × 10−14 

0.3 0.001 3.7 × 10−6 2.3 × 10−6 1.3 × 10−6 7.0 × 10−7 7.5 × 10−16 

 0.002 6.1 × 10−6 3.8 × 10−6 2.3 × 10−6 1.2 × 10−6 6.0 × 10−15 

 0.003 8.2 × 10−6 5.2 × 10−6 3.1 × 10−6 1.7 × 10−6 2.0 × 10−14 

 0.004 1.0 × 10−5 6.4 × 10−6 3.9 × 10−6 2.1 × 10−6 4.8 × 10−14 

 0.005 1.1 × 10−5 7.6 × 10−6 4.6 × 10−6 2.5 × 10−6 9.3 × 10−14 

0.4 0.001 5.0 × 10−6 3.0 × 10−6 1.7 × 10−6 9.3 × 10−7 9.8 × 10−16 

 0.002 8.1 × 10−6 5.1 × 10−6 3.0 × 10−6 1.6 × 10−6 7.9 × 10−15 

 0.003 1.0 × 10−5 6.9 × 10−6 4.1 × 10−6 2.2 × 10−6 2.6 × 10−14 

 0.004 1.3 × 10−5 8.5 × 10−6 5.2 × 10−6 2.8 × 10−6 6.3 × 10−14 

 0.005 1.5 × 10−5 1.0 × 10−5 6.2 × 10−6 3.4 × 10−6 1.2 × 10−13 

0.5 0.001 6.2 × 10−6 3.8 × 10−6 2.2 × 10−6 1.1 × 10−6 1.2 × 10−15 

 0.002 1.0 × 10−5 6.3 × 10−6 3.8 × 10−6 2.0 × 10−6 9.7 × 10−15 

 0.003 1.3 × 10−5 8.6 × 10−6 5.2 × 10−6 2.8 × 10−6 3.2 × 10−14 

 0.004 1.6 × 10−5 1.0 × 10−5 6.4 × 10−6 3.5 × 10−6 7.7 × 10−14 

 0.005 1.9 × 10−5 1.2 × 10−5 7.6 × 10−6 4.2 × 10−6 1.5 × 10−13 
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Table 4 shows the numerical solution of the function 𝑤(𝑥, 𝑡), which was derived from the solution of 

the CTFCJMS using the CEADM. The table displays the results for various values of 𝑥, 𝑡, and 𝛼. 

 
Table 4. Numerical solution of 𝑤(𝑥, 𝑡) by CEADM for CTFCJMS with different 𝑥, 𝑡 and 𝛼 at  𝜆 = 0.5. 

 

𝒙 𝒕 𝜶 = 𝟎. 𝟕𝟓 𝜶 = 𝟎. 𝟖𝟎 𝜶 = 𝟎. 𝟖𝟓 𝜶 = 𝟎. 𝟗𝟎 𝜶 = 𝟏 

0.1 0.001 2.5 × 10−6 1.5 × 10−6 9.0 × 10−7 4.7 × 10−7 3.1 × 10−16 

 0.002 4.1 × 10−6 2.6 × 10−6 1.5 × 10−6 8.3 × 10−7 2.5 × 10−15 

 0.003 5.5 × 10−6 3.5 × 10−6 2.1 × 10−6 1.1 × 10−6 8.5 × 10−15 

 0.004 6.8 × 10−6 4.3 × 10−6 2.6 × 10−6 1.4 × 10−6 2.0 × 10−14 

 0.005 7.9 × 10−6 5.1 × 10−6 3.1 × 10−6 1.7 × 10−6 3.9 × 10−14 

0.2 0.001 5.0 × 10−6 3.1 × 10−6 1.8 × 10−6 9.4 × 10−7 6.3 × 10−16 

 0.002 8.3 × 10−6 5.2 × 10−6 3.1 × 10−6 1.6 × 10−6 5.0 × 10−15 

 0.003 1.1 × 10−5 7.0 × 10−6 4.2 × 10−6 2.3 × 10−6 1.7 × 10−14 

 0.004 1.3 × 10−5 8.6 × 10−6 5.3 × 10−6 2.9 × 10−6 4.0 × 10−14 

 0.005 1.5 × 10−5 1.0 × 10−5 6.2 × 10−6 3.4 × 10−6 7.9 × 10−14 

0.3 0.001 7.5 × 10−6 4.6 × 10−6 2.7 × 10−6 1.4 × 10−6 9.4 × 10−16 

 0.002 1.2 × 10−5 7.7 × 10−6 4.6 × 10−6 2.4 × 10−6 7.5 × 10−15 

 0.003 1.6 × 10−5 1.0 × 10−5 6.3 × 10−6 3.4 × 10−6 2.5 × 10−14 

 0.004 2.0 × 10−5 1.2 × 10−5 7.9 × 10−6 4.3 × 10−6 6.0 × 10−14 

 0.005 2.3 × 10−5 1.5 × 10−5 9.3 × 10−6 5.1 × 10−6 1.1 × 10−13 

0.4 0.001 1.0 × 10−5 6.1 × 10−6 3.5 × 10−6 1.8 × 10−6 1.2 × 10−15 

 0.002 1.6 × 10−5 1.0 × 10−5 6.1 × 10−6 3.3 × 10−6 9.9 × 10−15 

 0.003 2.1 × 10−5 1.3 × 10−5 8.4 × 10−6 4.5 × 10−6 3.3 × 10−14 

 0.004 2.6 × 10−5 1.7 × 10−5 1.0 × 10−5 5.7 × 10−6 7.9 × 10−14 

 0.005 3.1 × 10−5 2.0 × 10−5 1.2 × 10−5 6.8 × 10−6 1.5 × 10−13 

0.5 0.001 1.2 × 10−5 7.6 × 10−6 4.4 × 10−6 2.3 × 10−6 1.5 × 10−15 

 0.002 2.0 × 10−5 1.2 × 10−5 7.6 × 10−5 4.1 × 10−6 1.2 × 10−14 

 0.003 2.7 × 10−5 1.7 × 10−5 1.0 × 10−5 5.7 × 10−6 4.1 × 10−14 

 0.004 3.3 × 10−5 2.1 × 10−5 1.3 × 10−5 7.1 × 10−6 9.8 × 10−14 

 0.005 3.8 × 10−5 2.5 × 10−5 1.5 × 10−5 8.5 × 10−6 1.9 × 10−13 

 

4. DISCUSSION AND CONCLUSION  

 

Figure 1 displays the three-dimensional graphs of the numerical solutions obtained by the Cq-HATM, 

as well as the exact solutions and the absolute errors between the Cq-HATM solutions and the 

exact solutions for the CTFCJMS. The three-dimensional graphs depicting the numerical solutions 

obtained by the CEADM for the CTFCJMS are shown in Figure 2. Additionally, the exact solutions and 

the absolute errors between the CEADM solutions and the exact solutions are also illustrated in the same 

figure. Figure 3 depicts the two-dimensional graphs of the solutions 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡) of the 

CTFCJMS, obtained using the Cq-HATM, for various alpha values. The two-dimensional graphical 

representations of the solutions 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡) of the CTFCJMS are shown in Figure 4, which have 

been derived by the utilization of the CEADM, while considering different values of 𝛼. The numerical 

solutions of 𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡)  found using Cq-HATM for the values of 𝛼 = 0.75, 𝛼 = 0.8, 𝛼 =
0.85, 𝛼 = 0.9, and 𝛼 = 1 for CTFCJMS are presented in Tables 1-2. Also, the numerical solutions of 

𝑢(𝑥, 𝑡) and 𝑤(𝑥, 𝑡)  found using CEADM for various values of 𝛼 = 0.75, 𝛼 = 0.8, 𝛼 = 0.85, 𝛼 = 0.9, 
and 𝛼 = 1 for CTFCJMS are presented in Tables 3-4.   

 

In this study, CTFCJMS has been examined by the new numerical methods, namely, Cq-HATM and 

CEADM. The reliability of these new methods has been confirmed by numerical results. The new 

methods presented  to solve such coupled fractional systems have been determined to possess notable 

advantages and demonstrate effectiveness. 
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ABSTRACT 
 

The study of water waves is significant for researchers working in many branches of science. The behaviour of waves can be 

studied by observation or experimental means, but theoretically, mathematical modeling provides solutions to many problems 

in physics and engineering. Progress in this field is inevitable, with those who work in mathematics, physics, and engineering 

putting forth interdisciplinary studies. 

 

Jacobi elliptic functions are valuable mathematical tools that can be applied to various aspects of mathematics, physics, and 

ocean engineering. In this study, traveling wave solutions of the general Drinfel'd-Sokolov-Wilson (DSW) system, 

introduced as a model of water waves, were obtained by using Jacobi elliptic functions and the wave dynamics were 

examined. The extended Jacobi elliptic function expansion method is an effective method for generating periodic solutions. It 

has been observed that the periodic solutions obtained by using Jacobi elliptic function expansions containing different Jacobi 

elliptic functions may be different and some new periodic solutions can be obtained. 3D simulations were made using 

MapleTM to see the behaviour of the solutions obtained for different appropriate values of the parameters. 2D simulations are 

presented for easy observation of wave motion. In addition, we transformed the one of the exact solutions found by the 

extended Jacobi elliptic function expansion method into the new solution under the symmetry transformation. 

 

Keywords: DSW system, Exact solutions, Extended Jacobi elliptic function expansion method 
 

 

1. INTRODUCTION 
 

Installation of heavy and complex submarine equipment, submarine pipelines and submarine cables 

has been studied extensively in recent years due to their importance in ocean engineering. Various 

mathematical models for submarine installation have been obtained and different dynamic behaviours 

have been studied in various ways. Submarine installations are in the splash zone, completely 

submerged or close to the seafloor. If the structure is in the splash zone, shallow water waves, if the 

structure is completely underwater or close to the seabed, seabed waves are effective in the installation 

[1]. 

 

Autonomous underwater vehicles (AUVs) have an indispensable role in the exploration of the deep-

sea, marine surveillance, and underwater rescue operations. Due to the intricate nature of the AUV 

system and the unpredictable underwater environment, controlling them is a challenging task. The 

control design faces some challenges like high precision multivariate, strong couplings, nonlinearities, 

and unknown distortions. To overcome these challenges, various control strategies have been 

developed to create trajectory-tracking controllers for AUVs, such as back step control, pattern 

predictive control, fuzzy control, and sliding mode control. However, all of these control schemes 

https://orcid.org/0000-0003-1209-991X
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require calculations based on the underwater and surface wave strength, highlighting the importance of 

wave theory in this field [2]. 

 

When studying equations that describe wave phenomena, it is necessary to analyse travelling wave 

solutions. These solutions are permanent forms that move at a constant velocity. To obtain travelling 

wave solutions, the nonlinear evolution equations are usually reduced to associated ordinary 

differential equations. Solitary wave theory, which is rapidly advancing in several scientific fields, 

from shallow water waves to plasma physics, places particular interest in different types of travelling 

wave solutions [3]. 

 

The study of water waves is significant for researchers working in many branches of science. The 

behaviour of waves can be studied by observation or experimental means, but theoretically, 

mathematical modeling provides solutions to many problems in physics and engineering. Progress in 

this field is inevitable, with those who work in mathematics, physics, and engineering putting forth 

interdisciplinary studies. 

 

Partial differential equations have an important place in the theory of waves. Solutions of a nonlinear 

partial differential equation can be explained by the concept of waves, which helps us to understand 

many physical phenomena. If the obtained solutions of the equation can be expressed with the time-

dependent motion of a wave, the physical event that occurs can be explained more meaningfully.  

There are many methods in the literature to obtain wave solutions of partial differential equations. 

Some of these are the F-expansion method [4], the Jacobi elliptic function expansion method [5,6], 

(G’/G)-expansion method [7], Lie symmetry approach [8], and so on [9-12]. 

 

In modeling multiple events, partial differential equation systems consisting of at least two partial 

differential equations have an important place in the literature.  Partial differential equation systems 

are also systems whose solutions can be obtained by the methods mentioned above. 

 

The DSW system in dispersive water wave was introduced in 1981 by Drinfel'd and Sokolov [13] and 

Wilson [14] which resulted in the discovery of wave phenomena that have significant applications in 

fluid dynamics, ocean engineering, and science. This system serves as the fundamental integrable 

nonlinear system that describes surface gravitational waves propagating over a horizontal seabed. The 

DSW equation is expressed in the following form: 

 

𝑢𝑡 + 𝛼𝑣𝑣𝑥 = 0                                                                                                                                       (1) 

𝑣𝑡 + 𝛽𝑢𝑣𝑥 + 𝑠𝑢𝑥𝑣 + 𝜂𝑣𝑥𝑥𝑥 = 0 

The discovery of the DSW system and its wave phenomena has opened new avenues of research in 

various scientific fields and continues to pave the way for advancements in fluid dynamics and ocean 

engineering. Some researchers with various methods have studied this system: Shen et al. produced 

lump, soliton, and lump off solutions [15], Bashar et al. used the new auxilary equation (NAE) method 

[16], Khan et al. used the enhanced (G’/G)-expansion method [17], with a special selection Ren et al. 

used the consistent Riccati expansion method (CRE) [18], etc.   

 

This article is organized as follows: In Chapter 2, we introduced the Jacobi elliptic functions and 

extended Jacobi elliptic function expansion method [19]. In Chapter 3, we apply these methods to the 

DSW system and present many solutions. In addition, we transformed the one of the exact solutions 

found by the new extended direct algebra method into a new solution under the symmetry 

transformation. We gave numerical simulations of the solutions obtained for different values of the 

parameters in 3D in Chapter 4. We also gave 2D plots to see how the wave motion changes as time 

changes. We have given a 2D drawing to see how the wave motion can be realized as time changes. 

In the last chapter, the results obtained in this study are given. 
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2. MATERIAL AND METHODS 

In this section, information about Jacobi elliptic functions will be given and the extended Jacobi 

elliptic function expansion method will be introduced. 

 

2.1. Jacobi Elliptic Function 

 
Legendre, who worked for decades on elliptic integrals, first introduced by John Wallis between 1655 

and 1659, introduced the normal forms of elliptic integrals that are still in use. Later, in 1828, Jacobi 

defined the elliptic functions as inverses of the elliptic integrals. Jacobi elliptic functions are obtained 

by inverting the elliptic integrals of the first kind. For a given constant m, the function snu is defined 

with the help of the integral 

𝑢 = ∫
𝑑𝑡

√(1−𝑡2)(1−𝑚2𝑡2)

𝑥

0
 . 

 
When this integral is reversed, than the Jacobi elliptic function snu is defined as 𝑥 = 𝑠𝑛𝑢. Similarly, 

𝑐𝑛𝑢 and 𝑑𝑛𝑢 functions can be defined with the help of following identities: 

 

                                              𝑠𝑛2𝜉 + 𝑐𝑛2𝜉 = 1 ,   𝑑𝑛2𝜉 + 𝑚2 𝑠𝑛2𝜉 = 1.                                            (2) 

 

where 𝑑𝑛(𝜉) is a third kind Jacobian elliptic function.  

 

 

With these definitions, 𝑠𝑛0 = 0, c𝑛0 = 1 and 𝑑𝑛0 = 1 are obtained clearly. Each Jacobi elliptic 

function depends on a parameter 𝑚 and this parameter is called the modulus of the Jacobi elliptical 

function. The aforementioned double periodic functions have the following properties: 

              
𝑑

𝑑𝜉
𝑠𝑛(𝜉) = 𝑐𝑛(𝜉)𝑑𝑛(𝜉),   

𝑑

𝑑𝜉
𝑐𝑛(𝜉) = −𝑠𝑛(𝜉)𝑑𝑛(𝜉),   

𝑑

𝑑𝜉
𝑑𝑛(𝜉) = −𝑚2𝑐𝑛(𝜉)𝑠𝑛(𝜉)          (3) 

Other Jacobi functions which is denoted by Glaisher’s symbols and are generated by these three kinds 

of functions, namely.  

 

            𝑛𝑠𝜉 =
1

𝑠𝑛𝜉
, 𝑛𝑐𝜉 =

1

𝑐𝑛𝜉
 , 𝑛𝑑𝜉 =

1

𝑑𝑛𝜉
,   𝑠𝑐𝜉 =

𝑐𝑛𝜉

𝑠𝑛𝜉
,   𝑐𝑠𝜉 =

𝑠𝑛𝜉

𝑐𝑛𝜉
,   𝑑𝑠𝜉 =

𝑑𝑛𝜉

𝑠𝑛𝜉
, 𝑠𝑑𝜉 =

𝑠𝑛𝜉

𝑑𝑛𝜉
        (4) 

 

that have the relations 

 

𝑛𝑠2𝜉 − 𝑐𝑠2𝜉 = 1 ,   𝑛𝑠2𝜉 = 𝑚2 + 𝑑𝑠2𝜉  ,   𝑠𝑐2𝜉 + 1 = 𝑛𝑐2𝜉 ,  𝑚2𝑠𝑑2𝜉 + 1 = 𝑛𝑑2𝜉 

 

with the modals 𝑚 (0 < 𝑚 < 1). 
 

2.2. Extended Jacobi Elliptic Function Expansion Method    

This section presents the extended Jacobi elliptic function expansion method for solving nonlinear 

evolution equations. Consider a nonlinear evolution equation of the form: 

                                                       𝑃(𝑢, 𝑢𝑥, 𝑢𝑡 , 𝑢𝑥𝑥, 𝑢𝑡𝑡, … ) = 0                                                           (5)                                                                                                                  

By using the transformation  𝜉 = 𝑘(𝑥 − 𝑤𝑡)  and  𝑢(𝑥, 𝑡) = 𝑈(𝜉), the Eq(5) can be transformed into 

an ordinary differential equation of the form  



Çelik / Eskişehir Technical Univ. J. of Sci. and Tech. A – Appl. Sci. and Eng. 25(1) – 2024 
 

144 

                                                            𝐵(𝑈,𝑈′, 𝑈′′, … ) = 0                                                                  (6) 

where = 𝑈(𝜉), 𝑈′ =
𝑑𝑈

𝑑𝜉
, 𝑈′′ =

𝑑𝑈

𝑑𝜉
, … . To find periodic and solitary wave solutions of Eq (5), we 

assume that 𝑢 = 𝑢(𝜉) can be expressed as a finite series of Jacobi elliptic sine and cosine functions.  

Using ten different Jacobi elliptic functions, we assume that the solutions of Eq (6) will be in the 

following forms: 

 

                              𝑢(𝜉) = 𝑎0 + ∑ 𝑓𝑖
𝑗−1(𝜉)𝑛

𝑗=1 [𝑎𝑗𝑓𝑖(𝜉) + 𝑏𝑗𝑔𝑖(𝜉)],    𝑖 = 1,2,3,⋯                             (7) 

with 

𝑓1(𝜉)  =  𝑠𝑛(𝜉) and 𝑔1(𝜉)  =  𝑐𝑛(𝜉) 

𝑓2(𝜉)  =  𝑠𝑛(𝜉) and 𝑔2(𝜉)  =  𝑑𝑛(𝜉) 

                                                    𝑓3(𝜉)  =  𝑛𝑠(𝜉) and 𝑔3(𝜉)  =  𝑐𝑠(𝜉)                                                 (8) 

 𝑓4(𝜉)  =  𝑛𝑠(𝜉) and 𝑔4(𝜉)  =  𝑑𝑠(𝜉) 

𝑓5(𝜉)  =  𝑠𝑐(𝜉) and 𝑔5(𝜉)  =  𝑛𝑐(𝜉) 

𝑓6(𝜉)  =  𝑠𝑑(𝜉) and 𝑔6(𝜉)  =  𝑛𝑑(𝜉) 

where 𝑛, 𝑎𝑗, 𝑏𝑗    (𝑗 = 0,1,2,3,… ) are constants.  

To determine the value of n, we balance the highest power nonlinear term with the highest order 

derivative. Thus, the highest degree of 
𝑑𝑝𝑈

𝑑𝜉𝑝
  is taken as: 

𝑂 (
𝑑𝑝𝑈

𝑑𝜉𝑝
) = 𝑛 + 𝑝, 𝑝 = 1,2,3,…  

and the nonlinear term as 

           𝑂 (𝑈𝑞
𝑑𝑝𝑈

𝑑𝜉𝑝
) = (𝑞 + 1)𝑛 + 𝑝, 𝑞 = 0,1,2,3,…  

 

Replacing each 𝑓𝑖, 𝑔𝑖 in (8) to corresponding 𝑓𝑖, 𝑔𝑖 in (7) we get the new ansatz. Then selecting one of 

these outcomes and substituting it into (6) and equating to zero the coefficients of all powers of elliptic 

functions, we obtain a system of algebraic equations for 𝑎𝑗, 𝑏𝑗 (𝑗 = 0,1,2,… ). By substituting 𝑎𝑗, 𝑏𝑗 in 

(6), the solution of Eq.(6) is obtained. In this solution of Eq.(6), the solution of Eq.(5) is obtained by 

taking 𝜉 = 𝑘(𝑥 − 𝑤𝑡) [18]. 

 

3. APPLYING THE METHODS TO DSW-SYSTEM 

3.1. Extended Jacobi Elliptic Function Expansion Method to DSW System 

 

To apply the extended Jacobi elliptic function expansion method to solve Eq.(1), we substitute the 

following transformation: 

𝑢(𝑥, 𝑡) = 𝑢(𝜉), 𝑣(𝑥, 𝑡) = 𝑣(𝜉), 𝜉 = 𝑘(𝑥 − 𝑤𝑡) 

Thus, Eq. (1) can be written in the following form: 

−𝑘𝑤𝑢′ + 𝛼𝑘𝑣𝑣′ = 0 
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                                                  −𝑤𝑣′ + 𝛽𝑢𝑣′ + 𝑠𝑢′𝑣 + 𝜂𝑘2𝑣′′′ = 0                                           (9) 

From the 1st equation in (9) we have 

                                                                        𝑢 =
𝛼

2𝑤
𝑣2.                                                                    (10) 

Using (10) in the 2nd equation in (9) and then integrating, we get undermentioned ODE: 

                                                −6𝑤2𝑣 + 𝛼(𝛽 + 2𝑠)𝑣3 + 6𝜂𝑤𝑘2𝑣′′ = 0                                          (11) 

Balancing the highest power nonlinear term and the highest order derivative yields n=1. Since 𝑛 = 1, 

if  (7) is used and 𝑓1(𝜉) = 𝑠𝑛(𝜉) and 𝑔1(𝜉) = 𝑐𝑛(𝜉) are selected from (8),  we get 

                                                      𝑣(𝜉) = 𝑎0 + 𝑎1𝑠𝑛(𝜉) + 𝑏1𝑐𝑛(𝜉).                                                 (12) 

 

Using (12) in (11) and collecting all the different powers of 𝑠𝑛𝑖(𝜉)𝑐𝑛𝑗(𝜉), 𝑖 = 0,1, 𝑗 = 0. .3, and 

setting the coefficients of 𝑠𝑛𝑖(𝜉)𝑐𝑛𝑗(𝜉) to zero, we obtain a system of nonlinear algebraic equations 

with respect to 𝑎𝑜, 𝑎1, 𝑏1, 𝑘, 𝑤 which is over-determined system. Solving these equations by the help 

of MapleTM, we get 

Set 1: 

                 {𝑎0 = 0, 𝑎1 = √−
3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂,    𝑏1 = √−

6−3𝑚2

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂, 𝑤 =

𝜂𝑘2(𝑚2−2)

2
}.           (13) 

Substituting (13) into (12), we have 

𝑣1,𝑚(𝜉) = √−
3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑠𝑛(𝜉) + √−

6−3𝑚2

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑐𝑛(𝜉)  

and using (10) we obtain 

𝑢1,𝑚(𝜉) = −
𝛼

𝑘2𝜂
(√−

3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑠𝑛(𝜉) + √−

−3𝑚2+6

2𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑐𝑛(𝜉))

2

 . 

If we calculate the limits of 𝑣1,𝑚(𝜉), 𝑢1,𝑚(𝜉) for  𝑚 → 1, we get 𝑐𝑛(𝜉,𝑚) → 𝑠𝑒𝑐ℎ(𝜉), 𝑠𝑛(𝜉,𝑚) →

𝑡𝑎𝑛ℎ(𝜉) and therefore the equations above degenerates into a solution of the DSW equation that is 

both periodic and exact. It can be written as 

𝑣1(𝜉) =
√6

2
√

1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑡𝑎𝑛ℎ(𝜉) +

√6

2
√−

1

𝛼(2𝑠+𝛽)
𝑘2𝜂𝑠𝑒𝑐ℎ(𝜉)  

                𝑢1(𝜉) = −
𝛼

𝑘2𝜂
(
√6

2
√

1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑡𝑎𝑛ℎ(𝜉) +

√6

2
√−

1

𝛼(2𝑠+𝛽)
𝑘2𝜂𝑠𝑒𝑐ℎ(𝜉))

2

                 

where  𝜉 = 𝑘(𝑥 − 𝑤𝑡) . Therefore the solution of the system (1) is found as 

                 

{
 
 

 
 𝑣1(𝑥, 𝑡) =

√6

2
√

1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑡𝑎𝑛ℎ(𝑘(𝑥 − 𝑤𝑡)) +

√6

2
√−

1

𝛼(2𝑠+𝛽)
𝑘2𝜂𝑠𝑒𝑐ℎ(𝑘(𝑥 − 𝑤𝑡))

 𝑢1(𝑥, 𝑡) = −
𝛼

𝑘2𝜂
(
√6

2
√

1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑡𝑎𝑛ℎ(𝑘(𝑥 − 𝑤𝑡)) +

√6

2
√−

1

𝛼(2𝑠+𝛽)
𝑘2𝜂𝑠𝑒𝑐ℎ(𝑘(𝑥 − 𝑤𝑡)))

2

}
 
 

 
 

.        

                                                                                                                                                              (14) 
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Set 2: 

                         {𝑎0 = 0, 𝑎1 = 0,    𝑏1 = √−
12−24𝑚2

𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂, 𝑤 = 2𝜂𝑘2𝑚2 − 𝜂𝑘2}                       (15) 

Substituting (15) into (12), we have 

𝑣2,𝑚(𝜉) = √−
12−24𝑚2

𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑐𝑛(𝜉)  

and using (10) we obtain 

𝑢2,𝑚(𝜉) =
(12−24𝑚2)𝑚2𝑘4𝜂2

2(2𝜂𝑘2𝑚2−𝜂𝑘2)(2𝑠+𝛽)
𝑐𝑛2(𝜉,𝑚)  

If we calculate the limits of 𝑣2,𝑚(𝜉), 𝑢2,𝑚(𝜉) for  𝑚 → 1, we get 𝑐𝑛(𝜉,𝑚) → 𝑠𝑒𝑐ℎ(𝜉) and therefore 

the equations above degenerates into a solution of the DSW equation that is both periodic and exact. It 

can be written as 

𝑣2(𝜉) =
2√3𝑘2𝜂

√𝛼(2𝑠+𝛽)
𝑠𝑒𝑐ℎ(𝜉)  

𝑢2(𝜉) =
6𝜂𝑘2

2𝑠+𝛽
𝑠𝑒𝑐ℎ2(𝜉)  

since  𝜉 = 𝑘(𝑥 − 𝑤𝑡). Therefore, the solution of the system (1) is found as 

                         {𝑣2(𝑥, 𝑡) =
2√3𝑘2𝜂

√𝛼(2𝑠+𝛽)
𝑠𝑒𝑐ℎ(𝑘(𝑥 − 𝑤𝑡)),  𝑢2(𝑥, 𝑡) =

6𝜂𝑘2

2𝑠+𝛽
𝑠𝑒𝑐ℎ2(𝑘(𝑥 − 𝑤𝑡)) }.      (16) 

 

Set 3: 

                  {𝑎0 = 0 ,   𝑎1 = √
12𝑚2+12

𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 ,  𝑏1 = 0, 𝑤 = −𝜂𝑘2(𝑚2 + 1), 𝑘 = 𝑘    }               (17) 

Substituting (17) into (12), we have  

𝑣3,𝑚(𝜉) = √
12𝑚2+12

𝛼(2𝑠+𝛽)
𝑚𝑘2𝜂 𝑠𝑛(𝜉,𝑚)  

and using (10)  we have 

𝑢3,𝑚(𝜉) = −
6𝑚2𝑘2𝜂

 2𝑠+𝛽
𝑠𝑛2(𝜉,𝑚). 

If we calculate the limits of 𝑣3,𝑚(𝜉), 𝑢3,𝑚(𝜉) for  𝑚 → 1, we get 𝑠𝑛(𝜉,𝑚) → 𝑡𝑎𝑛ℎ(𝜉) and therefore 

the equations above degenerates into a solution of the DSW equation that is both periodic and exact. It 

can be written as 

𝑣3(𝜉) = 2√6𝑘
2𝜂√

1

𝛼(2𝑠+𝛽)
𝑡𝑎𝑛ℎ(𝜉)  

   𝑢3(𝜉) = −
6𝜂𝑘2𝑡𝑎𝑛ℎ2(𝜉)

2𝑠+𝛽
, 

since  𝜉 = 𝑘(𝑥 − 𝑤𝑡). Then the solution of the system (1)  
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           {𝑣3(𝑥, 𝑡) = 2√6𝑘
2𝜂√

1

𝛼(2𝑠+𝛽)
𝑡𝑎𝑛ℎ(𝑘(𝑥 − 𝑤𝑡)) , 𝑢3(𝑥, 𝑡) = −

6𝜂𝑘2𝑡𝑎𝑛ℎ2(𝑘(𝑥−𝑤𝑡))

2𝑠+𝛽
}.           (18) 

 

Now since 𝑛 = 1, if (7) is used and 𝑓3(𝜉) = 𝑛𝑠(𝜉) and 𝑔3(𝜉) = 𝑐𝑠(𝜉) are selected from (8),  we get 

                                                     𝑣(𝜉) = 𝑎0 + 𝑎1𝑛𝑠(𝜉) + 𝑏1𝑐𝑠(𝜉).                                                   (19) 

Using (18) in (11) and collecting all the different powers of 𝑛𝑠𝑖(𝜉)𝑐𝑠𝑗(𝜉), 𝑖 = 0,1,…6 , 𝑗 = 0,1, and 

setting the coefficients of 𝑛𝑠𝑖(𝜉)𝑐𝑠𝑗(𝜉) to zero, we obtain a system of nonlinear algebraic equations 

with respect to 𝑘, 𝑤, 𝑎𝑜, 𝑎1, 𝑏1 which is over-determined system. Solving these equations by the help 

of the MapleTM, we get 

Set 1: 

                            {𝑎0 = 0,     𝑎1 = √
12𝑚2+12

𝛼(2𝑠+𝛽)
𝑘2𝜂,     𝑏1 = 0,     𝑤 = −𝜂𝑘2(1 + 𝑚2)}                      (20) 

Substituting (20) into (19), we have 

𝑣4,𝑚(𝜉) = √
12𝑚2+12

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑛𝑠(𝜉)  

and using (10) we obtain 

𝑢4,𝑚(𝜉) = −
12𝑚2+12

4(2𝑠+𝛽)
𝑘2𝜂 𝑛𝑠2(𝜉). 

If we calculate the limits of 𝑣4,𝑚(𝜉), 𝑢4,𝑚(𝜉) for  𝑚 → 1, we get 𝑛𝑠(𝜉,𝑚) → 𝑐𝑜𝑡ℎ(𝜉)  and therefore 

the equations above degenerates into a solution of the DSW equation that is both periodic and exact. It 

can be written as 

𝑣4(𝜉) = 2√6√
1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑐𝑜𝑡ℎ(𝜉)  

                                                      𝑢4(𝜉) = −
6𝑘2𝜂

2𝑠+𝛽
 𝑐𝑜𝑡ℎ2(𝜉)                                                     

where  𝜉 = 𝑘(𝑥 − 𝑤𝑡) . Then the solution of the system (1) is found as 

           {𝑣4(𝑥, 𝑡) = 2√6√
1

𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑐𝑜𝑡ℎ(𝑘(𝑥 − 𝑤𝑡))   , 𝑢4(𝑥, 𝑡) = −

6𝜂𝑘2𝑐𝑜𝑡ℎ2(𝑘(𝑥−𝑤𝑡))

2𝑠+𝛽
}.          (21) 

 

Now since 𝑛 = 1, if  (7) is used and 𝑓4(𝜉) = 𝑛𝑠(𝜉) and 𝑔4(𝜉) = 𝑑𝑠(𝜉) are selected from (8),  we get 

                                                      𝑣(𝜉) = 𝑎0 + 𝑎1𝑛𝑠(𝜉) + 𝑏1𝑑𝑠(𝜉)                                                  (22) 

Using (22) in (11) and collecting all the different powers of 𝑠𝑛𝑖(𝜉)𝑑𝑛𝑗(𝜉), 𝑖 = 0,1, 𝑗 = 0. .3,  and 

setting the coefficients of 𝑠𝑛𝑖(𝜉)𝑑𝑛𝑗(𝜉) to zero, we obtain a system of nonlinear algebraic equations 

with respect to  𝑎𝑜, 𝑎1, 𝑏1, 𝑘, 𝑤   which is over-determined. Solving these equations by the help of the 

MapleTM, we get 
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Set 1: 

                      {𝑎0 = 0,     𝑎1 = √
12(1+𝑚2)

𝛼(2𝑠+𝛽)
𝑘2𝜂 ,     𝑏1 = 0, 𝑘 = 𝑘,   𝑤 = −𝜂𝑘2(𝑚2 + 1)}.                (23) 

Substituting (23) into (22), we have 

𝑣5,𝑚(𝜉) = √
12(1+𝑚2)

𝛼(2𝑠+𝛽)
𝑘2𝜂  𝑛𝑠(𝜉)  

and using (10)  we obtain 

𝑢5,𝑚(𝜉) = −3
𝑘2𝜂(𝑚2+1)

2𝑠+𝛽
 𝑛𝑠2(𝜉). 

If we calculate the limits of 𝑣5,𝑚(𝜉), 𝑢51,𝑚(𝜉) for  𝑚 → 1, we get 𝑛𝑠(𝜉,𝑚) → 1/tanh (𝜉) and 

therefore the equations above degenerates into a solution of the DSW equation that is both periodic 

and exact. It can be written as 

𝑣5(𝜉) = 2√
6

𝛼(2𝑠+𝛽)
𝑘2𝜂  

1

𝑡𝑎𝑛ℎ(𝜉)
  

     𝑢5(𝜉) = −
6𝑘2𝜂

(2𝑠+𝛽)
 

1

𝑡𝑎𝑛ℎ2(𝜉)
  

where  𝜉 = 𝑘(𝑥 − 𝑤𝑡) . Then the solution of the system (1) is found as 

              { 𝑣5(𝑥, 𝑡) = 2√
6

𝛼(2𝑠+𝛽)
𝑘2𝜂  

1

𝑡𝑎𝑛ℎ(𝑘(𝑥−𝑤𝑡))
, 𝑢5(𝑥, 𝑡) = −

6𝑘2𝜂

(2𝑠+𝛽)
 

1

𝑡𝑎𝑛ℎ2(𝑘(𝑥−𝑤𝑡))
}.             (24) 

Set 2: 

                       {𝑎0 = 0,  𝑎1 = 0,  𝑏1 = √
12(1−2𝑚2)

𝛼(2𝑠+𝛽)
𝑘2𝜂, 𝑘 = 𝑘,   𝑤 = −𝜂𝑘2(𝑚2 + 1)}                  (25) 

Substituting (25) into (22), we have 

𝑣6,𝑚(𝜉) = √
12(1−2𝑚2)

𝛼(2𝑠+𝛽)
𝑘2𝜂  𝑑𝑠(𝜉)  

and using (10) we obtain 

𝑢6,𝑚(𝜉) = −
𝑘2𝜂(2𝑚2−1)

2𝑠+𝛽
 𝑑𝑠2(𝜉). 

If we calculate the limits of 𝑣6,𝑚(𝜉), 𝑢6,𝑚(𝜉) for  𝑚 → 1, we get 𝑑𝑠(𝜉,𝑚) → 𝑠𝑒𝑐 h(𝜉) /tanh (𝜉) and  

therefore the equations above degenerates into a solution of the DSW equation that is both periodic 

and exact. It can be written as 

𝑣6(𝜉) = 2√
−3

𝛼(2𝑠+𝛽)
𝑘2𝜂  

sech (𝜉)

𝑡𝑎𝑛ℎ(𝜉)
                                                            

                                                        𝑢6(𝜉) = −
6𝑘2𝜂

(2𝑠+𝛽)
 
𝑠𝑒𝑐ℎ2(𝜉)

𝑡𝑎𝑛ℎ2(𝜉)
                                                             

where  𝜉 = 𝑘(𝑥 − 𝑤𝑡) . Then the solution of the system (1) is found as 

                             { 𝑣6(𝑥, 𝑡) = 2√
−3

𝛼(2𝑠+𝛽)
𝑘2𝜂  

sech (𝜉)

𝑡𝑎𝑛ℎ(𝜉)
, 𝑢6(𝑥, 𝑡) = −

6𝑘2𝜂

(2𝑠+𝛽)
 
𝑠𝑒𝑐ℎ2(𝜉)

𝑡𝑎𝑛ℎ2(𝜉)
}.                   (26) 
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Set 3: 

                     {𝑎0 = 0, 𝑎1 = √−
3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂,    𝑏1 = √−

3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂, 𝑤 =

𝜂𝑘2(𝑚2−2)

2
}.              

(27) 

Substituting (27) into (21), we have 

𝑣7,𝑚(𝜉) = √−
3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑛𝑠(𝜉) + √−

3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑑𝑠(𝜉)  

and using (10) we obtain 

𝑢7,𝑚(𝜉) = −
𝛼

𝑘2𝜂
(√−

3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑛𝑠(𝜉) + √−

3𝑚2−6

2𝛼(2𝑠+𝛽)
𝑘2𝜂 𝑑𝑠(𝜉))

2

 . 

If we calculate the limits of 𝑣7,𝑚(𝜉), 𝑢7,𝑚(𝜉) for  𝑚 → 1, we get 𝑛𝑠(𝜉,𝑚) →
1

tanh(𝜉)
, 𝑑𝑠(𝜉,𝑚) →

𝑠𝑒𝑐ℎ(𝜉)

tanh(𝜉)
  and therefore the equations above degenerates into a solution of the DSW equation that is both 

periodic and exact. It can be written as 

𝑣7(𝜉) = √
6

𝛼(2𝑠+𝛽)
𝑘2𝜂  

(1+𝑠𝑒𝑐ℎ(𝜉))

2𝑡𝑎𝑛ℎ(𝜉)
  

   𝑢7(𝜉) = −
3𝑘2𝜂(1+𝑠𝑒𝑐ℎ(𝜉))2

2(2𝑠+𝛽)𝑡𝑎𝑛ℎ2(𝜉)
  

where  𝜉 = 𝑘(𝑥 − 𝑤𝑡) . Then the solution of the system (1) is found as 

                       { 𝑣7(𝑥, 𝑡) = √
6

𝛼(2𝑠+𝛽)
𝑘2𝜂  

(1+𝑠𝑒𝑐ℎ(𝜉))

2𝑡𝑎𝑛ℎ(𝜉)
, 𝑢7(𝑥, 𝑡) = −

3𝑘2𝜂(1+𝑠𝑒𝑐ℎ(𝜉))2

2(2𝑠+𝛽)𝑡𝑎𝑛ℎ2(𝜉)
}.                   (28) 

3.2. New Exact Solution by Lie Transformation Groups 

Lie symmetry analysis is one of the most general and effective methods for obtaining exact solutions 

of nonlinear partial differential equations. In the last few decades, Lie’s method has been applied to a 

number of physical and engineering models. Solutions of partial differential equations can be 

transformed into another solution under the act of any symmetry group. Solutions that do not change 

under a symmetry transformation are called invariant solutions. 

In this section, we will transform the exact solution (26) of the system (1) obtained by the extended 

Jacobi elliptic function method into a new solution under the symmetry transformation. 

Essential aim is to yield one new exact solution by the transformation groups of which makes the Eq. 

(1) invariant. 

Equation (1) accepts a three dimensional Lie algebra having the generators given below: 
 

Χ1 =
𝜕

𝜕𝑡
, Χ2 =

𝜕

𝜕𝑥
, Χ3 = 3𝑡

𝜕

𝜕𝑡
+ 𝑥

𝜕

𝜕𝑥
− 2𝑢

𝜕

𝜕𝑢
− 2𝑣

𝜕

𝜕𝑣
. 

 

Thus, one parameter 𝐺𝑖, (𝑖 = 1,2,3) groups produced by 𝑋𝑖, (𝑖 = 1,2,3) can be obtained in the 

following form: 

 

𝐺1: (𝑡, 𝑥, 𝑢, 𝑣) → (𝑡 + 𝜀, 𝑥, 𝑢, 𝑣), 
 

𝐺2: (𝑡, 𝑥, 𝑢, 𝑣) → (𝑡, 𝑥 + 𝜀, 𝑢, 𝑣), 
      

                                                        𝐺3: (𝑡, 𝑥, 𝑢, 𝑣) → (𝑡𝑒3𝜀 , 𝑥𝑒𝜀 , 𝑢𝑒−2𝜀, 𝑣𝑒−2𝜀). 
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Let us consider the nontrivial generator Χ3, then the transformation {𝑢̅ = 𝑓1(𝑥̅, 𝑡̅), 𝑣̅ =
𝑓2(𝑥̅, 𝑡̅)}, {𝑢(𝑧, 𝑡) = 𝑓(𝑥𝑒

𝜀 , 𝑡𝑒3𝜀)𝑒2𝜀 , 𝑣(𝑧, 𝑡) = 𝑓(𝑥𝑒𝜀 , 𝑡𝑒3𝜀)𝑒2𝜀} is obtained as corresponding 

transformation where 

 

𝑥̅ = 𝑥𝑒𝜀   𝑥̅ = 𝑥𝑒𝜀 
𝑡̅ = 𝑡𝑒3𝜀   𝑡̅ = 𝑡𝑒3𝜀 
𝑣̅ = 𝑣𝑒−2𝜀   𝑣̅ = 𝑣𝑒−2𝜀 

 

We know from the theory of Lie groups that using these variables the solution {𝑢(𝑥, 𝑡), 𝑣(𝑥, 𝑡)} of the 

Eq. (1) transforms into another solution of the Eq. (1). Under this symmetry transformation, using 

solution (26) of the DSW system obtained by the extended Jacobi elliptic function expansion method 
we reach to the following solution 

𝑢𝑛𝑒𝑤 = −
6𝜂𝑘2 sech(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))

2

(2𝑠+𝛽) tanh(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))
2  

 

   𝑣𝑛𝑒𝑤 = −
6𝜂𝑘2 sech(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))

2
𝑒2𝜀

(2𝑠+𝛽) tanh(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))
2 . 

 

Then the solution of the system (1) is found as 

      { 𝑣𝑛𝑒𝑤(𝑥, 𝑡) = −
6𝜂𝑘2 sech(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))

2
𝑒2𝜀

(2𝑠+𝛽) tanh(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))
2 , 𝑢𝑛𝑒𝑤(𝑥, 𝑡) = −

6𝜂𝑘2 sech(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))
2

(2𝑠+𝛽) tanh(𝑘(−𝑤𝑡𝑒3𝜀+𝑥𝑒𝜀))
2}.    (29) 

New solutions can be obtained in the same way by using other solutions. 

 

 

4. GRAPHICAL REPRESENTATIONS OF THE RESULT 

 

Graphs are a powerful tool commonly used to visually represent and communicate data and 

information. The purpose of graphics is to make data more meaningful and accessible. They are also 

used to reduce complexity, facilitate focus, and provide quick understanding. In this section, we 

visualized the exact solutions we obtained using the extended Jacobi elliptic method with specific 

parameter values in 2D and 3D graphs. These graphs were intended to assist readers in better 

understanding and interpreting the solutions. 

 

Figure 1 given below is given for to show the behaviour of (14) by using the parameters { 𝛼 =

−1, 𝛽 = 3, 𝑠 = 1, 𝜂 = 3, 𝑘 = 1,𝑤 = −
3

2
} (in complex plane)   

Figure 2 given below is given for to show the behaviour of (14) by using the parameters { 𝛼 =

−1, 𝛽 = 3, 𝑠 = 1, 𝜂 = 3, 𝑘 = 1,𝑤 = −
3

2
} (in real plane)   

Figure 3  given below is given for to show the behaviour of (21) by using the parameters { 𝛼 = 1, 𝛽 =

1, 𝑠 = 1, 𝜂 = −2, 𝑘 =
1

2
, 𝑤 = 1}  

Figure 4 given below is given for to show the behaviour of (24) by using the parameters { 𝛼 = 1, 𝛽 =
1, 𝑠 = 1, 𝜂 = −2, 𝑘 = 1,𝑤 = 4}  
Figure 5 given below is given for to show the behaviour of (28) by using the parameters { 𝛼 = 1, 𝛽 =

1, 𝑠 = 1, 𝜂 = 1, 𝑘 = 1,𝑤 = −
1

2
}  

Figure 6 given below is given for to show the behaviour of (29) by using the parameters { 𝛼 = 1, 𝛽 =

1, 𝑠 = 1, 𝜂 = 1, 𝑘 = 1, 𝜀 =
1

 3
, 𝑤 = −

1

2
}  
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                                  𝑢1(𝑥, 𝑡)                                                                                     𝑣1(𝑥, 𝑡) 

Figure 1. Profile of solution (14) 

          

        {𝑅𝑒(𝑢1(𝑥, 𝑡)), 𝐼𝑚(𝑢1(𝑥, 𝑡)}                       {𝑅𝑒(𝑣1(𝑥, 𝑡)), 𝐼𝑚(𝑣(𝑥, 𝑡))}                {𝑅𝑒(𝑢1(𝑥, 𝑡)), 𝐼𝑚(𝑢1(𝑥, 𝑡)), 𝑅𝑒(𝑣1(𝑥, 𝑡)), 𝐼𝑚(𝑣(𝑥, 𝑡))} 

Figure 2. Profile of solution (14)   

  

                 {𝑢4(𝑥, 𝑡), 𝑣4(𝑥, 𝑡)}                              𝑢4(𝑥, 𝑡𝑖)                                     𝑣4(𝑥, 𝑡𝑖) 

Figure 3. Profile of solution (21) 
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                 {𝑢5(𝑥, 𝑡), 𝑣5(𝑥, 𝑡)}                              𝑢5(𝑥, 𝑡𝑖)                                     𝑣5(𝑥, 𝑡𝑖) 

Figure 4. Profile of solution (24) 

 

   

         {𝑢7(𝑥, 𝑡), 𝑣7(𝑥, 𝑡)}                                𝑢7(𝑥, 𝑡𝑖)                                         𝑣7(𝑥, 𝑡𝑖) 

Figure 5.     Profile of solution (28) 

 

        
         {𝑢𝑛𝑒𝑤(𝑥, 𝑡), 𝑣𝑛𝑒𝑤(𝑥, 𝑡)}                                𝑢𝑛𝑒𝑤(𝑥, 𝑡𝑖)                                         𝑣𝑛𝑒𝑤(𝑥, 𝑡𝑖) 

Figure 6.     Profile of solution (29) 
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5. CONCLUSIONS  

 

In this study, the extended Jacobi elliptic function expansion method was applied to the DSW system 

and the exact solutions of this system were obtained. Research has demonstrated that the periodic 

wave solutions derived from the Jacobi elliptic function expansion may vary depending on the choice 

of the Jacobi elliptic function used. Consequently, this approach can lead to the discovery of a 

multitude of novel periodic solutions as well as shock wave or solitary wave solutions. The physical 

characterization of some solutions obtained in our study is depicted in two- and three-dimensional 

graphics. We produced new solutions with the help of Lie symmetry groups previously given in the 

literature. The new solution is graphed in Figure 6. 

 

When we reviewed the literature, we noticed that some of the solutions obtained in [17] structurally 

resemble the solutions we obtained in (14), (16), (18), and (21). However, the enhanced (G’/G)- 

expansion method used in [17] includes parameters associated with hyperbolic function variables due 

to the auxiliary equation used in the application of the method. On the other hand, the extended Jacobi 

elliptic function expansion method we used does not require an auxiliary equation. Therefore, 

although the solutions we obtained structurally resemble each other, it is observed that different 

solutions emerge when looking at the hyperbolic function variables they contain. Additionaly it is seen 

that the solutions (16) and (18) obtained in this study coincide with the solutions obtained using the 

Jacobi elliptic function expansion method of the same system [20]. According to our research, other 

solutions obtained are not available in the literature. 

 

Figure 1 shows the multi soliton solution of (14) at special parameter values in the complex space. In 

Figure 2, a kink shape soliton and a bell shape soliton together represent the solution. Figure 3 shows a 

bright soliton and singular kink shape soliton. Figure 4 shows the periodic wave solution. The multi 

soliton solution is also seen in Figure 5. In Figure 6, we see that a singular kink wave and a kink wave  

together represent the solution.  

 

From the open literature, we notice that Lie symmetry analysis of system (1) is carried out with special 

coefficient selection. Zhang and Zhao made a special case Lie symmetry analysis of the system by 

choosing α=2,β=3k,s=3b,η=-a [21]. They systematically constructed the Lie symmetries together with 

some symmetry reductions and group invariant solutions corresponding to this reduction. In their 

study, we saw that the symmetry generators obtained in the special case of the DSW-system and the 

generators we obtained for the general DSW-system are the same. Therefore, with the new solution 

generation method we use, an even richer solution set of the system can be obtained. 

 

The obtained solutions were checked one by one by substituting them in the equations of the system 

with Maple. Numerical simulations of the solutions obtained from the method discussed were 

performed for specific parameter values. 

 

We think that the new wave solutions obtained by applying extended Jacobi elliptic expansion method 

from the DSW system, resulting from the interaction between water waves and long waves, will have 

a significant impact on the field of ocean engineering. Furthermore, this research has the potential to 

provide novel perspectives on the behaviour of various scientific phenomena. 

The solutions obtained can be used as an auxiliary function in the modeling of autonomous underwater 

vehicles, in the installation of heavy and complex submarine equipment, in the placement of 

submarine pipelines and submarine cables. We also believe that it will be useful for those working in 

the fields of physics and engineering in interpreting ocean waves, the physics of underwater sound and 

how to make sense of sounds underwater. 
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ABSTRACT 
 

A complex-valued self-ordering radix-2 memory-based Fast Fourier Transform (FFT) architecture suitable for low end Field 

Programmable Gate Arrays (FPGA) is presented. Employing a self-ordering algorithm within the data flow, both input and 

output data are kept in normal sequential order, not in digit-reversed-order. This way, with an appropriate scheduling, last stage 

of the FFT and I/O operations are performed in parallel with no wait states. Self-ordering FFT algorithms are generally designed 

for software implementations. We designed and implemented one on FPGA (hardware), showing that considerable number of 

clock cycle savings can be obtained compared to unordered FFT counterparts. The approach is implemented on various FPGAs. 

The results are compared with similar radix-2 architectures in terms of required clock cycles and resource usage, confirming 

the advantage of the approach. 

 

Keywords: FFT, DFT, memory-based FFT, self-ordering, FPGA, radix-2 
 

 

1. INTRODUCTION 
 

Discrete Fourier Transform (DFT) is almost always implemented as FFT (Fast Fourier Transform) and 

used in wide range of signal processing applications like high performance communications and image 

processing. Since it is computationally intensive, hardware implementations find a valuable place when 

real-time applications require it. Some researchers prefer pipeline FFT architectures to perform 

continuous data flow and high speed [1,3-5,15]. Other researchers employ memory-based FFT 

architectures because of the lower resource requirements and lesser occupied chip area [6,12,14,19]. 

Low resource and low power usage is especially important for hand-held battery powered devices. 

Figure 1 illustrates the recursive structure of the FFT, which enables designers create various software 

and hardware implementations depending on the applications’ requirements and availability of the 

resources.  

 

The term memory-based refers to the hardware design that continuously reads relatively small chunks 

of data from memory for intermediate FFT operations and writes the results back to the memory, 

repeating this until the complete FFT result appears in the memory. This is similar to software approach 

but done with hardware with higher parallelism and speed. Many researchers use memories with a 

capacity of 2𝑁 [8,18] or greater 2𝑁+ [14] for 𝑁-point FFT, in order to improve speed and/or to avoid 

memory conflicts. It should be noted that aiming minimum memory (size 𝑁) gains importance when 𝑁 

is large and posing problems in small FPGAs. However, it is possible to reduce memory down to 𝑁 with 

the efficient addressing algorithms [6,10,12]. 

 

Researchers try to improve performance by improving parallelism (reading/writing larger chunks, 

higher radix FFT) by proposing various memory addressing schemas, by efficient data feed-in/out 

to/from this structure and/or by reducing the resource (memory, chip area etc.) requirements [11,17,19]. 

The studies of Xiao et al. [20,21] improved the address generation logic that has critical path 

independent of the transform size, hence suggested for large transforms by the authors. In the study of 

Ma et al. [12], researchers used two processing elements (PEs) working in parallel for radix-2 FFT on 

mailto:eseke@ogu.edu.tr
https://orcid.org/0000-0001-9831-6246
https://orcid.org/0000-0002-4860-7130
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real-valued input data. Garrido et al. [6] proposed a radix-4 algorithm on 4 blocks of memory of size 

N/4 each. FFT results are inherently in bit-reversed order and may require reordering at the end. 

However, using high-radix FFT increase the amount of the hardware and parallel PEs complicates the 

addressing algorithm. In our study, we achieve radix-2 FFT with self-ordering addressing algorithm 

without any conflict by using simple counters and one PE, in order to show that obtaining already-

ordered output reduces both the total number of required clock cycles and memory.  
 

 

Figure 1. Radix-2 N=32 DIF FFT process tree showing actual memory addresses in binary to expose the self-

ordering process 
 

Memory addressing schemes are available for general memory-based FFT architectures which facilitate 

normal ordered FFT outputs [7,14,16]. There exist normal ordered input/output designs [7] implemented 
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in ASIC for special high throughput requirements. The radix-16 512-point FFT chip in the work of 

Huang and Chen  [7] uses 16 blocks of memory and is not customized for FPGA implementations for 

different needs. Each memory block has only 32 locations, hardly holding the “memory-based FFT” 

title. It requires 16 complex floating-point multipliers, not suitable for small FPGAs. 

 

Two methods for self-sorting FFT algorithm are presented in the works of Chu and George [2] and 

Johnson and Burrus [9]. The work of Chu and George [2] requires in-place swapping of data after each 

stage, whereas swapping in the latter [9] is performed on the write-addresses. However, both methods 

are designed for software implementations and is not restricted by resource count limitations faced by 

hardware implementations. For example, there can never be a memory access conflict in a software 

implementation. 

 

Currently, all practical FFT implementations on hardware platforms reorder the output data after FFT 

processing is finished, either by transferring the unordered data to the ordering circuit or performing the 

sorting in place and preventing the new data loading during the sort. Since the output data is in bit-

reversed order, it is not possible to start a new in-place FFT cycle during these operations. 

 

In this study, we aim for re-configurable low-capacity FPGA needs and ordered input/output capability. 

For ordered input/output, we implemented the methods of [2,9] in hardware by performing stage 

operations in a special order that prevents memory access conflicts while doing one PE calculation per 

clock cycle. We took the advantage of ordered i/o and used it for further parallelism by parallelizing 

input, output and last stage processing. 

 

In the following subsections, basics of memory based FFT and self-sorting algorithm are given briefly. 

Section 2 details the implemented FFT hardware where each subsection describes a specific part 

(problems in and solutions developed for) of the circuit. Since the rotator (twiddle factors) generation 

can be handled as a separate part of the problem, we did not spare a specific section for that as the 

purpose of this paper is to develop an addressing method for self-ordering and scheduling. However, in 

implementations we used a quarter cycle look-up table for providing real and imaginary parts of the 

twiddle factors. Clock cycle comparisons are given with similar FFT hardware implementations in 

Section 3.  

 

1.1. Memory-Based FFT 

 

Assuming that the data to be processed is already loaded into memory of size-𝑁 where 𝑁 is an integer 

power of 𝑟, radix-𝑟 memory based FFT algorithm with single processing element reads 𝑟 memory 

locations, performs radix-𝑟 FFT on them, and writes the 𝑟 sub-results back into the memory. Data flow 

from/to memory for 𝑁 = 25=32 radix-2 FFT is given in Figure 1, as an example. Connections within 

stages show the memory locations read (from left) and written (to right). When radix-2 FFT results are 

written back to the locations originally occupied by the two-input data of the elementary 2in-2out 

computation, the final FFT results are normally in bit-reversed order and can be ordered with additional 

processing and possibly with additional hardware resources. With the implementation of self-sorting, 

the memory addresses are swapped at each stage as shown in binary in Figure 1. Note that, although the 

FFT tree shown in Figure 1 remains the same, the output data memory locations are in the same order 

with the output data index (normal ordered data indexes). 

 

We claim that, in this paper, by applying a self-ordering algorithm within stage processing to obtain the 

results in normal order, reading the final results out and writing in new data for the next round of FFT 

can also be done in parallel. That is, data from the last stage calculations need not be written back into 

memory, instead the ordered data can be sent to output. Simultaneously, since the intermediate data in 

these memory locations will no longer be needed, new data can be loaded. This means, clock cycles 

required for data read-in/read-out are completely eliminated from the total clock count. Therefore, we 
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claim that the benefits of applying a self-ordering algorithm are; ordered data at the output, considerable 

savings on total clock cycles. It should be noted that, without self-ordered outputs, reading in new input 

data could not have been performed simultaneously with reading out FFT data as the memory locations 

to write would have been busy until the end of read-out. 

 

Clock cycle savings can be seen by comparing Figure 2a and Figure 2d. The total clock cycles required 

for radix-2 𝑁-point FFT is 𝑁/2 𝑙𝑜𝑔2( 𝑁). In the usual approach, it would have been 𝑁/2 𝑙𝑜𝑔2( 𝑁) +
𝑁𝑙𝑜𝑎𝑑 + 𝑁𝑢𝑛𝑙𝑜𝑎𝑑 + 𝑁𝑠𝑜𝑟𝑡, where 𝑁𝑙𝑜𝑎𝑑 and 𝑁𝑢𝑛𝑙𝑜𝑎𝑑 are clock cycles required to load in unprocessed 

data and unload processed data respectively. 𝑁𝑙𝑜𝑎𝑑 and 𝑁𝑢𝑛𝑙𝑜𝑎𝑑 are usually equal to the the number of 

input samples, 𝑁. However, by parallelizing flows to/from memory blocks, they can be made equal to 

𝑁/𝑁𝐵 where 𝑁𝐵 is the number of independently accessible memory blocks. 𝑁𝑠𝑜𝑟𝑡 is the number of clock 

cycles to order the output data when the application requires. 

 

 
 

Figure 2. Possible timing diagrams of  Memory-Based FFTs, (a) Conceptual timing for basic Load-process-Unload case, (b) 

Unloading is performed in parallel with the last stage, (c) Loading is performed in parallel with the first stage, (d) 

Loading, Unloading and the last stages are performed in parallel 

 

1.2. Self-Ordering Algorithm 

 

The method proposed in this paper adapts the “self-sorting in-place” algorithm, described for software 

FFT implementations [2,9] like Stockham FFT, to limited FPGA (hardware) resources. A 

difficulty/confusion arouses when the word "cycle" in software implementations is tried to be mapped 

to "clock cycle" in hardware. In a software cycle, both memory access count and number of calculations 

are virtually unlimited, whereas FPGA counterpart is limited by the design of the memory component 

and other resources. For dual-port block memory components in FPGAs, only two addresses can be 

accessed for reading and/or writing on a single clock pulse. 

 

In this self-sorting schema, 𝑆 = 𝑙𝑜𝑔2(𝑁) being the number of address bits and the number of stages in 

a radix-2 FFT at the same time, two inputs of the radix-2 PE are read from 

 

𝑅0 = 𝑎𝑆−1𝑎𝑆−2 ⋯ 𝑎1𝑎0

𝑅1 = 𝑏𝑆−1𝑏𝑆−2 ⋯ 𝑏1𝑏0
 (1) 

addresses where 𝑅0 and 𝑅1 differs only in one bit whose position is determined by the stage number 

𝑠 = 0 … 𝑆 − 1. For example, in first stage of a DIF (Decimation in Frequency) FFT implementation 



Kaya and Seke / Eskişehir Technology Univ. J. of Sci. and Tech.  A – Appl. Sci. and Eng. 25 (1) – 2024 
 

160 

these addresses would be 0𝑎𝑆−2 ⋯ 𝑎1𝑎0 and 1𝑎𝑆−2 ⋯ 𝑎1𝑎0. In the second stage the addresses would be 

𝑎𝑆−10 ⋯ 𝑎1𝑎0 and 𝑎𝑆−11 ⋯ 𝑎1𝑎0, and so on. However, while writing the PE results back into memory, 

this differing bit is swapped with its symmetric LSB bit in both 𝑅0 and 𝑅1. For example, the write 

addresses for the first stage would be 𝑎0𝑎𝑆−2 ⋯ 𝑎10 and 𝑎0𝑎𝑆−2 ⋯ 𝑎11. In the second stage, they would 

be 𝑎𝑆−1𝑎1 ⋯ 0𝑎0 and 𝑎𝑆−1𝑎1 ⋯ 1𝑎0 and so on for stages up to 𝑆ℎ = 𝑖𝑛𝑡(𝑆/2). After stage 𝑆ℎ, since all 

permutations/relocations are completed, the rest of the stages can be performed by “write where it is 

read from” approach. 

 

When a complete PE cycle per clock pulse is aimed for radix-𝑟 FFT, 2𝑟 memory accesses are required 

in a single clock cycle; 𝑟 reads and 𝑟 writes. For a radix-2 in-place algorithm, this minimally calls for 

two dual port memory blocks in which a total of 4 ports can be independently read or written provided 

that no more than two accesses are required for each. Self-ordering introduces additional addressing 

problems, on the other hand. We have proven that, with a simple example in appendix A, “self-sorting 

in-place” algorithm as given by [2,9] for radix-2 FFT aiming one PE per clock cycle cannot be 

generalized efficiently for hardware implementations with less than four dual port memory-blocks. This 

is because, at some points of the algorithm, it becomes necessary to access 3 address locations of a dual 

port memory at the same time, which is not possible. We have discussed this in section "Multi-Block 

Memory Access". 

 

The following sections describe the proposed solutions to problems in hardware (FPGA) 

implementation of self-sorting radix-2 FFT. 

 

2. HARDWARE DESIGN OF PROPOSED APPROACH 

 
Widely used illustration of a memory-based FFT architecture diagram that uses dual-port memory 

blocks is shown in Figure 3. Address generator circuit is the main controller of the operation flow. It 

generates the physical access addresses for the memory blocks, physical memory block 

selection/activation signals, multiplexer selection signals to route the appropriate memory output data 

to PE and proper signals for the twiddle factor generation. It is also necessary to generate input-ready 

(Ird) and data-ready (Ord) signals to indicate the circuit is ready to receive new input data and ready to 

spit out the calculated FFT data respectively. 

 

 
 

Figure 3. General block diagram of a memory-based FFT circuit. d represents an appropriate delay for feeding write addresses 

to memory blocks after read addresses 
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The following subsections describe in detail how these signals are generated for the proposed method. 

We skipped the description of twiddle factor generation as it is optimization-goal dependent. However, 

in the actual tests, we employed quarter wave look-up table method for practical reasons. That is, sine 

samples for 1/4th of a full period are stored in a memory look-up table, and the real and imaginary parts 

of the twiddle factors are generated using symmetry of sine wave. 

 

2.1. Address Generation 

 

The earliest time the PE results can be written back into the memory is the next clock cycle that follows 

the read operation of its input data. That is, when the memory read and write addresses are (𝑅0
𝑡 , 𝑅1

𝑡) and 

(𝑊0
𝑡 , 𝑊1

𝑡) where 𝑡 = 0,1,2 … indicating clock cycle number, (𝑊0
𝑡 , 𝑊1

𝑡) are the write addresses of the 

PE data calculated using the data obtained by reading addresses (𝑅0
𝑡−1, 𝑅1

𝑡−1). It is obvious that the data 

in the (𝑊0
𝑡 , 𝑊1

𝑡) must have already been read, otherwise they will be overwritten and lost. Since we 

opted to use a set of data pipeline registers between the complex adders and the multiplier within PE 

circuit, as shown in Figure 4, a delay of two clock cycles on PE outputs is obtained.  

 

 

 
 
Figure 4. General design of radix-2 PE circuit. 𝑊𝑖

𝑡+2 addresses are generated two clocks after 𝑅𝑖
𝑡 addresses 

 

 

Consequently, write addresses are also delayed by two clock cycles using address pipeline registers. 

Let us now analyze the first stage read/write addresses; 

 

𝑅0
𝑡 = 0𝑎𝑆−2 ⋯ 𝑎1𝑎0, 𝑅1

𝑡 = 1𝑎𝑆−2 ⋯ 𝑎1𝑎0,

𝑊0
𝑡 = 𝑎0𝑎𝑆−2 ⋯ 𝑎10, 𝑊1

𝑡 = 𝑎0𝑎𝑆−2 ⋯ 𝑎11
 (2) 

Since the only differing bits are lsb and msb bits (𝑎0), consecutively performing PE pairs for which only 

the values of these bits differ, such that; 

𝑅0
𝑡 = 0𝑎𝑆−2 ⋯ 𝑎10, 𝑅1

𝑡 = 1𝑎𝑆−2 ⋯ 𝑎10,

𝑊0
𝑡 = 0𝑎𝑆−2 ⋯ 𝑎10, 𝑊1

𝑡 = 0𝑎𝑆−2 ⋯ 𝑎11,

𝑅0
𝑡+1 = 0𝑎𝑆−2 ⋯ 𝑎10, 𝑅1

𝑡+1 = 1𝑎𝑆−2 ⋯ 𝑎11,

𝑊0
𝑡+1 = 1𝑎𝑆−2 ⋯ 𝑎10, 𝑊1

𝑡+1 = 1𝑎𝑆−2 ⋯ 𝑎11

 (3) 

 

completes the access requirements for these four addresses for the current stage. For the first PE pair in 

the first stage of 𝑁=32 for example, these addresses would be 00000, 10000, 00001 and 10001. By 

pairwise processing of PEs, entire first stage can be completed without any need for additional large 

temporary storage and the stage can be completed in-place.  

 

Logically, we assumed that 𝑎𝑆−2 ⋯ 𝑎1𝑎0 bits are generated by a binary counter with 𝑆 − 1 bits. In that 

case, for the first stage, the 𝑎0 bit automatically handles the consecutive pairing. For other stages up to 

𝑆ℎ, 𝑎0 should be swapped with 𝑠'th bit, so that pairings described above will occur. 
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2.2. Multi-Block Memory Access 

 

One or more of the address bits should be assigned as memory-block-selection bits. For example, in a 4 

block-memory design, 2 address lines are to be used for that purpose.  

 

We are forced to handle pairwise processing of PEs as explained in the previous section. Write addresses 

delayed by two clock cycles will not conflict with the current read addresses when 𝑎1 of the counter 

with the one at the center of address bits. This bit and one of its neighbors (selection is arbitrary) are 

used as two selection signals for 4 memory blocks. For 𝑁=32 for example, 𝑎0 and 𝑎1 are used from 

counter bits 𝑎3𝑎2𝑎1𝑎0. However, when 𝑎1 is one of the swapped bits for self-ordering, it is swapped 

with 𝑎2 first and used as one of the block selection signals. With an additional bit that identifies one of 

𝑅0 or 𝑅1, the final address lines would be 𝑅0 = 0𝑎3𝑎1𝑎2𝑎0 and 𝑅1 = 1𝑎3𝑎1𝑎2𝑎0. The pair 𝑎1𝑎2 will 

be used as block selection signals. Write addresses are then, 𝑊0 = 𝑎0𝑎3𝑎1𝑎20 and 𝑊1 = 𝑎0𝑎3𝑎1𝑎21. 

Since this approach will work only for odd number of address bits, the proposed schema will handle 

FFTs with 𝑁 = 2𝑏 where 𝑏 is odd (N=32,128,512,2048...). But it will handle FFTs with even 𝑏 if 

additional write-only clock cycles are inserted before starting and after finishing the stage 𝑠 = 𝑆ℎ. It 

adds some complexity in the control circuit, hence we kept this option out of this paper. Complete flow 

of the address generation circuit is given Figure 5 with one additional bit inversion which will be 

described in the Section 2.3. 

 

 
 

Figure 5. Generation of read/write addresses. Swap and insert functions are implemented as multiplexers 

(combinatorial logic) 
 

2.3. Address Routing Circuits 

 

With the address bit arrangements described in the previous section, no more than 2 internal address 

locations are required to be accessed for each dual-port memory block. Accesses to each of 8 ports could 

be managed by using 4-to-1 multiplexers on each port. Further circuit simplification can be achieved by 

managing the order of processing at each stage. It is possible to have any single port to see only two of 

𝑅̇0, 𝑅̇1, 𝑊̇0, 𝑊̇1 at any given cycle, where dotted address notations (𝑅̇0, 𝑅̇1, 𝑊̇0, 𝑊̇1) indicate the physical 
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addresses (two block selection bits excluded) and necessary delays are applied for write addresses. For 

example, port A of all memory blocks will see either one of 𝑅̇0 or 𝑊̇1, or the port is not used in the 

current cycle. Similarly, the other port (B) will see either 𝑅̇1 or 𝑊̇0. This arrangement suggests the circuit 

illustrated in Figure 6, per memory block. 

 

In Figure 6, Mp is one of the four memory blocks where p is either 0, 1, 2 or 3. A and B indicates the 

two ports of the dual-port memory. 𝑚𝑅0, 𝑚𝑅1, 𝑚𝑊0 and 𝑚𝑊1 are 𝑆ℎ
th and 1st bits of the respective 

addresses. The routers simply multiplexes 𝑅̇ or 𝑊̇ inputs to the address lines depending on these bits. 

Since, with the described address generation algorithm, only one of them is allowed at any time, the 

routers will allow 𝑊̇ to pass if its 𝑚𝑊 bits equal to p (and activate WE -write enable- output), otherwise 

it will let 𝑅̇ pass through. The routers will also activate CE (memory enable) signal if any of its address 

inputs point to p. 

 

Stage transitions (when a new stage is started) pose a problem in managing multiplexer-friendly (use of 

2 input mux instead of 4) addressing of block memories. Since consecutive pairings are managed by 𝑎1 

counter bit, pair ordering in consecutive stages is handled by just inverting one of the higher counter 

bits, for example 𝑎2. This is shown in Figure 5 as a first step after generating counter values. These 

inversion and bit swapping are not performed in the last stage since the last stage must be performed in 

normal order. Outputs of the last stage will not be written back to memory anyway, instead new data 

will be loaded in normal order, and no conflict will occur. 

 

 
 
Figure 6. Address routing circuits for pth dual-port memory block. Truth table shows signal routing for port A. All 

routers are identical except that address inputs of B ports receive R1 and W0. p is a two bits value for 

selecting pth memory block. mW and mR are Sh
th and Sh-1th bits of W and R inputs of the router. The 

remaining bits are 𝑊̇1 and 𝑅̇0. '-' indicate don't-care, therefore PE outputs (Dox, Doy) can directly be 

routed to the Din inputs except when new data are being filled into memories 
 

Memory output data (Dixp and Diyp, where p is one of 0, 1, 2 or 3) shall also be multiplexed into PE 

inputs Dix and Diy using 𝑚𝑅0 and 𝑚𝑅1 two bit selectors, respectively. However, since data comes out 

from memories after a clock cycle, 𝑚𝑅0 and 𝑚𝑅1 selectors should also be delayed by 1 clock cycle. 

 

Two additional signals (Ird, Ord) are generated by the address generation circuit given in Figure 5 (these 

signals are not shown) indicating that the FFT operation is in the last stage so that the calculated results 

should be taken out from PE outputs and new data for FFT should be provided. Input data multiplexers 

controlled with this signal are shown in Figure 6.  

 

This completes the general design of the radix-2 self-ordered in-place FFT with the total clock cycles of 

 
𝑁𝑐𝑙𝑘 = 𝑁/2 log2(𝑁) (4) 

and no additional clock cycles are required for re-ordering and data inputs & outputs. 
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3. RESULTS AND COMPARISONS 

 
A general radix-2 complex-valued FFT schema contains 𝑁/2 PE in each of 𝑙𝑜𝑔2𝑁 stages, making 

minimal clock count of 
𝑁

2
𝑙𝑜𝑔2𝑁, assuming that one PE calculation is performed in each clock cycle. 

This excludes clock cycles required for loading new data and unloading calculated FFT output. Since 

our proposed self-ordering method does loading, unloading and the last FFT stage all in parallel, the 

number of overhead clock cycles is zero. That is, requiring no overhead clock cycles, the number of 

clock cycles between new data loadings is 
𝑁

2
𝑙𝑜𝑔2𝑁. Clock cycles given in Table 1 does not include 

overhead clock cycles (but marked as 𝑇𝑙𝑢) as referenced methods do not provide such numbers. 

 

In Table 1, the work of Ma and Wanhammar [13] exhibits the minimum clock cycles, but do not include 

overhead cycles and the output data is in bit-reversed order. The method in [8] has the lowest cycles, 

however again, it does not include additional clock cycles and uses mixed radix. It also uses 2𝑁 memory. 

The method of Ma et al. [12] on the other hand uses 𝑁 memory locations but designed for real-valued 

inputs. It is naturally expected to achieve half the required clock cycles for complex-valued FFTs 

anyway. Our proposed method requires lowest possible clock cycles in its category. It can be easily 

implemented on FPGAs with low resource counts. 

 

Since the main target is low resource small FPGAs, the proposed schema is designed in VHDL for 

𝑁=32, 128, 512 and 2048 and tested on Spartan 3E and Virtex-6 FPGAs, feeding it with stored data 

samples and real-time sampled data and observing the output. Input and output data were 18 bit fixed-

point. This wordlength selection is arbitrary and has no effect on number of clock cycles. In 

tests/experiments on Spartan 3E, design has achieved 115 MHz clock frequency for 𝑁=512 with 116 

FFs, 754 4-input LUTs. On Virtex-6, the clock frequency was 186 MHz for 𝑁=2048 with 174 slice 

registers and 607 LUTs. Obviously, clock speeds are not impressive but accepted as reasonable since 

no clock speed improvement measures (like pipelining combinatorial circuits) were taken in the design 

and the devices are low end. It was notable that 𝑁=2048 fixed-point FFT comfortably fits in a Spartan 

XC3S100E device. Since the initial target was low end FPGAs, the choice of radix-2 was appropriate 

as they have limited number of DSP-slices/multipliers. Therefore, we compared the method with the 

radix-2 methods found in the literature. 

 

 
All the methods given in Table 1 have similar/comparable resource utilization [8] uses twice the memory 

that of the others. It should be noted that the proposed method is not intended to reduce number of clock 

cycles spent in performing the actual FFT calculations. However it eliminates the clock cycles required 

Table 1. Comparison with previous radix-2 memory-based methods 
 

method radix, #banks,M #clock cycles #clock cycles for N=2048 

#cycles with parallel 

loading/unloading to 4 

memory blocks 

Ma and Wanhammar 

[13] 2,4,N 
𝑁

2
log (𝑁)+𝑇𝑙𝑢 11264+𝑇𝑙𝑢 12288 

Jo and Sunwoo [8] 1 2-4,4,2N 
𝑁

8
log (𝑁)+𝑇𝑙𝑢 3840+𝑇𝑙𝑢 4864 

Ma et al. [12] 2 2,4,N 
𝑁

4
log(𝑁)−

𝑁

4
+1+𝑇𝑙𝑢 6145+𝑇𝑙𝑢 7169 

proposed3. 2,4,N 
𝑁

2
log (𝑁) 11264 11264 

𝑇𝑙𝑢: clock cycles required for i/o and possible re-ordering 

𝑇𝑙𝑢 = 𝑁/𝑁𝐵, 𝑁𝐵: number of memory blocks 

1: radix-2 and radix-4 mixed (large PE), 2N memory 

2: real-valued inputs 
3: includes i/o clock cycles 



Kaya and Seke / Eskişehir Technology Univ. J. of Sci. and Tech.  A – Appl. Sci. and Eng. 25 (1) – 2024 
 

165 

to load input data and unload the results after FFT. These clock cycles are shown as 𝑇𝑙𝑢 in Table 1. The 

numbers in the rightmost column of Table 1 gives the total number of clock cycles required for loading 

data, processing (FFT) them and reading out the processed data, assuming that all 4 memory blocks are 

loaded and unloaded in parallel. Even the state-of-the-art references do not discuss on these overhead 

cycles and assume that the input data is already loaded. It is generally 𝑇𝑙𝑢 = 2𝑁/𝑁𝐵 where 𝑁𝐵 is the 

number of memory banks that can be read/written in parallel (assuming that no ordering is required). 

Proposed method requires load/unload processes too, but they are done in parallel to FFT calculation 

whereas in other methods parallel load/calculate/unload is not possible due to unordered placement of 

data in the memory. 

 

In section 2.2, it is stated that for cases of 𝑁 = 2𝑏 where b is even, additional clock cycles must be 

inserted between stages. For a particular case of 𝑁 =1024, there are 10 stages and therefore 20 additional 

write-only clock cycles are needed to prevent addressing conflicts. This will make the total number of 

clock cycles 5140, which is 492 clock cycles smaller than the required clock cycles for [13]. This means 

that, inserting additional clock cycles does not really affect the performance but slightly increase the 

chip area usage due to the needed management circuitry for write-only cycles. In our example 

implementation, the increase was less than 1%, not even making into synthesizer statistics. 

 

4. CONCLUSION 

 
A radix-2 memory-based FFT architecture with normal ordered input and output data and a novel 

application of a self-sorting algorithm is presented and experimented. Small FPGAs with low resource 

counts are targeted. With a single complex multiplier, it achieves minimum possible clock cycles 

(𝑁

2
log 2(𝑁)) between FFT cycles by eliminating clock cycles required for data feed-in and read-out. FFT 

processing circuit is never in a wait-for-data state. For comparisons with other memory-based radix-2 

designs with minimum required memory of 𝑁 and minimum number of clock cycles 𝑁
2
log 2(𝑁), it should 

be noted that it is not possible to do data feed-in and read-out simultaneously because of the digit-

reversed ordering nature of the FFT algorithm. This is achieved with our proposed schema by embedding 

a self-ordering algorithm into the design. Although the proposed schema works for only FFTs with 𝑁 =
2𝑏 where 𝑏 is odd, it works for even 𝑏s with a few write cycles inserted between stages. It is obvious 

that this radix-2 FFT architecture with efficient self-sorting addressing method provides savings in total 

required clock cycles and reduction in hardware resources. It is also obvious that radix-2k and quite 

possible that higher radix FFTs can be implemented using the proposed approach, by increasing the 

number of memory blocks accordingly. 
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