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Abstract— With the advent of the Fourth Industrial Revolution, production and manufacturing processes and systems
have become more complex. Obtaining the best performance from them requires efficient and effective optimisation
techniques that do not depend on the availability of process or system models. Such models are usually either not
obtainable or mathematically intractable due to the high degrees of nonlinearities and uncertainties in the processes
and systems to be represented. The Bees Algorithm is a powerful swarm-based intelligent optimisation metaheuristic
inspired by the foraging behaviour of honeybees. The algorithm is conceptually elegant and extremely easy to apply.
It has attracted users from virtually all fields of engineering and natural, physical, medical and social sciences. This
article reviews the original Bees Algorithm and some of its recent enhancements and gives examples of its
applications to optimisation problems in production and manufacturing. The aim is to demonstrate the simplicity,
effectiveness and versatility of the algorithm and encourage its further adoption by engineers and researchers across
the world to realise smart and sustainable manufacturing and production in the age of Industry 4.0 and beyond.

Keywords— Bees Algorithm; swarm intelligence; intelligent optimisation; metaheuristics; production optimisation;
manufacturing optimisation; smart manufacturing; Industry 4.0

I. INTRODUCTION

Today’s smart production systems are often distributed and highly interconnected. Many newly developed
manufacturing processes are complex, nonlinear and not fully characterised or understood. Obtaining the best
performance from those processes and systems requires a different approach from those based on mathematical
modelling and optimisation. This is because it is difficult and perhaps even impossible to obtain accurate models
for them due to inherent uncertainties. To optimise modern production and manufacturing systems and processes,
efficient techniques that do not involve mathematical modelling may be necessary.

The Bees Algorithm, a metaheuristic inspired by the foraging behaviour of honey bees, is eminently suitable
for handling complex optimisation problems. All it needs to solve an optimisation problem is a means to
evaluate the quality of potential solutions. This is true even if the problem is non-deterministic polynomial
complete (NP-complete), i.e., the toughest decision problem in the NP category of problems whose
solutions cannot be guaranteed to be found, but can be verified, in polynomial time. NP-complete problems are
at least as hard as any other NP problem, meaning finding an efficient algorithm for one solves them all. This is
the reason why, since the algorithm was first published by Pham et al. in 2005 [1], it has attracted users from
virtually all fields of engineering and natural, physical, medical and social sciences.

This article gives an overview of the Bees Algorithm and its applications in production and manufacturing.
Following an introduction to the main ideas underpinning the algorithm, including its global search (exploration)
and local search (exploitation) techniques, the article will present recent results and developments relating to the
algorithm and its application to production and manufacturing optimisation problems. The article will
demonstrate the simplicity, effectiveness and versatility of the algorithm. It is hoped that this will encourage
further adoption of this tool to realise smart and sustainable manufacturing and production in the era of the
fourth industrial revolution and beyond.

II. BEE FORAGING BEHAVIOUR
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When searching for food, bees perform both exploration and exploitation. A honey bee colony can have
thousands of bees. About 10% of the colony is sent up to 10 km around the hive to go looking for food — those
are known as scout bees. Scout bees randomly explore the fields surrounding the hive in search of pollen and
nectar. When they have found an interesting food source, they return to the hive to recruit more bees to follow
them and help gather the food and bring it back to the colony. To recruit additional bees, the scouts perform a
dance known as the waggle dance. The other bees in the hive observe the dance and then decide which scout to
follow, i.e., which food source to visit and exploit. According to their fitness, food sources (flower patches) may
be visited by more or fewer bees or may be abandoned.

Thus, we have seen the essential points of the Bees Algorithm. Scout bees explore the landscape. Their aim is
to find the most abundant source of food to feed the colony. The scouts recruit additional forager bees to help
them exploit the discovered food sources. The more abundant the food source, the more foragers will be recruited.
When nectar and pollen in a flower patch run short, the bees stop foraging it and move elsewhere. The process
continues until the best food source is located.

III. THE ORIGINAL BEES ALGORITHM
Figure 1 is the flow chart of the original Bees Algorithm proposed in 2005 [1, 2].

‘ Initialise a Population of n Scout Bees | 0
i
4‘1 Evaluate the Fitness of the Population ‘ 1
|
'
\ Select m Sites for Neighbourhood Search ‘ 2
}
3 Determine the Size of Neighbourhood 3
£ c (Patch Size ngh)
Local - 59
ploitati o3 ;
Exploitation 2 5 Recruit Bees for Selected Sites 4
% (more Bees for the Best e Sites)
= !
’ Select the Fittest Bees from Each Patch ‘ 5
Global . ‘ ‘Assign the (n-m) Remaining Bees to Random Search‘ 6
Exploration I
‘ New Population of Scout Bees | 7
]

FIGURE 1. THE ORIGINAL BEES ALGORITHM (PHAM ET AL, 2005; PHAM ET AL., 2006)

The algorithm begins with n scout bees moving randomly in space looking for food (Step 0).

The quality of the flower patches (or sites) found by the scout bees is evaluated (Step 1).

A certain number of high-ranking patches (m) are then selected for further exploitation (Step 2).

The size of the search area around those patches (ngh) is defined (Step 3).

The scout bees that found high-quality flower patches are allocated follower bees to help them exploit those
patches and their surroundings. The e scout bees that found the very best quality patches are allocated the largest
number of followers (Step 4).

In each search area, the bee that found the best flower patch is identified (Step 5). This results in m bees for
the next iteration.

Those n- m scouts without followers are again assigned to explore the search space and look for other flower
patches (Step 6).

A new population of scouts is thus formed comprising the m bees of Step 5 and the (n-m) bees of Step 6 (Step
7).

The cycle begins again in Step 1 until a stopping criterion is met. That could be when a sufficiently high-quality
flower patch has been found or a preset number of iterations has been reached.

The example in Figure 2 illustrates how the algorithm finds the maximum point of a one-dimensional function.
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FIGURE 2. ONE-D OPTIMISATION EXAMPLE (A) TWELVE SCOUT BEES (N= 12) REPRESENTING TWELVE RANDOM SOLUTIONS (ASTERISKS); (B)
THE TOP FIVE SOLUTIONS (M= 5; WHITE AND BLUE SQUARES); (C) NEIGHBOURHOODS OF THE TOP FIVE SOLUTIONS; (D) RECRUITED BEES
ASSIGNED TO THE NEIGHBOURHOODS OF THE TOP SOLUTIONS (MORE RECRUITED BEES FOR THE NEIGHBOURHOODS OF THE TOP 2 SOLUTIONS
(E=2), L.E., THE BLUE SQUARES); (E) THE TWELVE SCOUT BEES FORMING THE POPULATION IN THE NEW ITERATION (THE ORANGE CIRCLES
REPRESENT THE SOLUTIONS FOUND BY THE 7 SCOUT BEES (N-M = 7) NOT PREVIOUSLY USED FOR LOCAL EXPLOITATION; (F) CONVERGENCE TO
THE GLOBAL OPTIMUM (ASTERISK IN THE RED CIRCLE)

IV.FEATURES OF THE ORIGINAL BEES ALGORITHM AND SOME (MAINLY) EARLY ENHANCEMENTS

The simplicity of the original Bees Algorithm arises from the fact that it does not require any special interaction
mechanism for exchanging information between the bees. For instance, there is no pheromone deposition as with
the Ant Algorithm or particle velocity computation like in the case of the Particle Swarm Optimisation algorithm.
The Bees Algorithm also has built-in strategies for mobilising resources to exploit promising areas of the search
space to locate potential solutions and avoid local optimum traps. The selective recruitment method explained
above, whereby foragers focus on the best flower patches, is what makes the algorithm efficient at finding locally
optimum solutions.

Although the Bees Algorithm’s greedy exploitation method enables it quickly to discover potential solutions,
there is a risk of premature convergence to false optima. In addition to random exploration by scout bees, which
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helps maintain diversity in the solution population to prevent premature convergence, the Bees Algorithm also
employs neighbourhood shrinking and site abandonment to escape from local optimum traps. This strategy
involves gradually reducing the size of the local search area when the solution does not improve and abandoning
that area after a predetermined number of attempts.

In the early years of the development of the Bees Algorithm, it was realised that the new solutions discovered
by the scout bees in Steps 7/8 (Figure 1) tended to be poor. Forcing them to compete immediately with those
already in the population is counterproductive. However, as a new promising solution may be at the foot of a tall
mountain and be worse than old solutions that have stalled at a lower peak, it should be protected and allowed to
develop its potential to reach greater heights.

A new category of bees was thus introduced - the "young bees", that is, scout bees that were created in recent
iterations of the optimisation process [3]. These new bees are shielded from the stronger adults in the general
population. They are permitted to compete for survival only among themselves until they reach "adulthood" after
having evolved a given number of iterations when they are ready to ‘fight” against other more established bees.

The “young bees” idea was a rare excursion into the global search mechanism of the Bees Algorithm. Early
work on enhancing the Bees Algorithm tended to focus on local search methods and produced a variety of operators
to improve their effectiveness. In addition to mutation and crossover, there were operators such as interpolation,
extrapolation and creep [3], as well as those based on TRIZ [4] and Kalman filtering [5]. The use of different
operators gave rise to different versions of the Bees Algorithm with different features making them suitable for a
variety of applications.

Over the years, several versions of the Bees Algorithm have been developed by hybridising the bee foraging
metaphor with other metaheuristics. The Bees Algorithm has also been used in conjunction with computational
intelligence tools such as neural networks and fuzzy logic. Table I is a non-exclusive list of hybrid algorithms and
paired applications. Many more hybrid versions could be invented by combining the Bees Algorithm with new
optimisation methods when available. Similarly, the Bees Algorithm could be synergistically used with other new
intelligent tools to tune them, refine their outputs or improve its own performance.

For an extensive survey of other versions of the Bees Algorithm created before 2017, the reader is referred to
the article by Hussein et al [6]. A more recent review can be found in the doctoral thesis by Ismail [7]. It will be
seen that large amounts of effort were spent on making the algorithm faster. Research was also directed at reducing
its parameters from the six or seven that need to be set (namely, n scout bees, m high-performing bees, e ‘elite’
bees, ne forager bees assigned to the ‘elite’ bees, np forager bees assigned to the m-e high-performing bees, ngh,
the neighbourhood size, and r, the neighbourhood shrinking rate if neighbourhood shrinking is adopted).

TABLE I
HYBRIDISATION AND COMBINATION
‘Partner’ Algorithm Method Authors

Ant Colony Optimisation (ACO) Using pheromone for increased social [8] Packianather ef al., 2009
interaction.

Particle Swarm Optimisation (PSO) ‘Elite’ and other successful scouts acting [9] Pham and Sholedolu,
together as a swarm or as leaders of their own 2008
swarms.

Simulated Annealing (SA) and Direct | Using SA or DA-based selection to update all [10 Sadiq and Hamad, 2010;

Annealing (DA) elite and non-elite bees. [11] Masmoudi et al., 2016

Genetic Algorithm (GA) and Using mutation and crossover search operators | [12] Anh and Vi, 2023

Differential Evolution (DE) Algorithm | and biased selection operator.

Firefly Algorithm Using firefly rules in global search. [13] Gholami and
Mohammadi, 2018

Crow Search Algorithm Optimising in two stages. [14] Deghbouch and Debbat,
2022

Fuzzy Logic Transforming a multi-objective optimisation [15] Tolabi et al., 2014

problem into a fuzzy inference system using
fuzzy objective functions.

Artificial Neural Networks (ANN) Using ANN to obtain a model and the BA to [16] Ebrahimpoor et al.,
optimise its parameters. 2019

Support Vector Machines (SVM) Using the BA for feature selection before [17] Abdusalam et al., 2023
classification by SVM.

Convolutional Neural Networks Using the BA to optimise CNNs [18] Alamri et al., 2022

(CNN)
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V. THREE RECENT VERSIONS OF THE BEES ALGORITHM

This section highlights three new versions of the Bees Algorithm, of which one was designed to speed up its
operation, another to simplify its parameter setting and the third, to achieve both simplicity and fast convergence.
The first version is the dual population Bees Algorithm by Song et al [19], the second version is the two-parameter
Bees Algorithm by Ismail et al [20] and the third version is the super-fast Bees Algorithm by Laili et al [21].

A. Dual-Population Bees Algorithm

Figure 3 [19] is a flowchart of this version of the Bees Algorithm. As its name implies, the algorithm uses two
populations of bees, one with which to perform greedy (local) search and the other for increasing population
diversity. The individual sizes of the two populations vary dynamically. The total size of the two populations is
kept constant. The ‘search’ population contains bees that perform above the average of the two populations. The
‘supplementary’ population comprises below-average bees. Bees from the search population are demoted to the
supplementary population if they fall below the average. Bees in the supplementary population can be
probabilistically selected to create the population for the next iteration. Bees from the search population are
demoted to the supplementary population if they fall below the average. Bees in the supplementary population
can be probabilistically selected to create the population for the next iteration.

= D

h 4

Initial population

A 4

A

Search by scout bee New search population

A 4

Generate newborn
population

New supplementary
population

v

Search by forager bee

Y

Dynamically adjust the
population

r s

Search by elite bee

Meet the
termination
conditions?

= O

FIGURE 3. FLOWCHART OF DUAL-POPULATION BEES ALGORITHM [19]

Evaluate population’s
fitness

A 4
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It should be noted that this version of the Bees Algorithm is significantly different from the basic version
described previously. This shows that Bees Algorithm research has virtually unlimited possibilities.

B. Two-parameter Bees Algorithm (BA2)

This algorithm follows the operation of the original Bees Algorithm but differs from it in two respects related
to recruitment and exploitation. The algorithm is summarised in Figure 4 which also shows its parameters and
those of the original algorithm [20].

0. Initialisation Original BA 2-parameter BA
1. Population ranking
2. Forager recruitment n n
3. Local exploitation and
global exploration m -
4. Population updating
5. Returning to Step 1 until a e 1
stopping criterion is met
Ne Ne
The steps of the two-parameter BA
np -
ngh -

FIGURE 4. THE TWO-PARAMETER BA AND ITS USER-SELECTABLE PARAMETERS [20]

As with the original Bees Algorithm, the user specifies the number n of scout bees.

For the recruitment of foragers, the user sets the number ne of bees that follow the top scout bee (the single
‘elite’ bee that found the best flower patch or solution). A decreasing function is used to allocate foragers to follow
the other scout bees. For example, the second best-performing bee could recruit half of ne, the third best-
performing bee could have half of that number of foragers again, etc. Thus, there is no need for the user to choose
m, ¢ and np.

Another difference with the original Bees Algorithm is that in BA2, bees perform exploration and exploitation
at the same time. Some followers focus on exploiting the area surrounding the solution discovered by the scout.
Others wander around exploring other parts of the solution space. The higher the ranking of the scout (i.e., the
better the flower patch that it found), the larger the number of followers that focus on exploiting the patch and the
smaller the number of wanderers.

In BA2, the concept of neighbourhood is generalised to cover the whole solution space, and the user no longer
has to choose ngh. For each scout, a probability function is used to determine the distribution of the foragers in
the solution space, i.e., which followers focus on the discovered solution and which ones stray further away.

C. Super-fast Bees Algorithm

This is the simplest version of the Bees Algorithm developed to date. The algorithm uses only 3 bees. It
conducts greedy local search with the best-performing bee and applies genetic operators (precedence preserving
crossover and mutation) using the middle-ranking bee. The poorest-performing bee may be used for the crossover
operation or may be discarded. If it is not crossed with the middle-ranking bee, the top-performing bee is used
instead. In both cases, a new bee is randomly created to replace the poorest bee, thus maintaining population
diversity.

Figure 5 [21] depicts the super-fast Bees Algorithm. The boxes labelled 1, 2 and 3 represent the actions of the
best-performing, middle-ranking and worst bees, respectively. Local exploitation is conducted by the best bee,
and global exploration, by the worst bee. The middle-ranking bee could be viewed as executing a hybrid of local
and global search. As the population size is fixed and there is only one elite high-performing bee, the user does
not have to specify n, m or e. No forager bees are employed for neighbourhood search and thus ne, np and ngh
are not required either.

The super-fast Bees Algorithm, also called the Ternary Bees Algorithm because it uses three bees, is extremely
efficient. This is a result of having a very small population. However, this could arguably be the algorithm’s
potential weakness causing it to converge quickly to false optima in some problems.
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FIGURE 5. THE SUPER-FAST BEES ALGORITHM [21]

VI. SOME APPLICATIONS OF THE BEES ALGORITHM IN PRODUCTION AND MANUFACTURING

This section reviews some recent uses of the Bees Algorithm to solve optimisation problems in production and
manufacturing. Both continuous and combinatorial optimisation problems have been addressed.

A. Continuous Optimisation

Packianather et al. [22] employed the Bees Algorithm to optimise process parameters for wire electrical
discharge machining. The authors leveraged the algorithm to obtain the best combination of process parameters
for the digital twin of the product being machined. Conte and d’Addona [23] applied the Bees Algorithm to tool
wear identification and measurement during turning operations. The author’s goal was to use the bees to define
the contours of the wear area of a tool and locate the point of maximum wear.

Ay et al. [24] applied Bee-Miner, a cost-sensitive classification algorithm for data mining derived from the Bees
Algorithm, to classify defects in manufacturing. Zeybek [25] trained a Long-Short-Term Memory (LSTM) deep
learning network to predict the remaining useful life (RUL) of turbofan engines before they are available for
remanufacturing with the help of a modified version of the super-fast Bees Algorithm.

A memory-based Bees Algorithm with a Lévy search facility was used by Shatnawi et al. [26] to perform
multilevel thresholding of images, a basic operation required when processing images for automated visual
inspection or general computer vision. Castellani et al. [27] have also adopted the Bees Algorithm in work relevant
to vision systems. They used the Bees Algorithm to fit primitive shapes to point-cloud scenes for real-time 3D
object recognition. Lan et al. [28] solved the problem of finding a spatial transformation that aligns two point
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clouds with an enhanced Bees Algorithm. They employed singular value decomposition to increase the search
efficiency of the Bees Algorithm, achieving higher consistency, precision and robustness than the popular Iterative
Closest Point method.

Oztiirk et al. [29] used the Bees Algorithm to find the parameters (pulse frequency, amplitude and base) for a

test to obtain the biaxial stress-strain curves required to control the pulsating hydroforming process to yield a
uniform thickness distribution. Sahin and Cakiroglu [30] employed a multi-objective Bees Algorithm to design
PID control systems such as those for robotic equipment. They successfully found the PID parameters to minimise
the settling time, rise time, overshoot, and system error all at once. Continuing with robotics applications,
Kashkash et al. [31] modified the Bees Algorithm by adding a new initial population generation method and used
the modified algorithm to find the shortest collision-free path for a mobile robot.

Mechanical design was performed by Acar et al. [32] using a version of the Bees Algorithm hybridised with
Harmony Search. The hybrid algorithm which incorporated a harmony memory was employed to optimise the
design of spherical four-link mechanisms for robot grippers.

B. Combinatorial Problems

Ang and Ng [33] optimised process plans for printed circuit board assembly. They combined the Bees Algorithm
with TRIZ operators to minimise assembly time. Song et al. [19] used their dual-population Bees Algorithm to
perform parallel machine scheduling with time windows. Production planning and scheduling for a sheet metal
fabrication plant was accomplished by Wang et al. [34] using both the original Bees Algorithm and the version
implementing the site abandonment strategy.

Li et al. [35] scheduled tasks and selected resources for a cloud-edge collaborative manufacturing environment
using a dynamic Bees Algorithm. The operators in the algorithm were adjusted according to a set of indicators,
and a parallel sorting scheme was adopted to accelerate the scheduling and selection of cloud-edge resources and
collaboration modes.

Task allocation in a cloud remanufacturing environment was performed by Caterino et al. [36] with the help of
a Bees Algorithm the parameters of which were selected following a full-factorial experiment. Their work
confirmed the importance of increasing the number of scout bees and exploiting the best-performing and elite sites.

Remanufacturing applications of the Bees Algorithm also include the optimisation of product disassembly
which is the first operation in any product remanufacturing process chain. For example, Liu et al. [37] employed
a discrete Bees Algorithm simultaneously to optimise disassembly sequences and balance the disassembly line,
with the analytic process network assigning weights to the different optimisation objectives. Hartono et al. [38§]
adopted a multi-objective Bees Algorithm to devise robotic disassembly sequence plans to achieve maximum
profit while minimising energy consumption and greenhouse gas emissions.

The Bees Algorithm has been used for logistics and supply chain optimisation. Mastrocinque [39] implemented
a tool based on the Bees Algorithm to optimise the supply chain for a bulldozer based on its Bill of Materials,
finding that the Bees Algorithm performed better than Ant Colony Optimisation. Finally, Ismail and Pham [40]
used the two-parameter Bees Algorithm to solve the capacitated vehicle routing problem. To speed up the solution,
a decomposition approach was adopted whereby customers were first clustered before the optimal route was found
for each cluster.

VII. CONCLUSION

This paper has presented the main features of the original Bees Algorithm and some enhancements to it. Three
new versions have also been reviewed. The paper concludes by giving examples of the use of the Bees Algorithm
in production and manufacturing. There are many more potential applications, especially with the advent of the
recently developed simpler and more efficient versions.

It has been seen how the original Bees Algorithm mimics the foraging behaviour of bees in nature where three
types of bees exist. Scout bees perform exploration then go back to the hive to recruit forager bees to follow them
and help exploit the discovered food sources. Those foragers are initially observer bees in the hive. They spring
into action after watching the waggle dance by the scout bees.

It is hoped that, like observer bees, some readers of the paper will spring into action and become forager bees.
In the field of metaheuristic optimisation, there is so much more to explore and exploit. The new versions outlined
in this paper have only been used for a limited number of problems in production engineering. They could readily
be applied to many more problems.

For researchers who have used other optimisation algorithms, comparing their results with those obtained using
the Bees Algorithm will confirm the effectiveness of this powerful metaheuristic technique. Further research
avenues also beckon, such as hybridising the Bees Algorithm with other tools and performing deep theoretical
analysis of the resulting hybrid algorithms to understand their true areas of strength.
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Abstract— Augmented Reality (AR) boasts a wide array of applications throughout the entire product lifecycle; how-
ever, its adoption in industrial settings is often impeded by factors such as high setup costs, poor system integration,
and limited modality. Despite these challenges, current Industrial Augmented Reality (IAR) applications exhibit a sig-
nificant overlap in components used for information gathering and visualization. This paper describes the current
state of modern IAR architectures and introduces a novel framework for the definition of requirements specific to
IAR ap-plications. This draws upon the principles of human-cantered design to provide a structured approach for
integrating IAR more effectively in industrial contexts. Finally, a case-study shows how the framework can be used to
help imple-ment an assistance system for assembly of a simple product.

Keywords— Augmented Reality, Industrial Augmented Reality, Requirements Engineering, Human Machine Interac-
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1. INTRODUCTION

Industrial Augmented Reality (IAR) has many applications across the whole product lifecycle, including
as-sembly support, service and maintenance, or marketing applications [1]. Various studies show that the use of
IAR can be advantageous, for example in reducing training times or the number errors when performing complex
tasks [2], [3], [4]. Despite more capable AR hardware [5] and recent progress in presentation and tracking
quality [6], industrial adaption for IAR remains low [7]. Future research should therefore focus more on
organizational issues instead of technology alone, to make implementing AR more cost-effective and reducing
training times [7].

The biggest issues relate to available software as well as required implementation and modification time to
integrate them into existing processes. This is especially true for small and medium-sized companies (SMEs).
One strategy might be introducing more modular solution that reduce these required implementation times and
could help boaster adoption for SMEs in particular [5].

Even when working with those modular architectures, the afore mentioned limitations and trade-offs makes
the requirement definition for these applications a special challenge in and itself. In a modular system, one
has to decide if existing modules can be reused or new ones have to be developed, and if so, how functionality
should be bundled into independent modules. This contribution therefore presents a methodology for
implementing a mod-ular IAR system out of reusable components. To describe potential applications for such
systems, IAR use-cases are described and classified in more detail. Then, potential approaches and architectures
for modular IAR systems are described. Based on an overview of the current literature regarding requirement
definition for AR and IAR systems, the mentioned methodology is developed. This includes both a proposed
process based on DIN EN ISO 9241-210 [8] and some considerations and essential inquiries one should ask
when defining requirements as a starting point. Finally, the proposed methodology is applied to a case study.

II. STATE OF THE ART AND PRIOR RESEARCH

To be able to describe a framework for requirement definition, first, the current state of the art and research
gaps are described. To be able to generalize and break down monolithic IAR applications into reusable compo-
nents, a common terminology to describe the usage context has to be established. For that, classification schemes
for IAR use-cases are presented. Then, different approaches for modular architectures are presented. Finally,
com-mon requirements and frameworks for requirement engineering for IAR are described.

A. State of the Art

Today’s AR hardware is already adequate to support even large-scale AR applications [5]. A lot of progress
also has been made in presentation quality, as well as tracking and registration [6]. Context-aware AR applications
have been proposed numerous times, for example with the introduction of deep-learning methods. The process
made in display technologies, presentation quality, as well as tracking and registration is highlighted in [6]. While
content can be presented using 3D models, texts, and symbols, the most appropriate representation used is highly
dependent on the operator’s preference [6], [9], [10].

*Corresponding Author
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Today, there are four predominant presentation technologies used in AR: video-see-through (VST) headsets,
where the operator sees both a camera feed and virtual information through displays; optical see through (OST),
where the operators directly sees the environment; mobile AR, where smart devices are used to render the camera
feed and overlays; and projection based AR, where information is projected directly in top of the environment. All
of these have different advantages and disadvantages, as [11] show with expert interviews. VST allows hands-free
operation and high-quality overlays, while raising ergonomic problems. Furthermore, because the environment is
only observed through screens and cameras, it raises both safety and security issues. On the other hand, OST allows
direct perception of the environment, with the downside of decreased quality of virtual overlays. Ergonomic issues
prevalent in these kinds of head mounted devices (HMDs), as well. Mobile AR allows known interactions. How-
ever, hands-free operation is an issue, as the operator constantly has to place and pick up the device. Projection
based AR offers good compromises, allows hands-free operation, undisrupted overview of the environment, and
no additional weight or devices to wear. Issues are its inflexibility and possible occlusions [11].

The different trade-offs can be seen on the example of maintenance specifically. There, mobile AR has a lot of
advantages, like the ease-of-use and reliability. HMDs are therefore most useful when hands-free activity is re-
quired. That is usually during after an initial information phase during the actual execution [9].

While a lot of research has been done to improve model recognition and tracking, even recent AR applications
mostly rely on a marker-based approach because of better reliability. Besides this and the afore mentioned ergo-
nomic issues, organizational challenges, like data integration and content authoring are major challenges for the
adoption of AR in the industry [12].

When the accuracy requirements are higher than today’s tracking and registration methods allow, combining
external sensors becomes a viable alternative [9]. This is also often used in industrial applications [13]. Industrial
experiences also highlight that HMDs are mostly not suitable for industrial use while that mobile and projection-
based AR coupled with external tracking becomes a viable solution [13]. Other external sensors that might be
coupled with IAR systems might be used for data acquisition, to monitor the environment, but also depth cameras
for motion capture [9]. Additionally, industrial experiences shows that workers prefer and require different level
of support or else may feel hindered by an assistant system [13], [9].

B. Industrial AR Use-Cases

Roltgen and Dumitrescu present a systematic literature review about the different use-cases of IAR. They define
a total of 26, like marketing, product design, assembly, or maintenance support. They also present a classification
scheme that can be used to describe a use-case. To describe the context for the system, they define four types of
actions a system can support: inform, execute, plan, and control. It is influenced by the field of application in the
product lifecycle the system is used. For the lifecycle phase they propose to use (1) procurement, (2) engineering,
(3) production, (4) logistics, (5) maintenance, (6) decommissioning, and (7) training. Additionally, they differen-
tiate whether the system effects the virtual or real world. Technological factors of the systems focus on the aim of
the augmentation (performance enhancement, qualification, or enhanced perception). This influences the spatial
location of information (user, object, or environment), the temporal context of the augmentation (whether it refers
to information from the past, present, future, or is fiction). Finally, they differentiate if it is desirable to separate
virtual information from reality or not [14].This classification scheme spans eight dimensions with a lot of possible
options, which is in contrast to the 16 observed applications. Furthermore, the classification introduces both the
context and the technological implementation, which makes it suitable to describe existing applications, but is not
as useful when trying to describe to goal of a future application, alone.

Therefore, we have proposed an alternative classification based on this [15]. Focus is the description of the use-
cases alone. This classification scheme keeps both the supported action and the supported lifecycle phase. These
are usually well-defined when implementing an assistant system. As third and final dimension, the authors propose
to use the desired level of support. As discussed above, using a suitable level of support for the specific workers
is an important factor to consider. The degree of support might range from low, which includes visualizing infor-
mation while the operator is responsible for decision-making, to high where specific actions to perform are rec-
ommended by the system. A special case in this category is collaboration with a remote expert. This is considered
part of this category because the support is not offered by the system, which is only responsible for facilitating
communication, but by using the expert’s expertise.

C. Modular IAR Architectures

Modular architectures for AR applications have various advantages for the different roles involved. As the im-
plementation work can be broken down into the different domains, specialists can effectively work on them indi-
vidually. Functionality can be evaluated more effectively and generalized into reusable components. This allows
for quicker prototypes and testing, as well as for increased flexibility to address the needs of specific users [16].
The contribution proposes to create reusable components along the traditional three-layer architecture of software
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systems. The view layer is separated into interaction modules, presentation modules, and tracking modules that
incorporate their data into a universal world module, that controls placement of virtual information. This approach
allows the combination of multiple sources for tracking information, like AR tracking and GPS. The application
layer is responsible for integrating the data, for example by providing the necessary algorithms for sensor fusion.
A task flow engine models a finite-state-machines, where each state is associated with necessary support docu-
ments that are shown to the user while the state is active. Context aware services abstract external services that
might be added to the AR system, like printing. The user interface is modelled on top of a specific markup language
and is also associated with a state machine, comparable to the task-flow engine [16].

For mobile devices specifically, the three core components are responsible for tracking, rendering a camera
image, and rendering 3D components [17]. In their work for mobile devices, they decouple these functionalities
to allow an easier implementation and adoption for content. Both works show the advantages such a modular
architecture can have for adaptability and flexibility. However, the fundamental ways AR systems are developed
has shifted in recent years. The described capabilities are provided by software development kits (SDKs). This
includes both mobile devices, for which various available SDKs bundle tracking and rendering functionality, but
even more so for HMDs, where this cor