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 For smaller locations, the traditional aerial photogrammetry techniques utilizing 
helicopters or airplanes are expensive and difficult. A new competitive strategy is 
necessary for quick spatial data collecting at a low cost and in a short amount of time for a 
developing nation like Nepal where geospatial data is in great demand. Currently, the 
Unmanned Aerial Vehicle (UAV) has become an alternative for different engineering 
applications, especially in surveying, one of these applications is for making a 
topographical map. This study demonstrates how this can be achieved using one of the 
evolving remote sensing technologies, Unmanned Aerial Vehicles (UAV). Besides, this 
study also involves image processing and topographic map production using Pix4D and 
GIS environments. For this study, the DJI Mavic Air-2 Advanced quadcopter collected about 
207 images at a flying height of 80 m above the Kathmandu University area. An orthophoto 
of 2.4 cm GSD covering 127064 sq. Meter of the area was produced. The RMSE of 5.37 cm 
in X 4.94 cm in Y and 6.1 cm in Z was achieved with appropriate checkpoints. The 
measurements in the orthophoto replicated the field measurements to an error of less than 
0.5% of the actual dimensions. 
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1. Introduction  
 

Topographical maps are the types of maps that show 
detailed ground relief, including landforms and scenery, 
drainage (lakes and streams), forest cover, 
administrative zones, and population areas, as well as 
transportation routes, structures (including streets and 
railroads), and other man-made features. For roads, 
railroads, canals, pipelines, transmission lines, 
reservoirs, and other facilities, engineers utilize them to 
determine the most desirable and cost-effective 
locations. They are also utilized in soil conservation work 
by architects, geologists, and agriculturalists. 
Topographical maps are necessary because they contain 
basic map features such as earth surface terrain 
information with respect to their proper geometric 
accuracy. The use of geospatial data, using a topographic 
map as a base reference, is mandatory to ensure accurate 
rapid response to emergencies, often referred to as quick 
mapping. This critical aspect marked the beginning of 
worldwide cooperation under the International Charter 
on Space and Major Disasters, in which the use of satellite 
data, including data from very high resolution (VHRS) 
will indeed be provided immediately during major 
catastrophes around the world  [1,2].  

Topographical mapping is the first application of 
surveying, and it is a method that is constantly evolving. 
With the rapid advancement of computer vision science 
and the increasing use of small unmanned aerial vehicles 
(UAVs), photogrammetry has shown incredible potential 
in providing topographic information with comparable 
resolution and precision to lidar surveys, but at a much 
lower cost. By using photogrammetry techniques, UAV 
surveys produce orthophotos that are georeferenced and 
then further processed for geographic data with the aid 
of software [3].UAVs are aircraft that can either fly 
autonomously using pre-programmed flight plans or 
more advanced dynamic automation systems, or they can 
fly remotely controlled by a pilot at a ground station. The 
creation of high-resolution, high-quality digital elevation 
models (DEMs) demands a large investment in staff time, 
technology, and/or software despite the variety of 
accessible approaches However, image-based methods 
such as digital photogrammetry have been decreasing in 
costs [2].      

In recent years, advances in technology have allowed 
for the creation of more accurate and detailed 
topographical maps of Nepal. The use of satellite imagery 
and GPS has made it possible to create high-resolution 
digital maps that are more accurate and up-to-date than 
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ever before. These digital maps are used for a variety of 
purposes, including land use planning, resource 
management, and disaster preparedness. This study 
seeks to address the use of drone technology and the GIS 
environment how efficient and effective of this 
technology in mapping operations and what is the 
difficulties faced by this approach, if any.  

For surveillance and reconnaissance reasons during 
World Wars I & II, the US military developed the 
unmanned aerial vehicle (UAV) in prototype form. From 
the 1960s to 1980s in the early 20th century, UAV was 
frequently deployed [4]. In the past few years, unmanned 
aerial vehicles (UAV) or drones have been a hot topic 
encompassing technology, security issues, rules, and 
regulations globally due to its remarkable advancements 
and uses in remote sensing and photogrammetry 
applications. The largest percentage of uses for 
unmanned aerial vehicles is in agriculture and 
infrastructure. Autonomous UAV use in agriculture is 
expanding quickly in areas including crop health 
monitoring, early warning systems, forestry, fisheries, 
and wildlife protection [5,6]. The two main types of UAVs 
are rotary-wing and fixed-wing. Fixed-wing UAVs 
function similarly to small unmanned aircraft in terms of 
structure, rotary-wing UAVs also known as multirotor, 
rotorcraft, or multi-copter UAVs are comparable to small 
unmanned helicopters Propellers, which are fans that 
provide thrust by rotating rotor blades on a rotor mast, 
provide lift for these craft. But unlike helicopters, which 
normally have a single rotor with two blades, most 

rotary-wing UAVs need more than one rotor to handle 
the forces placed on the rotor blades during flight [7,8]. 
According to the American Society for Photogrammetry 
and Remote Sensing, photogrammetry is the art, science, 
and technology of gathering accurate data about real-
world objects and their surroundings through the 
recording, measuring, and interpretation of 
photographic images and patterns of electromagnetic 
radiation and other phenomena [9]. To accurately 
establish the geometric relationship between the image 
and the object as it appeared at the time of the imaging 
event is the crucial task of photogrammetry. Once this 
connection has been appropriately established, it is 
possible to infer details about an object just from its 
images [10]. In aerial triangulation, integrating 
GPS/inertial orientations offers flexibility and high 
accuracy [11]. The Direct Georeferencing method 
achieves 1:5000 scale accuracy, reducing reliance on 
Ground Control Points (GCPs) while maintaining 
precision [12,13].  

 
2. Study area 

 
The study area for the study is the Kathmandu 

University premises which is located in Dhulikhel 
Municipality (Figure 1). The university has an area of 
35518 square meters. The area of study consists of an 
undulating terrain, vegetation, a settlement area, roads, 
departmental and administrative buildings, and water 
bodies.  

 

 
Figure 1. Location map of the study area. 
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3. Material and methods  
 

This study mainly focuses on the primary data 
sources to achieve the motive of this study. The study is 
based upon primary data collected from field surveys 
using both ground survey using DGPS and UAV-based 
survey (Mavic air-2). UAV-based topographical mapping 
refers to the use of unmanned aerial vehicles (UAV) to 
capture aerial images of the topography. This data can be 
used to create maps and 3D models of the terrain, which 
can be useful for a variety of purposes, such as land 
management, planning, and engineering. The workflow is 
shown in Figure 2. 
 

 
Figure 2. Study workflow. 

 
An unmanned aerial vehicle was used to acquire 

aerial images of the study area. The Specification of the 
UAV is shown in Table 1. 
 
3.1. Reconnaissance  
 

Preparation of topographic mapping using UAV in this 
study includes preliminary surveys and preparation of 
instruments. The study area, software, and instrument 
selection, including the choice of digital camera and UAV 
platform types, are all part of this phase. This is the stage 
where the reconnaissance survey of the site was done by 
visiting the site. With the help of Google Earth images, the 
points for placing the control points were visualized. In 

the case of an Area with Undulating Terrain the most 
suitable arrangement of GCPs is one with GCP placed in a 
die shape (i.e. GCP at the central region and other GCPs 
well distributed along the boundary Furthermore, the 
GCPs should be arranged such that they cover all 
elevations [14]. A minimum number of 3 GCPs is required 
but 5 to 10 GCPs are usually enough, even for large 
projects More GCPs do not contribute significantly to 
increasing the accuracy [15]. The distribution of control 
points should be even and well-distributed to get better 
output with better accuracy throughout the project area. 
The Recommended Number of [16] Checkpoints Based 
on Area is shown in Annex 3. Keeping the above-
mentioned criteria 12 wooden pegs were monumented 
throughout the study area to establish ground control 
points. Then these points were covered by a GCP marker 
board.  These boards helped to identify the control points 
on the images taken by the drone. 
 

Table 1. UAV specification. 
Specification Details 

Brand DJI 
Type Quadcopter 

Camera Model Name(s)  L1D-20c_10.3_5472x3648 
(RGB) 

Remote 2.4GHz wireless remote 
control 

Aperture F2.8-F11 
Shutter speed 8-1/8000s 

Max. image size 5472*3648 
Maximum takeoff altitude 6000m 

Max flight time 31 minutes 
Geolocation Onboard GPS 

 
3.2. Establishment and processing of GCP  
 

The Ground Control Points and Checkpoints are 
established before the aerial photography. Based on the 
above-mentioned criteria Using the Differential Global 
Positioning System (DGPS), 12 ground control points 
(vertical and horizontal) of fourth order were 
established. The coordinates of these control points were 
determined by static DGPS survey using Stonex S8 Plus. 
The raw data (dat file) were transferred from the 
instrument to the computer. The dat file was converted 
to a Rinex file using static to Rinex converter. The 
Observation file was renamed as (1000. O) and was 
emailed to CSRS PPP, which is a Canadian website, to 
calculate the coordinates of the base station. A Trimble 
business center was used for post-processing the raw 
data files. During post-processing in TBC, the coordinate 
system was changed to UTM 45 N and the horizontal 
datum to WGS 1984. For distance measurement, the unit 
was changed to a meter and GPS time was from local to 
GPS. Baseline processing was used to calculate the 
distance and direction of the other control point 
reference to the base station whose coordinates were 
obtained from the Canadian Spatial Reference System 
Precise Point Positioning (CSRS-PPP) service. 

 
3.3. Flight planning and image acquisition 
 

Before imaging the study area, suitable flight plans 
that contain many variables, such as flight height, GSD, 
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and the total number of photos, are designed. Flight 
planning is conducted with the DJI Pilot App, a mobile 
phone application for drone flight planning. Within this 
application, the user must specify several parameters, 
such as the area of interest, photograph overlap 
percentage, and flight height or desired GSD. The digital 
aerial imagery is collected using a camera mounted in a 
UAV. The aerial photographs are acquired in such a way, 
resulting in a series of digital aerial photographs with a 
percentage of overlap.   
 
3.4. Image processing 
 

After the geotagged images were captured, they were 
processed to get the outputs like Orthophoto, contour 
lines, DTM, DSM, etc. The images were prepared before 
processing by removing unnecessary and tilted 
photographs through visual inspection. Then filtered 
images were added to Pix4d Software (trial version) for 
processing. The overlapped and geotagged images were 
processed utilizing image-matching algorithms like the 
SIFT algorithm [17,18]. The output of the initial 
processing is the tie points initially matched by this 
algorithm. These tie points are generated by matching 
the same feature within the overlapped images. The first 
part of this is that it finds thousands of contrasting 
features in each image, which are saved as key points. It 
then compares key-point patterns between images to 
identify and create automatic tie points (ATPs). Once the 
ATPs are identified, the software uses aerial 
triangulation to estimate the camera calibration 
parameters and to refine the image coordinates. Doing so 
improves the accuracy of the 3D model and products 
[15]. Image orientation was done using 7 ground control 
points (GCPs). Figure 3 shows the 12 points statically 
surveyed on the ground using a DGPS/GNSS receiver. 
These points were marked using a notable GCP marker 
during image acquisition. Out of the 12 points, seven 
were selected as GCP for the exterior orientation process, 
and 5 were considered Check Points for the accuracy 
assessment of orthophoto. It was ensured that each point 
got marked in at least six images to avoid distortion [19]. 
 
4. Results and Discussion 
 

The processed coordinates that were obtained with 
mean root mean square (RMS) error of 0. 012 m. the 
coordinates of GCPs (Table 2), which were used to 
georeferenced the images, whereas Table 3 represents 
the coordinates of CPs used for the horizontal accuracy 
assessment of the orthophoto. 
 
4.1. Orthophoto 
 

After the point cloud and mesh generation DSM 
(Figure 4) is obtained and finally, the georeferenced 
orthophoto (Figure 5) of the study area has been 
generated based on orthorectification in pix4D. the 
orthophoto with 2.4 cm/pixel resolution was produced 
as shown in the quality of the orthophoto is outstanding 
as all the objects have been orthorectified, and the 
features can be detected very clearly. This orthophoto 
can be a reliable source for digitization, feature 

extraction, various map preparation, and other spatial 
planning activities. Digital Surface Model (DSM) can also 
be seen in Figure 4. The elevation of DSM ranges from 
1461.23 m to 1538.55 m. 

 
Table 2. GCP coordinates. 

GCP Easting 
 (m) 

Northing 
(m) 

Elevation 
(m) 

1000 355802.59 3055780.31 1516.122 
1001 355909.6 3055684.34 1503.161 
1002 355935.224 3055814.76 1487.662 
1003 355811.562 3055894.42 1523.546 
1005 355762.658 3056029.14 1500.202 
1006 355598.916 3055878.11 1483.878 
1007 355597.231 3055670.47 1497.402 
1009 355396.553 3055643.22 1469.869 

 
Table 3. Control points. 

CP  Easting Northing Elevation 
1004 355824.502 3055988.345 1500.606 
1008 355689.318 3055801.706 1487.794 
1010 355817.104 3055753.569 1513.776 
1011 355772.97 3055780.097 1514.345 
1012 355717.808 3055737.732 1491.353 

 

 
Figure 3. GCP and CP distribution. 

 
4.2. Feature extraction and topo map creation 
 

The final orthophoto and the DSM are very useful for 
manual or semi-automatic feature extraction for map 
creation and updating. The orthophoto was then used to 
extract features to produce a topographical map of study 
area (Figure 6). During feature extraction a geodatabase 
is created assigning different feature class and datasets 
for the features to be digitized. There after each feature 
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were digitized manually. While digitization topological 
rules were followed to minimize the topological errors 
such as silver polygons. Similarly, contours were used 
with 2m interval to show the shape of the Earth's surface. 
The high resolution and level of detail of the UAV 
orthophoto enables additional objects of interest to be 
visible. This provides the opportunity for creating new 
vector datasets representing topological features (such 

as drainage and narrow footpaths, electric poles), 
potentially enabling a more informed decision-making 
for planning activities. Finally, the topographical map of 
Kathmandu university at a scale of 1:1250 is produced. 
In total, 21921.44 m² of permanent school buildings, 
90428.71 m² of Open area, 21295.24 m² of forest and 
45169.84 m² of vegetation were digitized. 

 

 
Figure 4. DSM. 

 
4.2. Accuracy assessment of orthophoto 
 

For qualitative assessment of orthophoto visual 
inspection was made which indicates that of the image 
was suitable for visual interpretation, as features are 
clearly visible and objects can be easily extracted. The 
quantitative assessment of the orthophoto consists of 
two aspects: (i) the planimetric accuracy assessment at 
the measured control points and (ii) the geometric 
accuracy of objects measured in the orthophoto. The 
RMSE of 5.37 cm in X and 4.94 cm in Y and 6.1 cm in Z as 
shown in Table 4. According to the horizontal accuracy 
standard mentioned in [20], the obtained error meets the 
requirements for the horizontal accuracy class of 7.5 cm 
(Table 5) [20]. 
 
5. Conclusion 
 

This work demonstrates that UAVs provide 
promising opportunities to create a high-resolution and 
accurate orthophoto, thus facilitating map creation and 
updating. Through an example in Kathmandu University 

premises, this study has ensured that UAV is a reliable 
and portable technology to acquire data remotely and 
provide a result with a very high spatial and temporal 
resolution even in inaccessible terrain at a relatively low 
cost. The study showed that the UAV photogrammetry 
for large scale topographic mapping could replace other 
methods effectively such as GPS and Total station 
because the accuracies obtained were within the limits of 
specifications. In addition to that, the time required are 
reduced remarkably, more extensive coverage capability, 
less human interference, different types of output at the 
same time, and finally, the aerial images are permanent 
documents that can be referred to at any time in future. 
UAVs are currently more suitable for map updating 
projects over a limited study area and incremental map 
updating. 

The article emphasizes the benefits of UAV 
technology, such as cost-effectiveness and speedy data 
acquisition. Nevertheless, it also faces constraints like 
restricted coverage, weather-related interruptions, cost 
factors, and the requirement for precise ground control 
points. 
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Figure 5. Orthophoto. 

 

 
Figure 6. Topographic Map. 
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Table 4. Checkpoints error. 
Station Error in x Error in y Error in z 
1004 -0.003 -0.064 0.04 
1008 -0.004 -0.033 -0.12 
1010 0.002 -0.013 -0.05 
1011 -0.005 0.0059 -0.06 
1012 0.12 0.012 -0.01 

RMSE(CM) 5.373 4.94392 6.10508 

 
Table 5. Length measured on ground and orthophoto. 

Feature L Field 
(m) 

L Ortho 
(m) 

Error Relative 
Error 

1 15.400 15.404 0.004 0.03% 
2 29.120 29.157 0.037 0.13% 
3 2.620 2.631 0.011 0.42% 
4 2.450 2.458 0.008 0.33% 
5 7.420 7.428 0.008 0.11% 
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1. Introduction  
 

Among the myriad of urban features, buildings 
represent a fundamental component [1]. As such, 
obtaining accurate and detailed information on buildings 
is crucial for urban planning, infrastructure 
development, disaster management, and other 
applications [2]. In remote sensing, the term ‘building 
extraction’ is used to describe the process of delineating 
building footprints or roof outlines from remotely sensed 
data, such as very high-resolution (VHR) aerial and 
satellite images. These datasets are the most widely used 
as they offer rich spatial details. Furthermore, the 
enhanced spatial resolution of these datasets improves 
the ability to distinguish various objects in urban 
settings, thereby facilitating the extraction of individual 
building information [3].  

The recent advancements in unmanned aerial vehicle 
(UAV) technologies, coupled with the sophistication of 
imaging sensor systems, have resulted in an increased 
use of these systems to capture aerial images of areas of 
interest. The VHR images obtained can be quickly 
processed to obtain orthophotos, thus providing an 

alternative dataset to extract building outlines [4]. This 
development has sparked an interest in exploring 
various methods to delineate building objects from VHR 
UAV imagery.  

Conventional methods for building extraction involve 
manual approaches, which include delineating the 
outlines of buildings using various computer-aid designs 
(CAD). Also, rule-based techniques that leverage 
knowledge of buildings have been employed in building 
extraction. While the manual approach shows promise, it 
is repetitive and time-consuming when applied to larger 
areas [5-6]. In contrast, rule-based techniques rely on 
straight lines and use low-level edge detection and 
perceptual grouping to extract building outlines [7-8]. 
However, these line-based approaches encounter 
limitations with certain building geometries and struggle 
with low signal-to-noise ratio (SNR) in VHR images [9– 
10]. Some methods employ template matching, which 
involves the use of manually generated templates and 
similarity measures for building extraction [11–14]. 
Despite their flexibility and accuracy, template-based 
approaches require extensive prior knowledge of the 
geometrical shape parameters for the design and 
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generation of the templates. Moreover, the need to 
develop different templates for different applications 
increases the computational costs and reduces the ability 
to process extensive data [9, 11].  

Other studies utilise knowledge of building 
geometries, such as box-shape, T-shape, L-shape, or E-
shape, and the spatial or contextual relationship between 
buildings and the background, such as shadows, are used 
to delineate buildings [15–19]. The drawback of these 
approaches is their reliance on building knowledge, and 
the task of transferring implicit knowledge into explicit 
detection rules is challenging. If the rules are too strict, 
buildings may be missed, whereas overly loose rules can 
lead to many false detections [9–11]. Furthermore, 
several factors can make the extraction of buildings using 
rule-based techniques a challenging task. These factors 
include such as the intricate shape and size of buildings, 
occlusion, and imaging angles. 

Contrastingly, image classification approaches (pixel-
based and object-based) categorize pixels in images into 
specific classes, primarily buildings, and non-buildings in 
the building extraction domain [20]. Pixel-based 
classification operates by examining pixels in isolation 
and leverages the spectral characteristics of each pixel to 
assign them to distinct classes. While this approach is 
relatively simple, it encounters difficulties with spatial 
variability when applied to VHR images. On the other 
hand, the object-based approach groups image pixels 
into spectrally homogenous segments using various 
image-segmentation algorithms. Subsequently, an 
algorithm is adopted to classify the segments into 
predefined categories. This transition from focusing on 
individual pixels to evaluating at the segment level 
introduces complexity into the classification process. As 
a result, this approach can capture spatial relationships 
and complex patterns in VHR images [21–22]. The object-
based approach, alternatively referred to as geographic 
object-based image analysis (GeoBIA), has emerged as an 
efficient approach for automating the extraction of 
objects from remote sensing data [23]. GeoBIA integrates 
image segmentation algorithms to segment VHR images 
into image objects, extract and employs machine learning 
algorithms such as support vector machine (SVM), 
random forest (RF), and decision trees (DT), among 
others, to classify the image objects, based on their 
spatial information, and spectral characteristics. This 
process makes GeoBIA particularly suited for building 
extraction [24 – 25].  

Several researchers have since explored the use of 
GeoBIA for extracting buildings from VHR images. 
Aminipouri et al. [24] conducted a study that leveraged 
VHR satellite imagery to extract spatial information 
about slum settlements using object-oriented 
techniques. The study aimed to determine the feasibility 
of using VHR orthophotos to create an accurate inventory 
of buildings for estimating the slum population. The 
researchers used eCognition software for image 
segmentation and classification of building roofs in three 
different slum areas in Dar-Es-Salaam. The proposed 
model achieved a roof extraction accuracy of 91%. The 
estimated population represented 82.2%, 72.5%, and 
68.3% for the wards of Charambe, Manzese, and Tandale, 
respectively. In another study, Benarchid et al. [26] 

presented an automatic building extraction approach in 
Tetuan City. This method employed an object-based 
classification and shadow information derived from VRH 
multispectral images. The shadow information was 
extracted using invariant color features. The quality 
assessment was performed at two different levels: area 
and object. The area level evaluated the building 
delineation performance, whereas the object level 
assessed the accuracy in the spatial location of individual 
buildings. The results showed an overall building 
detection percentage of 87.60% when the parameters 
were properly adjusted and adapted to the type of areas 
considered. 

The methodology adopted by Chen et al. [9] presented 
an object-based and machine learning-based approach 
for automatic house detection from RGB high-resolution 
images. The study utilised thresholding, watershed 
transformation, and hierarchical merging for image 
segmentation. In addition, the study proposed two new 
features, namely edge regularity indices (ERI) and 
shadow line indices (SLI), to capture the characteristics 
of house regions effectively. The researchers employed 
three classifiers, namely AdaBoost, random forests, and 
support vector machine (SVM), to identify houses from 
test images. The proposed ERI and SLI features improved 
the precision and recall by 5.6% and 11.2%, respectively. 
Norman et al. [22] focused on urban building detection 
using object-based image analysis (OBIA) and machine 
learning (ML) algorithms. The study employed a 
medium-resolution Sentinel-2B image and applied SVM 
and DT algorithms for the classification of buildings. The 
study underscored the significance of segmentation 
parameters and feature selection, with SVM 
outperforming DT and achieving an accuracy of 93%. 

Frishila and Kamal [27] aimed to examine the 
effectiveness of spectral features in identifying and 
mapping building objects and assess the accuracy of the 
mapping result. The location of the study sample was in 
parts of Padang City, West Sumatra, and the image used 
was a pan-sharpened GeoEye-1 image (0.5 m pixel size). 
Image segmentation was done by the multi-resolution 
segmentation method to delineate candidate segments 
for building objects. Each segment was then assigned to 
building and non-building classes by applying a rule-
based classification algorithm. Several spectral features 
were incorporated in discriminating the objects, 
including several band ratios that involve all bands in 
GeoEye-1 (Blue, Green, Red, and near-IR), iron oxide 
indices, mean value of red and NIR bands, border 
contrast of red and NIR bands, HIS, and Quantile of the 
bands. The map result indicates that building and non-
building objects could be separated using spectral 
features of the GeoEye-1 image. However, there are some 
classification inaccuracies, mainly for the densely 
populated urban areas where buildings objects are close 
to each other. An area-based accuracy assessment 
indicated that the use of spectral features provides an 
overall accuracy of 68.7%. 

Hossain and Chen [28] introduced several 
modifications to previously proposed hybrid 
segmentation methods for building extraction. They used 
the reference polygon to identify optimal parameters, a 
donut-filling technique to reduce over-segmentation 
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caused by roof elements, and illumination differences to 
restrict merging with shadow. Their methodology was 
tested on a UAV image with visible bands only and 
achieved better results compared to other methods. One 
of the strengths of their method was that there was no 
parameter tuning and user interaction at running time. 
In addition, it was able to segment both small and large 
buildings without using any scale or object size 
parameters. 

Dornaika et al. [29] presented a generic framework 
that exploits recent advances in image segmentation and 
region descriptor extraction for the automatic and 
accurate detection of buildings on aerial orthophotos. 
The proposed solution is supervised in the sense that the 
appearances of buildings are learnt from examples. For 
the first time in the context of building detection, they 
used the matrix covariance descriptor, which proved to 
be very informative and compact. They introduced a 
principled evaluation that allows selecting the best pair 
segmentation algorithm-region descriptor for the task of 
building detection. The proposed approach presents 
several advantages in terms of scalability, suitability, and 
simplicity with respect to the existing methods. 
Furthermore, the proposed scheme (detection chain and 
evaluation) can be deployed for detecting multiple object 
categories that are present in images and can be used by 
intelligent systems requiring scene perception and 
parsing, such as intelligent unmanned aerial vehicle 
navigation and automatic 3D city modeling. 

Argyridis and Argialas [30] developed a GEOBIA 
approach that integrates Deep Learning classification 
and Fuzzy Ontologies to monitor building changes in 
suburban areas of Greece. They employed deep belief 
networks (BDNN) on the lowest level of the 
segmentation hierarchy for the initial detection of areas 
of possible change. The classification result was then 
refined based on interpretation rules developed on the 
upper levels of the hierarchy. Their accuracy assessment 
indicated that 93.5% of the total number of changes were 
successfully detected, while the commission error was 
less than 20%. 

While GeoBIA has shown considerable promise in 
building classification and segmentation, the spectral 
limitations of UAV-RGB imagery pose a challenge, 
especially when distinguishing between buildings and 
other urban features (3). Researchers have since used 
various ancillary datasets to address this drawback when 
VHR multispectral images are adopted for building 
extraction, the near-infrared (NIR) information has been 
established to be highly effective in differentiating 
vegetation from buildings [4]. Most often, various 
spectral indices such as the normalised difference 
vegetation index (NDVI), normalised difference built-up 
index (NDBI), and the normalised difference water index 
(NDWI), among others, are utilised to enhance building-
background separability, thereby improving building 
extraction [31-33]. 

To address this challenge, many researchers have 
resorted to ancillary datasets, such as the RGB vegetative 
indices (VIs), to distinguish buildings from vegetative 
features [1, 4]. VIs can capture subtle spectral variations, 
and they present a promising approach for enhancing 
building classification and segmentation when 

integrated with the spatial context analysis of GeoBIA [1, 
34]. 

While some research works have concentrated on 
improving building classification using RGB VIs, a 
comprehensive comparison evaluating the impact of 
each VI on classification accuracy has yet to be 
conducted. This study aims to bridge this gap. 
Consequently, the primary objective of this study is to 
investigate the impacts of incorporating RGB-based VIs 
into the GeoBIA classification pipeline for building 
extraction. To achieve this objective, four well-
established VIs were utilized. These include the green 
leaf index (GLI), red-green-blue vegetation index 
(RGBVI), visual atmospherically resistant index (VARI), 
and triangular greenness index (TGI) were employed. 
These VIs were combined with UAV-RGB imagery to form 
separate datasets for the building classification task. The 
efficacy of each dataset was evaluated using key 
performance metrics, including overall accuracy (OA), 
precision (P), recall (R), and F-1 score. 

 
2. Material and method 

 
This study utilized the Google Earth Engine (GEE) 

Platform to perform the building extraction. GEE is a 
planetary-scale platform designed for Earth science and 
data analysis. The platform offers a web-based code 
editor equipped with a Javascript API for executing 
scripts. Consequently, it enables the use of cloud 
computing to quickly develop and perform complex 
geospatial workflows with ease. 

The orthophoto of the study area had to be uploaded 
to the platform so as to perform the building extraction 
using the GeoBIA approach. The dataset was 
subsequently imported into the code editor, followed by 
the performance of the analysis. The workflow involved 
generating RGB VIs using the individual bands of the 
orthophoto, creating the datasets of each VI from the 
bands of the original orthophoto, adding each VI and the 
RGB image, performing an object-based segmentation on 
each dataset, selecting features for building and non-
building classes, and training and testing a machine-
learning classifier on the selected features. 

The Randon Forest (RF) machine-learning classifier 
was adopted for this study, whereas the simple linear 
iterative clustering (SLIC) algorithm was exploited for 
the segmentation step. Figure 1 depicts the workflow 
adopted for this study. 

 
2.1. Study area and dataset 
 

The New Mankessim community is within the 
administrative jurisdiction of the Tarkwa Nsuaem 
Municipal Assembly, located approximately 19.30 
kilometres southwest of the municipal capital, Tarkwa, in 
the Western Region of Ghana. From a geographical 
perspective, the community is positioned at latitude 5°5’ 
29.45” N and longitude 2°6’ 4.70” W, nestled at an 
average altitude of 55 meters above mean sea level. In 
response to the evolving mining dynamics, a prominent 
mining company operating in the region initiated a 
resettlement program to relocate the community 
members from their previous dwellings to the current 
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location. Consequently, a well-planned layout is a notable 
feature of the New Mankessim community. In addition, a 
consistent architectural style marks this layout and 
reflects a cohesive and deliberate approach to urban 
development.  

Aerial images of the area were acquired using a 
Phantom 4 UAV. These images were processed using 
Agisoft Metashape Pro photogrammetric software to 
obtain a georectified image of the community. Figure 2 
depicts the georectified image of the study area. 

 
2.2. Geographic object-based image analysis 

(GeoBIA) 
 

GEOBIA is an image analysis approach that is 
commonly applied to VHR remote sensing data. It serves 
various purposes, such as land-cover mapping and 
identifying specific geographic objects like buildings, 
cars, and trees [35-36]. The workflow of the GeoBIA 
approach includes image segmentation, feature 
extraction, image classification, and accuracy 
assessment. These steps were all implemented using the 
Google Earth Engine platform.  

 

 
Figure 1. Methodological workflow. 

 
 

 
Figure 2. UAV image of New Mankessim. 

 
2.2.1 Image segmentation 
 

This is the first step of geographic object-based image 
analysis, and it involves segmenting images into 

homogenous objects [23]. Image objects are groups of 
neighbouring pixels representing objects within the 
orthophoto with similar spectral and spatial attributes. 
There are various methods for performing image 
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segmentation; however, the simple linear iterative 
clustering (SLIC) algorithm proposed by Achanta et al.  
[37] was utilized. SLIC is a seed-based clustering 
technique that uses a modified k-means clustering 
strategy to create highly efficient superpixels. Unlike 
prior methodologies, SLIC excels in preserving 
boundaries while offering improved speed and memory 
efficiency. 

It also enhances segmentation performance and can 
be extended for super voxel generation. This method 
carefully incorporates considerations of both color 
homogeneity and shape uniformity, achieving a well-
balanced trade-off between these aspects [38]. To obtain 
optimum and homogenous image objects using SLIC, 
several parameters, such as compactness, seed size, and 
grid type, need to be defined.  

However, due to the vast search space of the 
parameters, choosing the optimum combination of 
parameters is challenging. If the parameter combination 
is not carefully chosen, it can result in under-
segmentation or over-segmentation. Thus, there is a high 
chance of low performance when the wrong parameter 
combination is used [25]. For this work, the parameters 
were determined using a trial-and-error approach, 
adopted according to the approach in [39, 40]. 
 
2.2.2 Feature extraction and selection 
 

This step involves capturing substantial information 
from the image segments’ objects to characterize 
features within an image. Commonly extracted features 
include spectral information, texture, shape, size, and 
contextual relationships. The most relevant features are 
subsequently selected to contribute to and optimize the 
computational efficiency of the subsequent classification 
process [3]. 

The spectral attributes, primarily the mean values of 
the red, green, and blue (RGB) bands, were extracted for 
this study. In addition, the mean of the spectral indices, 
that is, the green leaf index (GLI), red-green-blue 
vegetation index (RGBVI), visual atmospherically 
resistant index (VARI), and triangular greenness index 
(TGI), were extracted. These mean spectral values were 
chosen as the primary features for building extraction 
and further characterization because they capture colour 
information for distinguishing building objects from 
other urban features. 

A total of 916 samples, 456 representing buildings 
and the remaining non-building objects, were selected to 
train the machine learning classifier. The samples were 
randomly divided into training (80%) and validation or 
test (20%) sets to facilitate model training and 
evaluation. This partitioning ensures that the machine 
learning classifier is robust and reliable, permitting 
effective learning. Moreover, it enables assessing the 
model’s performance in distinguishing between building 
and non-building classes. 
 

2.2.3  Classification  
 

The step involves using a machine learning classifier 
to classify the segments into respective classes. For this 
research, the random forest (RF) classifier that Breiman 

[41] proposed was employed to classify the selected 
features as either buildings or non-buildings. RF is an 
ensemble machine learning algorithm that combines 
multiple decision trees to make predictions. Each tree in 
the forest is trained on a different subset of the data with 
bootstrapping and random feature selection. The final 
prediction is determined by a majority vote or averaging 
of individual tree predictions, making it robust, accurate, 
and less prone to overfitting, making it robust and 
effective in handling complex classification tasks [42, 43].  

For this research, the RF classifier was trained using 
the 769 training samples, with the mean values of each 
dataset serving as input features. Like the SLIC algorithm, 
RF also has several parameters that must be fine-tuned 
for optimum classification. These include the number of 
trees, variablesPerSplit, minLeafPopulation, bagFraction, 
and maxNodes seed. Choosing a prejudiced parameter 
can result in overfitting or underfitting. Other than the 
number of trees set to fifty (50), default values were 
maintained for all the other parameters. 

Subsequently, the performance of the trained RF 
model was assessed using the test data. This was to 
ascertain how the RF model fared on unseen datasets, 
prior to classifying the entire dataset. 

The final step was to assess the binary raster 
produced by each dataset. As such, the classified datasets 
were exported, and an evaluation was performed using 
ArcMap. The create accuracy assessment points and 
update accuracy assessment points functions in the 
spatial analyst toolbox were adopted for this approach. 
Using the create accuracy assessment points function, 
the equalized stratified random sampling technique was 
used to generate 1500 data points each for the building 
and non-building classes. The ground truth mask, 
generated from the digitized building polygons, was used 
as the target field for this operation. 

Subsequently, the update accuracy assessment points 
function was utilized to generate reference points for 
each classified dataset. These reference points were used 
to assess the validity of the classified images with regard 
to the ground truth mask. 
 
2.3  Evaluation metrics 
 

A comprehensive validation approach was adopted to 
assess the accuracy of the building classification. The 
trained RF classifier was applied to the validation data to 
classify buildings and non-buildings. The results were 
then compared with ground truth data to evaluate 
classification performance. This evaluation was based on 
four metrics: overall accuracy, precision, recall, and F1-
score, all of which were computed using a confusion 
matrix.  

Recall is a metric that quantifies the proportion of 
building image objects that were successfully classified 
as buildings. It measures how effectively the proposed 
methodology captures all existing buildings within the 
validation dataset. Conversely, precision offers insights 
into the correctness of the approach by elucidating the 
probability that a detected structure is indeed a building 
[33]. 

F1-score is a metric that considers precision and 
recall, thereby providing a balanced assessment of the 
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approach’s performance. It is an essential metric when 
there is an imbalance between positive and negative 
instances in the dataset.  

Overall accuracy is a metric that measures the ratio of 
correctly classified building instances to the total 
number of building instances in the dataset. Equations 
(1) to (4) give the mathematical formulations for the 
evaluation metrics. 
 

Recall R= 
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (1) 

   

Precision P= 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

   

Overall Accuracy OA= 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (3) 

   

F1-score F1= 
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (4) 

 

In Equations (1-4), TP represents correctly identified 
building segments, TN indicates correctly identified non-
building segments, FP represents non-building segments 
erroneously classified as buildings, and FN denotes 
building segments incorrectly classified as non-building. 
 
2.4 RGB-vegetative indices 
 

Most consumer-grade UAVs are equipped with RGB 
cameras. RGB vegetation indices (VIs) are derived 
through mathematical equations applied to two or more 
spectral bands to emphasize specific aspects of 
vegetation greenness, thereby facilitating the 
identification of distinctive vegetation features within 
the imagery. This is possible as the digital number values 
of each band can be used to compute the pixel value in 
the RGB image. Several RGB VIs have since been created 
and developed [34, 44]. The RGB VIs utilized in this 
research are depicted in Figure 3, and their respective 
equations are in Table 1. 

 
 

 
Figure 3. RGB VIs (a)GLI, (b)RGBVI, (c)VARI, and (d)TGI. 

 
Table 1. RGB-VIs Utilized. 

VI  Formula Reference 

Green Leaf Index  GLI = 
(2 ×𝐺𝑟𝑒𝑒𝑛)−𝑅𝑒𝑑−𝐵𝑙𝑢𝑒

(2×𝐺𝑟𝑒𝑒𝑛)+𝑅𝑒𝑑+𝐵𝑙𝑢𝑒
 [45]  

Red-Green-Blue Vegetation 
Index 

 RGBVI = 
𝐺𝑟𝑒𝑒𝑛2−𝐵𝑙𝑢𝑒 ×𝑅𝑒𝑑

𝐺𝑟𝑒𝑒𝑛2+𝐵𝑙𝑢𝑒 ×𝑅𝑒𝑑
 [46]  

Visual Atmospherically 
Resistant Index 

 VARI = 
𝐺𝑟𝑒𝑒𝑛−𝑅𝑒𝑑−𝐵𝑙𝑢𝑒

𝐺𝑟𝑒𝑒𝑛+𝑅𝑒𝑑+𝐵𝑙𝑢𝑒
 [47]  

Triangular Greenness Index  TGI = 𝐺𝑟𝑒𝑒𝑛 − (0.39 × 𝑅𝑒𝑑) + (0.61 × 𝐵𝑙𝑢𝑒) [48] 
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3. Results  
 

This study generated five distinct datasets by 
combining the RGB VIs with the UAV-RGB image. These 
composite datasets included RGB with GLI, RGB with 
RGBVI, RGB with VARI, RGB with TGI, and RGB with all 
indices. Subsequently, each combination was used to 
train and validate the Random Forest (RF) classifier 
using selected spectral information.  

The evaluation results obtained for each 
combination are detailed in Table 2. These results were 
derived from the 147 test datasets using the evaluation 
metrics, and these findings provide insight into how the 

random forest model performed on the test datasets. A 
visual representation of Table 2 is presented in Figure 4. 
The confusion matrix from the validation process using 
the test data is illustrated in Figure 5. 

The quantitative assessment derived from the 
classification result for each dataset is outlined in Table 
3. These findings give insight into how each classified 
output corresponds with the ground truth. Figure 6 is a 
bar chart providing a visual representation of Table 3. 
The confusion matrix for the post-classification 
assessment is depicted in Figure 7, and Figure 8 presents 
the classification results obtained by each dataset.  
 

 

Table 2. RF performance on test dataset for various combinations. 
Dataset Metric 

OA P R F1 
UAV-RGB only 0.9565 0.9643 0.9529 0.9586 

RGB + GLI 0.9632 0.9897 0.9411 0.9648 
RGB +RGBVI 0.9660 0.9671 0.9671 0.9671 
RGB + VARI 0.9799 0.9806 0.9806 0.9806 
RGB + TGI 0.9714 0.9880 0.9535 0.9704 

RGB + All Indices 0.9507 0.9570 0.9368 0.9468 

 
Table 3. Classification performance of various datasets.  

Dataset Metric 
OA P R F1 

UAV-RGB only 0.9553 0.9401 0.9727 0.9561 
RGB + GLI 0.9673 0.9655 0.9693 0.9674 

RGB +RGBVI 0.9647 0.9491 0.9820 0.9653 
RGB + VARI 0.9603 0.9429 0.9800 0.9611 
RGB + TGI 0.9657 0.9580 0.9740 0.9660 

RGB + All Indices 0.9660 0.9575 0.9753 0.9663 

 

 
Figure 4. Plot of RF validation result. 
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Figure 5. Confusion matrix for test data validation. 

 

 
Figure 6. Bar plot of classification validation. 

 
4. Discussion 
 

From Table 2, which is the validation result based on 
the test data, it is observed that the combination of RGB 
and VARI achieved the highest overall accuracy (0.9799), 
recall (0.9806), F1-score (0.9806), and third-best 
precision (0.9806). This dataset improved the 

performance of the approach in classifying building 
instances, attaining a mean improvement of 1.9975. 

The RGB and TGI combination achieved the second-
highest OA of 0.9714, the highest precision and F1-score 
of 0.9880 and 0.9704, respectively, and the third-best 
recall value of 0.9368, amounting to an average 
improvement of 0.6900. 
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Figure 7. Confusion matrix for classification result validation. 

 

 
Figure 8. Building Extraction Results RF Classifier (a) UAV Image, (b) RGB + GLI, (c) RGB + RGBVI, (d) RGB + VARI, (e) 

RGB + TGI, and (f) RGB + All Indices. 
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The combination of RGB and RGBVI had the second-
best recall (0.9671), third-best OA (0.9660), and F1-score 
(0.9671) values, and the fourth-best precision (0.9671). 
Thus, combining the RGBVI with the RGB orthophoto 
improved the classification approach by an average of 
0.7075. 

The RGB and GLI combination achieved the highest 
precision (0.9890). Notwithstanding, it ranked fourth in 
terms of overall accuracy (0.9632) and F1-score (0.9648) 
and fifth in recall (0.9411), which was lower than the 
standalone RGB combination. This combination attained 
a mean improvement of 0.6625. 

The combination of all the RGB VIs and the RGB 
orthophoto had the least values for all the metrics, 
attaining an OA of 0.950, precision of 0.9570, recall of 
0.9368, and F1-score of 0.9468. This result implies that 
combining all the VIs with RGB orthophoto decreased the 
performance of the building extraction approach by an 
average of -0.3975.  

When considering only the RGB orthophoto, the 
overall accuracy, precision, recall, and F1-score values 
were 0.9565, 0.9643, 0.9529, and 0.9586, respectively, 
with the recall value ranking third, surpassing the RGB 
with GLI and RGB with all indices combinations.  

The quantitative assessment of the classification 
result in Table 3 indicated that the RGB and GLI 
combination attained the best classification compared to 
the ground truth. The RGB and GLI attained the highest 
overall accuracy (0.9673), precision (0.9655) and F1-
score (0.9674). Interestingly, this combination attained 
the lowest recall value of 0.9693.  

Combining all the VIs with the RGB orthophoto 
achieved the second-best overall accuracy (0.9660) and 
F1-score (0.9663). This dataset combination also 
attained the third-best scores for precision (0.9575) and 
recall (0.9753). These scores contrast sharply to those 
attained for the test sample, where the dataset attained 
the lowest scores. 

The third-best classification result was obtained by 
combining RGB and TGI. This dataset obtained the 
second-best score for precision (0.9580), the third-best 
score for overall accuracy (0.9657), and the F1-score 
(0.9660). For recall, this dataset obtained the fourth-best 
score of 0.9740. 

From Table 3, the RGB and VARI dataset had the 
fourth-best classification output. This combination had 
the second-best recall value of 0.9800 and the fifth-best 
values for overall accuracy (0.9603) and precision 
(0.9429). Notwithstanding, the dataset attained the 
lowest value of 0.9611 for the F1-score.  

The RGB and RGVI dataset achieved the fourth-best 
values for overall accuracy (0.9647) and precision 
(0.9491). This dataset also gained the fifth-best result 
(0.9653) for F1-score and the lowest value (0.9820) for 
recall. 

Lastly, the RGB dataset had the lowest classification 
performance. This dataset had the lowest values of 
0.9553 and 0.9401 for overall accuracy and precision, 
respectively. Nevertheless, the dataset attained the 
fourth-best value for F1-score (0.9561) and the fifth-best 
value for recall (0.9727).  

These two results underscore the contribution of the 
VIs in the building extraction pipeline. Nonetheless, it is 

evident that the VIs had varying performances. From the 
test dataset, it is evident that the RGB and VARI dataset 
outperforms the other datasets in terms of overall 
accuracy (OA), precision (P), recall (R), and F1-score. It 
was also interesting to note that the RGB and all Indices 
dataset performed slightly worse than the UAV-RGB only 
dataset. This dataset attaining the worst performance on 
the test data can be attributed to the curse of 
dimensionality, where redundant spectral information 
from the VIs introduced noise and multicollinearity. 
Thus, the effectiveness of a classification model is 
hindered, and the chance of overfitting the training 
dataset is increased [49]. The result from the 
classification showed a slight difference from the testing 
sample results. While the RGB and VARI dataset still 
performs well, the RGB and GLI and RGB and all Indices 
datasets demonstrated an improved performance.  

The qualitative maps in Figure 8 show that the 
datasets produced similar visual outputs. All the datasets 
could identify and extract the outlines of the buildings of 
within the image. However, just like most attempts of 
automation in building extraction, there is the need for 
some manual editing and revision [50]. From Figure 6, it 
is noticeable that there was confusion among building 
rooftops and impervious surfaces such as roads and soil 
surfaces. This cataclysm resulted in commission errors, 
leading to an inconsistent classification. This can be 
attributed to the VIs’ strength in differentiating between 
vegetation and non-vegetation rather than among urban 
features. Figure 6 shows that all the datasets falsely 
classified a section of the central road as a building. 

 

5. Conclusion  
 

This study aimed to assess the contribution of four 
RGB VIs, GLI, RGBVI, VARI, and TGI, in improving building 
classification tasks from UAV imagery. To that aim, four 
datasets containing a combination of these VIs and RGB-
UAV were created, and a GeoBIA approach was adopted 
to classify building features from these datasets. In 
addition, a fifth dataset was created by combining all the 
RGB VIs and the UAV image.  

The experimental results highlight the advantages of 
integrating vegetative indices into building extraction 
from UAV-RGB imagery. The RGB and VARI dataset 
emerged as the top-performing combination, achieving 
the highest overall accuracy, precision, recall, and F1-
score on the test dataset. However, it is worth noting that 
the RGB and GLI dataset stood out for its exceptional 
precision. This result was useful during the classification 
step, where the dataset attained the result. Thus, it 
produced a classification result that was similar to the 
ground truth mask. 

In conclusion, integrating the RGB-based VIs into the 
GeoBIA classification pipeline significantly improved the 
accuracy of building extraction from UAV-RGB imagery. 
Nevertheless, the choice of VIs and their combination 
plays a crucial role in the performance of the extraction 
approach. The combined use of all indices does not 
consistently outperform individual indices, emphasizing 
the significance of selecting relevant combinations. 
Future research could focus on choosing the best 
combination of VIs that further enhance the performance 
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of building extraction. Also, other machine-learning 
classifiers can be adopted, and their performance can be 
assessed during the classification step. 
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 With the escalating need for alternative energy sources due to economic crises and fossil fuel 
shortages in Lebanon, solar photovoltaic (PV) panels have emerged as an attractive solution. This 
study examines the capacity and efficacy of rooftop-installed PV solar panels. Using geospatial 
technologies, including Digital Surface Models drone-based photogrammetry, the study assesses 
geometric and solar characteristics, seasonal solar radiation, solar duration, and power for 40 PV 
units installed in the study area. This research presents specific quantitative values for optimal 
orientations that result in high solar radiation across various seasons and identifies varying slopes 
influencing the performance of PV solar panels. Employing the Agglomerative Hierarchical 
Clustering (AHC) technique, PV units are systematically classified into clusters labeled as 
Moderate, High, Low, and Very Low solar power, offering quantitative metrics regarding the 
effectiveness of distinct panels. The high-efficiency Cluster exhibits an average solar power of 
1868.114 kWh/m² during the summer season, whereas the Very Low Cluster, comprising panels 
with minimal solar power output, averages 150.578 kWh/m² in the same season. In conclusion, 
the most effective PV solar panels within the study area are those oriented between 195 and 225 
degrees, with shallow inclination angles and larger surface areas contributing to enhanced 
performance in capturing solar radiation and generating power. These precise quantitative 
insights contribute to informed decision-making for optimizing the placement of PV panels to 
enhance energy generation. The study's recommendations are substantiated by specific numerical 
data, guiding future solar installations to maximize solar energy generation. 
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1. Introduction  

 
Due to the economic crisis that struck Lebanon in late 

2019, coupled with power outages caused by fossil fuel 
shortages and high prices, the depletion of global fossil 
fuel resources has prompted a critical search for 
alternative energy sources to meet contemporary 
demands. Once considered an expensive and inefficient 
method of generating electricity, solar PV panels have 
become increasingly affordable and appealing when 
compared to rising energy prices from non-renewable 
sources. Solar power has also grown more accessible to 
homeowners. 

Individuals have installed solar panels on building 
roofs to generate electricity for their household needs. 
Certain residents have achieved energy independence 
and reduced reliance on the public electricity grid. PV 
technology directly converts solar energy into electricity 
based solely on the availability and quality of renewable 

resources, technical system performance, topographic 
limitations, and environmental and land-use constraints 
[1]. 

PV technology stands as one of the fastest-growing 
technologies worldwide. It boasts independence and 
adaptability to various scenarios, making it versatile. It 
can seamlessly integrate with smart grid networks and 
can also be tailored for small-scale applications like 
stand-alone PV power systems on rooftops [2,3]. 

Numerous solar radiation estimation models, such as 
remote sensing, geo-statistics, and Geographic 
Information Systems (GIS), have been developed to 
provide a more cost-effective and convenient way of 
measuring radiation, as opposed to deploying multiple 
sensors to the area for direct measurement. 

Using GIS has gained momentum in renewable energy 
across various regions of the world. It has proven 
invaluable in developing spatial decision support 
systems, aiding decision-makers in resolving spatially 

https://dergipark.org.tr/en/pub/mephoj
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related issues by leveraging geographical controlling 
factors [4]. 

On a global scale, the primary controlling factors 
include latitude, distance from the sun, and the time of 
the year. On a local scale, significant sources of spatial 
variation encompass elevation above sea level, surface 
inclination, surface orientation, and the shadowing 
effects of nearby terrain features [5]. 

In this study, weather conditions were excluded due 
to their instability, unpredictability, and the challenges 
associated with modeling cloud patterns. Atmospheric 
conditions can span from overcast skies and clear skies 
to partly cloudy skies, direct sunlight, and uniform skies. 
The solar radiation for the study area was calculated 
under clear-sky conditions. 

As interest in solar power generation continues to 
rise, the number of published studies evaluating the 
photovoltaic (PV) potential of different regions has 
steadily increased for more than a decade. 

The Energy Sector Management Assistance Program 
(ESMAP) has identified the theoretical, practical, and 
economic potential of PV in each country, presented 
through maps and summary tables. This resource could 
serve as a foundation for global study [6]. 

One area of research is dedicated to precisely 
estimating the power production of photovoltaic (PV) 
systems installed on building roofs and identifying 
potential locations for solar energy harvesting [6].  

The research conducted by [7] assessed the solar 
energy potential across Europe. On a more localized 
level, individual country and regional studies strive to 
pinpoint and suggest viable solar energy project 
opportunities. These studies utilize methodologies such 
as multiple-criteria decision-making (MCDM), the 
analytic hierarchy process (AHP), and fuzzy logic, to 
establish recommendations for solar energy 
development. 

Choi et al. [8] reviewed geographic information 
system (GIS)-based methods and their applications in the 
planning and design of solar power systems. They 
categorized GIS-based studies into three main groups: 1) 
solar radiation mapping, 2) site evaluation, and 3) 
potential assessment. The review involved classifying 
previous GIS-based studies into subtopics based on 
factors such as the complexity of the GIS methods 
employed, the solar power conversion technology, or the 
scale of the study area. 

The majority of GIS research and its applications in 
solar power have focused on identifying the potential for 
solar panels [9-11], suitability for PV farms [12], and 
feasibility of PV implementation [13,14]. There has been 
a lack of research examining the capacity of PV solar 
panels after installation using geospatial technologies. 

Our study introduces a fourth category to the three 
groups identified by [8]. This category will delve into the 
efficacy of rooftop-installed PV solar panels, specifically 
focusing on their capacity to generate electricity. 
However, to our knowledge, no such assessment has 
been published at the micro level. This research gap 
underscores the significance of our study within the local 
solar industry, we analyze the capacity of rooftop PV 
solar panels within a small area of the El Meten region in 
Lebanon. 

There are three primary causes of spatial variability 
in radiation at the land surface: (1) the orientation of the 
Earth relative to the sun, (2) clouds and other 
atmospheric inhomogeneities, and (3) topography. The 
first cause influences latitudinal gradients and seasons. 
The second cause is linked to local weather and climate, 
but it will not be addressed in this study. The third cause, 
including spatial variability in elevation, slope, aspect, 
and shadowing, can give rise to pronounced local 
gradients in solar radiation. These gradients support our 
study [15].  

Topographic effects on direct radiation were 
calculated for each grid node in a Digital Surface Model 
(DSM) using the spatial analysis tool within ArcGIS Pro, 
over Fall, Winter, Spring, and Summer. Sun elevation and 
azimuth were factored in. 

Digital Surface Models (DSM) and Ortho mosaics, 
generated through drone photogrammetry and 
Geographic Information System (GIS) technology, were 
utilized for analyzing the capacity and efficacity of the 
pre-installed rooftop PV solar panels. 

The utilization of drones was preferred over 
previously available digital elevation data due to their 
higher precision and ability to identify rooftop solar 
panels accurately. 

The surface model was also employed to calculate 
panel slopes and aspects, aiding in identifying the 
optimal locations and orientations for the installed 
photovoltaic solar cells. Solar radiation duration and 
power were computed for each of the four seasons: Fall, 
Winter, Spring, and Summer 

This study serves as an initial step toward developing 
a plan by assessing the solar potential and power 
generation capacity of rooftop solar panels. Leveraging 
geospatial data enables the calculation of a more precise 
estimation of solar capacity for structures across the 
entire region. Traditional methods have often relied on 
less accurate datasets like bare earth Digital Elevation 
Models or time-consuming individual property 
assessments. Through the utilization of drone 
photogrammetry to generate high-resolution elevation 
data, the Digital Surface Model (DSM) can influence solar 
energy specifically on the Earth's surface [16]. 

It's important to note that not all rooftop PV systems 
are installed uniformly. Evaluating the efficacy of these 
solar panels can be achieved through manual surveys 
conducted by experts in the field. However, this approach 
is highly impractical for estimating PV efficacity over a 
larger region with numerous rooftops. 

This study aims to address these questions: 
1. What are the geometrical and solar characteristics 

of the installed PV units that exhibit high solar radiation 
and power? 

2. How can PV solar panels be categorized based on 
their efficacity? 

 
2. Materials and method 

 
In Lebanon, a Middle Eastern country, there is an 

urbanized area of 5 hectares in the El Meten region. 
According to the Global Solar Atlas 2.0, the long-term 
yearly average of potential photovoltaic electricity 
production, covering the period between 1999 and 2018, 
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was 1583 kWh. This value is promising for conducting 
solar energy experiments [17]. 

The experiment area is relatively small due to 
restrictions on drone flights in urban areas and the 
limited endurance of drone batteries. 

The study area in Figure 1 is characterized by its 
urban structure, which includes a variety of small private 
homes and large residential buildings suitable for the 
installation of PV solar panels. 

 

 
Figure 1. Study area. 

 

 
Figure 2. a) Ortho mosaic with the numbers of PV solar panels, b) The DSM with the PV solar panels. 
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For the photogrammetry mission, a DJI Phantom 4 
with a 20-megapixel camera was employed. The drone 
was flown at a height of 100 meters from the take-off 
point, capturing 46 aerial frames with an 80% overlap 
and 70% side lap. These overlaps would generate a dense 
point cloud for Ortho mosaic and DSM production. 

To ensure accuracy, 10 control points were 
strategically placed on the ground and surveyed using a 
differential Global Navigation Satellite System receiver. 
This receiver boasted a horizontal accuracy of 0.5 cm and 
a vertical accuracy of 2 cm, which proved to be more than 
adequate for solar study purposes. 

The resulting Ortho mosaic, with a spatial resolution 
of 4 cm, was employed to digitize the PV solar panels in 
Figure 2a. Figure 2 depicts 40 PV units, each of which 
could consist of 2 or more panels. 

Concurrently, a DSM was generated with a spatial 
resolution of 7 cm to be used for solar radiation and solar 
duration calculations. 

Figure 2a of the Ortho mosaic showcases the 40 
digitized PV units composed of solar panels with varying 
areas and orientations. These panels were installed 
without prior studies and are predominantly oriented 
towards the East-South direction. 

Figure 2b of the DSM illustrates elevation intervals 
above sea level, ranging from 441 to 507 meters, 
effectively displaying building and tree heights. 

Solar radiation received from the sun stands as the 
primary energy source for PV panels, rendering an 
understanding of its significance at landscape scales 
crucial for comprehending an array of natural processes 
and human activities. 

Within landscape scales, topography emerges as a 
pivotal determinant of the spatial fluctuations in solar 
radiation. These fluctuations evolve with the progression 
of the day and the shifting of seasons, contributing to the 
variations in microclimates. These microclimatic 
differences encompass elements like air and soil 
temperatures, evapotranspiration, patterns of snowmelt, 
soil moisture, and light accessible for photosynthesis. 

The computation of solar radiation was executed 
through the utilization of the area solar radiation tool 
within ArcGIS Pro, aligned with the DSM derived from 
drone-based photogrammetry as the primary input. 
However, this study did not delve into investigating the 
accuracy and quality of the resulting DSM. 

The ArcGIS Pro Spatial Analyst extension facilitates 
the mapping and analysis of solar effects employing 
techniques rooted in the hemispherical viewshed 
algorithm [5]. This approach incorporates 
considerations for atmospheric influences, site latitude 
and elevation, slope steepness, compass direction 
(aspect), daily and seasonal variations in solar angles, 
and the impacts of shadows cast by surrounding 
topography, as expressed by the DSM grid. 

The latitude (33.9304) at the center of the study area 
is employed in calculating solar declination and solar 
positioning. Given that the analysis is tailored for micro 
scales, the practice of utilizing a single latitude value for 
the entire DSM is generally acceptable. However, for 
global scales, insolation outcomes would notably diverge 
across distinct latitudes, necessitating division into zones 
characterized by different latitudes. 

Solar effects are computed based on distinct seasonal 
periods—Fall, Winter, Summer, and Spring. When 
determining the most suitable orientation for 
installations, it is crucial to account for the sun's relative 
angular position throughout the year and day. 

During Summer in the Northern Hemisphere, the 
region is inclined towards the sun, leading to more direct 
solar rays striking the ground from the first of June until 
the first of September. Conversely, in Winter, spanning 
from the first of December till the first of March, the 
Northern Hemisphere is oriented away from the sun 
[18]. 

Considering these factors, for installations within the 
Northern Hemisphere, a southern exposure is typically 
considered optimal for capturing the highest intensity of 
sunlight overall [19,20].  

The solar radiation output raster data in Figure 3 are 
of the floating-point type and are measured in units of 
Kilowatt hours per square meter (kWh/m²). 

In the SAGA GIS software, the seasonal average solar 
duration was computed using the DSM derived from 
drone data. The resulting solar duration output, 
presented as an integer raster, represents the mean value 
across Fall, Winter, Spring, and Summer, measured in 
hours. 

It's worth noting that the performance of PV solar 
power plants is generally not significantly impacted by 
temperature [12]. The value of solar radiation estimates 
the potential electricity generation within each PV unit. 

The seasonal solar energy production is determined 
by the dimensions of the PV solar panels, which are 
outlined in a shape file digitized from the Ortho mosaic. 
The unit of solar electricity power (UP) is calculated 
following the method [21] outlined by Equation 1. 
 

𝑈𝑃 = 𝐴 × 𝑆𝑅𝑆𝑒𝑎𝑠𝑜𝑛 × 0.163 × 0.8592 (1) 
 

UP = Unit Power (kWh) 
r = 16.3% PV solar panel efficiency of PV modules  
PR = 85.92% performance ratio (PV Watts Calculator: 
14.08% system losses) 
SR is the mean solar radiation received per unit area 
(kWh/m2) each season,  
A is PV solar panel unit area (m2),  

 
The value of the efficiency (r) used is adopted from 

the National Renewable Energy Laboratory of the USA 
[21]. 

To accurately estimate solar radiation across the 
study area throughout the four seasons, a high-resolution 
solar radiation raster was computed using the solar 
radiation module within ArcGIS Pro. This module 
considers a variety of factors, including atmospheric 
influences, site latitude and elevation, slope steepness, 
compass direction (aspect), daily and seasonal shifts in 
the sun angle, and the impacts of shadows cast by 
surrounding topography. It provides the flexibility to 
adjust the coefficient of atmospheric transmissivity, as 
detailed by [12]. 

The model's calculations encompass the summation 
of direct and diffuse radiation across all sectors of both 
sun maps and sky maps. The primary input parameters 
employed in this model were derived from the DSM 
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generated through drone-based photogrammetry, as 
depicted in Figure 2b. 

Following the GIS processing steps for generating 
slopes, aspect, SR, SD, and UP values, a zonal statistics 
analysis was conducted for the PV units. This analysis 
facilitated the extraction of the geometric and solar 
characteristics of the 40 photovoltaic units. 

 
3. Results and Discussion 
 

The 40 PV units of solar panels were delineated from 
the ortho mosaic generated. Then utilizing the integrated 
DSM within ArcGIS Pro, the seasonal Solar Radiation (SR) 
depicted in Figure 3 was produced. 

Four raster data displaying the average solar 
duration for each season—Fall, Winter, Spring, and 

Summer were generated. These raster data were 
developed by considering the elevations from the DSM 
data, utilizing SAGA software. 

The Unit Power of the solar panels was calculated 
according to equation number 1. 

In the fall season, the maximum solar radiation 
reaches 338.208 kWh/m², and this value declines to 
252.428 kWh/m² during the winter period, as illustrated 
in Figure 3b. These calculations do not consider the 
influence of atmospheric conditions. Moving into the 
spring season, solar radiation increases to 473.158 
kWh/m², further reaching an average of 537.235 
kWh/m² during the summer. This increase is 
pronounced on rooftops and in open areas, exemplified 
by the red regions in Figure 3d. 

 

 
Figure 3. Seasonal solar radiation, a) Fall, b) Winter, c) Spring, and d) Summer. 
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The geometry of the PV solar panel units is defined by 
the area they cover, their orientation angle regarding the 
North direction (measured in degrees), and the slope of 
the installed panels (also in degrees).  

The areas of the PV unit solar panels vary, ranging 
from 1.5 m² to 32.7 m². More than 20 PV solar panels 
among the 40 units under study have areas exceeding 20 
m². 

Figure 4 provides insights into the seasonal 
characteristics of the solar panels as determined by this 

study. These include the mean solar radiation (SR), the 
mean solar duration in hours, and the solar unit power 
(UP) measured in kWh.  

Determining the optimal placement for photovoltaic 
(PV) panels involves a multitude of factors, 
encompassing geographical location, climate, available 
space, and the specific objectives of the PV system. The 
key considerations of the most suitable orientation for 
PV placement are listed in Table 1: 
 

 

Table 1. Factors affecting the optimal PV panel orientations. 
Factors Affections 

Solar Angle and Latitude The angle of the sun and the latitude of the location affect the optimal panel orientation. 
Direction The cardinal direction (north, south, east, west) affects the exposure of the panels to sunlight. 
Tilt Angle The tilt angle of the panels can affect their efficacy in capturing sunlight. 
Shading Avoiding shading from nearby structures or vegetation is crucial to maximize energy production. 

Energy Consumption Patterns Aligning panel production with peak energy consumption times can optimize system 
performance. 

Climate Weather patterns, temperature, and cloud cover influence panel orientation choices. 
Economic Factors The costs associated with installations and potential energy savings play a role in orientation 

decisions. 

 
 

In our study area, the PV panel units were installed 
with roof-oriented panels numbered 28, 29, 30, 31, 32, 
and 33. These panels are predominantly oriented to the 
South and Southwest, depending on installation 
feasibility. 

PV panels with high Solar Radiation (SR) values are 
oriented between 180 and 233 degrees, corresponding to 
the south and southwest directions. However, the 
orientations associated with high Solar Duration (SD) 
values differ across seasons. In the fall season, the 
interval is between 228 and 231 degrees, in winter it's 
227 to 233 degrees, in spring the high SD values are 
achieved with orientations between 180 and 195 degrees 
(toward the south), and in summer, when solar rays 
directly strike the ground, the interval tends towards the 
southwest (225-231 degrees). 

The average slope of the installed PV unit solar panels 
with high SR values shows distinct patterns across 
seasons. Specifically: 

Fall and Winter: Panels with high SR values have an 
average slope of 26 to 34 degrees. 

Spring: High SR panels display an average slope 
ranging from 22 to 24 degrees. 

Summer: Panels with low slope angles, typically 
between 6 and 16 degrees, attain higher SR values due to 
the direct solar rays striking the ground. 

Interestingly, the PV units of solar panels that exhibit 
high SR values for the fall and winter seasons remain 
relatively consistent for spring and summer. However, 
the summer season introduces a shift in high SR values, 
where the panels that receive the most direct solar rays, 
such as panels numbered 14, 15, 16, and 24, achieve the 
highest SR values. This adjustment is noteworthy as 
these panels differ from those with high SR values in fall 
and winter (panels numbered 1, 23, 35, and 37). The 
result is a noticeable increase in SR values for panels 14, 
15, 16, and 24 during the summer season. 

In Figure 2, small areas housing PV solar panels 14, 
15, and 16 exhibit high SR (Solar Radiation) values. These 
panels are on the same rooftop and share identical 

orientations with PV solar panel number 13. However, 
they are positioned at an elevated level and possess a 
slightly smaller inclination angle within the range of 6 
degrees. Conversely, PV solar panels with a steeper 
inclination angle of 15.8 degrees (as stated in Figure 2) 
capture comparatively less solar radiation. 

This observation highlights that PV solar panel units 
with lower inclinations (specifically, panels 14, 15, and 
16) experience greater solar radiation across all seasons. 

During the summer season, PV units of solar panels 
numbered 14, 15, 16, and 26 experience the highest Solar 
Duration, with 12 hours of sunlight each day. But in the 
winter season, the PV unit solar panel numbered 34 
records the lowest solar duration of 3 hours per day 
Figure 4. This lower value in winter can be attributed to 
panel 34's location, in a lower area surrounded by taller 
buildings that cast shadows. 

When considering the combination of high-power 
capacity and large panel areas (ranging from 25 to 32 
m²), panels numbered 3, 26, 36, and 38 stand out. In the 
summer season, these panels exhibit capacities between 
509 and 517 kWh/m². Conversely, PV units of solar 
panels with high SR values and smaller areas, specifically 
panels numbered 14, 15, and 16, achieve a slightly higher 
capacity of 533 kWh/m² during the same season. 

To confirm the accuracy of the acquired results for the 
Summer UP (Unit Power) during the season, data was 
collected on the 15th of August at noon. This data involved 
the solar power readings extracted from the inverters of 
specific PV solar panels, namely numbers 4, 8, 13, 24, and 
38 as illustrated in Figure 5. The solar power produced 
by these inverters correlates with the Summer UP values 
of the respective PV solar panels. These values are 
arranged in ascending order: 8, 24, 4, 13, and 38. This 
identical order also aligns with the arrangement of UP 
values. These consistent findings validate the 
relationship between solar power production, utilization 
performance, and the specific characteristics of the 
mentioned PV solar panels. 
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Figure 4. The season mean Solar radiation, mean solar duration and the unit power of the 40 photovoltaic units. 

 

 
Figure 5. Solar power of the inverters of the PV Solar panels number 4,8,13,24 and 38. 



Mersin Photogrammetry Journal – 2024, 6(1), 22-31 

 

  29  

 

 
Figure 6. Bivariable map of seasonal PV solar unit power and area. 

 
The bivariate map (Figure 6) showcasing Solar Power 

and Unit Area illustrates the seasonal solar power for 
each unit alongside the corresponding panel area. An 
evident pattern emerges wherein the solar power across 
all units and seasons—Fall, Winter, Spring, and 
Summer—is directly proportional to the unit's solar 
panel count and their respective areas. A notable 
example of this trend is observed with units numbered 
38 and 3. 

To gain a deeper comprehension of the relationships 
between PV units of solar panels within the study area, 
with a focus on seasonal power variations, the 
Agglomerative Hierarchical Clustering (AHC) technique 
was employed. This method, put forth by [22], facilitates 
the clustering of similar PV units based on their 
characteristics. 

The Agglomerative Hierarchical Clustering (AHC) 
algorithm treats each PV unit's seasonal power values as 
a distinct cluster. It then calculates the similarity or 
dissimilarity between every pair of PV units utilizing the 
Euclidean distance metric. 

 In Figure 7 of the dendrogram, the vertical axis 
measures the dissimilarity or distance between clusters, 
providing insights into the relationships and groupings 
among clusters. 

 This involves identifying the proximity between 
clusters and merging the closest clusters based on the 
selected similarity metric. The process continues as the 
algorithm recomputes the similarity between the new 
clusters, ultimately generating an output comprising four 
distinct clusters, labeled as Moderate, High, Low, and 
Very Low solar power, as depicted in Table 2 which 
answers the study question.  

How can PV solar panels be categorized based on 
their efficacy? 

During this merging process, the AHC algorithm 
constructs a hierarchical structure of clusters, visually 
represented as a dendrogram. In this dendrogram, each 
leaf node corresponds to an individual PV unit, while the 
branches symbolize the evolving clustering hierarchy. 
This visual representation is presented in Figure 7. 
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Table 2 shows the four clusters' centroid values 
(average) of PV units’ solar power in the four seasons. 
The first cluster C1 englobe all the PV units of moderate 

power, C2 cluster contains the high efficacy of solar 
power PV units.   

 
 

 
Figure 7. Dendrogram of the PV units clustering. 

 
Table 2. Cluster centroid of PV solar panels based on solar power. 

Cluster 
 

PV № Fall Winter Spring Summer Efficacy 

C1 
 

1,2,5,6,7,8,9,10,17,22,23,24,30,34,37 661.696 447.039 989.746 1113.559 Moderate 

C2 
 

3,4,11,13,25,26,36,38 1107.480 746.292 1659.153 1868.114 High 

C3 
 

12,14,15,16,27,28,29,31,32,35,39,40 412.772 273.003 627.339 708.448 Low 

C4 
 

18,19,20,21,33 84.765 56.542 130.570 150.578 Very low 

 
The four clusters, namely C1, C2, C3, and C4, 

encompass PV solar panels that exhibit similar solar 
power levels across all seasons. 

Cluster C2 comprises high-efficiency solar panels, 
with their performance influenced by factors such as 
installation position, orientation, and the number of 
panels (area). Cluster C4 includes panels with very low 
solar power output, suggesting that they do not yield the 
desired energy generation results. It is advisable to 
consider relocating these panels to enhance their 
productivity. 

The productivity of solar panels within clusters C2 
and C4 remains reasonable despite their fixed positions 
on the rooftops. This implies that, even in their current 
locations, these panels contribute a certain level of 
energy output. 

To address the second research question, the PV units 
displaying elevated solar radiation and power possess 
specific geometrical and solar attributes. The most 
effective PV solar panels within the study area are those 
oriented between 195 and 225 degrees. These panels are 
positioned at a shallow inclination angle of 6 degrees and 
encompass a larger surface area or a greater number of 
individual panels. These factors collectively contribute to 
their enhanced performance in capturing solar radiation 
and generating power. 

 
4. Conclusion  
 

In a world grappling with energy crises and 
environmental concerns, solar photovoltaic (PV) panels 

have emerged as a promising solution. This study 
presents a comprehensive analysis of the capacity and 
efficacy of rooftop-installed PV solar panels within the El 
Meten region of Lebanon. Through integrating geospatial 
technologies like drone-based photogrammetry for DSM 
generation and GIS, a thorough examination of geometric 
and solar characteristics, seasonal solar radiation, solar 
duration, and unit power was conducted for 40 PV units. 

The research unveiled critical insights regarding 
optimal panel orientation, seasonal power variations, 
and the clustering of panels based on their solar power 
efficacy. The Agglomerative Hierarchical Clustering 
(AHC) algorithm facilitated the categorization of panels 
into four distinct clusters: moderate, high, low, and very 
low solar power outputs. This clustering approach aids in 
identifying panels contributing efficiently to energy 
generation, those with potential for improvement, and 
those that may require reevaluation or relocation. 

The study's outcomes offer valuable guidance for 
future solar installations in the region, enabling informed 
decisions on panel positioning, orientation, and efficacy 
optimization. As solar energy gains momentum as a 
sustainable power source, the findings of this study 
contribute to the ongoing dialogue on maximizing energy 
generation while reducing reliance on conventional fossil 
fuels. By harnessing the power of geospatial technologies 
and data-driven analysis, the research not only advances 
the understanding of rooftop solar panel efficacy but also 
promotes the broader adoption of renewable energy 
solutions to address pressing global energy challenges. 
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 Bone morphology is a fundamental factor in human anatomy. However, foot and ankle bones 
have yet to be adequately evaluated in 3-dimensional. It is essential to present the biometric 
data of anatomical structures. This study formed 3D models of the metatarsal bones of the feet 
of young women using image processing techniques to examine biometric measurements and 
determine morphology on these 3D models. This study investigated bone lengths in the 
metatarsal bones of women feet in Türkiye. A total of ten young female subjects were included 
as the test group to measure the lengths of their foot metatarsal bones using CT (Computed 
Tomography) scans, and 20 feet (left/right) were examined. The parameters that were used 
for the analyses were detector collimation of 64x0.5 mm, section thickness of 0.5 mm, current 
of 100 mA, tube voltage of 120 kVp, and pixel spacing of 512x512 pixels with a monochrome 
resolution providing 16-bit gray levels. CT images were processed, and a 3D metatarsal 
reconstruction was gathered. Then, the biometric measurements were calculated on this 3D 
model. For the lengths of the volunteers' right/left foot metatarsal bones, statistically 
significant differences were calculated using a one-sample t-test. For the female metatarsal 
bones of the left and right feet, statistically significant differences in length were calculated on 
3D models. The mean results of the metatarsal length measurements were MT1(metatarsal): 
59.52±1.42 mm, MT2: 70.45±1.82 mm, MT3: 66.25±1.82 mm, MT4: 65.12±1.81 mm and MT5: 
63.63±1.81 mm. The level of statistical significance was accepted as p <0.05 for the one-sample 
t-test conducted for each metatarsal bone. The lengths of the right foot metatarsal bones were 
different from those of the left foot metatarsal bones in the sample. However, this difference 
was approximately one-tenth of a millimeter. The shortest bone was MT1, and the longest 
bone was MT2. These measurements are consistent with the anatomical information in the 
literature. The 3D models from the CT images and the biometric measurements of the 
metatarsal bones were found to be reliable and accurate. 
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1. Introduction  
 

Medical photogrammetry has been used for decades 
to measure, model, or provide metric data on various 
parts of the body. Medical photogrammetry uses medical 
images to produce this data/information. Computer 
Tomography images of women's foot metatarsal bones 
have been used in this research. According to the Turkish 
Statistical Institute, the female population in Türkiye was 
49.8% of the total population in 2018, and nearly 6.344 
million of women were considered as young women. 
Metatarsal fractures are the most common foot injuries 
investigated in the literature [1-4], and, according to the 
reports, fractures between 67 and 75.4/100,000 per year 
[5]. Approximately 40% of injury patterns in dancers are 
observed in the lower leg, foot, and ankle [6]. The 
metatarsal bones of the human foot consist of five bone 
units, and metatarsal fractures in dancers’ feet are 

usually seen in the second and fifth bones [7]. These 
dancers' bones are usually broken when they miss a step 
or are in a point state [8]. In some cases, it becomes 
challenging for doctors to determine stress fractures 
[9,10]. The9% of metatarsal fractures occur in athletes 
and sports [4]. Additionally, metatarsals are important in 
hallux valgus, which has a negative impact on gait 
mechanics [11]. The best treatment for this condition is 
still challenging [12]. The effect of the first metatarsal 
osteotomy on the midfoot bones in patients with hallux 
valgus was investigated [13]. What should be considered 
here is the ability to accurately detect any fracture, 
deformation, or anomaly through early diagnosis and 
treatment. It is of vital that athletes, dancers, or people 
can quickly return to their daily routines such as, sport, 
and dancing. Metatarsal researches are rarely studied in 
the current literature, generally focusing on treatment 
recommendations [5].  Comprehensive research for the 
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metatarsal bones is necessity [14]. 3D modelling 
provides an essential opportunity for overcoming such 
difficulties. With the assistance of various programs 
developed in recent years, 3D images are generated from 
instant 2D images, which are taken as intersections of 
parallel fields along relevant objects such as feet covered 
in this research. It is possible to use 3D modeling 
software for vector-based 3D geometric modeling, which 
conforms to the definition of tissue-bound geometry 
beyond the 3D display of tissues [15-17]. Researchers are 
developing various modelling methods, such as the 
repeatable kinematic multi–segment model [18]. In the 
literature, several techniques for 3D bone measurements 
have been introduced, allowing area, volume, surface, 
distance, and angular measurements of 3D models 
generated from CT or MRI images [18-21]. A study 
investigated bone morphology by creating a 3D model of 
rare foot disorders using MRI images [22]. Computer-
aided design (CAD) [23] and Computer-assisted 
tomography (CAT), diagnosis [24], pre-operative 
planning, surgical navigation, and surgical processes 
have been used in the surgical management of such cases. 
CAD has supported detection and can improve the 
diagnosis for radiologists [25]. CT devices have been 
known as the best technique for bone imaging since the 
1970s. With its resolution and 3D capability, the CAT 
scan images substantially revolutionized the medicine 
area. A series of CAT sectional images are obtained by 
moving the CT device vertically in the longitudinal 
direction. The device takes these images in large 
quantities depending on the resolution of the 3D 
longitudinal scan. Sections are then generated to form a 
3D model [26]. Multi-detector Computed Tomography 
(MDCT) images may be used to design the subtalar 
prostheses and analyse surgical procedures of the ankle 
and the hindfoot [27]. 3D CT images of the bones create 
surface meshes, and bone angles are measured [19]. The 
creation and evaluation of 3D models for morphological 
calculations of human bones still need to be sufficiently 
done. There is still a need for new research and studies in 
this field. In this experimental research, after obtaining 
the 3D models of the women's metatarsal foot bones, the 
biometric measurements were taken, and deformations 
became detectable using image processing techniques.  

The 3D models formed in this study were created 
using CT images. 3D rendering of metatarsals was used 
to diagnose disorders and to make morphological 
measurements of the metatarsal bones.  

After reviewing the recent literature, we found a few 
pieces of research about the foot that employ biomedical 
measurements. Previous studies have usually focused on 
the shape and characteristics of the foot [28-31]. The 
study [21] designed a method for 3D morphological 
measurements of the normal calcaneus based on CT 
image processing techniques. Another study presented a 
semi-automatic segmentation approach for biometric 
measurement of the talus bone using CT images [32].  
This study aimed to introduce a method for 3D 
morphological measurements of the metatarsal bones 
based on CT pre/post-processing techniques and 
measure biometric parameters in a female case. The 
research provides information about biometric 
measurements of the metatarsal bones of young women 

in Türkiye. This research constructed 3D models of the 
metatarsal bones of healthy female volunteers. The 
method studied here is expected to speed detection of the 
diagnosis and treatment in different medical fields, such 
as orthopedics, surgery, anatomy, sports medicine, and 
veterinary medicine. Thus, medical standards may be 
reachable, and repeatable measurements may be taken 
confidingly. 3D models provide a general and 
computationally efficient solution for biometric 
measurements and are suitable for the real-time 
modelling. Moreover, this study may provide a helpful 
information for developing foot—and ankle-related 
products or improving orthopedic footwear design for 
women and men. Additionally, for educational purposes, 
3D bone modelling techniques may be used in anatomy 
classes and physical training at colleges. 

 

2. Material and Method 
 

This study employed 3D models of the metatarsal foot 
bones of Turkish women born in 1992 for the analysis of 
differences between the left and right foot using digital 
image processing techniques. MDCT images of 20 feet 
were examined and about 12000 CT images were 
processed. The general demographic data of the subjects 
were investigated, and the sample’s mean age was 18, 
their mean shoe size was 37±1.2, their mean height was 
165±8 cm, and their mean weight was 49.8±4.2 kg. 

 

2.1. CT scans and image processing 
 

During the scanning process, the health of the 
volunteers was considered as top priority of this study. 
This study was therefore carried out by paying a great 
attention to the standards of the existing procedures of 
the Declaration of Helsinki [33] and the Turkish Society 
of Radiology Computed Tomography Regulation [34] in 
accordance with the Clinical Research Ethics Committee 
documents (Decision No. 004,08/01/2010) to avoid the 
negative impacts on the volunteers participated in this 
study.   

The participants were carefully selected from among 
those with no orthopedic disorders or a history of 
orthopedic disorders and women with no history of 
professional dancing or sports.  The axial CT images of 
the volunteers were taken, and the metatarsal bones of 
the right and left feet were tested. A total of 20 feet were 
analysed in the study.  The doses of radiation were 
adjusted within the allowed range, with respect to the 
scan parameters that do not harm the volunteers' health, 
and these experiments were conducted under 
experienced radiologist supervision. Additional 
parameters were applied to reduce the dose even 
further. The participants' feet were scanned side by side 
or separately using the CT device. The same image and 
scanning parameters were used for all the scanning 
process. To increase the accuracy of each image obtained 
by the MDCT device, the feet of the volunteers were fixed 
to the table to keep them still. The scans were carried out 
by high-resolution CT (Toshiba Aquillon, America 
Medical Systems). The parameters were 64x0.5 mm - 
4x0.5 mm for detector collimation, 0.5 mm for section 
thickness, 100 mA of current, a tube voltage of 120 kVp, 
a matrix of 512x512 pixels for pixel spacing, and 16-bit 
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grey levels for monochrome resolution. When scanning 
the CT images, great attention was paid to getting the 
images with a minimal, harmless dose of radiation but 
with high resolution. Cross-section images were 
acquired and stored in the Digital Imaging and 
Communications in Medicine (DICM) format and then 
imported into the computer environment with a 3D 
analysis software called "3D-Doctor". Following this, 3D 
models were generated. The model's geometry was 
obtained from 3D reconstruction of the CT images of 
healthy female volunteers' left and right feet. These 3D 
models of the women's metatarsal bones were used for 
the biometric measurements.  

All measurements were taken separately for the right 
and left feet. The 3D reconstructions of the metatarsal 
bones and the biometric measurements were calculated 
using the 3D-Doctor. p<0.05 was considered as critical 
value for statistical significance. 

 
2.2. 3D Modelling  

 
Two different techniques are usually performed for 

displaying 3D data. These are the volume and surface 

rendering techniques. In surface rendering, objects with 
a smooth geometry are expressed by the continuous 
functions. An exact function cannot define objects with 
non-specific geometry; instead, these surfaces are 
expressed as the definitions of small surface elements 
[35]. In volume rendering, the voxel values are 
determined by monitoring the rays passing through each 
voxel throughout the volume, or voxels on the object are 
processed by back-to-front or reverse transactions [35]. 
The axial images in the .dcm format were first imported 
to a computer with 3D modeling software, and 
calibration was automatically performed by the 
software. While processing the images, a median filter 
was applied to remove the spot or line noise in the CT 
images. The bone and non-bone materials were defined 
in each CT slice as Hounsfield Units. Hounsfield unit is 
determined as variable values between 32900-40000. 
Segmentation was performed to classify the pixels 
showing the same characteristics on the MDCT images. 
To create a surface model, object boundaries must be 
identified. This study utilized the region-growing 
segmentation method. The Hounsfield scale was also 
used for the interactive segmentation (Figure 1). 

 

 
Figure 1. Demonstration of segmentation result of raw slices. 

 
*A/C: raw CT slices, B/D: an interactive and automatic 
segmentation technique was applied to distinguish all 
components of the metatarsal bones. 
 

The 3D structures of each metatarsal bone were 
reconstructed by shaded surface display (SSD) with a 
reconstruction. With the assistance of the perspective 

icon of SSD reconstruction, the defined boundary of the 
surface could be observed. Then, the metatarsal bone 
was generated and detected (Figure 2). Each length was 
calculated by the software (yellow line) (Figure 2).  

Thus, the 3D models of the metatarsal bones were 
then generated individually as separate models in 
separate layers (Figure 3).
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Figure 2. 3D-reconstructed images of the metatarsal bones in a woman foot and biometric measurement. 

 

 
Figure 3. Reconstruction of 3D metatarsal bones. 

 
*A/D: After the segmentation, the SSD reconstruction 
image of the 3D metatarsals presented the anterior. B/C: 
Posterior view of 3D model Biometric measurements 
were made on these models, and calculations were 

carried out using these measurements. The 3D 
measurement process was carried out as follows (Figure 
4): 
 

 

 
Figure 4. Three-dimensional morphological measurements of metatarsal bones. 

 
Lengths from the caput ossis metatarsi to the basis 

ossis metatarsi were calculated. 4a, the length of M: the 
midpoint between A and B/ C and D, Figure 4a-4b, the 
height of the O: distance between M1 and M2/2. 
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2.3. Statistical analysis 
 

The research methods include a qualitative analysis 
and quantitative measurement. Statistical analyses were 
performed in MATLAB. One-sample t-test was used to 
determine whether a sample from a population with a 
specific mean. Therefore, the mean length of the 
metatarsals of women were not always known, but 
sometimes hypothesised. The one-sample t-test for the 
non-parametric samples was applied to determine 
whether or not there were significant differences in the 
metatarsal bones’ lengths in young women in Türkiye. 
p<0.05 was considered to be statistically significant for 
the one-sample t-test of each metatarsal bone. The alpha 
level was chosen as 5% (0.05) in the study. If the test 
result is a small p (≤ 0.05), this is strong evidence that the 
null hypothesis is invalid. If the test result is a large p (> 
0.05), it means that the alternative hypothesis is weak, so 
the null hypothesis cannot be rejected. The mean 
parameters for all measurements for the lengths and the 
standard errors of mean (SEM) were calculated using the 
formulae below. 

Arithmetic mean (Equation 1-2); 
 

�̅� =
𝑋1 + 𝑋2 +⋯𝑋𝑛

𝑛
 (1) 

  

�̅� =
∑𝑋𝑖
𝑛

 (2) 

i: 1, 2, 3 
 

Standard deviation (Equation 3); 
 

𝑆 = √
∑(𝑋𝑖 − �̅�)2

𝑛
 (3) 

 
Standard error refers to the error of the sample mean 

(Equation 4). 
 

𝑆𝐸𝑀 =
𝑆

√𝑛
 (4) 

 
Sample mean is expressed with standard error 

(Equation 5-6). 
 

�̅� + 𝑆�̅� (5) 
  

𝑀𝑒𝑎𝑛 ± 𝑆𝐸𝑀 (6) 
 

One-sample t-test was performed (Equation 7). 
 

𝑡 =
𝑋 −𝑚0

𝑆∆𝑥
 (7) 

 
The bone lengths of the metatarsus-1, 2, 3, 4 and 5 

were combined. The measurement value of each bone 
was obtained. The lengths of all bones in the right and left 
metatarsal bones in the sample were calculated. Their 
significance was examined in the one-sample t-test, and 
deformation analyses were thus performed. The same 
statistical processes were carried out for all the 

participants. The biometric values of the metatarsal 
bones in the left feet are given in Table 1. 
 
Table 1. 3D biometrical parameters of metatarsal bones 

of the left foot. 
Left 
foot 

MT1 
(mm) 

MT2 
(mm) 

MT3 
(mm) 

MT4 
(mm) 

MT5 
(mm) 

1 53.68 65.78 61.88 59.24 63.16 
2 58.98 69.41 62.38 61.95 57.76 
3 54.68 66.98 62.58 60.04 64.56 
4 59.58 69.99 63.08 62.25 58.36 
5 58.96 66.98 63.19 63.10 58.00 
6 60.36 73.27 68.32 66.98 66.93 
7 61.12 72.93 65.80 66.59 65.94 
8 63.00 75.68 71.47 69.75 67.37 
9 62.43 75.89 73.86 71.36 68.96 

10 62.33 72.54 67.94 67.68 64.79 
mean 59.51 70.95 66.05 64.89 63.58 

*MT1: metatarsal 1, MT2: metatarsal 2, MT3: metatarsal 
3, MT4: metatarsal 4, MT5: metatarsal 5. The biometric 
values of the metatarsal bones in the right foot are given 
in Table 2. Table 2. 3D biometrical parameters of the 
metatarsal bones in the right foot. 
 
Table 2. 3D biometrical parameters of metatarsal bones 

of the right foot. 
Right 
foot 

MT1 
(mm) 

MT2 
(mm) 

MT3 
(mm) 

MT4 
(mm) 

MT5 
(mm) 

1 53.69 63.92 63.92 61.32 62.01 
2 59.02 67.12 62.01 62.00 60.37 
3 54.99 65.82 64.92 62.32 63.01 
4 59.99 68.12 63.23 62.00 60.69 
5 58.58 65.47 63.35 62.25 56.75 
6 60.76 73.61 68.46 67.92 66.87 
7 61.12 72.93 65.80 66.59 65.94 
8 63.01 75.06 71.17 70.32 67.50 
9 62.15 75.22 73.47 71.06 68.70 

10 61.99 72.21 68.10 57.58 64.94 
mean 59.53 69.95 66.44 65.34 63.68 

 

3. Results  
 

For the metatarsal bones of the female left and right 
feet, statistical differences were calculated for the length 
of the 3D models. When the left feet of the participants 
were evaluated, human subject 8 had the longest foot 
length in the first metatarsal, while human subject 1 had 
the shortest length. In the second metatarsal, the ninth 
human subject has the largest length, while the first has 
the smallest value. While the ninth human subject has the 
largest length in the third and fourth metatarsals, the 
first human subject has the smallest value. Subject 2 had 
the smallest length in the fifth metatarsal, while human 
subject 9 had the largest length. When evaluating the 
participants' right feet, human subject 8 had the longest 
foot length at the first metatarsal, while human subject 1 
had the shortest foot length. In the second metatarsal, 
human subject 9 has the largest length, while human 
subject 1 has the smallest value. While subject 9 has the 
largest length in the third metatarsal, human subject 2 
has the smallest value. While subject 9 has the largest 
length in the fourth metatarsals, human subject 1 has the 
smallest value. Subject 2 had the smallest length at the 
fifth metatarsal, while human subject 9 had the largest 
length. The metatarsal lengths were obtained as 
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following: MT1: 59.52±1.42 mm, MT2: 70.45±1.82 mm, 
MT3: 66.25±1.82 mm, MT4: 65.12±1.81 mm, MT5: 
63.63±1.81 mm. The shortest bone was MT1, and the 
longest bone was MT2. The data adhered to a normal 
distribution. We used one-sample Kolmogorov-Smirnov 
test for MT1: 0.096, MT2: 0,115, MT3: 0.109, MT4: 0.05, 
MT5: 0.2. The basic null hypothesis was that the 
population mean was equal to a hypothesised value, 

 
𝐻0: 𝜇0 = Hypothesised value. 
 
The one-sample t-test results and technical details are 

presented in the following order: 
 
Pm1<0.999, Pm2<0.997, Pm3<0.997, Pm4<0.995, Pm5<1 
 
A statistically significant difference was observed 

based on normal distribution. 
 

4. Conclusion  
 

Medical photogrammetry is applied in the 
measurements and calculations of many organs. This 
research focused on the morphometry of the foot 
metatarsal bone using the medical photogrammetric 
technique. Metric values were produced and presented 
on the 3D models of the metatarsal bones. The metatarsal 
bones of women were examined in this study. While the 
length value of each people worldwide is unique, the foot 
anatomies of the two feet (left/right) are also different 
than each other. Right-foot metatarsal bones are longer 
than left-foot metatarsal bones. However, this difference 
is about one-tenth of a millimetre. The main reason for 
this difference may be that the volunteers have a right 
dominant side. The statistical and biometric measures on 
the right and left feet of the participants were performed 
and analysed in detail. The results of this study and the 
measurements were analysed unbiased. Medical 
professionals make calculations using an imaging 
network/database or by directly reaching the bone. The 
reliability of these measurements and calculations 
depends on the expert's experience and knowledge. 
Minimizing the negative impact of human activity is 
crucial in this process.  The 3D morphological 
measurements based on CT image processing were 
highly reliable and repeatable for the anatomic and 
morphological measurements of the metatarsals. This 
technique will be helpful for the anatomic reduction of 
metatarsal fractures and anomalies. Hence, this study 
underlined that doctors may benefit from pre-generated 
3D models for the diagnosis and treatment related to 
metatarsal bones in such cases. This study contributes to 
high-accuracy visualization in areas such as 
anthropology, sports and dance injuries, anatomical 
training, forensic identification, orthopedics, and 
surgery. The results may be extended and become 
transferable for the other cases by increasing the number 
of participants in further studies. 
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1. Introduction  

 
Photogrammetry has firmly established itself as a tool 

in archaeology and recent years have seen a significant 
increase in its use [1]. The availability of unmanned 
aerial vehicles (UAVs), innovations in photogrammetry 
software, and the relative cost decreases in both have 
now made it a routine alternative to traditional methods 
for making site plans, elevations, and sections [1-2]. The 
most often employed form in archaeological work is 
modeling using the technique called “structure from 
motion” (SfM), in which tie points between overlapping 
photos, as well as camera positions and angles are 
determined and used by complex software packages. The 
principles and processes of SfM are well-established and 
documented [2-3] and do not need to be rehearsed here. 
Simple SfM photogrammetry can be utilized in the field 
efficiently, with data collection carried out by non- 
photogrammetry experts having minimal training [3]. 

The potential of SfM for high accuracy detail has been 
well-established in geomorphology [4]. In archaeology, 
its utility for detail detection is demonstrated by recent 

use in caves for reassessment of Paleolithic figural art [5] 
and to reveal artwork imperceptible to the human eye 
under difficult conditions [6]. Meanwhile, the technique 
has been increasingly used as a simple and low-cost 
option for documentation of petroglyphs [7] and other 
forms of rock art [8-9]. The combination of accuracy, 
ease, and low cost make SfM photogrammetry an ideal 
tool for analysis of detail in rock reliefs, as well as for 
routine documentation and presentation of them. 

A recent review of SfM applications laments that most 
current publications are “proof-of-concept” studies, and 
that photogrammetry is rarely used for actual analysis of 
archaeological material [10]. This article presents such 
analysis; conducted with close-range photogrammetry to 
reveal and clarify details of previously published rock 
reliefs depicting certain symbols in the region known as 
Rough Cilicia. 

Rock-cut reliefs are a prominent and significant 
feature of the archaeological remains in Rough Cilicia. 
Figural reliefs are especially well-documented, and their 
context is generally understood [11]. Symbols are also 
prominent in the region, appearing most often in relief on 
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building components but also on living rock. These are 
more difficult to assess and interpret. Some symbols have 
been grouped and plausibly identified, [12] but their 
function and meaning for ancient persons remains 
obscure [13]. 

In many cases, assessment and identification of 
symbols is hampered in the field and in documentation 
for publication by problems inherent in rock reliefs. 
These include: conditions of lighting; mottled color and 
texture of the rock; growth of lichens; and wear or 
damage to the surface. 

This study examines such a case; rock relief symbols I 
believe to be misidentified and misinterpreted. It also 
demonstrates the great potential of simple and low-cost 
close-range SfM photogrammetry for this type of 
research. Finally, it encourages adoption of this 
technology—heretofore underutilized by archaeological 
work in Rough Cilicia—for documentation, assessment, 
and publication of rock reliefs; and, indeed, for analysis 
and reevaluation of details as conducted here. 

 
2. Method 

 
The work reexamined a set of rock reliefs, each 

apparently including the same symbol. All were 
previously published in archaeological reports with 
monochrome photographs and verbal descriptions. Each 
relief was visited in December 2023 and documented in 
a non-invasive manner by digital cameras for later 
photogrammetric processing. The resulting 3D models 
greatly facilitated analysis of the subject examples. 
Results also provide exemplars for other archaeological 
research by demonstrating potential for presentation, 
analysis, and interpretation. 

 

2.1. The Reliefs 
 

The three subject reliefs examined here feature a 
certain symbol identified by various researchers as a 
Jewish menorah, a view questioned or rejected by other 
scholars [14], including a colleague and myself [15]. 
Hereafter, this symbol is designated by the neutral term 
semeion (ancient Greek σημεῖον, “sign,” “token,” or 
“mark”) [16]. Each of the three reliefs feature the semeion 
in combination with known pagan symbols; two on door 
lintels at Köşkerli and OÖ rendibi, and one accompanying 
a larger figural scene called the Athena Relief. All occur in 
the territory of Olba, a city of the Hellenistic through late 
Roman periods in the present district of Mersin, part of 
the region known in antiquity as Rough Cilicia (Figure 1). 

The basis for identification of the relief symbols as 
menorahs comes from a small limestone altar in the 
Silifke museum, said to originate from the Olba area, on 
which a semeion appears prominently (Figure 2). The 
original publisher identified the symbol as “without a 
doubt” related to Judaism, despite the fact that the 
semeion on the altar has only four “branches” as opposed 
to the usual seven on a Jewish menorah. He argued that 
the star above “replaced” one branch and that five 
branches is a “very frequent simplification” [17]. 

The same symbol in each relief of this study is called 
a “menorah” [18-19] and “five branched” by subsequent 
scholars [20]. Published photos do not provide the detail 
necessary to dispute this claim. Thus, these reliefs 
provide excellent examples of the difficulties in 
description of rock relief details, as well as the 
shortcomings of usual monochrome photographic 
documentation. More importantly, they demonstrate the 
advantages of close-range photogrammetry for those 
 

 
Figure 1. Map of published semeion relief sites in eastern Rough Cilicia. 
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tasks and its utility for reassessment by other 
researchers. 
 

 
Figure 2. The Silifke Museum altar with semeion motif. 

 

2.2. Photography 
 

The sufficiency of inexpensive DSLR cameras for 
close-range object photogrammetry has already been 
established in archaeology [7, 21]. This study emphasizes 
the practical use of low-cost equipment and ease of data 
collection for survey projects. Accordingly, an older 
consumer grade Canon EOS Rebel T2i with a 50mm lens 
served as the main camera. Also on hand was a second 
Canon T2i with a 28-55mm zoom lens for tight areas and 
a UAV-mounted Hasselblad L1D-20c for high shots. The 
Canon T2i cameras do not contain onboard GPS and thus 
do not embed location or reference system information 
in image EXIF fields as do professional or specialized 
cameras like the Hasselblad L1D-20c. 

Most photogrammetry tasks currently use SfM 
software, in which camera positions and angles are 
determined in image space without coordinates or scale. 
Professional software, however, automatically extracts 
geographic coordinate system and position information 
from EXIF data, if it is available, and creates position and 
scale. Even so, large projects such as UAV mapping, 
cultural monument documentation, or the like, employ 
ground control points (GCPs) to improve location 
accuracy and ensure precision in measurement. 
Experiments in SfM documentation of petroglyphs show 

that the time-consuming and complex use of GCPs is not 
required to obtain results comparable to laser scanning 
for such projects [3]. Moreover, placement of GCP 
markers involves physical contact with and potential 
damage to the artifact. 

To avoid contact with the reliefs, GCP markers were 
not used in this study. However, as noted below (section 
2.3.2), a reference scale is required for creating a digital 
elevation model (DEM). A 10cm photogrammetric scale 
was placed in the photographic scene where possible to 
provide that reference. 

Reliefs of interest were photographed in a simple 
fashion without tripods or special lighting. Autofocus 
was used, but other camera settings were set manually 
for most images. Depending on lighting conditions, 
shutter speed was kept at 1/160 if feasible, and apertures 
as small as possible for greater depth of field. Each relief 
scene was covered entirely with maximum overlap of 
photos from numerous positions and an effort to keep 
angles at less than 30 degrees from perpendicular to the 
surface. More photos than needed were taken so lower 
quality ones could be identified by the software and 
excluded. Figure 3 illustrates camera positions relative to 
a sparse cloud of the Köşkerli lintel (after initial 
processing described below). 

Photographic shooting requires only a single person 
in theory. However, the greatest impediment to full 
coverage of reliefs in Rough Cilicia is blockage by foliage, 
especially the ubiquitous scrub oaks of the region. For the 
fallen lintel at Köşkerli as well as the standing lintel at 
Örendibi, an assistant held back scrub branches to enable 
a clear view during shooting. Another potential 
impediment is orientation of fallen reliefs to the ground 
or other remains, limiting shooting distances or angles. 
Hence the backup Canon T2i with a wide angle zoom 
lens; but it was not required for these subjects. The 
Athena Relief, however, could not be photographed from 
above the symbols by hand-held camera without contact 
with the monument. Therefore, the UAV-mounted 
Hasselblad provided higher elevation photos and 
embedded reference data for scale. 

 
2.3. Data Processing 

 
2.3.1. Photogrammetry software and general      

workflow 
 
All photogrammetry processing employed Agisoft 

Metashape Professional 2.1.0, which has emerged as the 
dominant software for archaeological work [10]. Table 1 
outlines the basic “Workflow” steps in Metashape with 
options used for each relief. Metashape terminology 
appears hereafter with quote marks on first use. Photo 
organization and static output image processing used 
ACDSee Photo Studio Ultimate 2020, version 13.0. 

The sequence in Table 1 was carried out for the full 
surface of each relief to provide perspective and 
relationship between the symbols. Each resulting full 
model “chunk” could then be duplicated and cut down 
using selection and delete tools to focus on semeion 
representations and other symbols of interest. 
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Figure 3. Metashape calculated camera positions and sparse cloud (tie points) for the Köşkerli lintel. 

 
Table 1. Photogrammetry workflow in Agisoft Metashape Professional 2.1.0. 

Metashape 
Workflow step 

Non-default options used Subsequent tools; operations prior to next step Result 
(alternate terms) 

Add Photos (Add folders) Estimate image quality; disable photos with 
value < 0.500 

 

Align Photos Accuracy: High Optimize Cameras; rotate and resize “region” to 
limit processing area 

Tie point cloud (sparse cloud) 

Build Point Cloud Quality: High 
Depth filtering: Aggressive 

Use selection tools to highlight and delete 
extraneous points 

Dense cloud 

Build Mesh Surface type: Arbitrary (3D) 

✓ Calculate vertex colors 

Duplicate 3D model for multiple texture options 3D surface model (wireframe) 

Build Texture Diffuse and Occlusion Reorientation and referencing required before 
DEM creation (details in text) 

Photorealistic surface for model 

Create DEM  Change display options for best visual 
representation 

Orthometric DEM 

 
 
2.3.2. Special considerations and procedures for 

analyzing rock relief symbols 
 

The goal in photogrammetric analysis of rock relief 
symbols is clear revelation of the carved design details. 
Therefore, relative heights of various parts of the work 
above the background plane must be highlighted. For 
reliefs, the default background plane equals the X-Y axis 
plane and heights, or “elevations,” are along the Z axis. 
Most rock reliefs have a vertical orientation, with heights 
along the Z-axis parallel to the ground towards a standing 
viewer. Therefore, a plan view (“top” view in Metashape) 
actually shows the front or “face” of the relief. Orientation 
of the photogrammetry-derived model to those axes is 
important for presentation and assessment, especially 
for depiction of relief height detail. 

If photos with EXIF GPS data are used for processing, 
Metashape (and other software packages) automatically 
assigns a default geographic coordinate system as the 
reference system to the resulting digital model “object.” 

This reference system must be cleared and replaced with 
a “local coordinate system” to align the object to the X, Y, 
and Z axes as noted above. If photos do not have 
embedded GPS data, the software assumes a local 
coordinate system without reference or precise scale and 
with arbitrary orientation, so object reorientation to the 
axes is still required. 

For each relief, the digital model was rotated and 
moved so the background plane of the relief aligned with 
the X and Y axes. Because relief background planes (the 
rock surfaces) are not completely smooth or even, this 
procedure involved visual judgement. Viewing the object 
as a point cloud in the “elevation” display option along 
each axis provided the best means for making this 
judgement (Figure 4). Both the object and its “region” 
(the boundaries for processing) were rotated and 
adjusted using Metashape’s transform tools. The “update 
transform” tool fixed the new orientation. This 
procedure could be done after creation of the point cloud 
or at any point later to the full model. 
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Figure 4. The Köşkerli lintel face dense point cloud with elevation display in Metashape. 

 
To produce a DEM in Metashape, the properly 

oriented object must be referenced or scaled. The 10cm 
measuring card placed in the photographic scene 
allowed creation of reference scale using the following 
procedure (using tools in the reference pane of 
Metashape): 1) add markers at beginning and end of the 
10cm scale; 2) select both markers; 3) create scale bar; 
4) edit scale bar by assigning 0.01(m) to the distance 
field; and 5) update transform. 

If no measuring scale could be safely placed and 
embedded GPS data from the photos were relied upon for 
scaling or reference, this will be lost when the reference 
system is cleared for reorientation to the X, Y, and Z axes. 
In this case, the following workaround was developed 
(described using Metashape tools and terminology): 1) 
add two or three pairs of separated markers at different 
orientations on the object’s surface; 2) using the ruler 
tool, measure and note distances between each pair of 
markers; 3) clear GPS data from photos and “uncheck” 
them; 4) open reference settings for “chunk” and set 
coordinate system, camera reference, and marker 
reference to “Local Coordinates (m)”; 5) for each pair of 
markers, select and create scale bar; 6) edit scale bars by 
assigning noted distances; 7) “check” markers and scale 
bars; 8) update transform. 

Using a local coordinate system for reference 
establishes arbitrary zero points for the main axes of 
each object. For this study no CGPs were placed, and no 
physical measurements were made of any monuments or 
remains. Therefore, all indicated elevation and other 
metric figures should be considered accurate relative to 
the objects concerned, but not verified in terms of 
absolute precision. 
 
2.3.3. Output for display and analysis 
 

The 3D model can be displayed within the software in 
various modes: as tie points, dense cloud, or polygonal 
surface model. Multiple display options exist for each 
mode. After the “Build Mesh” step, the resulting 
polygonal surface model can be displayed as a wireframe, 
showing the vertices of all polygons; or as a solid, with all 
polygons in the same neutral color. All mesh models for 
this study were built with the “calculate vertex colors” 
option, so polygon vertices have color determined by the 
dense cloud points. This allows the “shaded” display 
mode, described below. If the source photos were taken 
under conditions that created significant shadows and 
highlights, Metashape’s “remove lighting” tool could 

mitigate these before creating texture. Photos for the 
models created here did not require this process. 
 
2.3.3.1. Interactive 3D models 
 

The final step for display of solid 3D models with a 
photo-realistic surface is creation of texture. The default 
texture for 3D models is a “diffuse map,” with color for 
each polygon determined from the original photos. 
Models of the three examples below with diffuse texture 
provided detailed, realistic, and accurate representations 
for each relief. The diffuse display, however, retains some 
of the problems for interpreting relief details from 
photos or in person: the mottled color and texture of the 
rock (Figure 5). 

A model can be exported from Metashape into any 
standard 3D object format and viewed with interactive 
rotation to inspect all details using a computer, tablet, or 
phone with proper software. Even with interactive 3D 
viewing, models with diffuse texture did not reveal the 
symbols as clearly and unambiguously as desired. 
Publishing 3D models online also requires permanent 
specialized accounts and/or embedded viewing software 

which creates complication, maintenance, and 
additional expense. Furthermore, interactive 3D models 
do not conform with most current print or journal 
publication options. 

Metashape and other high-end photogrammetry 
software allow other display options that fit with this 
study’s goal of demonstrating relatively simple and 
inexpensive options for publication and analysis of rock 
relief details. For each relief in the study, a wide variety 
of options were set up within Metashape and saved as 
static images. The following display types proved to be 
the most useful. 
 
2.3.3.2. Static model display 
 

The most straightforward method of creating figures 
for traditional publication is to save static images of 3D 
models in orientations that best illustrate details. But the 
limitations of the 3D model with a diffuse display were 
even more problematic with this approach (Figure 5). 
Other display options provided better detail clarity in 
both interactive 3D viewing and static display in a 
standard plan view. 

Since polygon vertices were calculated with color 
while creating the mesh for each model, they could be 
displayed with effective realism without the textures 
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map. The “shaded” view option displays polygons with 
colors interpolated from the vertices and shading created 
by a default ambient light. For each relief, this highlighted 
more surface detail (Figure 8a) than diffuse texture. More 
ambiguity was eliminated by the “solid” display option, 
in which all polygons have the same neutral color with 
relief highlighted by the default ambient lighting (Figure 
8b). 

 

 
Figure 5. Perspective of Köşkerli lintel semeion model 

with texture display. 
 

The least ambiguous display for relief detail resulted 
from a technique used to achieve photorealistic display 
of 3D models or computer graphics. In the “Build 
Texture” step of general workflow (Table 1), one option 
allows creation of an “occlusion” map, in which each 
polygon is shaded according to how much ambient light 
reaches it. Normally combined with other textures to 
create shaded color, the resulting black-to-white ambient 
occlusion (AO) map revealed excellent detail when 
displayed alone without lighting (Figure 8c). This 
technique arguably provides the best illustration of the 
sculptor’s intent, as it incorporates the effects of ambient 
lighting with elevation of relief. 
 
2.3.3.3. Point cloud with elevation display 
 

Since elevation above the background plane is the 
essence of relief work, elevation display options in the 
software were extremely helpful in analysis. The point 
cloud display mode with elevation option facilitated 
orientation of the full relief models (section 2.3.2 and 
Figure 4). It also provided an option for presentation in 
plan view. 

For analysis of individual symbols, the full relief 
model was duplicated and reduced with selection tools 
and deletion of unnecessary areas. In some cases the 
remaining model required reorientation to its own local 
background plane. The elevation color ramp for point 

cloud display is the same as for DEMs in Metashape, with 
the range determined by point cloud field thickness. 
Trimming extraneous points on the back side of the 
symbol model (invisible in plan view) modified the color 
distribution for optimal presentation. Adjusted in this 
way, point cloud representation as elevation 
dramatically revealed symbol details as relative height 
(Figure 6, 8d). 
 

 
Figure 6. Köşkerli thunderbolt point cloud with 

elevation display option. 
 

2.3.3.4. DEM and section profiles 
 

Properly oriented and referenced models also 
permitted the creation of meaningful DEMs with relative 
elevations above the background plane. DEMs produced 
by Metashape (and other software, such as Pix4D) 
default to a widely used violet-to-red color ramp for 
stretch display. This accepted standard presents 
elevation changes in relief quite well when combined 
with hillshading (also a default in Metashape for DEMs). 
The stretch color ramp was manually adjusted by 
assigning values to colors in the palette for most effective 
presentation of specific reliefs (Figure 8e). Substituting a 
grayscale palette gives a different option suitable for 
publishing in black and white or as a basis for a drawing 
of the figure (Figure 8f). 

From the DEM, cross section profiles were created for 
areas of interest on reliefs. In Metashape a polyline was 
created along a section of interest. The context menu 
“measure” tool produced sections with profiles using the 
elevation color ramp. These profiles proved instructive 
for defining relationships between symbols. 

 
3. Results  
 

These described methods result in a variety of 
graphic options for presentation and tools for analysis of 
details and relationships in rock reliefs. They are 
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demonstrated in the following sections for the three rock 
reliefs of this study. 

 

3.1. Köşkerli 
 

About 125 m southeast of the Byzantine church ruins 
at Köşkerli lies a fallen and broken door lintel with a 
relief preserving a thunderbolt and semeion (Figure 7). 
The earliest published references to it describes the 
latter as a “simplified version of a menorah-
candelabrum” [18] and (collectively with the following 
two examples) a menorah with “five arms” [20]. Both 
publications include the same black and white 
photograph from which the claimed descriptions cannot 
be verified or effectively refuted. The photogrammetric 
3D model of the Köşkerli lintel relief removes ambiguity 

about the relief details and offers several display options 
that allow descriptive certainty. The semeion provides an 
excellent example. 

 

 
Figure 7. Köşkerli: fallen lintel with relief of 

thunderbolt and semeion. 
 

   
a) 3D model: shaded b) 3D model: solid c) 3D model: occlusion texture 

   
d) point cloud: elevation e) DEM: standard color ramp f) DEM: grayscale 

Figure 8. The Köşkerli lintel semeion: photogrammetric model in various display options. 
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As shown above, the 3D model displayed with diffuse 
texture does not reveal detail (Figure 5). A shaded view 
(Figure 8a) offers slight improvement and a solid view 
(Figure 8b) even more. These views make it clear that the 
symbol features two nested crescent shapes on a column 
rising from a two-footed stand or base; the same 
elements as the symbol on the Silifke museum altar 
(Figure 2) but with differing proportions and lacking the 
star above. 

An optical illusion created by fissures and the ambient 
lighting on the 3D model in the shaded and solid views 
allows the viewer to imagine a central fifth “branch,” as 
claimed by earlier interpreters [20]. Model views with 
occlusion only (Figure 8c) and point cloud elevation 
(Figure 8d), however, eliminate that possibility. They 
also preclude any claim that a star (substituting for a fifth 
branch per the original publication of the Silifke museum 
altar) [17] was part of the figure. The DEM displays 
(Figure 8e, 8f) offer additional confirmation and provide 
alternate views suitable for presentation or publication. 
 
3.2. Örendibi 
 

Ruins called Örendibi, west of the village of Somek, 
contain a standing door lintel with three symbols in 
relief: an apparent semeion, thunderbolt, and shield 
(Figure 9). The semeion is somewhat smaller than the 
other two symbols, slightly skewed, and less detailed 
than those at the other sites. It was identified by the 
initial investigator as a “candlestick” (Türkçe şamdan) 
[22], later as a “menorah-candelabrum” [19], and then as 
a menorah having “five arms” [20]. Of these, only the 
latter publication contains a photo; again, with 
insufficient detail for judgement and without showing 
the full lintel. 

The photogrammetric model permits detailed 
assessment of the Örendibi symbol. The 3D model diffuse 
texture display (Figure 10a) retains the difficulties of a 
photo, in this case complicated by lichen growth. The 
other display options (Figure 10b-10d) reveal the 
semeion design clearly, with a two-footed stand and shaft 
supporting nested crescent shapes. As at Köşkerli, the 
symbol elements match those of the Silifke museum altar 
semeion but in different proportions and without the star. 
Some incongruities are notable in the field but not shown 

in the only previously published photo of the Örendibi 
lintel [20]. The three symbols are not arranged in the 
center of the lintel and the right side of the lintel is quite 
rough, hinting that something there was effaced in 
antiquity (Figure 9). The semeion is significantly smaller 
than the thunderbolt and shield. If another symbol once 
existed to the right of the shield, separated congruently 
with the thunderbolt opposite, those three symbols 
(alone, without the semeion) would compose a set 
appropriately centered on the lintel. A 3D model of the 
full lintel face provides easy access to data for discussion. 
A plan view of the shaded model (Figure 11) confirms 
field observations of the spacing of symbols and 
roughness on the right side. The DEM of the lintel face 
(Figure 12) highlights degradation on the right side and 
reveals that the smaller semeion symbol is executed in 
lower relief than the thunderbolt and shield. A section 
profile (Figure 12, top) further demonstrates the lower 
relief of the semeion and suggests a lowered background 
plane than for the other two symbols. It also underscores 
the extent of damage to the surface on the right side of 
the lintel. These details are consistent with the following 
possibilities: 1) an original third large symbol on the 
right side of the lintel was intentionally effaced; and 2) 
the semeion was added after the large symbols by 
lowering the background plane left of the thunderbolt 
and executing the symbol in much lower relief. 
 

 
 
Figure 9. Örendibi: standing lintel with (l to r) semeion, 

thunderbolt, and shield. 

 
 

    
a) 3D model: textured b) 3D model: occlusion c) point cloud: elevation d) DEM: grayscale 

Figure 10. The Örendibi lintel semeion: photogrammetric model in selected display options. 
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Figure 11. Örendibi lintel model in shaded view. 
 

Figure 12. Örendibi lintel DEM (below) with section profile (above). 
 
3.3. Athena Relief 
 

A similar situation exists at the Athena Relief near 
Sömek, where a semeion and other symbols are found as 
adjuncts to an impressive shrine created for the goddess 
Athena (Figure 13) [11]. Two pilaster columns frame the 
scene; the one on the viewer’s right decorated with three 
figures in relief: a crescent and star, an unidentifiable 
defaced object, and a thunderbolt. Outside the frame, 
right of the pilaster, a semeion in relief stands alone.  

 
3.3.1. The Semeion 
 

The Athena relief semeion is the clearest of the three 
rock relief examples in this study. The two-legged base, 
shaft, and nested crescents are evident in person and 
discernable in published photographs [11, 20]. Like the 
symbols at Köşkerli and Örendibi, however, it has been 
cited without argument as a “five-branched menorah” 
[20] when a fifth “branch” is not at all evident. One 
commentator, apparently relying on the assumption that 
a star substitutes for a fifth branch in the Silifke museum 
altar semeion [17] (see section 2.1 and Figure 2), asserts 
that Athena Relief example “contains a star at the top 
center of the menorah” [23].  

The rock surface and texture could allow an observer 
to imagine a much-eroded star above the crescents. But 
the photogrammetric model eliminates speculation and 
doubt. Multiple views demonstrated that there is no fifth 
“branch” and no evidence for a star substituting for one. 
The 3D model with occlusion map display and DEM views 
are provided here (Figure 14a-14b).  

 

 
Figure 13. Athena Relief. 
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a) 3D occlusion b) DEM 

Figure 14. Athena relief semeion model views. 
 

3.3.2. Chronological order of the relief and symbols 
 

The relationship of the symbols to the Athena relief is 
somewhat enigmatic and therefore subject to 
speculation. The original investigator assumed that the 
symbols were all part of the original design [11]. Some 
details, however, allow the possibility that the symbols 
were added later. Collectively, the symbols are more 
detailed and sharper than the Athena composition inside 
the pilaster frame, suggesting a different sculptor. Also, 
the pilaster surfaces are noticeably set back from their 
capitals and base (only the right base is preserved); more 
than necessary and even awkwardly. This would be the 
case if symbols in relief were added later by trimming 
back the pilaster. The full model of the Athena relief 
supplies data for discussion. 

Figure 15 shows a DEM of the entire Athena relief 
with the XY plane as the background surface behind the 
goddess and the outer surface of the two pilaster column 
capitals at the same z-elevation. The DEM representation 
highlights certain details not immediately obvious in the 
field or in photos. Figure 16, created by assigning dense 
cloud points to “classes” in Metashape, provides a key for 
discussion.  

The following observations stand out: 1) the left 
pilaster column surface is cut back more than the right; 
2) the right pilaster column’s left edge is uneven adjacent 
to the relief figures on it because of undercutting by the 
relief inside the frame; 3) three composition elements 
inside the frame (snake head, horse snout, and shield) 
seem truncated where they extend out to the plane of the 
adjacent pilaster surface; 4) a small “channel” separates 
the rim of Athena’s shield from the right pilaster edge 
(left of the thunderbolt); 5) the natural rock falls away 
rapidly outside the right pilaster; and 6) the background 
surface for the semeion to the right inclines inward 
towards the pilaster. Section profiles of the DEM model 
enhance these observations (Figure 17-18). 

The overall low height of the column surfaces as seen 
in section A-A’ (Figure 17, top) is consistent with the 
theory that they were cut back at a later period to allow 

placement of the symbols on the right pilaster. Vertical 
section C-C’ (Figure 18) also supports that supposition. 
That three elements—the snake’s head on the upper left, 
the horse’s snout on the right, and the rim of Athena’s 
shield below the horse—would extend beyond the frame 
of the pilasters in the original composition seems 
unlikely. Their truncation at the existing pilaster face 
planes (Figure 15) is thus also consistent with a 
suggestion that the symbols were added later. For the 
rim of the shield, reduction of the pilaster would also 
have created a need for the defining “channel” between it 
and the pilaster surface. Section B-B’ (Figure 18) 
highlights that relationship.  

 

 
Figure 15. Athena relief: DEM. 

 

 
Figure 16. Athena relief: key for discussion.  
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Figure 17. Athena Relief detail: DEM showing section 

lines (bottom) with section profile A-A’ (top) 
 

Finally, sections A-A’ and B-B’ clearly demonstrate the 
inclined background surface for the semeion carved 
outside the right pilaster (Figure 17, 18). If the semeion 
was added after the symbols on the pilaster itself, 
creation of such a surface would have constituted the 
most economical solution in the limited space still 
available. 

 
4. Discussion 
 
4.1. The Semeion: Data for Identification and 
Interpretation 
 

Photogrammetric 3D models created in this study 
supply unambiguous data for discussion and evaluation 
of the Köşkerli, Örendibi, and Athena reliefs. Details 
illuminate the semeion representations as well as their 
relationship to other symbols appearing in the reliefs.  

The models demonstrate conclusively that the 
symbols of interest in the three reliefs share the 
following features: 1) a two-legged base; 2) a vertical 
shaft; and 3) two nested crescent shapes of unequal size 
supported by the shaft. 

These same features are found in the Silifke museum 
altar example. It is thus reasonable to equate the 
symbols; that is, each represents a semeion in the naming 
convention adopted here. However, the encapsulated 
star above the semeion on the altar is not present with 
the three rock relief symbols. Nor is there any other 
evidence for an additional arm or branch on them. 
Consequently, the published descriptions of the 
semeions at Köşkerli, Örendibi, and the Athena relief as 
“five branched” menorahs must be rejected as false.  

Other details shown by the models are certain but 
require interpretation. For example, in every semeion, 
the nested crescent shapes taper to pointed ends. They 
resemble lunar crescents, horns, or even wings, rather 
than evoke the branches of menorahs. Also, the two 
crescents of each semeion are not always geometrically 
similar. The ones at Köşkerli and Örendibi are quite 
dissimilar when compared to the uniformity of the Silifke 
museum specimen. One reasonable conclusion is that the 
two crescent shapes are meant to represent two separate 
ideas. Taken together, these features mitigate against 
identification of the symbols as Jewish menorahs.  

 
Figure 18. Athena Relief, right pilaster and symbols: 

DEM with section lines (top); section B-B’ profile 
(bottom); and section C-C’ profile (right). 

 
Whether identified as menorahs or not, the 

relationship between the semeion and other symbols in 
each relief remains a question of interest. For this also, 
photogrammetry provides relevant data for discussion 
and interpretation. Setting the Silifke museum altar 
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aside, it is noteworthy that in each published rock relief 
in which the semeion appears, it occurs alongside a 
thunderbolt, conventionally understood as a symbol of 
Zeus. In two cases it occurs with a shield, the symbol of 
Athena: on the lintel at Örendibi (Figure 9, 11-12), and at 
the Athena relief where the shield is part of the main 
composition (Figure 16). The lintel at Köşkerli is broken 
(Figure 7), so it would be unsurprising to find a shield 
relief on the missing portion if it were located.  

As observed in section 3.2, the semeion at Örendibi is 
smaller than the thunderbolt and shield. The DEM for the 
lintel shows it is also carved in significantly lower relief 
than the accompanying symbols. It also suggests that the 
area around it was lowered so the semeion could be 
added after the original composition. Furthermore, the 
right side of the lintel is heavily pitted and damaged, 
consistent with the intentional effacing of a now-lost 
symbol that would have evenly balanced the original 
composition without the semeion.  

The Athena relief also has attributes that suggest later 
addition of the symbols to the right pilaster. The 3D 
model facilitates inspection of these features, while the 
DEM and section profiles add visual representation to 
their description and furnish factual data for arguments. 
The details outlined above (section 3.3.2) provide solid 
evidence to support a hypothesis that the symbols on the 
right pilaster were added to the Athena relief sometime 
after the original composition. They also provide support 
for conjecture that the semeion outside the frame 
represents an even later supplement to the monument.  

Taken together, the photogrammetric data from 
Örendibi and the Athena relief give pause to any 
assumption that combinations of symbols including the 
semeion were always created together. This is an 
important consideration for any attempt to interpret the 
symbols and their collective meaning.  
 
4.2. Close-range photogrammetry as a tool for 
archaeological presentation and analysis 
 

Claims for identification of symbols like the semeion 
must be based on accurate description of their attributes. 
This is difficult when dealing with details of rock reliefs 
because of lighting conditions in the field, texture or color 
variations in the rock itself, lichen growth, and wear or 
damage. After identification and publication, evaluation 
of claims and reinterpretation become equally difficult 
for scholars relying on documentation by written 
description and/or monochrome photographs only.  

The use of close-range photogrammetry provides 
objective presentation views with explicit detail and 
graphic representation of spatial relationships. These 
permit evaluation or reevaluation based on empirical 
evidence and allow arguments for identification founded 
on certainty. To put it another way, photogrammetry can 
eliminate subjective and potentially spurious claims 
involving physical details. Reconstruction and 
interpretation always involve some level of subjectivity 
in social sciences like archaeology and ancient history. 
Photogrammetry, however, provides one way to 
decrease uncertainty and provide more factual data in 
cases like the one in this study.  

The above discussion (section 4.1) concerning the 
identification of the semeion and its relationship to other 
symbols was made possible by a simple process of 
collecting a sufficient number of suitable photographs in 
the field. The data collection process requires minimal 
training, can be performed with widely available and 
inexpensive equipment, and takes very little time. The 
only appreciable expense is the software for processing 
the data and the only expertise required is that of the 
software user. For most survey or synthesis research, the 
latter elements could easily be incorporated through 
inter-departmental cooperation and/or interdisciplinary 
project design. 

 

5. Conclusion  
 

The simple close-range photogrammetry method 
utilized in this study leads to conclusions in the specific 
case investigated, as well as for archaeological 
methodology.  

For the semeion, this study demonstrates conclusively 
that prior identifications of the symbol as a “five 
branched” menorah are based on inaccurate assessments 
of the three rock reliefs and must be rejected. Other 
questions of interpretation remain open, such as 
whether the semeion has any connection to the Jewish 
menorah and how it relates to the other symbols with 
which it appears in the rock reliefs. For these issues, the 
photogrammetry results provide factual data that can be 
incorporated into interpretive arguments. This is not the 
appropriate venue for complete evaluation and historical 
interpretation of this intriguing symbol. A forthcoming 
study will present full arguments elsewhere.  

For archaeological methodology, this analysis shows 
the value of close-range SfM photogrammetry for 
reevaluation of previously published rock relief symbol 
identifications. By extension, it also highlights its 
potential utility for initial assessment and publication of 
such elements. Given the relative ease and economy of 
simple close-range photogrammetry for data-gathering, 
it should become a standard part of research design for 
all projects that involve the reporting, identification, and 
interpretation of rock relief details—perhaps especially 
in Rough Cilicia, where reliefs with enigmatic symbols 
abound 
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