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Abstract 

Forecasting tram passenger flow is an important part of the intelligent transportation 

system since it helps with resource allocation, network design, and frequency setting. 

Due to varying destinations and departure times, it is difficult to notice large 

fluctuations, non-linearity, and periodicity in tram passenger flows. In this paper, the 

first-order difference technique is used to eliminate seasonal structure from the time 

series data, and the performance of different machine learning algorithms on 

passenger flow forecasting in trams is evaluated. Furthermore, the impact of the 

COVID-19 pandemic on forecasting success is examined. For this purpose, the tram 

data of Kayseri Transportation Inc. for the years 2018-2021 is used. Different 

estimation models, including Linear Regression, Support Vector Regression, 

Random Forest, Artificial Neural Network, Convolutional Neural Network, and 

Long Short-Term Memory are applied, and the time series forecasting performances 

of the models are evaluated with MAPE and R2 metrics. 

 
 

 
1. Introduction 

 

With the continuous expansion of the corporate sector 

in major urban centers, traffic congestion has become 

increasingly prominent. Among its various 

challenges, overcrowding is particularly critical, 

presenting hidden threats to public safety and 

significant time wastage. A promising solution to this 

problem is the expansion of public transportation 

networks, focusing specifically on trams [1]. 

The rapid proliferation of tram systems and 

the development of sophisticated information 

management systems have led to a substantial 

generation of passenger trip data. This data surge has 

sparked significant interest in the scientific 

community, particularly in developing reliable 

methods to predict tram passenger flow. Accurate 

forecasting of passenger flows is crucial for efficient 

transportation management and plays a pivotal role in 

devising appropriate contingency plans for 
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emergencies, thus enhancing the city's overall 

emergency response capabilities [2]. 

In essence, the growth of corporate activities 

in urban areas has exacerbated traffic congestion 

issues, especially overcrowding. This has 

underscored the need for solutions like expanding 

tram networks. Leveraging the wealth of data 

generated by these systems has become a key research 

focus. Accurate predictions of passenger flow can 

lead to better urban transportation management and 

improved emergency preparedness. 

The aim of the article is to assess the 

efficiency of different machine learning algorithms in 

forecasting tram passenger flow. The study tackles 

the challenges in forecasting due to significant 

fluctuations, non-linearity, and periodicity in 

passenger numbers. Techniques such as log transform 

and first-order difference are utilized to preprocess 

the data, and the study investigates the impact of the 

COVID-19 pandemic on forecasting accuracy. Data 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1292003
https://orcid.org/0000-0003-4983-2417
https://orcid.org/0000-0002-8026-5003
https://orcid.org/0000-0002-6425-104X
mailto:beyhan.adanur@agu.edu.tr
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from Kayseri Transportation Inc. for 2018-2021 is 

analyzed using various models, including Linear 

Regression, Support Vector Regression, Random 

Forest, Artificial Neural Network, Convolutional 

Neural Network, and Long Short-Term Memory 

(LSTM). These models are evaluated using MAPE 

and R2 metrics to establish effective methods for 

predicting tram passenger flows, which can enhance 

urban transportation management and emergency 

preparedness. 

In the study, the log transform is applied to 

daily tram passenger number data from January 1, 

2018, to July 1, 2021. Subsequently, the first-order 

difference of consecutive days' passenger numbers is 

calculated. Three datasets are prepared: pre-pandemic 

(799 data points), in-pandemic (445 data points), and 

the entire dataset (1244 data points). These are 

divided into training and test sets for the last 30 days' 

prediction using the previous 10 days' data. The 

aforementioned models are trained and tested, 

employing multi-step and multi-output forecasting 

techniques. The study compares the results and 

assesses the impact of the pandemic on forecasting 

success, aiming to contribute to the field with new 

insights and methodologies. The key contributions of 

this study can be summarized as follows: 

 Creation and public sharing of the Kayseri 

tram passenger flow dataset. 

 Investigation of the COVID-19 pandemic's 

effects on time series forecasting. 

 Application of log transform and first-order 

difference techniques to reduce noise, 

linearize the data, and address seasonal 

patterns. 

 Implementation and detailed comparative 

performance evaluations of various machine 

learning and deep learning methods. 

 Comparison of the performance of multi-step 

and multi-output techniques. 

We believe this will establish a hybrid 

method for future studies. The remainder of this paper 

is organized as follows: Section 2 reviews the related 

works. Section 3 describes the methodologies of LR, 

SVR, Random Forest, ANN, CNN, and LSTM. 

Section 4 discusses the experimental results. Finally, 

Section 5 concludes the paper, explaining the major 

results and limitations of the current study, their 

significance, and suggesting future research topics. 

 

2. Related Work 

 

Intelligent computing and machine learning 

technologies are increasingly being used in various 

forecasting application scenarios, yielding impressive 

results. This progress is largely due to advancements 

in artificial intelligence and the growth of big data [3]-

[4]. Forecasting models can be categorized into three 

types: parametric, non-parametric, and hybrid [5]. 

Several parametric methods for forecasting 

transportation demand have been developed, 

including Box-Jenkins [6], smoothing techniques [7], 

autoregressive integrated moving average (ARIMA) 

[8], gray forecasting [9], and state space models [10]. 

Among these, the ARIMA model [8]-[11] is 

frequently used. It is a linear function of time-lagged 

variables and error terms; however, passenger flows 

are often characterized by high fluctuations, non-

linearity, and periodicity. Therefore, traditional 

parametric models, which assume linear relationships 

between time-lagged variables, may not effectively 

represent the structure of non-linear flows. 

Similarly, various non-parametric methods 

for forecasting transportation demand have been 

developed, including neural networks [14], k-nearest 

neighbors [15], Kalman filters [16], support vector 

regression (SVR) [17], and other methods [18]. 

Neural network models, such as Back Propagation 

(BP), stacked auto-encoders, and LSTM, often show 

good performance in trip mode analysis and flow 

prediction or similar issues [19]-[24]. However, they 

are susceptible to parameter selection and can be 

prone to local minima and overfitting [25]. SVM 

variants are also commonly used [26]-[28]. Unlike 

neural networks, SVR employs the structural risk 

minimization principle, aiming to reduce the 

generalization error upper bound rather than the 

training error [29], potentially overcoming some 

fundamental flaws of neural networks [30]. 

The use of hybrid models to enhance 

forecasting accuracy has become increasingly popular 

[31]. Each model constituting a hybrid model has its 

own set of advantages and disadvantages. The key 

idea behind hybrid modeling [32], [33] is to combine 

multiple models while retaining each’s benefits. 

These models have shown promising results in 

addressing forecasting challenges. 

Wang et al. [34] used an integrated model 

combining multivariate linear regression, K-nearest 

neighbor, XGBoost, and GRU as four submodels to 

accurately predict urban public transportation short-

term passenger flows. They then integrated these 

models using a regression algorithm, demonstrating 

the integrated model's superiority over individual sub-

models. Additionally, the popular hybrid forecasting 

model, the decomposition-integration method, 

decomposes the original data into several 

components, processes each component, and 

integrates them for final predictions [5], [35]-[36]. 

However, this method is rarely used for short-term 

bus passenger flow forecasting, and it typically 

involves only a single decomposition of the original 
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data. Some components remain highly unstable after 

initial decomposition, which hinders accurate 

predictions. Therefore, additional noise reduction for 

unstable components post-decomposition is 

necessary. 

Li et al. [37] developed a secondary 

decomposition-integration method for short-term bus 

route passenger flow prediction, integrating empirical 

modal decomposition, sample entropy, and kernel 

extreme learning machines. However, the superficial 

structure of traditional machine learning methods 

struggles with the complex nonlinearity of spatial and 

temporal travel demand patterns [38]. 

A recent study introduced a new model, ITS-

Pro-Flow, for predicting short-term traffic flow in 

intelligent transportation systems (ITS) [49]. It builds 

upon the Pro-Energy model, utilizing historical data 

and current conditions for prediction. ITS-Pro-Flow 

improves upon Pro-Energy by dynamically adjusting 

past predictions and current observations, with 

extensive simulations showing its enhanced accuracy. 

The model incorporates a dynamic weighting factor 

and a thresholding strategy, improving adaptability 

and precision. The study also explores parameter 

variations for optimal prediction accuracy. 

With the advent of the Internet of Things 

(IoT), numerous devices and software have been 

developed to assist in prediction tasks. Gao et al. [39] 

proposed a method to increase the efficacy of 

software-defined devices, while they also introduced 

a technology to transform business process execution 

language (BPEL) into timed automata for formal 

verification, bridging BPEL and IoT data in support 

of prediction tasks [40]. Huang et al. [41] optimized 

virtual machine allocation strategies for cloud data 

centers, and Ma et al. [42] proposed a real-time 

multiple workflow scheduling method in a cloud 

environment, enhancing the processing efficacy of 

large data sets for passenger flow source data 

analysis. 

Despite the successes of these methods, 

current passenger flow forecasting faces challenges 

such as reliance on a single data source and 

insufficient analysis of influencing factors, leading to 

low accuracy in existing methodologies and 

impacting urban traffic management [43]. Often, the 

performance of a hybrid model is either compared 

with those in the literature or with a maximum of 2-3 

methods. 

 

3. Material and Method 

 

In this section, we briefly talk about the data set and 

the preprocessing methods used. Following that, we 

discuss the machine learning models that were 

utilized, which include LR, SVR, Random Forest, 

ANN, CNN, and LSTM architectures. A flow 

diagram is presented in Figure 1 to demonstrate the 

research process.  

 
Figure 1. Overall methodology diagram. 

 

3.1. Dataset 

 

The dataset [44] consists of Kayseri tram daily 

passenger data between January 1, 2018 and July 1, 

2021. The daily passenger flow data is shown in 

Figure 2. Because of eids such as Ramadan Eid, Eid 

of Sacrifice, and July 15 Democracy and National 

Unity Day, a free transit system is implemented in the 

city of Kayseri, and therefore, tram passenger 

numbers are not available. In addition, the number of 

passengers remained below fifty on the days when the 

curfew was performed during the COVID-19 

pandemic. For this reason, the number of passengers 

on some days is seen as close to zero in Figure 2. 

These days were excluded from the dataset due to the 

absence of passenger flow data. Therefore, passenger 

data for 33 days out of 1277 was excluded from the 

dataset, leaving a total of 1244 passenger data points 

in the dataset. As seen from Figure 2, there has been 

a noticeable decrease in passenger numbers since 
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mid-March 2020 due to the COVID-19 pandemic. 

The first detected COVID-19 case in Türkiye was 

announced by the Ministry of Health on March 11, 

2020. The first death due to the virus in the country 

occurred on March 15, 2020. As of March 16, 2020, 

passenger flow in urban rail transportation in Kayseri 

started to decrease. In our study, in order to observe 

the effect of the COVID-19 pandemic, the entire 

dataset was divided into two parts: pre-pandemic (799 

days) and during the pandemic (445 days), and three 

different datasets were obtained together with the 

whole dataset. 

 

3.2. Preprocessing 

 

Before being modeled with machine learning 

techniques, time series analysis often requires some 

data preparation. In time series forecasting, data 

transforms can be used to eliminate noise and improve 

the signal. One of the most frequently used data 

transformation techniques in time series data analysis 

is log transformation. By using log transformation, 

time series data with an exponential distribution can 

be turned into a linear trend, which is easy to model. 

Figure 3 shows the data obtained after applying the 

log transform to the passenger flow data, and, as can 

be seen, the data is squeezed into a smaller range. 

After obtaining log passenger data, the first-order 

difference technique was performed to make the time 

series data stationary. To simplify the prediction 

problem, differencing methods can be employed to 

eliminate trend and seasonal structure from the series. 

A difference transform is a simple approach to getting 

rid of a systematic structure in a time series. By 

subtracting the preceding value from each value in the 

series, a trend can be removed. The process is known 

as first-order differencing. After performing the first-

order difference on the log transform data, the 

obtained data are shown in Figure 4. 

 

 

 

 
 

Figure 2. Tram passenger flow data in Kayseri. 

 

 
 

Figure 3. Tram passenger flow data after applying log transformation. 
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Figure 4. The data obtained after performing first order difference on log passenger data. 

 

3.3. Linear Regression 

 

Linear regression is a statistical technique used for 

predicting future values based on past data. It's a 

popular quantitative method for identifying 

underlying trends and determining if values have 

deviated significantly. A linear regression trendline 

uses the least squares method to plot a straight line 

across data, minimizing the gaps between the values 

and the trendline. Each data point's trendline value is 

plotted using this linear regression indicator [45]. 

In our experiments, two different LR models 

are trained. The first model, used for one-step 

forecasting, predicts the passenger flow of a day using 

first-order difference data from the previous 10 days, 

resulting in an input vector size of 10. The second 

model, designed for multi-output forecasting, predicts 

passenger flow for the next 30 days using the same 

input data. Both models use the same input layer 

shape and are trained and tested using the scikit-learn 

Linear Regression module with default settings. 

 

3.4. Support Vector Regression 

 

Support vector machines (SVM) are a supervised 

machine learning method based on the Vapnik-

Chervonenkis (VC) theory, which identifies 

characteristics of machine learning conducive to 

accurate test data predictions. SVM is applicable to 

both classification and regression problems. Support 

vector regression (SVR) involves computing a linear 

regression function in a high-dimensional input space 

(feature space) where the input data is mapped 

through a nonlinear function. This transforms a 

nonlinear regression problem in low-dimensional 

input space into a linear one in high-dimensional 

space, where the solution is derived [46]. 

Two different SVR models are trained in the 

experiments. The first model, for one-step 

forecasting, and the second model, for multi-output 

forecasting, use the same inputs as the LR models. 

Both models are trained and tested using the Scikit-

learn SVR module with default settings. 

 

3.5. Random Forest 

 

A random forest (RF) is an ensemble of several 

independent decision trees. Each tree generates a 

class prediction, and the model's forecast is the one 

with the most votes. Random forests are effective 

because they combine many generally uncorrelated 

trees, outperforming individual constituent models. 

RF is notable for its application to both regression and 

classification problems, faster training compared to 

other methods, higher estimation speed, fewer tuning 

parameters, and direct applicability to 

multidimensional problems [47]. 

Two different RF models are trained in the 

experiments. The first model is for one-step 

forecasting, while the second model is for multi-

output forecasting. Both models use the same inputs 

as the previous models and are trained and tested 

using the Scikit-Learn Random Forest Regressor 

module with default settings. 

 

3.6. ANN 

 

The ANN (Artificial Neural Network) model is an 

intelligent system used for solving complex issues in 

various applications, including optimization and 

prediction. The ANN structure comprises an input 

layer for data collection, an output layer for computed 

information, and one or more hidden layers 

connecting the input and output. Each neuron, the 

fundamental processing unit of a neural network, 

performs two tasks: receiving inputs and generating 

output. Inputs are multiplied by connection weights, 
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their products and biases are added, and then an 

activation function is used to generate output. 

Two different ANN models are trained in the 

experiments. The first model, for one-step 

forecasting, uses first-order difference data from the 

previous 10 days, resulting in an input vector size of 

10. It is enhanced by adding a dense layer of 24 units 

activated using the Rectified Linear Unit (ReLU) 

function and a 1-unit dense output layer for single-day 

prediction. The second model, for multi-output 

forecasting, uses the same input data. It includes a 24-

unit dense layer and a 30-unit dense output layer, with 

the hidden layer activated using the ReLU function. 

 

3.7. CNN 

 

A standard CNN (Convolutional Neural Network) 

design includes an input layer, multiple hidden layers, 

and an output layer. The hidden layers consist of 

convolutional layers, an activation layer, pooling, and 

fully connected dense layers. The convolution layer, 

critical to the CNN model, accumulates 

discriminative features from the input using defined 

convolution filters. The activation layer introduces 

non-linearity with an activation function (e.g., ReLU, 

tanh, or sigmoid), helping to resolve the vanishing 

gradient problem during training. The pooling layer's 

main goal is to reduce the data representation size, the 

number of parameters, and the model's computational 

cost. 

Two different CNN models are trained in the 

experiments. The first model, for one-step 

forecasting, uses first-order difference data from the 

previous 10 days with an input layer shape of 10x1. It 

includes a 16-filter convolutional layer with a 3-

kernel and ReLU activation, followed by a max-

pooling operation with a pool size of two. A second 

convolutional layer with a 32-filter and 3-kernel, 

along with ReLU activation, is added, followed by a 

GlobalMaxPooling1D operation and a 1-unit dense 

output layer. The second CNN model is similar but 

includes a 30-unit output layer for multi-output 

forecasting. 

 

3.8. LSTM 

 

LSTM (Long Short-Term Memory) is a type of RNN 

(Recurrent Neural Network) designed to address the 

problem of vanishing or exploding gradients. Its 

unique feature is the LSTM cell, which has specific 

gates: the input gate determines the relevance of 

incoming data, the forget gate decides what portions 

of the cell state to discard, and the output gate 

determines what information to forward to the next 

hidden state. Compared to traditional RNN models, 

LSTM can maintain long-term dependencies among 

input data items, helping to alleviate the vanishing 

gradient problem. 

Two different LSTM models are trained in 

the experiments. The first model, for one-step 

forecasting, uses first-order difference data from the 

previous 10 days, with an input layer shape of 10x1 

and a hidden state dimension of 24. It includes a dense 

layer with 1 unit. The second model, for multi-output 

forecasting, uses the same input data. An LSTM layer 

with 24 internal units is added, followed by a 

GlobalMaxPooling1D operation and a dense output 

layer of 30 units. 

 

3.9. Evaluation Criteria 

 

In this research, two popular scale invariant metrics 

named Mean Absolute Percentage Error (MAPE) and 

R-squared (R2) are used to evaluate the performance 

of forecasting methods. The MAPE is the mean of 

absolute percentage errors. One disadvantage of this 

metric is that if there is an actual value that equals 

zero, then the MAPE value equals infinity, and this 

makes no sense with regard to percentage. However, 

the preprocessed data used in this research does not 

contain zero values. 

 

𝑴𝑨𝑷𝑬 =
𝟏

𝑵
∑|

𝒚𝒊 − 𝒑𝒊
𝒚𝒊

|

𝑵

𝒊=𝟏

 (1) 

 

where N is the total number of data values, 𝒑𝒊 is the 

predicted value, and 𝒚𝒊 is the actual value for ith 

position. Because the MAPE value corresponds to the 

error in terms of percentages, the lower the MAPE 

value is, the better the forecast is. As indicated in 

Equation (2), the R2 metric indicates how much 

variance is accounted for by the fitted model. It is a 

statistical measure that represents the proportion of 

the variance for a dependent variable that’s explained 

by an independent variable or variables in a regression 

model. The higher the R2 value represents the better 

the prediction performance [4]. 

 

𝑹𝟐 = 𝟏 −
∑ (𝒚𝒊 − 𝒑𝒊)

𝟐𝑵
𝒊=𝟏

∑ (𝒚𝒊 − �̅�)
𝟐𝑵

𝒊=𝟏

 (2) 

 

where 𝒚𝒊 and 𝒑𝒊 correspond to the actual value and 

predicted value for ith position, respectively. �̅� is the 

mean of the actual values. 

 

4. Results and Discussion 

 

In this section, we will first evaluate the forecasting 

performances of time series forecasting methods on 

pre-pandemic, in-pandemic, and entire datasets, 

according to the visuals in Table 1, Table 2, and Table 
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3. Based on these tables, we will compare the 

performances of the methods with each other. 

Additionally, the best performances will be evaluated 

according to the MAPE and R2 values presented in 

Table 4 and Table 5. Then, we will examine the 

impact of the COVID-19 pandemic on forecasting 

performance. Finally, the effects of multi-step and 

multi-output techniques on forecasting performance 

will be explored, and we will determine which 

technique is superior. 

One-step forecasts are used to predict the next 

step's observation. In contrast, multi-step forecasts are 

utilized to predict a series of future values based on 

observed time series data. The multi-output technique 

involves creating a single model capable of predicting 

the entire forecast sequence in one attempt [48]. 

 

 
Table 1. Comparison of actual values and predicted values by LR and SVR. 
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Table 2. Comparison of actual values and predicted values by RF and ANN. 

 RF ANN 

P
re

-P
an

d
em

ic
 

  

In
-P

an
d

em
ic

 

  

E
n

ti
re

 D
at

as
et

 

  

In this study, both multi-step and multi-output 

forecasting techniques are applied to the models, as 

they are designed for 30-day time series forecasting. 

Upon examining the figures in Table 1, Table 

2, and Table 3 for the pre-pandemic dataset, it is 

evident that the multi-output performances of all 

models are superior to their multi-step counterparts. 

In all models except LR, a clear superiority of multi-

output performances over multi-step performances is 

observed. When comparing the visuals in Table 1, 

Table 2, and Table 3 in terms of multi-output 

performance, it is apparent that RF provides the best 

performance, while LR exhibits the least impressive 

results. 

When comparing the multi-step 

performances of the methods on the pre-pandemic 

dataset, it is evident that the LR model demonstrates 

the best performance, while the RF model exhibits the 

worst. As shown in Table 4 and Table 5, the LR model 
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achieved the best MAPE (1.57) and the best R2 (0.17) 

values for multi-step forecasting.  

 

Table 3. Comparison of actual values and predicted values by LSTM and CNN. 
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Conversely, the RF model's performance is the 

poorest, as indicated by its MAPE (4.30) and R2 (-

4.951) values.       

Additionally, when considering the multi-

output values in Table 4 and Table 5, it is observed 

that the RF model achieves the best MAPE (0.83) and 

R2 (0.616) values, while the LR model shows the 

worst performance with a MAPE of 1.39 and an R2 of 

0.366.  

Upon examining the visuals in Table 1, Table 

2, and Table 3 for the in-pandemic dataset, it is noted 

that the multi-step performance of the SVR model is 

significantly better than its multi-output performance, 

whereas the multi-output performances of the RF and 

CNN models are notably better than their multi-step 

counterparts. 

Analyzing the values in Table 4 and Table 5 

reveals that the multi-output performance of the LR 
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and ANN models is superior to their multi-step 

performance, while the LSTM model performs better 

in multi-step forecasting than in multi-output 

forecasting. For the in-pandemic dataset, the ANN 

model achieves the best multi-output performance 

with a MAPE value of 2.11, and the RF model attains 

an R2 value of 0.644. The best multi-step 

performances are achieved by the ANN model with a 

MAPE of 2.37 and the LR model with an R2 of 0.498. 

The SVR model exhibits the worst multi-output 

performance with a MAPE of 5.39 and an R2 of -0.35, 

whereas the RF model shows the poorest multi-step 

performance with a MAPE of 17.44 and an R2 of -

11.547. 

When analyzing the visuals in Table 1, Table 

2, and Table 3 for the entire dataset, it is observed that 

the multi-output performances of all models surpass 

their multi-step counterparts, except for the SVR 

model. These tables also indicate that the RF model 

demonstrates the worst multi-step performance. Upon 

examining the MAPE and R2 values in Table 4 and 

Table 5, it is seen that the LSTM model, with a MAPE 

of 2.99, and the CNN model, with an R2 value of 0.55, 

achieve the best multi-step performance. Conversely, 

the RF model records the worst multi-step 

performance, with a MAPE of 10.86 and an R2 value 

of -3.696.  

It is observed that the CNN model, with a 

MAPE value of 2.10, and the RF model, with an R2 

value of 0.706, exhibit the best multi-output 

performance. Conversely, the SVR model shows the 

worst multi-output performance, with a MAPE value 

of 8.32 and an R2 value of -1.816. 

MAPE is a suitable metric for benchmarking 

performance across different datasets. Therefore, 

performance comparisons of pre-pandemic, in-

pandemic, and entire datasets are made based on 

MAPE values. Table 4 indicates that the best MAPE 

value for the pre-pandemic dataset is 0.83 for the in-

pandemic dataset, it is 2.11; and for the entire dataset, 

it is 2.10. Evaluating the best MAPE values from 

these three different datasets suggests that the 

COVID-19 pandemic has negatively impacted 

forecasting performance. Additionally, Tables 4 and 

5 reveal that all the best results are achieved using the 

multi-output method. Although the multi-step 

performance of some models surpasses their multi-

output performance, the multi-output method 

generally performs much better and has achieved the 

best results. Therefore, choosing the multi-output 

technique would be a more logical approach. 

 

 

Table 4.  MAPE results of different forecasting methods. 

 LR(%) SVR(%) RF(%) ANN(%) LSTM(%) CNN(%) 

Pre-

Pandemic 

Multi-step 

Multi-output 

1.57 

1.39 

1.77 

1.09 

4.30 

0.83 

2.39 

1.14 

2.17 

0.95 

2.99 

1.13 

In-

Pandemic 

Multi-step 

Multi-output 

2.82 

2.38  

3.19 

5.39  

17.44 

2.44 

2.37 

2.11  

2.45 

3.41  

10.53 

2.92 

Entire 

Dataset 

Multi-step 

Multi-output 

3.24 

2.75 

6.03 

8.32 

10.86  

2.19 

4.75 

2.17 

2.99 

2.80 

3.15 

2.10 

 

Table 5. R2 results of different forecasting methods. 

 LR SVR RF ANN LSTM CNN 

Pre-

Pandemic 

Multi-step 

Multi-output 

0.170 

0.366 

-0.066 

0.518 

-4.951 

0.616 

-0.903 

0.419 

-0.375 

0.597 

-1.787 

0.434 

In-

Pandemic 

Multi-step 

Multi-output 

0.498 

0.504 

0.099 

-0.350 

-11.547 

0.644 

0.488 

0.577 

0.467 

0.430 

-3.249 

0.439 

Entire 

Dataset 

Multi-step 

Multi-output 

0.459 

0.449 

-0.584 

-1.816 

-3.696 

0.706 

-0.119 

0.617 

0.353 

0.383 

0.550 

0.609 

4.1. Benefits and Advantages of the Study 

 

This study presents several significant benefits and 

advantages in the field of passenger flow forecasting 

on trams using machine learning algorithms. The key 

benefits of this research can be summarized as 

follows: 

 Enhanced Forecasting Accuracy: By 

employing a range of machine learning 

algorithms, including LR, SVR, RF, ANN, 
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CNN, and LSTM, this study demonstrates 

improved accuracy in forecasting tram 

passenger flow. The use of MAPE and R2 

metrics for performance evaluation further 

substantiates the reliability of the forecasts. 

 Innovative Data Preprocessing 

Techniques: The application of log 

transform and first-order difference 

techniques for data preprocessing is a novel 

approach in this field. These methods 

effectively handle the challenges of large 

fluctuations, non-linearity, and periodicity in 

passenger numbers, leading to more accurate 

forecasting models. 

 Comprehensive Analysis of Pandemic 

Impact: The study provides a thorough 

analysis of the impact of the COVID-19 

pandemic on passenger flow forecasting. By 

dividing the dataset into pre-pandemic, in-

pandemic, and entire dataset periods, the 

research offers valuable insights into how 

extraordinary events can affect passenger 

behavior and forecasting accuracy. 

 Practical Implications for Urban 

Transportation Management: The findings 

of this study have practical implications for 

urban transportation planning and 

management. Accurate forecasting models 

can assist in efficient resource allocation, 

network design, and frequency setting of tram 

services, contributing to better urban 

transportation systems. 

 Methodological Contributions: The study 

contributes methodologically to the field by 

comparing multi-step and multi-output 

forecasting techniques. This comparative 

analysis not only enhances the understanding 

of different forecasting methods but also 

guides future research in selecting 

appropriate techniques based on specific 

requirements. 

 Data Set Creation and Sharing: The 

creation and public sharing of the Kayseri 

tram passenger flow dataset is a valuable 

contribution. It not only facilitates further 

research in this area but also promotes 

transparency and reproducibility in scientific 

studies. 

 Cross-Disciplinary Applicability: While 

focused on tram passenger flow, the 

methodologies and findings of this study 

have potential applicability in other domains 

facing similar forecasting challenges, thereby 

extending its impact beyond the field of urban 

transportation. 

 

This comprehensive approach to forecasting tram 

passenger flow using machine learning techniques 

underscores the study’s contribution to both the 

academic and practical realms of intelligent 

transportation systems. The advantages highlighted in 

this section demonstrate the study’s relevance, 

innovation, and applicability in addressing complex 

challenges in passenger flow forecasting. 

 

5. Conclusion 

 

In this study, daily passenger flow data of the Kayseri 

tram between January 1, 2018 and July 1, 2021 is 

used, and three different datasets are created using the 

pre-pandemic period, the pandemic period, and the 

entire dataset in order to observe the effects of the 

COVID-19 pandemic on the forecasting performance. 

Log transform and first-order difference techniques 

are applied to the datasets, respectively, in order to 

clear the noise in the data, obtain a more linear 

structure, and eliminate the seasonal structure from 

the data. LR, SVM, RF, ANN, CNN, and LSTM 

models are trained on three different datasets to 

estimate the passenger numbers for the next 30 days 

by looking at the passenger numbers of the previous 

10 days. Multi-step and multi-output techniques are 

used to estimate the last 30 days. 

From the results obtained, it is understood 

that the multi-output technique has superior 

performance to the multi-step technique and that the 

COVID-19 pandemic has a negative effect on 

forecasting performance. According to the R2 metric, 

the RF model performs best on all datasets. According 

to the MAPE metric, RF on the pre-pandemic dataset, 

ANN on the in-pandemic dataset, and CNN on the 

entire dataset show the best performances. It is 

understood that the RF model, which uses the multi-

output technique in the normal order, that is, in the 

pre-pandemic period, can predict the number of 30-

day Kayseri passengers with quite high success. 

In the future, efforts to develop machine 

learning methods combined with meta-heuristics and 

bio-inspired algorithms will be important in terms of 

both reducing the negative impact of the COVID-19 

pandemic on forecasting performance and improving 

success. 

 

Data availability. The dataset investigated in this 

study is available at  

 

https://raw.githubusercontent.com/kagandedeturk/Ti

meSeries/main/Tramvay.csv . 
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Abstract 

Energy conversation systems performance could be assessed by conventional 

exergy-based analysis methods. Along with the conventional exergy approach, the 

sources and amounts of the exergy destructions can be determined, and a possible 

direction for enhancement can be suggested. Nevertheless, interactions between 

system components (endogenous/exogenous) and technical constraints 

(avoidable/unavoidable) cannot be identified with any conventional analysis. 

Therefore, the real potential to improve and optimize can be misdirected. The 

advanced exergy-based analysis seeks to overcome this limitation. An air-source heat 

pump unit was assessed using conventional and advanced exergy analysis 

approaches, respectively. Avoidable/unavoidable and endogenous/exogenous exergy 

destructions, modified exergy efficiencies, and modified exergy loss ratios were 

calculated for every single component of the system. The results of the analysis 

showed that while the evaporator and condenser efficiencies could be improved 

through design improvements, the internal operating conditions were mainly 

responsible for the inefficiencies associated with the compressor. The analysis 

indicated that it was possible to improve evaporator and condenser efficiency by 

making design improvements. The efficiency of the compressor was mainly 

determined by the internal conditions in which the compressor operated. 

 

 
1. Introduction 

 

The two most important problems of the in the not-

too-distant past are energy shortages arising from 

overuse and ecological contamination. Therefore, 

existing energy resources must be used more 

effectively and economically; otherwise enhanced 

exergy approaches should be employed more widely 

in thermal systems. The largest contributor to 

household energy consumption is residential space air 

conditioning, along with the processing of domestic 

hot water. According to the study of Jung et al. [1], 

energy demand for heating and cooling buildings is 

predicted to rise by up to 50% by 2050 as energy 

consumption grows in many regions.  

Heat pumps (HPs) are an emerging 

technology that is gaining popularity in heating and 

air conditioning around the world due to their 

environmentally favorable and efficient use of  
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energy in comparison to standard systems. Exergy 

analysis is a very powerful method that can be 

efficiently applied to the design of an energy system. 

Also, this method provides essential knowledge for 

selecting the appropriate design parameters of the 

components and the mode of operation [2]. 

Conventional exergy-based methodologies are 

utilized to measure the effectiveness of thermal 

energy conversion systems. Traditional exergy-based 

analysis reveals the sources, amounts, and reasons for 

irreversible losses (exergy losses), costs, and 

environmental effects and identifies a broad area for 

enhancement. But interactions between system 

components and current technical restrictions cannot 

be identified with any of the conventional analyses. 

Therefore, a more effective way to improve energy 

conversion systems is to separate the exergy 

destruction that occurs in every single component of 
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the system. This limitation could be removed by 

implementing advanced exergy-based analyses. A 

more complex exergy analysis where exergy 

destruction is separated into avoidable, unavoidable, 

exogenous, and endogenous parts is called advanced 

exergy analysis [3]. 

By implementing the enhanced exergy 

approach to a military turbojet engine, the types of 

exergy destruction in the system were determined, 

and it was found that elements of the jet engine related 

to ignition should be improved [4]. Chen compared 

the refrigeration system of the ejector and the vapor 

compression refrigeration system, performing an 

enhanced exergy approach [5]. Morosuk and 

Tsatsaronis [6] investigated the efficiency of an 

absorption refrigeration machine by implementing the 

advanced exergy analysis approach. Endogenous 

avoidable and exogenous avoidable exergy 

destruction values are remarkable in improving the 

components in the system one by one. In the study, it 

is recommended to make an advanced 

exergoeconomic evaluation by calculating the exergy 

destruction as well as the initial investment costs by 

dividing them into sections. The advanced exergy and 

exergoeconomy analysis methods performed by 

Vuckovic et al. [7], for a real industrial facility. It was 

revealed that the performance of the system would be 

improved by enhancing the operating parameters of 

the boiler. The natural gas liquefaction and 

production facilities are evaluated regarding 

advanced exergoeconomic and exergy analysis, and it 

is revealed that most of the exergy destruction was 

exogenous and the exergy destruction in other units 

was endogenous. The researchers also found that 

endogenous exergy destruction leads to the greatest 

costs, according to the results of the exergo-economic 

analysis [8]. Hepbaşlı and Keçebaş [9] implied an 

advanced exergy analysis method to assess the 

improvement potential of a geothermal-sourced 

central heating system and to reveal the contribution 

of the system components to this improvement 

potential rate. The significance of exergy analysis has 

been increasing in recent years in order to ensure 

efficient and effective use of energy. With 

conventional exergy analysis, the location, size, cost, 

and environmental effects of irreversibility are 

determined, and general improvements are 

recommended accordingly. Yet, this information is 

not sufficient for the presentation of certain insights. 

In order to identify the realistic potential and to 

deduce how to improve, advanced exergy analysis 

based on the splitting of exergy losses should be 

carried out. The reason for this is that, given the 

present state of knowledge, some portion of the 

exergy destruction could be unavoidable (defined by 

the division of exergy losses into unavoidable and 

avoidable fractions), some may be a consequence of 

exergy losses on the rest of the components of the 

present thermal system under consideration 

(exogenous exergy destruction), and therefore, rather 

than just improving the component with the largest 

exergy destruction, it may be valuable to enhance the 

rest of the components [10]. To overcome the above 

drawbacks, extended exergy analysis has been 

suggested. The division of exergy destructions into 

avoidable endogenous, unavoidable endogenous, 

avoidable exogenous, and unavoidable exogenous in 

advanced exergy analysis enables it to yield insightful 

results that conventional exergy analysis cannot. [11].  

In the present study, an air source heat pump 

test unit was installed in the laboratory of Manisa 

Celal Bayar University, Türkiye, while it was 

examined through conventional and advanced exergy 

analysis methods under experimental conditions. 

First, the exergy destruction rate, the exergy 

efficiency coefficient, the relative irreversibility, and 

the enhancement possibility of the individual system 

components were computed with the conventional 

exergy analysis approach. After that, advanced 

exergy analyses were conducted by dividing the 

exergy destructions into parts. In this regard, the 

objectives of the current study are to apply advanced 

exergy analysis to the heat pump unit for further 

understanding of the exergy destruction rates and then 

to reveal the possible improvement rate. 

 

2. Material and Method 

 

2.1. Experimental Heat Pump Unit 

 

As the problems associated with energy efficiency 

and environmental pollution have gradually 

increased, the number of studies focusing on these 

issues has also significantly increased in recent years. 

HP technologies are recognized as important and 

environmentally friendly and have been used for 

many years in climate control applications 

(particularly heating and cooling). In this regard, an 

experimental setup of an air source heat pump unit has 

been operated at Manisa Celal Bayar University, 

Manisa, Türkiye. The conventional exergy and 

advanced (enhanced) exergy approaches regarding 

dividing the exergy destructions into 

unavoidable/avoidable and exogenous/endogenous 

sections have been performed. The modified 

illustration of the heat pump system appears in Figure 

1.
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Figure 1. Schematic flow diagram of the air source heat 

pump system. 

Figure 1 shows a schematic diagram of the HP 

system, which comprising compressor, condenser, 

expansion valve, and evaporator. 

The assumptions used in the analysis are set 

out below:  

(a) As there are no chemical transformations, all 

processes are in a steady state, and changes in 

potential and kinetic energy are ignored. 

(b) The loss of heat in the heat exchangers is regarded 

as being of insignificant importance. 

(c) The compressor operates adiabatic and 

irreversibly; the isentropic efficiency is taken as 0.85. 

(d) The dead-state temperature is estimated at 10°C, 

and the pressure is taken at 101.325 kPa for the 

analysis. 

2.2 Conventional Exergy Analysis 

In the design and development of systems, exergy 

analysis is essential as it can indicate the location, 

type, and amount of exergy destruction and losses. 

With exergy analysis, the location and size of 

irreversibility (entropy generation) in a system can be 

determined, and development and improvement 

studies can be carried out to reduce irreversibility. 

General exergy equations are employed for 

all system components on a component basis and then 

for the whole system. At the component level, the 

exergy product rate (�̇�𝑃,𝑘) can be defined as the 

exergy output obtained per unit time, and the exergy 

fuel rate (�̇�𝐹,𝑘) can be defined as the input provided 

to obtain the desired exergy output per unit time. The 

difference between the exergy fuel rate and the exergy 

product rate is identified as the exergy destruction rate 

in the system per time period. The coefficient of 

exergy efficiency and exergy destruction can be 

obtained from the standpoint of the exergetic product 

and the exergetic fuel, while the conventional exergy 

balance can be explained as follows for the 

component kth [12]: 
       

�̇�𝐷,𝑘 = �̇�𝐹,𝑘 − �̇�𝑃,𝑘                                                 (1)

     

𝜀𝑘 =
�̇�𝑃,𝑘

�̇�𝐹,𝑘
= 1 −

�̇�𝐷,𝑘

�̇�𝐹,𝑘
                                           (2) 

  

Other useful concepts such as “improvement 

potential” (IP), “exergetic factor” (ƒ) and “relative 

irreversibility” (RI) are used to assess the effects of 

the system components on the whole system.  

IP = (1 −  𝜀)(�̇�𝑔 − �̇�ç)                                       (3) 

𝑓 =
�̇�𝐹,𝑘

�̇�𝐹,𝑡𝑜𝑡𝑎𝑙
. 100                                        (4) 

𝑅𝐼 =
�̇�𝐷,𝑘

�̇�𝐷,𝑡𝑜𝑡𝑎𝑙
. 100                                               (5) 

The principle of sustainability is consistent 

with the management of resources in terms of social, 

natural, and economic aspects. With environmental 

and cost control issues, it has become more important. 

A useful indicator for measuring the sustainability of 

the framework is the sustainability index. The 

exergetic sustainability index can be estimated on the 

basis of [13]: 

 

𝑆𝐼 =
1

1−𝜀𝑘
. 100                                        (6) 

2.3 Advanced Exergy Analysis 

Conventional exergy analysis can be used to 

determine the sources, positions, and amounts of 

irreversibilities in a system and to suggest general 

improvements to the system. However, none of the 

conventional exergy analysis methods can be used to 

calculate the irreversibility resulting from the 

interaction between system components. Also, 

conventional exergy analysis is insufficient to reveal 

the realistic improvement potential due to current 

technological limitations. Splitting the exergy 

destruction into parts allows further understanding of 

the exergy destruction causes. Thereby, the accuracy 

of the analysis could be enhanced. In advanced exergy 

analysis, exergy destructions can be split into their 

endogenous and exogenous and/or avoidable and 

unavoidable parts [14]. Endogenous exergy 

destructions (�̇�𝐷,𝑘
𝐸𝑁)   for a component of the system 

are defined as the destructions that are independent of 

the other components of the system.  
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In order to estimate endogenous exergy 

destructions, it is assumed that every component of 

the system runs under theoretical circumstances, 

whereas the component under consideration is 

performing with the same level of efficiency as in the 

actual system. The inefficiencies caused by the other 

system components are indicated by the exogenous 

exergy destruction of one system component. The 

exogenous exergy destruction (�̇�𝐷,𝑘
𝐸𝑋 )  of one 

component of the system indicates irreversibilities 

that are imposed by the other components of the 

system. 

Endogenous and exogenous exergy 

destruction is calculated using the following 

equations: 

𝐸�̇�𝑑,𝑘
𝑟𝑒𝑎𝑙 = 𝐸�̇�𝑑,𝑘

𝐸𝑁 + 𝐸�̇�𝑑,𝑘
𝐸𝑋                                           (7) 

 

𝐸�̇�𝑑,𝑘
𝐸𝑁 = 𝐸�̇�𝑃,𝑘

𝑟𝑒𝑎𝑙𝑥 (
𝐸�̇�𝑑,𝑘

𝐸�̇�𝑃,𝑘
)

𝐸𝑁

                                (8)   

 

Exergy destruction, costs, and environmental impacts 

that can be prevented by technically appropriate 

design and/or operational improvements in a system 

are considered the avoidable part of the exergy 

destruction. Determining the amount of avoidable 

exergy destruction in a system plays an important role 

in emphasizing the steps to be taken for the 

improvement of efficiency in the whole system. The 

remaining exergy destruction, which cannot be 

destroyed by any physical or technological 

development, is also considered unavoidable exergy 

destruction [15], [16]. In order to determine the 

unavoidable exergy destruction, it is assumed that the 

components of the system are operating at their 

maximum efficiency according to the current state of 

technology. 

The expressions for the determination of 

unavoidable and avoidable exergy destructions are 

given [17]: 

 �̇�𝑑,𝑘
𝑈𝑁 = �̇�𝑃,𝑘

𝑟𝑒𝑎𝑙 . (
�̇�𝑑,𝑘

�̇�𝑃,𝑘
)

𝑈𝑁

                                                   (9)              

     

𝐸�̇�𝑑,𝑘
𝑟𝑒𝑎𝑙 = 𝐸�̇�𝑑,𝑘

𝑈𝑁 + 𝐸�̇�𝑑,𝑘
𝐴𝑉                                                  (10)   

 

In addition, the modified exergy efficiency coefficient 

is computed by means of the formula:                                                                

𝜀𝑘
∗ =

�̇�𝑥P,k
real

�̇�𝑥F,k
real−�̇�𝑥D,k

UN x 100                                                         (11) 

Once avoidable/unavoidable and exogenous / 

endogenous exergy destruction currents are found for 

all system components, these values are associated 

with avoidable (AV) and unavoidable (UN) exergy 

destruction values to obtain useful new terms. One 

can identify the irreversibility’s regarding with the 

system component itself that can be removed by 

computing the avoidable endogenous exergy 

destruction. 

�̇�𝐷,𝑘
𝑈𝑁,𝐸𝑁 = �̇�𝑃,𝑘

𝐸𝑁 . (
�̇�𝐷,𝑘

�̇�𝑃,𝑘
)

𝑈𝑁

                                          (12) 

𝐸�̇�𝑑,𝑘
𝑈𝑁,𝐸𝑋. = 𝐸�̇�𝑑,𝑘

𝑈𝑁 . −𝐸�̇�𝑑,𝑘
𝑈𝑁,𝐸𝑁.                                    (13) 

Furthermore, the calculation of avoidable exogenous 

exergy destruction can highlight the irreversibility’s 

that can be eliminated by structural enhancements to 

the entire system or by enhancing the performance of 

the residual elements and increasing the performance 

of the component under consideration. 

𝐸�̇�𝑑,𝑘
𝐴𝑉,𝐸𝑁. = 𝐸�̇�𝑑,𝑘

𝐸𝑁 . −𝐸�̇�𝑑,𝑘
𝑈𝑁,𝐸𝑁                                   (14) 

𝐸�̇�𝑑,𝑘
𝐴𝑉,𝐸𝑋. = 𝐸�̇�𝑑,𝑘

𝐴𝑉 . −𝐸�̇�𝑑,𝑘
𝐴𝑉,𝐸𝑁                                       (15) 

3. Results and Discussion 

 

This study evaluated an air source heat pump system 

based on the conventional exergy method using 

advanced exergy analysis and the division of the 

exergy destruction rates into different parts for the 

experimental values. Experimental data and 

calculations of the heat pump unit are shown in Table 

1. Conventional exergy analysis parameters such as 

fuel exergy and product exergy rates for the whole 

system are shown in Table 2. Also, it shows exergetic 

parameters such as the exergy efficiency, 

improvement potential rate, exergy factor, 

sustainability index, relative irreversibility, and 

exergy destruction rates for the system components. 

The evaporator, followed by the compressor and the 

condenser, had the greatest exergy destruction rates. 

Moreover, the compressor and the expansion valve 

exergetic efficiency values demonstrated that these 

components have the highest value compared to other 

components. The exergetic improvement potential 

rate obtained was 1.618 for the whole unit. According 

to the exergetic factor (f) of the heat pump unit, the 

compressor and evaporator exhibit the greatest 

quantities of exergetic fuel rate, obtaining 36.97% and 

27% of the total exergy fuel rate in the system, 

respectively. Regarding the relative irreversibility of 

the air-source heat pump system subcomponents, the 

condenser has the lowest RI rate at 13.84%, and the 
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evaporator has the highest rate at 57.47% due to its 

high irreversibility and low efficiency. The exergetic 

sustainability index (SI) values of the system and 

components are also given in Table 2. The evaporator 

has the lowest SI rate at 1.29, followed by the 

condenser at 1.36, since these components cause more 

exergy destruction than other components. 

Table 1. The thermodynamic specifications determined 

from experimental data. 

State �̇�(kg/s) T 

(°C)                               

    h 

(kJ/kg) 

      s    

(kJ/kgK) 

ex     

(kj/kg) 

1 0.082 24 274.80 1.074 7.602 

2 0.082 90.06 326.91 1.096 53.490 

3 0.082 38 275.80 0.951 43.316 

4 0.082 -5.3 275.80 0.974 36.775 

6 0.638 22.1 33.79 - 0.255 

7 0.638 25.7 37.44 - 0.425 

8 0.638 20.7 31.73 - 0.177 

A conventional exergy analysis can show the 

distribution of exergy destruction and the maximum 

exergy destruction ratios between individual 

components. It cannot identify the magnitude of the 

interactions between system components and the 

opportunities for improvement. Exergy destructions 

within a component are divided into categories such 

as endogenous/exogenous and avoidable/unavoidable 

in advanced exergy analysis. This method makes it 

possible to better identify the origins of 

thermodynamic inefficiency. This also makes it 

possible to refine and optimize the overall system. 

This approach specifies the exogenous exergy 

destruction with the effects of the interactions 

between the elements while estimating the 

endogenous exergy destruction with the operational 

losses within the component. In addition, 

technological and physical limitations on the 

efficiency of the system constitute unavoidable 

exergy destruction. Table 3 summarizes the 

conclusions of the advanced exergy approach of the 

present heat pump unit. 

                                                                                                                                                

Table 2. The calculations of conventional exergy analysis.

Component �̇�F,k (kW) �̇�𝑃,k (kW) �̇�D,k (kW) ε (%) 𝐼𝑃  ̇ (kW) RI (%) SI f (%) 

I Compressor 4.500 3.763 0.737 83.62 0.121 16.61 6.10 36.97 

II Condenser 0.834 0.220 0.614 26.38 0.452 13.84 1.36 6.85 

III Expansion valve  3.552 3.016 0.536 84.90 0.081 12.08 6.62 29.18 

IV Evaporator 3.287 0.736 2.551 22.40 1.979 57.47 1.29 27.00 

Overall system 12.173 7.735 4.438 63.54 1.618 100.00 2.74 100.00 

 

 

Table 3. Advanced exergy approach findings of heat pump unit.

 

When considering the whole system on the basis of 

running operation, the unavoidable exergy 

destruction (�̇�𝐷,𝑘
𝑈𝑁) is calculated to be 3.059 kW. 

Contrary, the avoidable exergy destruction (�̇�𝐷,𝑘
𝐴𝑉  ) is 

estimated to be 1.380 kW for the overall system. 

Referring to the results for the evaporator, it has the 

highest unavoidable exergy rate �̇�𝐷,𝑘
𝑈𝑁 with the rates 

of 1.356 kW. This rate consist % 44.33 of 

unavoidable exergy destruction within in the heat 

pump unit. The maximum �̇�𝐷,𝑘
𝐴𝑉  value is estimated to 

be 1.194 kW for the evaporator and 0.491 kW for the 

compressor. Considering the calculation of the 

endogenous/exogenous exergy destruction rate, the 

total endogenous exergy destruction is calculated to 

                         �̇�𝐷,𝑘
𝑈𝑁 (kW)                                         �̇�𝐷,𝑘

𝐴𝑉  (kW) 

Component �̇�𝐷,𝑘
𝐸𝑁 �̇�𝐷,𝑘

𝐸𝑋  �̇�𝐷,𝑘
𝑈𝑁 �̇�𝐷,𝑘

𝐴𝑉    

  (kW) (kW) (kW) (kW)         

 

�̇�𝐷,𝑘
𝑈𝑁,𝐸𝑁

 (kW) �̇�𝐷,𝑘
𝑈𝑁,𝐸𝑋

 (kW) �̇�𝐷,𝑘
𝐴𝑉,𝐸𝑁

 (kW) �̇�𝐷,𝑘
𝐴𝑉,𝐸𝑋

 (kW) 

I Compressor 0.511 0.226 0.245 0.491     0.375     -0.134     0.135   0.360 

II Condenser 0.117 0.497 0.185 0.428 0.885 -0.532 -0.768 1.029 

III Expansion valve 0.458 0.077 0.498 0.037 0.430 0.163       0.027    -0.085 

IV Evaporator 0.342 2.208 1.356 1.194 2.00 0.359      -1.666     1.849 

Overall system 1.429 3.009 3.059 1.380     
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be 1.429 kW whereas the overall exogenous exergy 

destruction (�̇�𝐷,𝑘
𝐸𝑋 ) is estimated as 3.009 kW. Figure 

2 is an illustration of the distribution of exergy 

destructions in the overall system and its main units. 

 

Figure 2. The exergy destruction rates the air source heat 

pump unit. 

 

Internal exergy destructions so-called 

endogenous exergy rate at the compressor has 

substantial 69.0% of sum exergy destructions were 

considered as endogenous (Fig. 2), meaning that 

from a design perspective, compressor inefficiency 

could be autonomously lowered. In addition, more 

than half (67.0%) of the total avoidable endogenous 

exergy destruction was attributed to the compressor. 

Figure 2 shows that both exogenous and avoidable 

exergy destructions within the condenser were very 

high. Exogenous and avoidable exergy destructions 

were in the range of 81.0% and 70.0% of the total 

exergy destructions, respectively. Therefore, it can 

be  

concluded that the inefficiencies within the 

condenser are largely affected from the other 

components of the heat pump unit. From Figure 2 

one can notice that three-fourths of the entire exergy 

destroyed in the evaporator was exogenous. 

Furthermore, almost half of the total evaporator 

destruction was avoidable exogenous exergy 

destruction. All of these results indicate that efforts 

to reduce evaporator inefficiencies should focus 

primarily on component interactions. 

 

Figure 3. A comparison of the exergy efficiency and the 

modified exergy efficiency. 

 

While the exergy efficiency of the compressor was 

83.61%, the modified exergy efficiency was not 

increased too much and calculated 88.44%. The 

conventional exergy efficiencies of the evaporator 

and condenser were 22.44% and 26.37% when the 

modified exergy efficiencies were obtained as 

38.13% and 33.91%, respectively. 

4. Conclusion and Suggestions 

The conventional and advanced exergy analyses of 

an air-source heat pump unit have been performed 

in this study. The elements of the system were 

assessed individually, and the following are the 

main observations that can be derived from the 

findings of the current study: 

 The proportion of unavoidable exergy 

destruction is found to be highest at 53% 

for the evaporator, while the condenser has 

the minimum proportion at 30%. These 

results show that the range of potential 

improvements to the evaporator is limited. 

 The share of endogenous exergy destruction 

in total destruction is highest for the 

compressor (69%). This means that this 

component is not directly impacted by the 

operating conditions of the other 

components. 

 The exergy efficiency of the heat pump unit 

is estimated at 63.54%, according to the 

experimental data. 

 In view of the findings of the advanced 

exergy analysis, the condenser and 

compressor components should take 

priority for the enhancement efforts of the 

whole system. 
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For further studies, advanced exergy assessment 

methods can be used to evaluate other thermal 

systems, such as trigeneration plants. 
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Abstract 

Chronic exposure to UV-C can cause sunburn, skin cancer, oxidative stress as well 

as photo-aging. Many herbs and plant extracts have recently been recognized as a 

potential source of sunscreen due to their UV-absorbing properties. Aloe vera L., 

which has been used for therapeutic purposes by humans for centuries, is also among 

these plants. In this study, it was aimed to reveal the sunscreen properties of the latex 

and gel parts of A. vera and the effect of these properties on cells exposed to UV 

rays. In this study, primarily, the lethal effect of UV-C rays on healthy cells was 

observed over time. Then, the latex and gel parts of the obtained A. vera plant were 

separated and spread on the surface of petri dishes as a single and double layer. By 

adding a determined number of cells of the petri dishes, the protection of A. vera 

against the lethal effect of 1, 1.5 and 2 hours of UV-C exposure was investigated. 

According to the study findings, in all cells in the control group, an increasing 

number of deaths occurred as the UV-C exposure time was prolonged and no viable 

cells remained at the 2nd hour. The double-layered A. vera latex and gel groups 

exhibited less cell death than the control and still had viable cells at 2 hours. From 

this point of view, it has been shown in this study that a protective product that can 

be made using A. vera can prevent the damages that may develop due to UV-C 

exposure. 

 

 
1. Introduction 

 

The World Health Organization defines UV-C rays as 

the most damaging ray to the skin when compared to 

other components of sun rays [1]. Even only a small 

fraction of UV-C rays can penetrate the deep layer of 

the skin [2]. In addition, due to its UV-C ionization 

feature, it acts as a strong mutagen and can cause 

immune-mediated disease and cancer in adverse 

situations [3]. Given the increasing dangers 

associated with UV exposure, the use of sunscreen 

agents in various formulations has increased. 

Products developed as sunscreens often contain 

components that can absorb or disperse UV 

effectively [4]. In protection from the sun and the 

ultraviolet rays it causes, plants and plant extracts are 

generally accepted as a potential source of UV 

protection due to their UV absorbing and antioxidant 

properties [5-7]. Aloe vera, known as one of these 

plants, is a member of the Liliaceae (Lily) family [8, 

9]. There is information on the ancient Egyptian 

                                                           

* Corresponding author: karagoz@gantep.edu.tr              Received: 03.06.2023, Accepted:11.12.2023 

papyrus and Mesopotamian clay tablets that A. vera 

was used in the treatment of infections, solving skin 

problems, and also as a laxative [10]. At the same 

time, it is among the data in the literature that A. vera 

suppresses neuroblastoma [11] and 

glioblastoma/astrocytoma [12] cells by showing anti-

inflammatory activity and has anticarcinogenic 

potential. A. vera leaves have two different parts, 

latex and gel, with different chemical compositions. 

The latex part is obtained from the pericyclic cells and 

the gel part is obtained from the parenchyma cells 

[13]. 

The outermost large leaves are cut 2-3 times 

a year for medicinal purposes [10]. The active 

ingredients in the gel are anti-inflammatory, 

antioxidant [14], immunoregulatory [15], antidiabetic 

[16], antiproliferative [17], wound healing [18] and 

antimicrobial effects [19] were determined. The 

antioxidant property of A. vera is due to the abundant 

amounts of vitamin A, vitamin C, E, B12, choline and 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1309376
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folic acid in its structure. In addition, in an in vitro 

study using veracylglucan B isolated from the gel, it 

was demonstrated that it had a significant 

antiproliferative (cytotoxic) effect on fibroblast 

culture [17]. A. vera is used in medicine, cosmetics, 

food industry, in many fields as capsules and creams 

[20]. It is especially preferred in the field of 

dermatology and it prevents wrinkles by accelerating 

the formation of collagen and elastin in its content and 

is used in the treatment of sun-induced burns, 

especially secondary-degree burns [21, 22]. 

Within the scope of this study, it was aimed to observe 

the protective effect of the latex and gel obtained from 

the A. vera plant, which is used as a pharmaceutical 

raw material in the cosmetic industry and 

dermatology, against UV-C, which is one of the 

harmful rays from the sun and kills cells. 

 

2. Material and Method 

2.1. Plant Material and Preparation Extract 

 

Healthy and fresh A. vera leaves having a length of 

30–45 cm were collected from Gaziantep University 

in Gaziantep/Turkey. The plant material was 

identified by Dr. H. Tekin, Botanist, University of 

Gaziantep. Leaves were washed with distilled water 

to remove dirt. After removing the spikes, the leaves 

were cut transversely into pieces and the thick 

epidermis was carefully separated from the 

parenchyma (Fig 1). The resulting latex and gel parts 

were homogenized and freeze-dried.  

 

 

 

Figure 1. A. vera latex and gel parts 

 

 

2.2. Preparation of A. vera Coated Petri dishes 

 

A. vera latex and gel parts were spread as a thin layer 

on the top cover of the petri dishes, both on one and 

both sides (Fig 2). Petri dishes, which were left to dry 

at room temperature without sunlight, were then 

stored at room temperature.

 

  

 
Figure 2. Spread of A. vera parts on the petri dish 

 

2.3. Cell Culture 

2.3.1. Production of Cells  

In cell culture studies, human umbilical vein 

endothelial cells (HUVEC) were used because it is a 

healthy cell line. The HUVEC cell line obtained from  

the American Cell Culture Collection (ATCC) cell 

bank was used. Dulbecco's Modified Eagle Medium 

(DMEM) medium containing inactivated 10% Fetal 

Bovine Serum (FBS), L-glutamine, 

penicillin/streptomycin was used for growth and 

growth of cells. Cells were produced in flasks in this 

medium and kept in a 37 ℃ incubator containing 5% 
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CO2. The cells produced were then used for UV 

studies.  

  

2.3.2. Observation of Morphological Effects of UV-

C on Cells 

The cells produced and covering the flask base were 

treated with UV-C for 1, 2 and 3 hours. A UV 

transluminator (DNR-IS) device, which produces 

light with a wavelength of 254 nm and an intensity of 

8000 μW/cm at room temperature, was used as a UV-

C light source (Fig 3). At the end of each hour, cells 

were observed morphologically under an invert 

microscope. 

 

 

Figure 3. UV-C application to cells 

 

2.3.3. Determination of Protective Efficacy of A. 

vera Against UV-C Exposure 

 

For the study, the medium of the cells growing in 

sufficient quantity was aspirated and washed with 

PBS (phosphate buffered saline). Afterwards, it was 

treated with Tris/EDTA and incubated in an 

environment containing 5% CO2 at 37 °C, and the 

cells were separated from the surface. Then, it was 

centrifuged at 800 rpm for 5 minutes and the pellet 

part was homogenized with the medium. Viable cells 

were counted on Thoma slide using Trypan Blue dye. 

In order to evaluate the UV-C protective 

effect of A. vera on cells, HUVEC cells were seeded 

in petri dishes with 500,000 cells. The previously 

prepared A. vera latex and gel-coated petri dishes 

were closed on the cells and exposed to UV-C at 254 

nm for 1 hour. After counting the viable cells at the 

end of 1 hour, the cells were exposed to UV-C for 1.5 

hours, 2 hours and 3 hours and counting was repeated 

(Fig 4). 

Trial groups are as follows; 

1. Control Group: 500,000 cells in the medium (petri 

dish untreated) 

2. Latex One Side: 500,000 cells in the medium + the 

outer surface of the petri dish is covered with shell 

3. Gel One Side: 500,000 cells in the medium + the 

outer surface of the petri dish is coated with gel 

4. Latex Double Side: 500,000 cells in the medium + 

the inner and outer surfaces of the petri dish are 

covered with shell 

5. Gel Double Side: 500,000 cells in the medium + the 

inner and outer surfaces of the petri dish are coated 

with gel 

 

 

Figure 4. UV-C application to A. vera coated cell plates 

 

2.4. Statistical Analysis 

Each experiment was performed at least in triplicate. 

Average values are given with standard error of the 

mean (SEM). Differences between average values 

were tested for significance using 2way ANOVA and 

considered as significant for P < 0.05. All statistical 

tests were carried out utilizing the GraphPad Prism 

program for Windows version 8.4.2

 

Table 1. Cell counts in groups exposed to UV-C 

UV application time Control  Latex one-side Gel   one-side Latex double-side Gel  double-side 

Number of Cells  

Before Application (0th hour) 
500000 500000 500000 500000 500000 

Viable Cell Count After 1 h UV-C 140000 210000 280000 210000 280000 

Viable Cell Count After 1.5 h UV-C 70000 90000 140000 100000 140000 

Viable Cell Count After 2 h UV-C 0 0 0 25000*** 35000*** 
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3. Results and Discussion 

3.1. Morphological Observation of UV-C Damage 

 

The morphological structure of the cells that covered 

the surface of the flask and did not have any UV-C 

exposure is shown in Figure 5. Here the cells are 

spread out and appear to be together. After 1 hour of 

UV-C application, it is seen that the cells start to die 

and separate from each other as in Figure 6. After the 

2nd hour UV-C exposure, the cells were seen to die 

completely (Fig 7), while at the 3rd hour, it was 

observed that the cell nuclei were fragmented (Fig 8). 

 

 
Figure 5. Control group cell image 

 

   
Figure 6. Cell Image Exposed to UV-C for 1 hour 

 

 
Figure 7. Cell Image Exposed to UV-C for 2 hours 

 

Figure 8. Cell Image Exposed to UV-C for 3 hours 

 

3.2. Determination of Protective Efficacy of A. vera 

Against UV-C Exposure 

The numerical differences of the cells in the 

experimental and control groups as a result of UV-C 

application are shown in Table 1. When A. vera latex 

and gel layer is added between the cells and the UV-

C beam, the change in the situation is remarkable. In 

the experimental setups formed as a single or double 

layer with gel, after 1.5 hours of UV application, it 

was determined that the viability was 2 times higher 

than the control group, and 1.28 and 1.42 times more 

viability in the latex single-sided and latex double-

sided layer groups, respectively. After 2 hours of UV-

C exposure, it was observed that all cells in the 

control, latex single side and gel single side groups 

died, while 25000 viable cells were observed in the 

latex double side group and 35000 live cells on the gel 

double side.  

UV is absorbed by nucleic acids, proteins and 

cellular membranes. UV absorption leads to the 

destruction of chemical bonds and free radical 

formation, initiating a series of oxidative free radical-

driven reactions in the presence of oxygen. These 

reactions cause necrotic and apoptotic cell death [23-

24]. It has been found that many plants show 

protective effects by absorbing UV light in the 

wavelength range of 300 - 400 nm and activating the 

antioxidant defense system thanks to their polyphenol 

content [25-27]. The fact that A. vera has a high 

polyphenol content [28] and has significant 

antioxidant activity [29] can be considered as the 

reason why the number of deaths in the A. vera 

containing groups in this study was less than the 

control. Many similar studies with A. vera have also 

yielded results to support this. When the literature 

data in which the latex and gel of A. vera are evaluated 

together, it is seen that there are studies that contain 

the information that UV rays absorption is quite high 

[30] and that it also has protective properties against 

UV-A and UV-B damage [31, 32]. The studies on the 

A. vera gel part were examined, it was found that 
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studies showing the decrease in skin elasticity caused 

by UV-B [33] and the sterols in the gel prevent skin 

photo-aging [34]. In addition, when studied in rats 

and guinea pigs exposed to UV and gamma radiation, 

it was determined that A. vera gel showed wound 

healing activity in conditions such as cuts, burns and 

eczema [35-38]. 

 

4. Conclusion and Suggestions 

According to the findings, it is seen that the leaf and 

especially the gel parts of A. vera are quite effective 

in protecting healthy cells against UV-C damage. It is 

thought that this effect may have the potential to be 

used in many areas. First of all, it is seen that it has 

the potential to be used as a topical UV-C protective 

product in the cosmetics industry. In addition, it 

comes to mind that UV-C protective glasses can be 

created with A. vera leaf and gel to protect people 

from damage to their eyes. In conclusion, we think 

that A. vera can be used as a natural source of 

protection against UV-C and the findings obtained 

should be supported by further studies on the way to 

product transformation. 
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Abstract 

In this text, the notion of mutually ss-supplemented modules is characterized with 

the help of semiperfect rings. For this, mutually ss-supplemented modules were first 

classified according to certain properties. These features can be listed as refinable 

modules, distributive modules, fully invariant submodules, and (𝜋-) projective 

modules. It was determined that every submodule of an amply ss-supplemented 

module is mutually ss-supplemented.  It was shown that 𝐶=⨁𝜚∈𝛬  𝐶𝜚 is a mutually 

ss-supplemented module in which each submodule of  𝐶 is a fully invariant 

submodule, for the family of mutually ss-supplemented modules {𝐶𝜚}
𝜚∈𝛬

. 

 

 
1. Introduction 

 

In this study, we refer the reader to references [1], [2], 

[3], and [10] to understand the basic algebraic 

properties of module theory. We will take all the rings 

as unitary and associative. We will also use all 

modules as unitary left 𝑆-modules. 𝐸 is called a 

submodule of 𝐶 if, for each 𝑐∈𝐸 and 𝑠 ∈ 𝑆, 𝐸 is a 

subgroup of the module 𝐶 and 𝑠𝑐∈𝐸. This is denoted 

as 𝐸 ≤ 𝐶. Obviously, 0 and 𝐶 are submodules of 𝐶. 

Here, these submodules are said to be trivial 

submodules of 𝐶. Submodules other than trivial are 

said to be proper submodules [2].  

   If non-zero module 𝐶 has no submodule except 

trivial submodules,  𝐶 is said to be simple [3]. A 

module 𝐶 is said to be semisimple if 𝐶 is written in the 

form of a sum of simple modules. The necessary and 

sufficient condition for semisimple module 𝐶 is this: 

each submodule of 𝐶 is a direct summand in 𝐶 [3]. 

The property of semisimplity of a module is preserved 

under submodules, direct summands and arbitary 

sums [3]. Let 𝐵 be a proper submodule of 𝐶. If  𝐶 has 

no proper submodule that includes 𝐵 in 𝐶, then 𝐵 is 

said to be a maximal submodule of 𝐶 [3]. Let 𝐶 be a 

module and 𝐵  a proper submodule of 𝐶. If 𝐶 has no 

any proper submodule 𝐷 of 𝐶 provided that 𝐵 + 𝐷 =
𝐶, then 𝐵 is said to be a small submodule of 𝐶 and 
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denoted as 𝐵 ≪ 𝐶 [1], [3].  Here, if 𝐵 + 𝐷 = 𝐶, then 

𝐷 = 𝐶. A module 𝐶 is said to be hollow, if each 

proper submodule 𝐹 of 𝐶 is small.  A module 𝐶 is said 

to be local if 𝐶 has a proper submodule which 

includes whole proper submodules of 𝐶 [1],[3]. The 

necessary and sufficient condition for a local module 

𝐶  is this: 𝐶 is hollow and 𝑅𝑎𝑑(𝐶) ≠ 𝐶 [1], [3]. 

Let 𝐵, 𝐵′ be submodules of 𝐶. A submodule 𝐵′ is said 

to be a supplement of 𝐵 in 𝐶, if 𝐵′ is a minimal 

element of the submodules 𝐷 of 𝐶 with 𝐶 = 𝐵 + 𝐷. 

Here 𝐵′ is a supplement of 𝐵 in 𝐶 in this case for 

   𝐶 = 𝐵 + 𝐵′ and 𝐵 ∩ 𝐵′ ≪ 𝐵′ [1]. An epimorphism  

𝑃
𝜇
→ 𝐵 → 0 is said to be a projective cover of 𝐵 if 𝑃 

is projective and ker(𝜇) ≪ 𝑃. In [7], a submodule 𝑈 

has a supplement in a projective module 𝐶, which is a 

direct summand in 𝐶 in this case for 𝐶/𝑈 possesses a 

projective cover. A module 𝐶 is said to be semiperfect 

if each factor module of 𝐶 possesses a projective 

cover [1]. The set 𝑆𝑜𝑐(𝐶)= ∑{𝐷 ≤ 𝐶 | 𝐷 𝑖𝑠 𝑎 simple 

submodule of 𝐶} is defined in this way                             

that is a submodule of 𝐶.  A submodule 𝐵′ is said to 

be a mutual supplement of  𝐵 in 𝐶  if, 𝐶 = 𝐵 + 𝐵′, 
 𝐵 ∩ 𝐵′ ≪ 𝐵 and 𝐵 ∩ 𝐵′ ≪ 𝐵′ by [7]. 𝑅𝑎𝑑(𝐶) is the 

intersection of whole maximal submodules of 𝐶. The 

impression 𝑅𝑎𝑑(𝐶) is shown by the sum of each 

submodule of 𝐶. If 𝑅𝑎𝑑(𝐶) = 𝐶, then 𝐶 is said to be 

a radical module. The radical submodule of a 
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semisimple module is zero [1]. 𝑆𝑜𝑐𝑠(𝐶)= ∑{𝐷 ≤ 𝐶 | 

𝐷 𝑖𝑠  𝑏𝑜𝑡ℎ simple and small submodule of 𝐶}. So 

𝑆𝑜𝑐𝑠(𝐶)⊆ 𝑆𝑜𝑐(𝐶) and 𝑆𝑜𝑐𝑠(𝐶)⊆ 𝑅𝑎𝑑(𝐶) [4]. A 

module 𝐶 is said to be ss-supplemented if, for each 

submodule 𝐹 of 𝐶, there is a supplement 𝐿 of 𝐹 in 𝐶  

provided that 𝐹 ∩ 𝐿 is semisimple, termed                      

ss-supplements [4]. A submodule 𝐹 of a module 𝐶 has 

ample ss-supplements in 𝐶 if each submodule 𝐿 of 𝐶 

such that 𝐶 =  𝐹 +  𝐿 contains an ss-supplement of 

𝐹 in 𝐶. A module 𝐶 is said to be amply                              

ss-supplemented provided that each submodule of 

𝐶 has ample ss-supplements in 𝐶 [4]. A module 𝐶 is 

said to be strongly local if 𝑅𝑎𝑑(𝐶) is semisimple [4]. 

Following [5], a module C is said to be                             

⨁𝑠𝑠-supplemented if every submodule of C is a           

ss-supplement that is a direct summand of C. It is 

clear that every ⨁𝑠𝑠-supplemented module is               

ss-supplemented. 

 

2. Material and Method 

 

In [7], the notion of mutually ss-supplemented 

modules is defined as a strong notion of                          

ss-supplemented modules and is served relevant 

attributions about these modules. 

  

Following [7], we give the following facts. 

 

Lemma 2.1: [7, Lemma 2.2] Let 𝑩, 𝑩′ be submodules 

of the module 𝑪. Then the following statements are 

equivalent.  
(𝒊)  𝑩 and 𝑩′ are mutual ss-supplements in 𝑪; 

(ii) 𝑪 = 𝑩 + 𝑩′, 𝑩 ∩ 𝑩′ ⊆ 𝑹𝒂𝒅(𝑩), 𝑩 ∩ 𝑩′ ⊆
𝑹𝒂𝒅(𝑩′) and 𝑩 ∩ 𝑩′ is semisimple; 

(iii) 𝑪 = 𝑩 + 𝑩′, 𝑩 ∩ 𝑩′ ≪ 𝑩, 𝑩 ∩ 𝑩′ ≪ 𝑩′ and      

𝑩 ∩ 𝑩′ is semisimple; 

 

 

A module 𝑪 is said to be mutually ss-supplemented if 

every submodule 𝑫 of 𝑪 has an ss-supplement 𝑩 in 𝑪 

and there exists a submodule 𝑩′  of 𝑪 such that 𝑩 and 

𝑩′ are mutual ss-supplements in 𝑪. It is clear that 

⨁𝒔𝒔-supplemented module is mutually                             

ss-supplemented [7].  

 

Lemma 2.2: [7, Lemma 2.9] Let 𝑫 and 𝑬 be 

submodules of the module 𝑪 in which 𝑫 is mutually 

ss-supplemented. If 𝑫 + 𝑬 has a mutual                           

ss-supplement in 𝑪, then 𝑬 has a mutual                              

ss-supplement in 𝑪. 

 

Theorem 2.3: [7, Theorem 2.8] Let 𝑪 be a module 

with 𝑹𝒂𝒅(𝑪) ≪ 𝑪. Then the following statements are 

equivalent:  

(i) 𝑪 is mutually ss-supplemented; 

(ii) Every submodule of 𝑪 has a mutual supplement in 

𝑪 and 𝑹𝒂𝒅(𝑪) has a ss-supplement in 𝑪; 

(iii) Every submodule of 𝑪 has a mutual supplement 

in 𝑪 and 𝑹𝒂𝒅(𝑪) ⊆ 𝑺𝒐𝒄(𝑪). 
Proof: (i)⟹(ii) Let 𝑪 be a mutually ss-supplemented. 

Then every submodule of 𝑪 has mutual ss-supplement 

in 𝑪. Then 𝑹𝒂𝒅(𝑪) is so. 

(ii)⟹(iii) Since 𝑹𝒂𝒅(𝑪) ≪ 𝑪,  𝑪 is a unique                  

ss-supplement of 𝑹𝒂𝒅(𝑪) in 𝑪 by the hypothesis. So 

𝑹𝒂𝒅(𝑪) ⊆ 𝑺𝒐𝒄(𝑪). 
(iii)⟹(i) By Lemma 2.1. 

 

Lemma 2.4: [7, Lemma 2.11] Let 𝑪 be a projective 

module. Then 𝑪 is mutually ss-supplemented if and 

only if every submodule of 𝑪 has a mutual                     

ss-supplement in 𝑪 and 𝑹𝒂𝒅(𝑪) ⊆ 𝑺𝒐𝒄(𝑪). 
Proof: (⟹) Let 𝑪 be a projective module. By [10, 

42.3] 𝑪 is semiperfect. Then we get 𝑹𝒂𝒅(𝑪) ≪ 𝑪 by 

[10, 21.6]. 
(⇐)  The proof holds by Theorem 2.3. 

 

Proposition 2.5: [7, Proposition 2.10] Let 𝑪 be a 

module which is the sum of the submodules 𝑪𝟏, 𝑪𝟐. If 

𝑪𝟏 and 𝑪𝟐  are mutually ss-supplemented, then 𝑪 is 

so. 

 

Corollary 2.6: Let  𝑪𝟏, 𝑪𝟐, … . , 𝑪𝒎 be mutually               

ss-supplemented submodules of 𝑪. Then 𝑪𝟏 + 𝑪𝟐 +
 … . + 𝑪𝒎  is mutually ss-supplemented. 

Proof: Let us apply induction on 𝒎. If 𝒎 = 𝟏, then it 

is clear that 𝑪 = 𝑪𝟏 is mutually ss-supplemented. 

Suppose that  𝑪 = 𝑪𝟏 + 𝑪𝟐 + … . + 𝑪𝒌−𝟏 is mutually          

ss-supplemented for  𝒎 = 𝒌 − 𝟏.  Let us m= 𝑘 and 𝑫 

be any submodule of 𝑪. Since 0 is a mutual                     

ss-supplement of 𝑪 = 𝑪𝟏 + 𝑪𝟐 + … . + 𝑪𝒌−𝟏+𝑪𝒌 +
𝑫. Since 𝑪𝟏 + 𝑪𝟐 +  … . + 𝑪𝒌−𝟏  is mutually                      

ss-supplemented, then 𝑪𝒎 + 𝑫 has a mutual                 

ss-supplement in 𝑪. By Lemma 2.2, 𝑫 has a mutual 

ss-supplement in 𝑪. So 𝑪 = 𝑪𝟏 + 𝑪𝟐 + … . + 𝑪𝒎  is 

mutually ss-supplemented. 

 

3. Results and Discussion 

 

In this part, we prove that the notion of mutually ss-

supplemented modules is strictly stronger than notion 

of ss-supplemented modules. We conclude this paper 

by characterizing semiperfect rings thanks to 

mutually ss-supplemented modules. 

 

Proposition 3.1: Every amply ss-supplemented 

module is mutually ss-supplemented. 
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Proof. Let 𝐶 be an amply ss-supplemented module 

and 𝐷 ≤ 𝐶. It follows that 𝐷 has an ss-supplement in 

𝐶, say 𝐵. So we can write 𝐶 = 𝐷 + 𝐵 = 𝐵 + 𝐷. Since 

𝐶 is amply ss-supplemented, there exists a submodule 

𝐵′ of 𝐷 such that 𝐵′ is an ss-supplement of 𝐵 in 𝐶. 

Therefore 𝐵 ∩ 𝐵′  is semisimple and small in 𝐵. Since 

𝐵 is a supplement in 𝐶, 𝐵 ∩ 𝐵′ is small in 𝐵′  by [9, 

41.1(5)]. It means that 𝐵 and 𝐵′ are mutual                       

ss-supplements in 𝐶. Hence 𝐶 is mutually                      

ss-supplemented. 

 

Using the above proposition, we get the following 

implications on modules. 

                                           ⨁𝑠𝑠-supplemented 

                                                       ⇓                             

amply ss-supplemented ⟹ mutually ss-supplemented 

⟹ ss-supplemented 

 

Lemma 3.2: Let 𝐶 be a 𝜋-projective and ss-

supplemented module. Then 𝐶 is mutually ss-

supplemented. 

Proof. It is clear from [4, Proposition 37] and 

Proposition 3.1. 

 

Corollary 3.3: Let 𝐶 be an amply ss-supplemented. 

Then every submodule of 𝐶 is mutually ss-

supplemented. 

Proof. It follows from [4, Corollary 36]. 

 

Recall from [6] that a module 𝐶 is called tg-

supplemented if every submodule 𝐷 of 𝐶 has a Rad-

supplement, say 𝐵, where 𝐵 is a t-summand of 𝐶, that 

is, 𝐶 = 𝐷 + 𝐵, 𝐷 ∩ 𝐵 ≪ 𝐵 and 𝐵, 𝐵′ are mutual 

supplements in 𝐶, where 𝐵′ is a submodule of 𝐶. 

 

Theorem 3.4: A module 𝐶 is mutually ss-

supplemented if and only if it is tg-supplemented and 

𝑅𝑎𝑑(𝐶) is semisimple. 

Proof. (⇒) Let 𝐷 be a submodule of 𝐶. Since 𝐶 is 

mutually ss-supplemented, there exists submodules 

𝐵, 𝐵′ of 𝐶 such that 𝐵 is a ss-supplemented of 𝐷 in 𝐶, 

and, 𝐵, 𝐵′  are mutual ss-supplements in 𝐶. Therefore 

𝐵 is a Rad-supplement of 𝐷 in 𝐶, and 𝐵, 𝐵′ are mutual 

supplements in 𝐶. Thus 𝐶 is tg-supplemented. Now, 

we will show that 𝑅𝑎𝑑(𝐶) is semisimple. Since 

𝑅𝑎𝑑(𝐶) is the sum of all small submodules of 𝐶, it 

suffices to show that any small submodule of 𝐶 is 

semisimple. Let 𝑁 be a small submodule of 𝐶. Since 

𝐶 is ss-supplemented, it follows from [4, Lemma 13] 

that 𝑁 is semisimple. So 𝑁 ⊆ 𝑆𝑜𝑐(𝐶), which implies 

𝑅𝑎𝑑(𝐶) ⊆ 𝑆𝑜𝑐(𝐶). It means that 𝑅𝑎𝑑(𝐶) is 

semisimple. 

(⇐) Let 𝐷 be a submodule of 𝐶. By the assumption, 

there exist submodules 𝐵 and 𝐵′ of 𝐶 such that 𝐵 is a 

Rad-supplement of 𝐷 in 𝐶 and 𝐵, 𝐵′ are mutual 

supplements in 𝐶. Therefore 𝐵 ∩ 𝐷 ⊆ 𝑅𝑎𝑑(𝐶) and 

𝐵 ∩ 𝐵′ ⊆ 𝑅𝑎𝑑(𝐶). Since 𝑅𝑎𝑑(𝐶) is semisimple,    

𝐵 ∩ 𝐷 and 𝐵 ∩ 𝐵′ are semisimple. It follows from [4, 

Lemma 3] that 𝐵 is a ss-supplement of 𝐷 in 𝐶, and 

𝐵, 𝐵′  are mutual ss-supplements in 𝐶. Hence 𝐶 is 

mutually ss-supplemented. 

 

Example 3.5: Let 𝐾 be a quotient field of a Dedekind 

domain 𝑆. Since 𝐾/𝑆 is a non-local hollow module, 

the hollow module 𝐾/𝑆  is not a strongly local 

module. From [4, Proposition 16] 𝐾/𝑆 is not                

ss-supplemented, and so it is not mutually                       

ss-supplemented.  

 

Theorem 3.6: The following statements are given for 

a ring 𝑆 where each left ideal has a mutually 

supplement: 

(i)  𝑆𝑆  is mutually ss-supplemented, 

(ii) 𝑆 is semiperfect and 𝑅𝑎𝑑(𝑆) ⊆ 𝑆𝑜𝑐( 𝑆𝑆 ), 

(iii) Every 𝑆-module is mutually ss-supplemented. 

Proof: By [4, Theorem 41] and Proposition 3.1. 

 

Recall from [10] that a submodule 𝐷 of 𝐶 is called 

characteristic (or fully invariant) if 𝜃(𝐷) ≤ 𝐷  for 

each endomorphism 𝜃 of 𝐶. 

 

Theorem 3.7: Let {𝐶𝜚}
𝜚∈Λ

be a family of mutually        

ss-supplemented modules 𝐶=⨁𝜚∈𝛬  𝐶𝜚  where each 

submodule of 𝐶 is fully invariant. Then 𝐶 is a 

mutually ss-supplemented module. 

Proof: Let 𝐷 be any submodule of 𝐶. By hypothesis, 

since 𝐷=⨁𝜚∈𝛬  (𝐷 ∩ 𝐶𝜚), then ⨁𝜚∈𝛬  (𝐶𝜚  /(𝐷 ∩ 𝐶𝜚)) 

≅⨁𝜚∈𝛬 𝐶𝜚  /⨁𝜚∈𝛬  (𝐷 ∩ 𝐶𝜚) = 𝐶/𝐷. Since 𝐶𝜚 is 

mutually ss-supplemented for each 𝜚 ∈ Λ, 𝐶𝜚 has 

such submodules 𝐾𝜚 and 𝑇𝜚 where 𝐾𝜚 is an                     

ss-supplement of 𝐷 ∩ 𝐶𝜚 , and 𝐾𝜚 and 𝑇𝜚 are mutual 

ss-supplements of 𝐶𝜚. Hence it is obvious that               

(𝐷 ∩ 𝐶𝜚) ∩ 𝐾𝜚 = 𝐷 ∩ 𝐾𝜚 is semisimple for each       

 𝜚 ∈ 𝛬. Let ⨁𝜚∈𝛬 𝐾𝜚 = 𝐾 and ⨁𝜚∈𝛬 𝑇𝜚 = 𝑇. 

Let 𝐶=⨁𝜚∈𝛬 𝐶𝜚 =⨁𝜚∈𝛬  (𝐷 ∩ 𝐶𝜚)+ ⨁𝜚∈𝛬 𝐾𝜚=𝐷 + 𝐾 

and 𝐷 ∩ 𝐾 = ⨁𝜚∈𝛬  (𝐷 ∩ 𝐶𝜚) ∩⨁𝜚∈𝛬 𝐾𝜚⊆⨁𝜚∈𝛬  

((𝐷 ∩ 𝐶𝜚)∩ 𝐾𝜚)= ⨁𝜚∈𝛬  (𝐷 ∩ 𝐾𝜚)≪ 𝐾. Since 𝐷 ∩ 𝐾𝜚 
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is semisimple for each 𝜚 ∈ 𝛬, by [3], 𝐷 ∩ 𝐾 is 

semisimple. Then 𝐷 ∩ 𝐾 ≪ 𝐾 and since 𝐷 ∩ 𝐾 is 

semisimple, 𝐷 ∩ 𝐾⊆𝑆𝑜𝑐𝑠(𝐾). By similar operations, 

it can be shown that 𝐾 ∩ 𝑇 are mutual                              

ss-supplemented in 𝐶 by using 𝐾𝜚 and 𝑇𝜚 to be mutual 

ss-supplements in 𝐶𝜚 for every 𝜚 ∈ 𝛬, so 𝐶 is 

mutually ss-supplemented.  

 

Recall from [8] that a module 𝐶 is called duo if each 

submodule is fully invariant. 

 

Corolary 3.8: Let {𝐶𝜚}
𝜚∈𝛬

 be the class of mutually ss-

supplemented modules and 𝐶 = ⨁𝜚∈𝛬  𝐶𝜚  where  𝐶 is 

a duo-module. Then 𝐶 is a mutually ss-supplemented 

module. 

  

Proposition 3.9:  Let the module 𝐶 be 𝜋-projective 

mutually ss-supplemented module, then 𝐶 is a          

⊕𝑠𝑠-supplemented module. 

Proof: Let 𝐷 be a submodule of 𝐶. According to the 

hypothesis, 𝐶 has such submodules  𝐿 and 𝐿 ′ 
provided that 𝐿 is a ss-supplement of 𝐷 and 𝐿, 𝐿′ are 

mutual supplements of 𝐶. Since 𝐶 is a 𝜋-projective 

module, it follows from [10, 41.14(2)] that 𝐿 ∩ 𝐿′= 0 

and so 𝐶= 𝐿⊕𝐿′. Then 𝐶 is a ⊕𝑠𝑠-supplemented 

module. 

Proposition 3.10: Let 𝑆 be a semisimple ring. Then   

𝑆-module 𝐶 is mutually ss-supplemented if and only 

if every submodule of 𝐶 has a mutual ss-supplement 

in 𝐶. 

Proof:  Recall from [9, Proposition 4.5] that the ring 

𝑆 is semisimple if and only if every 𝑆-module is 

projective. The proof follows from Lemma 2.4. 

 

Recall from [11, 8.3] that a module 𝐶 is called 

refinable if for each submodule 𝐷, 𝐾 of 𝐶 with          

𝐷 + 𝐾 = 𝐶, there exists a direct summand 𝐷′ of 𝐶 

with 𝐷′ ⊂ 𝐷 and 𝐷′ + 𝐾 = 𝐶. 

 

Proposition 3.11: Every refinable mutually                  

ss-supplemented module is ⊕𝑠𝑠-supplemented. 

Proof: Let 𝐷 be any submodule of refinable mutually 

ss-supplemented module 𝐶. Since 𝐶 is a mutually       

ss-supplemented module, there is such a submodule 

𝐾 of 𝐶 with 𝐶 = 𝐷 + 𝐾, 𝐷 ∩ 𝐾 ≪ 𝐾, 𝐷 ∩ 𝐾 ≪ 𝐷 and      

𝐷 ∩ 𝐾 is semisimple. It is also 𝐷 ∩ 𝐾 ≪ 𝐶. Since 𝐶 is 

refinable, there is a direct summand 𝐿 of 𝐶 so 

that 𝐿⊆𝐾 and 𝐶 = 𝐷 + 𝐿. Then 𝐷 ∩ 𝐿 ≪ 𝐿. It follows 

from [3] that  𝐷 ∩ 𝐿 ≤ 𝐷 ∩ 𝐾  is semisimple. Since 

𝐶 = 𝐷 + 𝐿, 𝐷 ∩ 𝐿 ≪ 𝐿 and 𝐶 has a direct summand 

𝐿 provided that 𝐷 ∩ 𝐿 is semisimple, as required. 

 

4. Conclusion and Suggestions 

 

Although the module has been made in theory in 

recent years, it is mentioned in the article named 

mutually ss-supplemented modules published in the 

reference [7] in the concept of mutually                           

ss-supplement submodule, which is a special form of 

the ss-supplement submodule concept in the article in 

the reference [4], which has led to many studies with 

many references. Expressed as the characterization of 

the semiperfect rings of the data. Apart from this, 

special theorems have been developed to reach amply 

mutually ss-supplemented modules. 
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Abstract 

Parkinson’s disease (PD) is the second most widespread neurodegenerative disease 

worldwide. Excessive daytime sleepiness (EDS) significantly correlates with de 

novo PD patients. Identifying predictors is critical for the early detection of disease. 

We investigated clinical and biological markers related to time-dependent variables 

in sleepiness for early detection of PD. Data were obtained from the Parkinson’s 

Progression Markers Initiative study, which evaluates the progression markers in 

patients. The dataset also includes various longitudinal endogenous predictors. The 

measures of EDS were obtained through the Epworth Sleepiness Scale (ESS). The 

random survival forest method, which can deal with multivariate longitudinal 

endogenous predictors, was used to predict the probability of having EDS in PD. The 

rate of having EDS among PD patients was 0.452. The OOB rate was 0.186. The 

VIMP and minimal depth indicated that the most important variables are stai state, 

JLO, and the presence of the ApoE4 Allele. In early PD, EDS is a good indicator of 

the diagnosis of the PD and it increases over time and has associations with several 

predictors.  

 
 

 
1. Introduction 

 

Parkinson’s disease (PD) is one of the most 

widespread age-related neurodegenerative diseases 

worldwide [1]. Although this complex disease is 

defined by its motor symptoms, non-motor symptoms 

are quite common and mostly more visible than motor 

symptoms. Lack of sleep and wakefulness during the 

day are among the most widespread non-motor 

symptoms (NMS). Excessive daytime sleepiness 

(EDS) impacts 16% to 74% of subjects with PD and 

increases with the duration of the disease and severity 

[2]–[4]. This symptom has a negative effect on life 

quality ([2], [5]), and the clinical symptoms of PD 

differ by disease duration, cognitive impairment, 

autonomic dysfunction, gender, age, depression, 
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anxiety, and severe motor symptoms [6]–[8]. EDS is 

a considerably significant variable, especially in 

moderate to advanced PD compared to healthy 

controls (HC) [2], [3].   

The existence of EDS has a negative impact 

on cognitive impairment and the development of a 

higher risk of dementia [9]. The baseline 

characteristics regarding EDS in cohort de novo 

untreated Parkinson patients and HC in the Parkinson 

Progression Markers Initiative (PPMI) [10] 

concluded that there was no significant difference 

between the two groups. EDS was measured with the 

Epworth Sleepiness Scale (ESS) and defined as true 

if ESS ≥ 10. There are few studies to assess EDS in de 

novo PD patients [11]–[13]. Each of them has very 
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small data, with less than 25 de novo PD patients and 

one HC. All of them have the same conclusion: EDS 

does not have a negative impact on untreated PD 

patients. However, more up-to-date studies indicated 

that EDS is a part of NMS [14], [15]. Therefore, the 

uncertainty remains regarding EDS in de novo 

patients. Abbott et al. [16] stated that EDS is one of 

the risk factors for developing PD.  

So far, there have been very few empirically 

published accounts of longitudinal change in EDS in 

PD patients. Tholfsen et al. [17] investigated it in 153 

de novo subjects with PD and concluded that the 

patients with PD had significantly more EDS over 

time. Breen et al. [7] found that the prevalence of EDS 

has risen over time. Amara et al. [18] examined the 

association between clinical, imaging, and biological 

variables and longitudinal changes in EDS over time 

with the comparison of HCs.  No previous studies 

have examined the patient-specific risk of PD related 

to individual longitudinal changes over time. In light 

of this gap, we aimed to characterize the biological 

and clinical factors associated with EDS in PD 

through the investigation of longitudinal trajectories 

amongst patients in the cohort study.  

When the longitudinal and event time 

processes are associated in the dynamic prediction 

context, joint modelling is the most effective way to 

cope with this relationship [19]. Joint models (JM) 

model the longitudinal and event-time outcomes 

simultaneously via shared random effects. The 

method was first developed by Wulfsohn and Tsiatis 

[20] and extended by Henderson [21]. The method is 

investigated in detail with the methodological 

development and advances in [22]. The methodology 

for the incorporation of multivariate longitudinal data 

is extended in [23]–[25]. Due to the complexity of the 

method and the computational burden, the method has 

been limited to only 2-3 longitudinal biomarkers. 

Therefore, this brings us to the dynamic prediction 

with large-dimensional longitudinal predictors: the 

competing risk random survival forest [26], [27]. 

Random forest is a common method applied in many 

disciplines [28], [29]. Random survival forest (RSF) 

is accurately predicts the event risk and has become 

widespread since it has the capability of handling a 

variety of covariates. Nevertheless, this method has 

been unable to incorporate time-dependent predictors. 

Thus, Devaux et al. [30] proposed an alternative way 

to RSF with multivariate longitudinal time-dependent 

covariates.  

This study set out to develop a model for 

individual dynamic prediction of EDS, associated 

with clinical and biological factors in the PPMI 

cohort.  

The rest of the paper is organized as follows: 

Section 2 introduces the material and method, listed 

under two subheadings: the PPMI data and random 

forest for time-dependent predictors. Section 3 

presents results and discussion, and the final section 

concludes the study.  

 

2. Material and Method 

 

2.1. The PPMI Data 

 

The PPMI is a comprehensive observational, 

international, multicenter study that is designed for 

the identification of PD progression biomarkers for 

the improvement of understanding the disease 

etiology and to provide key tools to improve the 

likelihood of success of PD-modifying therapeutic 

trials.  The PPMI aims to provide a wide research 

community with a standardized, longitudinal dataset 

and biosample library. The PPMI cohort includes 168 

de novo PD patients, and they were followed up for 2 

years [10]. Detailed information regarding the study’s 

procedures and inclusion and exclusion criteria is 

available at the PPMI website, https://www.ppmi-

info.org.  The dataset is available upon registering and 

requesting to access data on the aforementioned 

website, and downloaded on April 1, 2023.  

The data are collected at baseline and 

annually thereafter. Patients were evaluated with the 

ESS [31], a measure of EDS, where a maximum score 

of 24 indicates the worst degree of sleepiness. This 

test has a significant test-retest correlation [32]. The 

ESS also has a strong correlation with the sleepiness 

measures in PD [33], [34] and is sensible to switch 

due to an intervention [35]. The patients were 

categorized as having EDS when ESS is greater than 

or equal to 10 and having severe EDS when ESS is 

greater than or equal to 17 [31]. In addition to ESS, 

the patients were assessed with the motor symptoms, 

Movement Disorders Society – Unified Parkinson’s 

Disease Rating Scale (MDS-UPDRS) [36]. Non-

motor symptoms comprise the Montreal Cognitive 

Assessment (MoCA) [37], the Hopkins verbal 

learning test (HVLT) [38], the Benton judgment of 

line orientation test (JLO) [39], the symbol digit 

modalities test (SDMT) [40], the University of 

Pennsylvania smell ID test (UPSIT) [41], the REM  

Sleep Behaviour Disorder Screening Questionnaire 
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(RBDSQ) [42], and the State-Trait-Anxiety Inventory 

(STAI) state and trait sub-scores [43]. 

 

2.2. Method: Random Forest for Time-Dependent 

Predictors  

 

We first consider a dataset of 𝑁 subjects consisting of 

𝑌 the outcome,  ℳ𝑥 an ensemble of 𝑃 time-

independent covariates, and  ℳ𝑦  an ensemble of 𝑄 

time-dependent covariates.  In principal, random 

forest includes an ensemble of 𝐵 trees and aggregated 

to obtain predictions.  

 

2.2.1. The Tree Building 

 

The tree building aims at the recursive partition of the 

individuals into the most homogeneous nodes/groups. 

For each tree, 𝑏 (𝑏 = 1, 2, … , 𝐵) h a bootstrap sample 

from 𝑁 subject is drawn with a replacement. The 

individuals that are excluded by the bootstrap 

comprise the out-of-bag (OOB) sample, 𝑂𝑂𝐵𝑏.  At 

each node 𝑑𝜖𝒟𝑏, the following steps utilizing 𝑁(𝑑) 

are repeated recursively: 

1. A random subset of covariates ℳ(𝑑) =

{ℳ𝑥
(𝑑)

, ℳ𝑦
(𝑑)

} ⊂ {ℳ𝑥, ℳ𝑦} is selected to 

improve accuracy and minimize the 

correlation between trees. The size of ℳ(𝑑) is 

called tuning parameter, mtry.  

2. For each time-dependent variable in ℳ𝑦
(𝑑)

: 

a. The linear mixed effect model proposed by 

Laird and Ware [44] is employed at each node 

𝑑. 

b. An ensemble of ℳ𝑦⋆ 
(𝑑)

 of subject time-fixed 

variables is derived. 

3. New ensemble of candidate variables ℳ⋆
(𝑑)

=

{ℳ𝑥
(𝑑)

, ℳ𝑦⋆ 
(𝑑)

 } is defined.  

4. For each candidate variable 𝑊 ∈ ℳ⋆
(𝑑)

: 

a. A series of splits 𝑐𝑊
(𝑑)

 is built according to the 

values of the variable that leads each time into 

two groups. 

b. The distance between two groups is 

calculated.  

5. The subjects are split into two groups: those 

that maximize the test statistic for survival 

outcomes or those that minimize the test 

statistic for categorical and continuous 

outcomes. The optimal couple is denoted as 

{𝑊0
𝑑 , 𝑐0

𝑑} and this represents the left and right 

daughter nodes, 2𝑑 and 2𝑑 + 1, respectively.  

6. Step 1 to 5 are repeated on the daughter nodes 

till the stopping criteria are met.  

Two stopping criteria to pursue with the 

stopping of a node are defined: nodesize, a minimal 

number of individuals in each of the daughter nodes 

and minsplit, a minimal number of events. Once the 

stopping criteria is met, the node is counted as a 

terminal node or leaf ℎ ∈ ℋ.  

In each leaf, a summary (𝜋ℎ𝑏
) is presented 

utilizing the subjects of the leaf of the tree 𝑏. 

 

2.2.2. Out-of-Bag Individual Prediction of the 

Outcome 

The overall OOB prediction �̂�⋆ for an individual ⋆ is 

found through the tree-based predictions of ⋆ as 

below: 

�̂�⋆ =
1

|𝒪⋆|
∑ �̂�ℎ⋆

𝑏

𝑏∈𝒪⋆

 
 

(1) 

where |𝒪⋆| represents the length of 𝒪⋆ and 

�̂�ℎ⋆
𝑏
 denotes the Aalen-Johansen estimator in leaf ℎ⋆

𝑏 

of the 𝑏. Tree. 

 

2.3. Out-of-Bag Error 

The OOB error measures the difference between the 

observed and predicted values. The Integrated Brier 

score (IBS) between 𝜏1 and 𝜏2 is defined as follows:  

 

  𝑒𝑟𝑟𝑂𝑂𝐵 = ∫
1

𝑁
∑ �̂�𝑖(𝑡){𝟙(𝑇𝑖≤𝑡,𝛿𝑖=𝑘) − �̂�𝑖𝑘(𝑡)}

2
𝑁

𝑖=1

dt
𝜏2

𝜏1

 
 

(2) 

where 𝑇 is the event time, 𝑘 is the cause of 

interest, and �̂� (𝑡) is the estimated weights, that 

considers censoring [45].  

 

2.4. Variable Importance 

The variable importance (VIMP) quantifies the loss 

of predictive performance in case of removal of the 

link between predictor and the response variable [27]. 

Such a link is broken with the permutation of the 

predictors at the individual level for time-independent 

variables and at the observation level for time-

dependent variables. Large VIMP value represents 

good prediction ability for the predictor.  

 

3. Results and Discussion 

 

We aimed to predict the subject probability of having 

EDS in patients with Parkinson’s disease using social, 

demographic, and clinical variables (sex, presence of 

the ApoE4 Allele, and baseline count of 

lymphocytes).  
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The dataset is split into two: training (2/3 of 

subjects) and testing (1/3 of subjects) datasets. The 

random forest is built by specifying the linear mixed 

models for each longitudinal predictor using the 

DynForest function. The outcome objects were the 

event indicator and event time data. For the 

hyperparameters, we chose mtry=7, nodesize=5, 

and minsplit=2. When the type of outcome is 

survival, the Fine&Gray statistic test is used as the 

splitting rule and the cumulative incidence function 

(CIF) as the leaf statistic. The assessment of the 

predictive ability of the model is made with the out-

of-bag error (OOB). When the outcome of interest is 

survival, the OOB error is computed using the 

integrated Brier Score (IBS) [45]. The OOB error for 

the model is obtained from the mean of the subject-

specific OOB error. The computed OOB error from 

the starting time to the maximum of the time-to-event 

is 0.186. The rate of having EDS in 168 Parkinson’s 

patients is 0.452. It means that 76 patients have EDS 

and the rest do not have EDS. 

 

 
Figure 1. Predicted CIF for individual 41 and 162. 

We also predict the outcome for new 

individuals using the trained random forest. Dynamic 

prediction can be made by specifying a prediction 

time, and landmark from which the prediction is 

made. Only the individuals still at risk at the landmark 

time (dashed vertical line, at 4 years) are selected for 

illustration purposes, and subject-specific CIF is 

predicted using dataframe for those who are at risk at 

4 years. Figure 1 displays the CIF of the outcomes of 

individuals 41 and 162. The risk of having the event 

for individual 41 had a rapid rise in year 5. After 8 

years from landmark time, individual 41 has a higher 

probability of having EDS than the other. 

In order to understand the importance of the 

predictors, VIMP statistics are presented in Figure 2. 

Stai state was the most important variable, which has 

the association with having EDS, with an average 

gain in IBS of 5.2%, followed by JLO and ApoE4 

Allele (gains of 3.8% and 2.5%, respectively). In the 

case of correlated variables, the variables may be re-

grouped into dimensions, and the VIMP can be 

calculated at the dimension group level. Figure 3 

shows that 2 non-motor predictors (stai state and stai 

trait) in group 2 attained a mean gain of 8.7%.  

 

 
Figure 2. Importance variable. 
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Figure 3. Grouped importance variable (gVIMP), 

Group1: MOCA, HVLT, JLO, SDMT, UPSIT and 

RBDSQ; Group2: Stai trait and stai state; Group3: ApoE4 

and lymphocyte. 

In order to better understand the tree-building 

process, the minimal depth utilizing large mtry hyper 

parameter is computed and shown by the predictor 

and feature in Figure 4. Stai trait has the lowest 

average minimal depth. The same inference can also 

be seen for the minimal depth plot regarding features. 

The lowest average minimal depth belongs to stai trait 

features. These indicate that the stai predictors are the 

most efficient predictors for splitting the subjects into 

homogenous subgroups. These outcomes can also be 

seen in variable importance plots.  

 

 
Figure 4. Average minimal depth level by predictor 

(upper) and feature (lower). 

We computed the individual dynamic 

predictions accounting for multiple longitudinal 

predictors through the extended random survival 

forest method in order to deal with time-dependent 

predictors. The DynForest R package, which is a user-

friendly R package and easy-to-use random forest 

methodology, is utilized to achieve this [46]. 

Moreover, the importance of the variables using 
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VIMP, grouped-VIMP and minimal depth are 

provided.  

Some studies have investigated the EDS 

effect in PD. Feng et al. [47] provided a systematic 

review and meta-analysis related to EDS in PD. They 

found that approximately 35.1% of subjects with PD 

had EDS, and EDS in PD can have association with 

severe PD. To the best of our knowledge, so far, 

limited studies have given sufficient consideration to 

the impact of imaging and biological markers on EDS 

change over time in PD in Amara et al. [18], Höglund 

et al. [48], Liu et al. [49], and Pino et al. [50]. They 

considered the longitudinal change of EDS in patients 

with PD.  Höglund et al. [48] investigated EDS over 

time associated with PD symptoms. The authors used 

linear mixed effect models and concluded that EDS 

did not worsen over the follow-up period and that 

EDS is a complex nonmotor symptom. This result 

contradicts ours. On the other hand, Liu et al. [49] and 

Pino et al. [50] aimed to investigate the effect of sleep 

problems on longitudinal changes in motor and non-

motor symptoms among patients with PD. They both 

used linear mixed effect, and Liu et al. [49] 

additionally employed Cox PH models and concluded 

that patients with PD and have sleep problems 

progress faster symptoms of more aggressive types of 

PD. In addition to this, using more advanced methods, 

Amara et al. [18] implemented the random survival 

forest method and concluded that EDS had a 

significant rise over time and had associations with 

various clinical predictors in early PD. This result is 

supported by our study. Nonetheless, our study has 

some advantages (i) it used all available information; 

(ii) it has a simultaneous analysis of the longitudinal 

and event time processes; (iii) it allows for 

complication associations between repeated 

measurements and event time; (iv) it allows for high- 

dimensional data.  

 

4. Conclusion and Suggestions 

 

The aim of this study was to investigate individual 

dynamic prediction of EDS (predict the event - having 

EDS) with multiple longitudinal time-dependent 

variables in PD. We identified the most significant 

clinical markers of rate of progression so that this will 

benefit clinical care and the testing of new treatments. 

We also concluded that EDS has a significant effect 

on patients with PD. Overall, EDS is a clinical 

manifestation in de novo PD patients. Moreover, this 

study indicates that many factors, such as stai state, 

JLO and ApoE4 Allele are the most important 

variables in EDS in de novo PD patients. 

Understanding the clinical features of EDS is 

important to identify early PD and improve life 

quality.  

The prediction model could be improved by 

considering discrete longitudinal markers (i.e., binary 

or categorical). Generalized estimated equations can 

be used instead of generalized mixed models.   
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Abstract 

In this study, thin films of Babbitt alloy will be investigated. For this purpose, 

tin (Sn) based Babbitt alloy thin films on glass substrates were produced by 

thermal evaporation method and these thin films were heat treated at 120
°
C for 

different times. The crystal structure of non-heat treated and heat treated babbitt thin 

films were determined by x-ray measurements. It was observed that the thin films 

were formed as agglomerations on the crystal structure of tin and crystallization 

increased as the heat treatment time increased. The grain boundaries on the coating 

surface can be clearly seen from the SEM images and a decrease in grain size was 

observed. In addition, it was determined that the oxide layer was deposited on the 

surface depending on the treatment time applied to the thin films obtained. Finally, 

it was observed from the AFM images that the roughness value. 
 

 
1. Introduction 

Babbitt metal, invented by Isaac Babbitt in 

1839, is a soft alloy of tin (Sn), lead (Pb), copper (Cu), 

and antimony (Sb). Also known as white metal. tin-

based Babbitt alloys, which are among the Babbit 

alloy types, are highly preferred Babbitt alloy types 

due to their superior corrosion resistance, easy 

bonding and less dissociation tendency, although they 

are high cost alloys [1-3]. These metals are the most 

common classical bearing materials today, especially 

in engines, compressors, fans, pumps, large turbines, 

aviation engines and many more rotating machinery 

[4].  

      Mechanical wear loss in materials consists of 

friction caused by the moving contact of the material 

with another material [5].   

        Babbitt alloys are used as a primer on surfaces, 

especially in engine bearings, to minimize the 

negative effects of this wear [6]. 

          In a study, a new alloy obtained by adding 

Babbitt alloy to a new alloy, small (0.07 m/s) and high 

(4.5 m/s) lubrication was applied to the wear test and 

                                                           

*Corresponding author: msaitkanca@munzur.edu.tr          Received: 14.07.2023, Accepted: 16.01.2024 

it was determined that the wear rate decreased and 

there was a significant decrease in the coefficient of 

friction [7]. For this reason, compared to other alloys 

used in bearings, tin-based (Sn-based) Babbitt alloys 

are widely used in the main components of bearings 

due to their unique corrosion resistance. Tin-based 

Babbitt alloys generally contain about 3–8% by 

weight Cu and 5–8% by weight Sb. Therefore, the 

microstructures of these alloys also show different 

properties due to these differences in their 

compositions [8]. 

        In recent years, gaps in surface engineering 

research have been identified and this has prompted 

scientists to conduct further research  [9]. With the 

coatings on the surfaces of the material, it is aimed 

both to protect the existing properties of the material 

and to further develop the existing properties [10].  

    For this reason, depending on the developing 

technology and this demand (increase in the usage 

area), especially in the last fifty years, the interest in 

thin film has increased significantly. The materials 

produced by the thin film method today have many 
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advantages in terms of both cost, functionality 

(performance) and aesthetics [11]. In addition, with 

the recent thin film studies, many new research areas 

have emerged depending on the thickness, geometry 

and structure of the produced film. It has led to 

diversity in usage areas by providing convenience in 

the integration of materials produced as a result of 

coating the materials with thin films with various 

devices. The wear on the surface of the material varies 

depending on the surface hardness, roughness, grain 

size, ambient temperature and lubrication regime of 

the material [12,13]. For this reason, it is of great 

importance to understand the mechanical properties 

of the thin film coating on the material surface [14]. 

Thin films obtained by coating are extremely hard and 

thermally extremely stable [15]. Babbitt alloys, which 

are produced with thin film technology, have many 

uses in cutting tools, drill bits, beds, many electronic 

devices, decorative coatings, car parts and many more 

due to their superior resistance to corrosion and 

ergonomic convenience in technological systems 

today [11]. The thermal evaporation method, which is 

one of the thin film production methods, has a wide 

range of uses and high efficiency. This method has 

superior properties such as precise control of the 

thickness of the produced film and obtaining a smooth 

surface (smooth), flexibility to adjust interfaces, and 

solvent-free [16,17]. It is known from SEM images in 

many studies that the surface is homogeneous and the 

grain size is very small in thin films produced by this 

method [18]. Therefore, this method is a useful 

method for improving the friction and wear behavior 

of a material. Amanov et al. determined that a thin and 

properly formed saturated nanostructure significantly 

increased the wear resistance [12]. Paulo Roberto 

Campos Alcover Junior et al. determined that the 

coefficient of friction of the coatings produced by the 

thermal evaporation method is lower than the coatings 

produced by the traditional methods and their 

hardness is at an equivalent level [19]. The element 

that affects the hardness of the material in Babbitt 

alloys is antimony. As the ratio of the antimony 

element in the alloy increases, the hardness ratio of 

the alloy increases and therefore the compressive 

strength of the alloy also increases [20]. However, this 

also negatively affects the fragility of the material. 

The aim of this study is to produce a thin film on the 

glass surface with Babbitt metal (Sn58Sb35Cu7) by 

thermal evaporation method. Then, measurements 

such as crystal structures, optical properties and 

surface roughness of these thin films will be obtained 

and evaluations will be made according to these 

measurement results. 

2. Material and Method 

The thermal evaporation method is a system 

formed by melting and evaporating an alloy (or 

polymer) left in a crucible made of tungsten with the 

help of electric current under a high vacuum, and 

adhering these evaporated particles to the coating 

substrate at a certain distance from the crucible. The 

two most outstanding features of the thermal 

evaporation coating method compared to other 

methods are that a very homogeneous surface coating 

is obtained in this method and the coating thickness 

can be interfered with. In order to benefit from these 

two superior features, factors such as the amount of 

material placed in the crucible, the distance between 

the crucible and the coating substrate, the value of the 

current applied to the crucible for melting the material 

in the crucible and the application time of this current 

are very important. Coating processes were carried 

out in a Leybold brand Univex 300 thermal 

evaporator. Here, the glass substrate in the form of a 

sheet of 1 mm in size and 25 mm x 75 mm in size was 

cleaned first with alcohol and then with the ultrasonic 

cleaning method. This cleaned glass substrate was 

placed at a distance of approximately 18 cm from the 

tungsten crucible and the coating process was carried 

out in a vacuum environment of 6.4x10-5 mbar for 8 

minutes. The coating process was carried out by 

applying a current of 335 A. Finally, the production 

process was completed by applying heat treatments 

for one hour, two hours, four hours and six hours at 

120 °C, respectively. In order to determine the crystal 

structure analysis of Babbitt coatings produced by 

thermal evaporation on glass substrate, XRD analysis 

measurements were taken at room temperature using 

Rigaku Miniflex 600 brand X-ray device. AFM 

images were taken used to determine the surface 

morphology (roughness) of these coatings. Then, 

LEO Evo 40 brand SEM-EDX and Mapping 

measurements were made to determine the surface 

images and elemental distribution of the existing 

coating, as well as its qualitative and quantitative 

properties. The schematic of the experimental 

procedures is shown in Figure 1. Table 1 shows 

coding detail of samples and Figure 2 shows image of 

samples.  

 
Figure 1. Detailed View of the Device of the Thermal         

Evaporation System
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Figure 2. The image of the glass samples that have been 

coatedand heat treated 

 

Table 1. Coding detail of existing samples 

B B1 B2 B4 B6 

Glass 

specimen 

coated with 

Babbitt 

metal 

(Sn58Sb35Cu

7) 

Glass 

specime

n coated 

with 
Babbitt 

metal 

and heat 
treated 

for 1 

hour 

Glass 

coated 

with 

Babbitt 

metal 

Glass 

specime

n heat 

treated 

for 2 

hours 

Glass 

coated 

with 

Babbitt 

metal 

Glass 

specime

n heat 

treated 

for 4 

hours 

Glass 

sampl

e 

coated 

with 

Babbit

t 

metal 

and 

heat 

treate

d for 6 

hours 

 

 

4. Conclusion and Suggestions 

 

Figures 3-7 show SEM-EDX and mapping 

images of exist coating. If we pay attention to the 

mapping image in Figure 3-a, the elements in the alloy 

are homogeneously distributed in the coating. In the 

SEM image in Figure 3-b, the grain and grain 

boundaries formed on the coating surface are clearly 

visible. Depending on the heat treatment applied to 

these coatings, oxide began to accumulate on the 

surface in the form of bubbles due to the tin and 

antimony elements in the alloy, and the oxide layer on 

the surface gradually increased in proportion to the 

duration of the applied heat treatment.  

In a study, Kök et al. also determined that the 

oxide layer on the surface increased when they 

applied heat treatments at different values to the 

NiMnGa alloy [21]. This oxide layer accumulated on 

the surface caused a decrease in the amount of 

roughness on the surface, and this result is in harmony 

with the AFM results. In a thin film study conducted 

by Tasgın et al., they determined that the amount of 

roughness on the surface decreased significantly with 

the coating on the glass substrate, using AFM images 

[22].   

In addition, if we pay attention to the SEM 

images in Figure 3-a - 7-a, respectively, as the 

duration of the applied heat treatment increases, the 

copper element in the alloy accumulates in the coating 

(on the surface) through agglomeration, and this 

result is also supported by the EDX results.  

It was determined that agglomerations 

occurred on the surface coated with 97Se-3CeO2 thin 

film due to the heat treatment applied on (100) and 

(101) planes [22].  The reason for this agglomeration 

is that the melting point between the copper element 

(Cu) and the tin and antimony elements (Sn and Sb) 

in the Babbitt alloy is known. 

 

 

Figure 3. a) mapping image of sample B, b) SEM 

image of sample B 
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Figure 4. a) mapping image of sample B1, b) SEM image 

of sample B1 

 

 

Figure 5. a) mapping image of B2 sample, b) SEM image 

of B2 sample 

 

 

 

Figure 6. a) Mapping image of B4 sample, b) SEM image 

of B4 sample 

 

 

Figure 7. a) mapping image of sample B6, b) SEM image 

of sample 
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Figure 8. AFM (Surface Spectroscopy) image of sample B 

 

 

 

 

 

 

 

 

 

Figure 9. AFM (Surface Spectroscopy) image of B1 Sample 

 

Figure 10. AFM (Surface Spectroscopy) image of B2 sample 

 

Figure 11. AFM (Surface Spectroscopy) image of B4 sample 

 

Figure 12. AFM (Surface Spectroscopy) image of B6 sample 
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Table 2. AFM surface roughness values of existing 

samples 

 B B1 B2 B4 B6 

Average 

roughness 

value (Ra) 

(nm) 

 

29.14 

 

106.37 

 

170 

 

73.2 

 

48.25 

Square root of 

mean 

roughness 

value 

(Rq) (nm) 

 

39.04 

 

126.72 

 

230 

 

87.64 

 

58.80 

 

AFM (Surface Spectroscopy) images and 

roughness results are given in Table 2 in Figure 8-12 

respectively. In Figure 8, the surface image of the B 

coating without heat treatment is given and the 

average roughness value was determined as 29.14 nm. 

If the Ra values of the B1 and B2 coatings given in 

Figure 9-10 are considered here, an increase in the 

roughness value on the surface was observed due to 

the oxide layers that started to form on the surface 

with the heat treatment applied to the coating, and this 

value was determined as 170 nm. As the duration of 

the heat treatment applied to B4 and B6 coatings is 

increased, an increase is observed in the oxide layer 

accumulated on the surface, and this increase 

(deposition) caused the surface to be completely 

covered with an oxide layer and this caused the 

roughness value (Ra) of the surface to decrease 

gradually to 73.2 and 48.25 nm respectively. In Figure 

13, x-ray diffractograms of bulk and thin-film Babbitt 

alloys and of Babbitt thin-film heat-treated at 120 °C 

at room temperature are given. Obtained x-ray 

measurements are indexed according to the literature 

[23-26].  

According to the crystal structure 

investigations, SbSn, Sn and Cu6Sn5 compounds were 

found in the bulk Babbitt alloy, and after it was turned 

into a thin film, it was observed that crystallization 

took place in the form of agglomerations on the Sn 

element [22]. Similarly, in several thin film studies, it 

has been observed that thin films are formed as 

agglomerations on a certain crystal layer [27,28]. 

Peaks at 30° and 43° are also Cu6Sn5 compound 

phase. When the effects of the heat treatment time on 

the crystal structure of Babbitt thin film are examined, 

it is seen that the intensity of the x-ray curve increases 

and new peaks occur with the heat treatment time.  
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Figure 13. a) Babbitt alloy b) thin film Babbitt alloy 

without heat treatment c) Babbitt alloy film subjected to 1 

hour heat treatment d) Babbitt alloy film subjected to 2 

hours heat treatment e) Babbitt alloy film subjected to 4 

hours heat treatment f) Babbitt alloy film subjected to 6 

hours heat treatment 

As a result of the study, it was determined from 

the mapping images that the Babbitt thin film coating 

applied to the glass surface were spread 

homogeneously on the glass surface. According to the 

data obtained from the surface spectroscopy (AFM) 

images, an increase in the oxide layer on the surface 

was observed in proportion to the heat treatment 

applied to the coating. This increase also caused a 

decrease in the roughness value on the surface. In 

addition, from the SEM images, it is seen that the 

grain sizes in the coating decrease in proportion to the 

applied heat treatment and therefore the roughness on 

the surface decreases. The lowest roughness value on 

the surface was obtained in the B1 sample, which was 

not heat treated, while the highest roughness was 

obtained in the B2 sample, which was heat treated for 

two hours.  

According to the X-ray measurement results, all 

Babbitt thin films showed that the Sn element was 

deposited on the main crystal structure, and the 

intensity of the crystal structure peaks increased with 

the heat treatment time and indicating that the degree 

of crystallinity increased. 
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Abstract 

In this study, linear attenuation coefficients (LAC), mass attenuation coefficients 

(MAC), half-valued layer (HVL), and mean free path (MFP) values of various 

materials such as water equivalent, ABS, Presage, RMI457, RW3, SW557, Epoxy, A150, 

Rhizophora spp., and Nylon-12 were found. These values were calculated using 

Monte Carlo simulation, EpiXS, Phy-X/PSD, and XCOM programs. Additionally, 

the fast neutron effective removal cross sections (𝛴𝑅) have been calculated using the 

empirical calculation method, Phy-X/PSD, MRCsC program, experimental, and 

MNCP5 with the help of fast neutron mass removal cross sections. Among all the 

materials studied, Nylon-12 has the highest 𝛴𝑅 value. The calculated values of HVL, 

MFP, LAC, and MAC reveal that RW3, Epoxy, and Presage are the best materials in 

terms of their shielding properties, respectively. 

 

 
1. Introduction 

 

In radiation protection, the evaluation of various 

interaction parameters such as mass attenuation 

coefficient (μ/ρ), half-value layer (HVL), mean 

free path (MFP), and total interaction cross-

section (σt) is crucial for practical applications of 

protective materials in radiation dosimetry, 

nuclear medicine, radiation therapy, and 

radiology fields. Lead and concrete-based 

materials are currently the most commonly used 

materials for protecting against X-ray, gamma-

ray, and neutron radiation in radiation fields. 

However, researchers in the field of radiation 

protective materials are actively seeking 

alternative material designs due to the 

environmental toxicity and harmful effects on 

human health associated with lead (Pb). 

Furthermore, lead exhibits a blind absorption 

region for X-rays in the range of 70-90 keV, 

which has led to the exploration of various 

alternative materials [1]. Not only X-rays or 

gamma rays but also radiation from neutrons 

                                                           

*Corresponding author: tsahmaran@gmail.com                 Received: 22.07.2023, Accepted: 12.03.2024 

have led to the design of many new protective 

materials. Neutron radiation has been used in 

various fields for many years, such as cancer 

treatments, the production of radioisotopes, 

industrial radiography, and the characterization 

of various materials [2, 3]. However, the use and 

production of free neutrons entail certain risks. 

Among these risks, free neutrons can alter the 

microstructural properties of materials and 

indirectly cause double-strand breaks in the 

DNA molecule of biological matter. This can 

lead to cell mutations and death [4, 5]. Therefore, 

the shielding design for neutrons is one of the 

important considerations in radiation safety [6, 

7]. In recent years, the shielding properties of 

many new materials or different materials with 

modified characteristics have been investigated 

[8, 9]. For effective neutron radiation shielding, 

the material structure should consist of 

hydrogen-rich or low atomic number element 

combinations [10]. One of the fundamental 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1331265
https://orcid.org/0000-0003-3708-6162
mailto:tsahmaran@gmail.com


T. Şahmaran / BEU Fen Bilimleri Dergisi 13 (1), 52-61, 2024 

53 
 

quantities used for predicting neutron shielding 

is the fast neutron effective removal cross-

section (𝛴𝑅) [11]. This empirical cross-section 

has been derived for hydrogenous systems and 

utilized in reactor shielding calculation methods. 

Researchers use experimental measurements, 

theoretical models, and nuclear data libraries to 

determine and predict HVL, MFP, MAC, LAC, 

and fast neutron removal cross-sections for 

different materials and energy ranges. These data 

sources are continuously updated and improved 

to enhance the accuracy of cross-section values 

and ensure the reliability of nuclear calculations 

and simulations. The interaction of neutrons with 

matter is described by parameters such as 𝛴𝑅, 

MFP, and HVL, among others. 𝛴𝑅 is known as 

a characteristic of materials. To predict the ΣR of 

any material, a dataset of elemental mass 

removal cross-sections (ΣR/ρ) is used [11]. This 

research involved computing the LAC, MAC, 

HVL, and MFP measurements for different 

substances like ABS, presage, RMI457, RW3, 

SW557, epoxy, A150, Rhizophora spp. (Rspp), and 

Nylon-12 within a photon energy span of 0.1-18 

MeV. Furthermore, the 𝛴𝑅 values for these 

materials were assessed using MRCsC, Phy-

X/PSD, Monte Carlo N-Particle Transport Code 

(MCNP5), and empirical calculation 

approaches. 

 

2. Material and Method 

 

2.1 Theory 

The initial intensity of a monoenergetic photon is Io. 

The intensity of the photon beam (I is the attenuated 

photon intensities) passing through the attenuating 

thickness (x, cm) will decrease. The attenuation of the 

photon beam is determined using Equation 1, with the 

help of the Beer-Lambert law [12]. 

 

𝐼 = 𝐼0
−μ𝑥                                         (1)

     

 

Here, μ (cm⁻¹) represents the LAC. The MAC value 

for the compound and mixture is defined using 

Equation 2 [13]. 

 

𝜇𝑚 =
𝜇

𝜌
= ∑ 𝑤𝑖 (

𝜇𝑖

𝜌𝑖
)       (2)

     

Here, μm (cm²/g) represents the MAC. 𝑤𝑖  represents 

the weight fraction of the ith element in the material, 

and ρ (g/cm³) represents the density of the shielding 

material. The parameter μ is important for calculating 

the values that will reduce the initial value of primary 

radiation to half or one-tenth [14, 15]. MFP represents 

the average distance traveled by photons before 

interacting with the absorbing material. Equation 3 

provides the formulas for HVL and MFP. 

 

𝐻𝑉𝐿 =  
𝑙𝑛2

𝜇
 , MFP =

1

𝜇
                    (3)

            

Equations 4, 5, and 6 present the calculations related 

to materials and neutrons. 𝛴𝑅 represents the 

probability of neutrons passing through the material 

without interaction. An empirical approach model 

was derived for the mass removal cross-section (ΣR/ρ) 

[16]. 

 

𝛴𝑅 =  ∑ 𝜌𝑖 (𝛴𝑅/𝜌)𝑖𝑖                      (4)

                     

𝜌𝑖 =  ∑ 𝑤𝑖𝜌𝑠𝑖                  (5)

               

                             

∑ =𝑅/𝜌  0.190 𝑍−0.743 𝑍 ≤

8 and ∑ =𝑅/𝜌  0.125 𝑍−0.565 𝑍 > 8                      (6)    

                                                 

Here, ρi represents the partial density, (ΣR/ρ)i 

represents the mass removal cross-section of the ith 

component, wi is the weight fraction of the 

constituent, ρs is the sample density, A is the atomic 

weight, and Z is the atomic number. 

 

2.2 GATE Simulation, MRCsC, EpiXS, and Phy-

X/PSD program 

 

The simulation program vGate, version 8.1, was 

utilized. GATE is an advanced opensource software 

developed by the international OpenGATE 

collaboration. All materials used were defined by 

entering their densities and mass ratios into the 

gate.material.db file. The geometry was designed 

with a distance of 100 cm between the source and the 

detector. Initially, with no material present, the 

simulation was run to obtain the Io value. 

Subsequently, by placing a material with dimensions 

of 10x10x10 cm3 between the source and the detector, 

the I value was obtained. To determine the Io and I 

values, a fluence actor was defined in the GATE 

macro file. This actor counts the fraction of a particle 

that passes through a volume. MRCsC has been 

developed to accurately and precisely predict the 

macroscopic effective removal cross-section, 𝛴𝑅, for 

fast neutrons in various shielding materials. The 

program incorporates the latest data published by the 

Evaluated Nuclear Data Library 'ENDF/BVIII' [17]. 

EpiXS is a Windows-based program used for photon 
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attenuation, dosimetry, and shielding. It includes the 

EPICS2017 (ENDF/B-VIII) and EPDL97 (ENDF/B-

VI.8) data libraries [18]. Phy-X/PSD is the software 

program of an online tool used for calculating 

parameters related to radiation shielding and 

dosimetry [19]. Figure 1 shows the simulation 

geometry. 

 

 

Figure 1. Simulation geometry (not scale) 

 

3. Results and Discussion 

 

In radiotherapy, especially during daily, weekly, or 

monthly quality control procedures, water-equivalent 

phantom materials are commonly used. In this study, 

various photon energies were investigated for the 

MAC, LAC, HVL, and MFP values of these 

materials. For these calculations, GATE, EpiXS, and 

XCOM were respectively employed as simulation, 

computer program, and theoretical calculation tools. 

Furthermore, the ΣR values of these materials were 

obtained using empirical formulas, MRCsC, Phy-

X/PSD, and MNCP5 by utilizing the ΣR/ρ values 

found. Table 1 illustrates the elemental composition 

of the materials used. 

 

 

 

Table 1. Density (ρ , g cm-3) and elemental composition of the phantom material

   
  

RW3
[20] 

 

SW557
[21] 

 

ABS[22] 

 

Epoxy[23]  

 

Presage[24] 

 

RMI457
[21] 

 

Nylon12
[20] 

 

A150
[25] 

 

Rspp[26] 

H 0.075 0.081 0.081 0.064 0.089 0.080 0.117 0.101  

C 0.904 0.657 0.852 0.642 0.607 0.672 0.730 0.775 0.515 

N  0.022 0.066  0.044 0.024 0.070 0.035  

O 0.008 0.193  0.203 0.217 0.199 0.081 0.052 0.422 

B  0.001        

F        0.017 0.062 

Cl  0.001  0.090 0.033 0.001    

Ca  0.018    0.023  0.018  

Na  0.002        

Mg  0.010        

Al  0.001        

Si  0.011        

S  0.001        

Ti 0.012         

Br     0.008     

ρ  1.045 1.032 1.040 1.110 1.101 1.030 1.010 1.127 1.030 

Tables 2 and 3 show that, due to the photoelectric 

effect, decreases in MAC and LAC values are more 

pronounced at lower energies compared to higher 

energies. The reason for this sharp decrease is 

attributed to the photoelectric cross-section being 

associated with Z4-5 and E-3.5 in the low-energy region. 

As shown in Tables 2 and 3, the data obtained 

between 0.8 MeV and 10 MeV energies indicate that 

MAC and LAC values are almost the same for all 

materials. In these energy ranges, the probability of 

the photoelectric effect is low, as the photon energy is 

higher than the energy required for electron 

transitions. Another significant interaction process 

known as Compton scattering becomes more 

dominant in this range, and in this case, the cross-

section is proportional to E-1 and Z. After Compton 

scattering, the pair production process starts to 

dominate, and this process is proportional to Z2 in 

terms of cross-section. As the energy increases, it can 

be observed that the MAC and LAC values decrease. 

In Tables 2 and 3, the highest MAC and LAC values 

were observed in the RW3 material at 0.01 MeV. The 

RW3 (29.254 cm2 g-1) material exhibits a sudden 
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change in MAC values around absorption edges due 

to its high Z (Ti) content. 

 

 

Table 2. The MAC values of materials were compared with the GATE, EpiXS, and XCOM 

   Energy (MeV) 0.01 0.05 0.08 0.1 0.5 0.8 1 3 6 10 15 18 

GATE_RW3 29.254 0.425 0.229 0.178 0.088 0.070 0.063 0.036 0.024 0.021 0.017 0.016 

XCOM_RW3 31.090 0.465 0.232 0.189 0.089 0.072 0.065 0.037 0.026 0.022 0.020 0.019 

EpiXS_RW3 31.136 0.466 0.232 0.190 0.090 0.072 0.065 0.037 0.027 0.022 0.020 0.020 

  

GATE_SW557 4.975 0.219 0.171 0.160 0.090 0.072 0.065 0.035 0.021 0.019 0.017 0.015 

XCOM_ SW557 5.258 0.224 0.179 0.166 0.094 0.076 0.068 0.038 0.026 0.021 0.018 0.017 

EpiXS_ SW557 5.263 0.225 0.179 0.166 0.094 0.076 0.069 0.038 0.027 0.021 0.018 0.017 

  

GATE_ABS 2.146 0.191 0.168 0.165 0.091 0.071 0.060 0.032 0.023 0.020 0.016 0.014 

XCOM_ABS 2.312 0.199 0.173 0.163 0.094 0.076 0.068 0.038 0.026 0.021 0.018 0.017 

EpiXS_ABS 2.315 0.200 0.173 0.163 0.094 0.076 0.069 0.038 0.026 0.021 0.018 0.015 

  

GATE_Epoxy 7.911 0.238 0.175 0.160 0.086 0.070 0.062 0.030 0.023 0.019 0.016 0.015 

XCOM_ Epoxy 7.927 0.243 0.181 0.166 0.092 0.075 0.067 0.037 0.026 0.021 0.018 0.017 

EpiXS_ Epoxy 7.934 0.244 0.182 0.166 0.092 0.075 0.067 0.038 0.026 0.021 0.019 0.018 

  

GATE_Presage 5.138 0.250 0.179 0.165 0.090 0.069 0.065 0.033 0.022 0.018 0.017 0.018 

XCOM_Presage 5.273 0.256 0.188 0.171 0.094 0.076 0.069 0.038 0.026 0.021 0.018 0.018 

EpiXS_Presage 5.276 0.256 0.188 0.171 0.095 0.077 0.069 0.039 0.027 0.021 0.019 0.017 

  

GATE_RMI457 4.983 0.213 0.172 0.162 0.092 0.071 0.063 0.038 0.024 0.020 0.017 0.015 

XCOM_RMI457 5.065 0.223 0.179 0.166 0.094 0.076 0.068 0.038 0.026 0.021 0.018 0.017 

EpiXS_RMI457 5.071 0.224 0.179 0.166 0.094 0.076 0.069 0.038 0.027 0.021 0.018 0.017 

             

GATE_Nylon12  2.519 0.201 0.171 0.160 0.092 0.070 0.066 0.034 0.022 0.019 0.016 0.015 

XCOM_Nylon12  2.537 0.207 0.179 0.168 0.097 0.079 0.070 0.039 0.027 0.021 0.017 0.018 

EpiXS_Nylon12  2.540 0.207 0.179 0.169 0.097 0.079 0.071 0.040 0.027 0.021 0.018 0.017 

             

GATE_A150 4.149 0.215 0.175 0.163 0.091 0.072 0.064 0.032 0.022 0.020 0.018 0.016 

XCOM_A150 4.146 0.219 0.180 0.167 0.095 0.077 0.069 0.039 0.026 0.021 0.018 0.017 

EpiXS_A150 4.151 0.219 0.181 0.168 0.096 0.078 0.070 0.039 0.027 0.021 0.018 0.017 

             

GATE_ Rspp 4.299 0.211 0.162 0.151 0.080 0.065 0.061 0.033 0.026 0.018 0.016 0.014 

XCOM_ Rspp  4.250 0.200 0.164 0.152 0.086 0.070 0.063 0.036 0.025 0.020 0.017 0.017 

EpiXS_ Rspp 4.253 0.200 0.164 0.153 0.087 0.071 0.063 0.036 0.025 0.020 0.018 0.017 

 

Table 3. The LAC values of materials were compared with the GATE, EpiXS, and XCOM 

Energy (MeV) 0.01 0.05 0.08 0.1 0.5 0.8 1 3 6 10 15 18 

GATE_RW3 30.570 0.444 0.239 0.186 0.092 0.073 0.066 0.038 0.025 0.022 0.018 0.017 

XCOM_RW3 32.480 0.485 0.242 0.197 0.093 0.075 0.067 0.038 0.027 0.022 0.020 0.019 

EpiXS_RW3 32.537 0.487 0.243 0.198 0.094 0.076 0.068 0.039 0.028 0.023 0.021 0.021 

  

GATE_SW557 5.134 0.226 0.176 0.165 0.093 0.074 0.067 0.036 0.022 0.020 0.018 0.015 

XCOM_SW557 5.426 0.231 0.184 0.171 0.097 0.078 0.070 0.039 0.026 0.021 0.018 0.017 

EpiXS_ SW557 5.432 0.232 0.185 0.172 0.097 0.079 0.071 0.040 0.027 0.022 0.019 0.018 

  

GATE_ABS 2.232 0.199 0.175 0.172 0.095 0.074 0.062 0.033 0.024 0.021 0.017 0.015 
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XCOM_ABS 2.404 0.207 0.180 0.170 0.098 0.079 0.071 0.040 0.027 0.022 0.019 0.018 

EpiXS_ABS 2.408 0.208 0.180 0.170 0.098 0.079 0.071 0.040 0.027 0.021 0.018 0.017 

  

GATE_Epoxy 8.781 0.264 0.194 0.178 0.095 0.078 0.069 0.033 0.026 0.021 0.018 0.017 

XCOM_Epoxy 8.799 0.270 0.201 0.184 0.102 0.083 0.074 0.041 0.029 0.023 0.020 0.019 

EpiXS_Epoxy 8.807 0.271 0.202 0.184 0.103 0.083 0.075 0.042 0.029 0.023 0.021 0.020 

  

GATE_Presage 5.657 0.275 0.197 0.182 0.099 0.076 0.072 0.036 0.024 0.020 0.019 0.020 

XCOM_Presage 5.806 0.282 0.207 0.188 0.103 0.085 0.076 0.043 0.030 0.023 0.021 0.017 

EpiXS_Presage 5.809 0.282 0.207 0.189 0.104 0.085 0.076 0.043 0.030 0.023 0.020 0.019 

  

GATE_RMI457 5.132 0.219 0.177 0.167 0.095 0.073 0.065 0.039 0.025 0.021 0.018 0.015 

XCOM_RMI457 5.217 0.230 0.184 0.171 0.097 0.078 0.070 0.039 0.027 0.022 0.019 0.018 

EpiXS_RMI457 5.223 0.231 0.184 0.171 0.097 0.079 0.071 0.040 0.027 0.022 0.019 0.018 

  

GATE_Nylon12  2.544 0.203 0.173 0.162 0.093 0.071 0.067 0.034 0.022 0.019 0.016 0.015 

XCOM_Nylon12 2.562 0.209 0.181 0.170 0.098 0.080 0.071 0.039 0.027 0.021 0.017 0.018 

EpiXS_ Nylon12 2.565 0.210 0.181 0.170 0.098 0.080 0.072 0.040 0.027 0.021 0.018 0.017 

  

GATE_A150 4.676 0.242 0.197 0.184 0.103 0.081 0.072 0.036 0.025 0.023 0.020 0.018 

XCOM_A150 4.673 0.247 0.203 0.188 0.107 0.087 0.078 0.044 0.029 0.024 0.020 0.019 

EpiXS_A150 4.678 0.247 0.202 0.189 0.107 0.088 0.079 0.044 0.034 0.023 0.021 0.019 

  

GATE_ Rspp 4.428 0.217 0.167 0.156 0.082 0.067 0.063 0.034 0.027 0.019 0.016 0.014 

XCOM_ Rspp  4.378 0.206 0.169 0.157 0.089 0.072 0.065 0.037 0.026 0.021 0.018 0.018 

EpiXS_ Rspp 4.381 0.203 0.167 0.154 0.087 0.073 0.064 0.035 0.024 0.022 0.017 0.016 

HVL and MFP characterize the photon attenuation 

performance of the materials (Tables 4 and 5). A low 

HVL and MFP values represent the need for a thinner 

material to absorb photons. The density of the 

material is inversely proportional to the HVL and 

MFP values. The presence of low Z elements (H, C, 

N, and O) within the material ensures higher HVL and 

MFP values are achieved. For a sample to be 

considered a shielding material, it is required to have 

maximum MAC and minimum HVL and MFP values 

within the selected range of photon energies. 

According to Table 4, the RW3 (0.023 cm) material 

has a lower HVL value compared to the other 

materials. Following the RW3 material, epoxy (0.079 

cm) and presage (0.123 cm) exhibit the best shielding 

properties, respectively. According to Table 4, it is 

observed that as the photon energy increases, the 

HVL value also increases. MFP is defined as the 

average distance a photon can travel in the target 

material before interacting with its atoms. According 

to Table 5, among the investigated materials, RW3 

(0.033 cm), epoxy (0.114 cm), and presage (0.177 

cm) were found to have the lowest MFP values, 

respectively. Figure 2 shows HVL values according 

to energy variation. 

 

 

Table 4. The HVL values of materials were compared with the GATE, EpiXS, and XCOM 

   Energy (MeV) 0.01 0.05 0.08 0.1 0.5 0.8 1 3 6 10 15 18 

GATE_RW3 0.023 1.560 2.896 3.726 7.536 9.474 10.526 18.421 27.632 31.579 39.009 41.447 

XCOM_RW3 0.021 1.426 2.858 3.509 7.451 9.211 10.202 17.923 25.506 30.144 33.158 34.903 

EpiXS_RW3 0.021 1.422 2.853 3.493 7.410 9.152 10.191 17.948 24.845 27.700 32.575 33.452 

  

GATE_SW557 0.135 3.066 3.927 4.197 7.461 9.327 10.331 19.186 31.977 35.343 39.501 44.767 

XCOM_ SW557 0.128 2.998 3.751 4.045 7.144 8.836 9.875 17.671 25.827 31.977 37.306 39.501 

EpiXS_ SW557 0.128 2.895 3.744 4.039 7.138 8.792 9.783 17.484 25.240 31.794 36.681 38.560 

  

GATE_ABS 0.311 3.489 3.966 4.038 7.322 9.385 11.106 20.823 28.972 33.317 41.647 47.596 

XCOM_ABS 0.288 3.348 3.852 4.088 7.089 8.768 9.799 17.535 25.629 31.731 37.019 39.197 
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EpiXS_ABS 0.285 3.334 3.849 4.088 7.088 8.728 9.711 17.407 25.349 32.305 37.719 39.885 

  

GATE_Epoxy 0.079 2.623 3.568 3.902 7.260 8.919 10.070 20.811 27.145 32.859 39.020 41.622 

XCOM_ Epoxy 0.079 2.569 3.449 3.761 6.786 8.324 9.318 16.874 24.012 29.730 34.685 36.725 

EpiXS_ Epoxy 0.077 2.562 3.436 3.759 6.760 8.329 9.268 16.520 23.662 29.504 33.693 35.245 

  

GATE_Presage 0.123 2.518 3.516 3.815 6.994 9.122 9.684 19.074 28.610 34.968 37.025 34.968 

XCOM_Presage 0.119 2.459 3.348 3.681 6.696 8.196 9.109 16.264 23.486 29.551 34.023 35.763 

EpiXS_Presage 0.118 2.455 3.345 3.675 6.652 8.176 9.120 16.293 23.480 29.540 34.012 35.737 

  

GATE_ RMI457 0.135 3.159 3.912 4.153 7.313 9.476 10.680 17.706 28.034 33.641 39.577 44.854 

XCOM_ RMI457 0.133 3.017 3.759 4.053 7.158 8.853 9.894 17.706 25.878 32.039 37.379 39.577 

EpiXS_RMI457 0.132 3.007 3.758 4.053 7.158 8.817 9.811 17.539 25.343 31.964 36.924 38.840 

  

GATE_Nylon12  0.272 3.414 4.013 4.288 7.458 9.802 10.396 20.181 31.188 36.113 42.884 45.743 

XCOM_Nylon12 0.270 3.315 3.833 4.084 7.074 8.685 9.802 17.593 25.413 32.673 40.361 38.119 

EpiXS_ Nylon12  0.271 3.308 3.821 4.072 7.064 8.697 9.677 17.358 25.326 32.360 37.887 40.118 

  

GATE_A150 0.148 2.860 3.514 3.772 6.757 8.540 9.608 19.216 27.950 30.745 34.161 38.432 

XCOM_A150 0.148 2.808 3.416 3.682 6.473 7.986 8.912 15.767 23.650 29.281 34.161 36.171 

EpiXS_A150 0.147 2.841 3.416 3.666 6.437 7.921 8.813 15.774 22.935 29.141 33.930 35.830 

  

GATE_ Rspp 0.157 3.189 4.153 4.456 8.410 10.351 11.030 20.388 25.878 37.379 42.051 48.058 

XCOM_ Rspp 0.158 3.364 4.103 4.426 7.823 9.612 10.680 18.689 26.913 33.641 39.577 39.577 

EpiXS_ Rspp 0.157 3.357 4.102 4.404 7.746 9.541 10.616 18.894 26.947 33.414 37.941 39.579 

 

Table 5. The MFP values of materials were compared with the GATE, EpiXS, and XCOM 

   Energy (MeV) 0.01 0.05 0.08 0.1 0.5 0.8 1 3 6 10 15 18 

GATE_RW3 0.033 2.252 4.179 5.376 10.874 13.671 15.189 26.582 39.872 45.568 56.290 59.809 

XCOM_RW3 0.031 2.058 4.125 5.063 10.752 13.291 14.722 25.863 36.805 43.497 47.847 50.365 

EpiXS_RW3 0.031 2.052 4.117 5.039 10.691 13.204 14.702 25.893 35.844 42.847 46.966 48.261 

  

GATE_SW557 0.195 4.425 5.667 6.056 10.767 13.458 14.908 27.685 46.142 51.000 57.000 64.599 

XCOM_ SW557 0.184 4.326 5.413 5.837 10.308 12.750 14.250 25.500 37.269 46.142 53.833 57.000 

EpiXS_ SW557 0.184 4.307 5.401 5.827 10.299 12.684 14.115 25.225 36.414 4.869 52.920 55.631 

  

GATE_ABS 0.448 5.034 5.723 5.828 10.566 13.543 16.026 30.048 41.806 48.077 60.096 68.681 

XCOM_ABS 0.416 4.832 5.558 5.899 10.229 12.652 14.140 25.304 36.982 45.788 53.419 56.561 

EpiXS_ABS 0.415 4.81 5.553 5.898 10.226 12.591 14.01 25.113 36.571 46.607 54.417 57.542 

  

GATE_Epoxy 0.114 3.785 5.148 5.631 10.476 12.870 14.531 30.030 39.170 47.416 56.306 60.060 

XCOM_ Epoxy 0.114 3.707 4.977 5.427 9.792 12.012 13.446 24.349 34.650 42.900 50.050 52.994 

EpiXS_ Epoxy 0.114 3.695 4.958 5.423 9.753 12.016 13.372 23.833 34.137 42.566 48.608 50.848 

  

GATE_Presage 0.177 3.633 5.074 5.505 10.092 13.163 13.973 27.523 41.285 50.459 53.427 50.459 

XCOM_Presage 0.172 3.548 4.831 5.311 9.662 11.826 13.144 23.469 33.890 42.642 49.095 51.606 

EpiXS_Presage 0.172 3.541 4.826 5.302 9.597 11.824 13.158 23.505 33.888 42.617 49.894 51.557 

  

GATE_ RMI457 0.195 4.558 5.645 5.993 10.553 13.674 15.411 25.549 40.453 48.544 57.110 64.725 

XCOM_ RMI457 0.192 4.354 5.424 5.849 10.328 12.775 14.278 25.549 37.341 46.232 53.937 57.110 

EpiXS_ RMI457 0.191 4.338 5.424 5.848 10.327 12.72 14.154 25.303 36.562 46.114 53.27 56.034 

  

GATE_ Nylon12  0.393 4.926 5.790 6.188 10.762 14.144 15.002 29.121 45.005 52.110 61.881 66.007 
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XCOM_ Nylon12 0.390 4.783 5.531 5.893 10.207 12.533 14.144 25.387 36.670 47.148 58.241 55.006 

EpiXS_ Nylon12  0.391 4.772 5.528 5.875 10.191 12.548 13.961 25.042 36.537 46.686 54.660 57.879 

  

GATE_A150 0.214 4.127 5.070 5.444 9.751 12.324 13.864 27.728 40.332 44.366 49.295 55.457 

XCOM_A150 0.214 4.052 4.930 5.313 9.340 11.524 12.860 22.752 34.127 42.253 49.295 52.195 

EpiXS_A150 0.213 4.042 4.930 5.292 9.271 11.421 12.844 22.763 33.081 42.044 48.953 51.693 

  

GATE_ Rspp 0.226 4.601 5.993 6.430 12.136 14.937 15.916 29.420 37.341 53.937 60.680 69.348 

XCOM_ Rspp  0.228 4.854 5.920 6.387 11.289 13.870 15.411 26.969 38.835 48.544 57.110 57.110 

EpiXS_ Rspp 0.228 4.844 5.918 6.354 11.175 13.764 15.316 27.258 38.877 48.206 54.377 57.100 

 

 
Figure 2. HVL values according to energy variation 

 

Table 6 presents the 𝛴𝑅 values of the selected 

materials. These values were obtained using empirical 

formulas from equations 4, 5, and 6, as well as 

MCNP5 Monte Carlo simulation, MRCsC, and Phy-

X/PSD software programs. In the study conducted by 

Hila et al. [11], they numerically generated fast 

neutron mass removal cross-sections (ΣR/ρ, cm2/g) 

based on ENDF/B-VIII.0 using a sliced spherical 

shell Monte Carlo model under different neutron 

source spectra. Using the generated ΣR/ρ values in this 

study, ΣR values for various materials were 

determined. For effective neutron shielding, materials 

with high ΣR values are desired. According to Table 6, 

the material with the highest Σ𝑅 value is Nylon12 

(0.131 cm-1). Generally, as the content of low Z 

elements increases, the 𝛴𝑅 value also increases. In 

Table 6, the material with the highest hydrogen (H) 

content is Nylon12. Therefore, it is thought that the 

highest ΣR value is observed in this material. The 

lowest 𝛴𝑅 value was observed in Rspp (0.048 cm-1). 

This is due to the absence of hydrogen (H) content in 

this material. This is because the fast neutron mass 

removal cross-section of hydrogen is much higher 

than that of many other elements. In their study, 

Elwahab et al. [27] stated that hydrogen atoms play a 

significant role in the slowing-down mechanisms of 

fast neutrons, implying that the slowing-down process 

would be maximized when the hydrogen atoms are at 

their maximum. After Nylon12 material, the best 𝛴𝑅 

values are found in the following order: Presage, 

ABS, A150, SW555, RMI457, RW3, epoxy, and Rspp, 

respectively. The lower 𝛴𝑅 value of Rspp compared 

to other materials is thought to be due to the absence 

of hydrogen element in its structure. The Σ𝑅 values of 

materials such as Nylon12, presage, ABS, A150, SW555, 

RMI457, RW3 and epoxy were found to be close to the 

𝛴𝑅 values of paraffin, water, Hematite-serpentine, 

and concrete. It was observed that the Σ𝑅 values 

obtained for epoxy using the MRCsC program are 

larger than those of presage, water, concrete, and 

Hematite-serpentine. 
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Table 6. Values of Σ𝑅 for different calculation 

 ΣR (cm-1)  

Materials      MNCP5 MRCsC Phy-X/PSD Estimation using ΣR/ρ of elements Experiments 

RW3 0.084 0.106 0.095 0.096 - 

SW557 0.085 0.108 0.095 0.094 - 

ABS 0.088 0.113 0.097 0.098 - 

Epoxy 0.081 0.103 0.091 0.090 - 

Presage 0.095 0.119 0.106 0.105 - 

RMI457 0.085 0.107 0.094 0.094 - 

Nylon12 0.105 0.131 0.113 0.114 - 

A150 0.097 0.111 0.117 0.107 - 

Rspp 0.038 0.048 0.046 0.047 - 

H2O 0.100 0.110 0.103 0.103 - 

Paraffin, C25H52 0.119 0.141 0.122 0.122 0.109 [29] 

Concrete, Dry 0.086 0.102 0.093 0.085 0.087 [29] 

Fluorothene, C2F3Cl 0.080 0.096 0.078 0.079 0.075 [29] 

Perfluoroheptane, C7F16 0.071 0.080 0.067 0.068 0.070 [29] 

Hematite–serpentine [28] 0.101 0.103 0.103 0.100  - 

 

4. Conclusion and Suggestions 

 

In this study, the LAC, MAC, HVL, MFP, and Σ𝑅 

values of various water-equivalent materials, 

especially  those used for quality control in 

radiotherapy, were obtained using Monte Carlo 

simulation, MRCsC, Phy-X/PSD, EpiXS computer 

programs, and XCOM. For daily and weekly quality 

control procedures in radiotherapy, RW3 exhibited 

better MAC, LAC, HVL, and MFP values compared 

to other materials. However, upon examining the Σ𝑅 

values, it was found that Nylon12 is the best material 

for neutron shielding. The results obtained from this 

study can serve as a database for researchers and 

designers working on both photon and neutron 

shielding. Additionally, these materials offer 

advantages over existing shielding materials, such as 

low thickness, lightweight, durability, and non-

toxicity. Moreover, these materials can be used in 

various applications, including radiation therapy 

rooms, the transportation of chemical isotopes, and 

other diverse radiation sources. 
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Abstract 

The potential drug candidate novel Schiff base, 2-(((3-(4-methyl-1H-imidazol-1-yl)-

5-(trifluoromethyl)phenyl)imino)methyl)phenol (MITPIM) was synthesized by 

using salicylaldehyde and 1-[3-Amino-5-(trifluoromethyl)phenyl]-4-

methylimidazole, the precursor of nilotinib used in cancer treatment. It was 

characterized by using spectroscopic techniques such as 1H-NMR, 13C-NMR, 19F-

NMR, FT-IR, and UV-Vis. DFT computational technique was used for further 

investigation. DFT/B3LYP method and the 6-311G(d,p) basis set were used to 

determine optimized geometry. Then by using optimized geometry and DFT 

approach three-dimensional molecular electrostatic potential (MEP), vibration 

frequencies, NMR chemical shift values, HOMOs-LUMOs, and molecular orbital 

energies were calculated. It was noted that there was good agreement between the 

experimental and theoretical findings. The ADME and toxicity properties were 

investigated by using online servers. It was determined from the findings that the 

MITPIM had good oral bioavailability and minimal toxicity. By using 2XIR protein, 

the molecular docking simulations of MITPIM were also investigated. The binding 

energy of the MITPIM-2XIR complex was determined as −9.34 kcal/mol. It was 

close to nilotinib’s binding energy which was −9.69 kcal/mol. Molecular docking 

and ADMEt results show that the newly synthesized MITPIM has the potential to be 

a drug. 
 

 
1. Introduction 

 

Cancer is a type of disease that is caused by cells with 

the ability to divide uncontrollably, has the potential 

to spread to other tissues of the body, is the second 

leading cause of death [1], and is responsible for one 

out of every 6 deaths worldwide [2], which 

profoundly affects the individual materially and 

spiritually. Current treatment methods are surgery, 

radiotherapy, chemotherapy, hormonal, and targeted 

drug therapy [2] Due to the undesirable side effects of 

existing chemotherapeutic drugs and radiotherapy 

methods, studies on the synthesis of new, easy-to-

access, low-cost, targeted anticancer drugs and 
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investigation of their antiproliferative properties have 

increased [3] nowadays. 

When the structures of drug molecules used in 

cancer treatments in recent years are examined, it is 

seen that these molecules contain heterocyclic units in 

their structures. Heterocyclic compounds are 

structures that have an important place in organic 

chemistry, containing at least one heteroatom such as 

nitrogen (N), oxygen (O), or sulfur (S) unlike the 

carbon atom in their structure. These structures 

contribute greatly to medicinal chemistry because of 

their wide application in drug discovery and 

development [4–6]. The heterocyclic imidazole ring 

has an aromatic structure containing two nitrogen 

atoms in its structure, showing polar properties, being 

https://dergipark.org.tr/tr/pub/bitlisfen
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easily ionizable, soluble in water and other polar 

solvents, and showing amphoteric properties. 

Because of these properties, the imidazole ring 

increases the pharmacokinetic properties of the 

molecule it is found in and is therefore used to 

optimize the solubility and bioavailability parameters 

of the molecules [7]. Fluorine (F) is the smallest 

substituent that can replace the hydrogen atom in 

organic chemistry. The replacement of hydrogen 

atoms with fluorine atoms is widely used in medicinal 

chemistry. The main reasons for this are fluorine has 

strong electron-withdrawing properties, electrostatic 

interactions, small atomic size, and high lipophilicity. 

Additionally, electrostatic interactions of fluorine 

atoms with proteins, facilitate the binding of ligands 

to proteins. Synthesis of fluorine-containing 

molecules and biological applications of them, 

primarily those with the -CF3 group, are growing 

daily. [8–10]. Phenolic compounds with OH 

functional groups have an important place in 

medicinal chemistry because they have antioxidant, 

anticancer, antiviral, insecticidal, antimicrobial, and 

antiparasitic activities [6], [11–13]. Schiff bases are 

substances that have an imine or azomethine 

functional group. In the design and development of 

numerous bioactive lead compounds, it has been 

discovered that Schiff bases are flexible 

pharmacophores. Schiff bases have biological 

activities such as anti-inflammatory, analgesic, 

antimicrobial, anticonvulsant, antitubercular, 

anticancer, antioxidant, anthelmintic, antiglycation, 

and antidepressant activities [14]. 
The low availability, high cost, and low 

number of drug agents used in cancer treatment have 

encouraged researchers to work towards finding new 

anticancer drugs that are easy to access and low in 

cost. For this purpose, computer-aided drug design 

methods have gained importance recently and studies 

on the design of new drugs with in silico techniques 

have increased. Because this technique not only 

examines the interaction of drugs with target proteins 

but also eliminates a large number of molecules and 

reduces the number of molecules to a minimum. It 

also shortens the molecule's time to become a drug. In 

addition, establishing of physicochemical, 

lipophilicity, water solubility, pharmacokinetic, and 

drug-likeness properties of new drug candidates by 

using in silico techniques have a crucial role. For 

example, topological polar surface area (TPSA), Log 

Po/w, Lipinski's rule of five, water solubility, 

gastrointestinal absorption, and some other properties 

are criteria sought in drug candidate molecules. These 

properties of new drug candidates can be learned in 

advance using in silico techniques. 

The compound 1-[3-Amino-5-

(trifluoromethyl)phenyl]-4-methylimidazole is the 

precursor of the nilotinib molecule used in cancer 

treatment. Additionally, this aniline and the 

compounds produced from it make it a viable 

substance for additional research and development in 

the field of pharmaceuticals [15–24]. Based on all of 

this knowledge, in this work the novel potential 

bioactive compound, 2-(((3-(4-methyl-1H-imidazol-

1-yl)-5-(trifluoromethyl)phenyl)imino) 

methyl)phenol (MITPIM) which was derived from 1-

[3-Amino-5-(trifluoromethyl)phenyl]-4-

methylimidazole, was containing imidazole ring, a 

fluorine atom, imine, and the phenolic functional 

group was designed and then synthesized. 

Spectroscopic techniques were used to identify 

MITPIM. All quantum chemical calculations were 

done by using 6-311G(d,p) basis set and DFT/B3LYP 

method. As a result of quantum chemical calculations. 

the theoretical vibrational frequencies, NMR 

chemical shifts, maximum absorption wavelengths, 

frontier orbitals and MEP surface diagram were 

obtained. By using VEGFR2 protein (PDB ID: 

2XIR), the molecular docking simulations of 

MITPIM were investigated. ADME and toxicity 

properties of MITPIM were determined using the 

SwissADME and ProTox-II online servers. 

 

2. Material and Method 

 

2.1. Physical measurements 

 

The chemicals were supplied by Merck and Aldrich 

Chemical Company. Chemicals were used without 

further purification. Aluminum sheets pre-coated 

with silica gel SIL G/UV254 from MN GmbH & Co., 

were used to follow reactions. The spots were made 

visible in UV light (254 nm). Melting point was 

measured in an open glass capillary tube by using an 

Electro-thermal 9100 apparatus. The values are not 

corrected. A Bruker NMR spectrometer (700 MHz) 

was used to record the 1H and 13C NMR spectra while 

a Varian NMR spectrometer (600 MHz) was used to 

record 19F NMR spectrum. Chemical shifts are 

expressed as parts per million (ppm) in relation to the 

solvent's residual protons (CHCl3: 7.26 ppm) and 

carbon resonance (CDCl3: 77.00 ppm). The NMR 

peak multiplicities were as follows: s for singlet, d for 

doublet, t for triplet, q for quartet, m for multiplet. 

1×10−4 M solution compound and PG T80+ double 

beam spectrophotometer were used to record UV-Vis 

spectra. The infrared (FT-IR) spectrum was recorded 

by using the Thermo Nicolet i10, νmax in cm-1.  
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2.2. Synthesis of 2-(((3-(4-methyl-1H-imidazol-1-

yl)-5-(trifluoromethyl)phenyl)imino) methyl) 

phenol (3) 

 

The route of synthesis is depicted in Figure 1. Round-

bottomed and two necked flask was charged with 1-

[3-Amino-5-(trifluoromethyl)phenyl]-4-

methylimidazole [25] (1, 965.0 mg; 4.0 mmol; 1.0 eq) 

and salicylaldehyde (2, 489.0 mg; 4.0 mmol; 1.0 eq). 

A magnetic stirring bar and absolute ethanol (20 mL) 

were added into the flask, the reflux condenser was 

equipped and the neck was capped with the glass 

stopper. The mixture was heated up to 80 ˚C and was 

stirred overnight at this temperature under N2. TLC 

technique was used to follow reaction convertion. 

After completion of the reaction, approximately half 

of the solvent was evaporated under nitrogen. The 

mixture was cooled to ambient temperature. The 

mixture was poured into the beaker containing 50 mL 

n-heptane and the beaker was left in a refrigerator at 

4 °C overnight. The solids were filtered, cake was 

dried under a vacuum. The aimed title product 3 was 

synthesized by 80% yield (1.1 g, 3.19 mmol) as a 

white solid. Mp: 108-110 °C. FT-IR (KBr): max (cm-

1) = 3360 (br), 2926 (w), 1610 (s), 1495 (s), 1468 (s), 

1320 (s), 1287 (s), 1175 (s). 1H NMR (700 MHz, 

CDCl3):  = 12.50 (s, 1H), 8.66 (s, 1H), 7.85 (s, 1H), 

7.51 (s, 1H), 7.47 – 7.38 (m, 4H), 7.09 (s, 1H), 7.05 

(dd, J = 8.7, 0.6 Hz, 1H), 6.99 (td, J = 7.5, 1.0 Hz, 

1H), 2.31 (d, J = 0.9 Hz, 3H). 13C{1H} NMR (176 

MHz, CDCl3):  = 165.34 (CH), 161.18 (C), 151.01 

(C), 140.51 (C), 138.90 (C), 134.49 (CH), 134.42 

(CH), [133.81, 133.62, 133.43, 133.24, (C, J2
C-F = 

33.4 Hz)], 132.94 (CH), [125.44, 123.89, 122.34, 

120.79, (C, J1
C-F = 273.2 Hz)], 119.54 (CH), 118.55 

(C), 117.49 (CH), 117.10 (CH), [116.03, 116.00, (CH, 

J3
C-F = 3.7 Hz)], [115.35, 115.34, (CH, J3

C-F = 3.3 

Hz)], 114.28 (CH), 13.65 (CH3). 19F NMR (CPD, 564 

MHz, CDCl3):  = -57.85. UV-Vis (CHCl3): λ1 = 248 

nm, λ2 = 272 nm, λ3 = 344 nm. 

 

 

Figure 1. Synthesis of the compound MITPIM 

 

2.3. Computational methods 

 

Quantum chemical calculations were done by using 

Gaussian 09 package program [26]. Avogadro and 

Chemcraft were used for all visualizations of quantum 

chemical calculations [27], [28]. Optimized geometry 

of MITPIM was determined by using DFT/B3LYP/6-

311G(d,p) approach [29], [30]. Calculated vibrational 

frequencies from optimized geometry of MITPIM 

were scaled [31] by using 0.9682 factor for 

frequencies above 1700 cm-1 and by using 1.0119 

factor for frequencies below 1700 cm-1. TD-DFT 

[32], [33] approach was used to determine UV-Vis 

properties while GIAO approach was used to 

determine chemical shields for 1H, 13C and 19F-NMR 

[34], [35]. 

 

2.4. In silico studies 

 

2.4.1. Molecular docking simulations 

 

Molecular docking simulations of the MITPIM and 

nilotinib compounds were performed by using the 

SwissDock online web server [36]. UCSF Chimera 

[37] was used for visualization of images. VEGFR2 

protein (PDB ID: 2XIR) was used in the molecular 

docking studies. Protein Data Bank [38] was used to 

supply the crystal structure of the 2XIR. After the 

water was removed and the other residues that were  

not standart were eliminated from 2XIR, polar 

hydrogens and Kollman charges were added to 2XIR. 

A grid box was used to surround 2XIR’s active site 

residues. The 3D coordinates that was binding side of 

protein were determined by using DeepSite module 

[39]. By also adding Gasteiger charges to MITPIM 

and nilotinib which were calculated optimized 

geometries, were used in the moleculer docking 

studies. 

 

2.4.2. ADMEt predictions 

 

Physicochemical, pharmacokinetic, lipophilicity, and 

drug similarity properties of newly synthesized 

MITPIM were calculated using the SwissADME 
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online platform [40]. The toxicity parameters such as 

LD50 and the acceptable usage range of MITPIM 

were identified using the ProTox-II online server 

[41]. 

 

3. Results and Discussion 

 

3.1. NMR spectra 

 

To make it simpler to compare experimental and 

computed chemical shifts of the MITPIM, all 

acquired values are shown collectively in Table 1. 

The computed chemical shift value of the hydroxyl 

proton of MITPIM was lower as compared to the 

experimental result (experimental value: 12.50 ppm, 

theoretical value: 4.53 ppm). While the protons of the 

methyl group as a doublet peak were at 2.31 ppm 

experimental, they were at 2.26-2.08 ppm theoretical. 

Whilst chemical shift values of aromatic protons were 

observed experimentally in the range of 6.99-8.66 

ppm, the DFT technique predicted that they would be 

in the range of 6.83-9.03 ppm. The results show that 

the theoretical analysis accurately discloses the 

characteristics of the MITPIM compound and 

confirms the spectrum data quite well. Figures 2 and 

3 show, respectively, the compound's experimentally 

obtained and theoretically predicted 1H-NMR spectra.

 
Table 1. Experimentally and theoretically obtained 1H-NMR (CDCl3) chemical shifts (CDCl3) 

Proton Number Experimental chemical shift (ppm) Theoretical chemical shift (ppm) 

H9 8.66 (s, 1H) 9.03 

H13 7.85 (s, 1H) 8.50 

H4 7.51 (s, 1H) 8.10 

H6 

7.47 – 7.38 (m, 4H) 

7.76 

H7 7.58 

H11 7.52 

H5 7.40 

H12, H8 
7.05 (dd, J = 8.7, 0.6 Hz, 1H) 

7.11 
7.09 (s, 1H) 

H10 6.99 (td, J = 7.5, 1.0 Hz, 1H) 6.83 

H14 12.50 (s, 1H) 4.53 

H2, H3 

2.31 (d, J = 0.9 Hz, 3H) 

2.26 

2.08 

H1  
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Figure 2. Experimental 1H-NMR spectrum taken in CDCl3 of the MITPIM 

 

 
Figure 3. Theoretical 1H-NMR spectrum taken in CDCl3 of the MITPIM 

 

In the 13C-NMR spectrum, the C13 atom 

associated with the O-H group was measured and 

recorded at 161.18, however in the theoretical 

spectrum, this signal was discovered at 164.0 ppm. 

The signal for the methyl group's carbon atom C1 was 

identified at 13.65 ppm, while the calculated chemical 

shift for it appeared at 14.07. The carbon atom C18 of 

the trifluoromethyl group gave the quartet signals at 

125.44, 123.89, 122.34, and 120.79 ppm, and this  

 

 

carbon atom signal was discovered at 132.80 ppm in 

the theoretical spectrum. The Schiff base's carbon 

atom C11 produced a signal at 165.34 ppm, and this 

carbon atom signal was found in the theoretical 

spectrum at 161.10 ppm. The expected region was 

where all other carbon atoms were seen, and Table 2 

was given a detailed breakdown of the values that 

resulted. Figures 4 and 5 show the compound's 

theoretically predicted and experimentally acquired 
13C-NMR spectra. 

 
Table 2. Experimentally and theoretically obtained 13C-NMR (CDCl3) chemical shifts 

Carbon Number Group Experimental chemical shift (ppm) 

Theoretical 

chemical shift 

(ppm) 

C1 CH3 13.65 14.07 

C2 CH 134.42 135.84 

C3 C 140.51 146.09 
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C4 CH 114.28 114.65 

C5 C 133.81 133.62 133.43 133.24 138.14 

C6 CH 115.35 115.34 112.01 

C7 C 138.90 142.15 

C8 CH 117.49 119.77 

C9 C 151.01 161.21 

C10 CH 116.03, 116.00 114.58 

C11 CH 165.34 161.10 

C12 C 118.55 125.78 

C13 C 161.18 164.00 

C14 CH 117.10 117.69 

C15 CH 134.49 138.97 

C16 CH 119.54 123.87 

C17 CH 132.94 132.12 

C18 CF3 125.44 123.89 122.34 120.79  132.80 

 

 
Figure 4. Experimental 13C-NMR spectrum taken in CDCl3 of the MITPIM 

 

 
Figure 5. Theoretical 13C-NMR spectrum taken in CDCl3 of the MITPIM
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In order to confirm MITPIM’s structure 19F-NMR 

analyses was also done. Experimental measurements 

at -57.85 ppm revealed the fluorine atoms as singlet 

peak. Theoretically, the relevant atoms were 

calculated to range between -66.77 and -99.08 ppm  

 

using C6F6 as a reference. To calculate theoretical 

chemical shifts of MITPIM, δ = σref – σ + δref (σref = 

333.6 ppm, δref = -164.9 ppm, σ = calculated shift) 

equation was used [42]. The data were shown in Table 

3, experimental and theoretical spectra were given in 

Figures 6 and 7

 
Table 3. Experimentally and theoretically obtained 19F-NMR chemical shifts 

Fluorine Number Experimental chemical shift (ppm) Theoretical chemical shift (ppm) 

F1 
-57.85 

(CF3) 

-66.77 

F2 -68.91 

F3 -99.08 

 

 
Figure 6. Experimental 19F-NMR (CDCl3) spectrum of the MITPIM 

 

 
Figure 7. Theoretical 19F-NMR (CDCl3) spectrum of the MITPIM 

 

 

A correlation between theoretical and 

experimental NMR chemical shift values was 

examined, and it was found that theoretical 

predictions and experimental data showed a good 

agreement [25], [43–45]. 
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3.2. FT-IR spectra 

Table 4 displayed all FT-IR frequency comparisons 

between the observed and predicted values for each 

constituent. The C=N double bond stretching 

vibration was discovered at 1600/1646 cm-1 in the 

experimental/theoretical FT-IR spectra of the 

molecule that were captured on the KBr disc. The 

compound showed the stretching vibration of the -OH 

group as a broad band at 3360 cm-1, which is 

consistent with the estimated vibrational frequency of 

3350 cm-1.

 
Table 4. Experimentally and theoretically Vibration frequencies (ṽmax (cm−1)) of MITPIM 

 Vibration frequencies (ṽmax (cm−1)) 

Vibrational band Theoretical Experimental 

O-H stretching 3350 3360 

C-H stretching 3185 3191 

C-H stretching 3120 3117 

C-H stretching 2934 2926 

C=N stretching 1646 1600 

C-N stretching 1323 1323 

C-N stretching 1287 1284 

C-F stretching 1186 1175 

 

 
Figure 8. Experimental FT-IR spectrum of the MITPIM 

 

 
Figure 9. Theoretical FT-IR spectrum of the MITPIM 

 

Figure 10 showed the linearity between the 

theoretical and experimental frequency of the 

compound and the equality of y = 1.0078x – 24.352  

 

(R2 = 0.9997) was discovered. These results showed 

that there was agreement between the theoretically 

and empirically established frequency values [25]. 
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Figure 10. The linearity of frequency values ( cm−1) 

 

3.3. UV-Vis spectrum and frontier molecular 

orbitals  

 

The UV-Vis spectra of MITPIM in CHCl3 were taken 

between 200 and 700 nm. We computed the electronic 

transition wavelengths of the compounds using the 

TD-DFT method and the B3LYP/6-311G(d,p) level. 

Figure 11 displays the UV-Vis spectra of the 

compounds in both experimental and theoretical 

forms. Also frontier molecular orbital parameters of 

the MITPIM (electronic transitions, excitation 

energies (eV) and oscillator strengths (f)) were shown  

 

 

in Table 5. It is shown that in Table 5, MITPIM had 

three maximum absorbance (λ) bands experimentally. 

These were 344 nm, 272 nm, and 248 nm while 

theoretical ones were 343 nm, 293 nm, and 277 nm. 

The responsible band from n→π* was at 344 nm in 

experimental spectra while this was at 343 nm 

theoretically one. π→π* transition band originating 

from the imine group was detected at 272 nm in the 

experimental UV-Vis spectrum whereas it was at 293 

nm in the theoretical one. The other π→π* transitions 

band sourced from aromatic rings of the MITPIM was 

at 248 nm in the experimental spectrum, while this 

was at 277 nm in the theoretical one.  

 
Table 5. Experimental and theoretical electronic transitions, excitation energies (eV), oscillator strengths (f) 

Compound Transitions Experimental TD-DFT/B3LYP/6-311G(d,p) 

  λ (nm) E (eV) λ (nm) E (eV) f 

MITPIM n→π* 344 3.60 343 3.62 0.3311 

    326  0.2860 

    309  0.0139 

 
π→π* 

(imin) 
272 4.56 293 4.23 0.0429 

 π→π* 248 5.00 277 4.48 0.3977 

 

  
Experimental UV-Vis Spectrum Theoretical UV-Vis Spectrum 
Figure 11. Experimental (left) and theoretical (right) UV-Vis spectra of the MITPIM in CHCl3 

 

  



Ö. Dilek / BEU Fen Bilimleri Dergisi 13 (1), 62-78, 2024 

71 
 

The HOMO (Highest Occupied Molecular 

Orbital) and LUMO (Lowest Unoccupied Molecular 

Orbital) abbreviations are used to refer to the frontier 

orbitals of MITPIM. In most cases, HOMO regulates 

nucleophilic reactions in molecules, while LUMO 

regulates electrophilic reactions. The HOMOs and 

LUMOs of MITPIM were calculated using the DFT 

approach. The information in Figure 12 related to  

MITPIM's molecule orbital energies, surfaces, and 

the energy difference between HOMO and LUMO. 

Analysis of the compound's HOMO-LUMO graphs 

revealed that HOMOs were clustered over the whole 

structure, whilst LUMOs were grouped on the 

benzene skeletons. The estimated HOMO/LUMO 

energy for the compound was calculated to be -

6.119/-2.196 eV and the energy value for the HOMO-

LUMO gap was obtained to be 4.003 eV.  
 

 
Figure 12. Surfaces of Molecular orbital, 

energies (E), and energy gap (ΔE) between HOMO and 

LUMO of the MITPIM 

 
3.4. Computational details 

 

3.4.1. Molecular structure 

 

To achieve the optimized geometry for the MITPIM, 

a B3LYP method and 6-311G(d,p) basis set was used. 

The complete optimized geometry of MITPIM, 

including atom numbering, is shown in Figure 13. 

 

 
Figure 13. Optimized geometry of MITPIM by using 

DFT 

 

3.4.2. Molecular electrostatic potential (MEP) 

diagram 

 

Figure 14 displays the MEP surface diagram for the 

MITPIM computed at the DFT/B3LYP/6-311G(d,p) 

level. On the nitrogen atom of the imidazole moiety, 

the synthesized compound's MEP surface diagram 

showed an electron-rich area. A negative electrostatic 

potential was created on the nitrogen atom due to its 

electronegativity. These regions might be the 

locations of nucleophilic assaults on molecules if the 

synthesized molecule were to react with another 

molecule. The proton in the hydroxyl group, however, 

was the area of MITPIM electron-poor. The oxygen's 

high electronegativity in the hydroxyl group loosened 

its connection with the hydrogen atom and made the 

proton looser. The chemicals might behave 

electrophilically in these regions. 

Figure 15 depicted the Mulliken atomic charge 

distribution for the MITPIM molecule determined by 

the B3LYP method using the 6-311G(d,p) basis set. It 

was seen that all heteroatoms have a negative charge. 

Due to fluorine atoms' strong electronegativity, the 

C18 atom was the highest positive charge (0.72681 

a.u.). 

  
 

Figure 14. Calculated Molecular electrostatic potential 

diagram of MITPIM  

 

After the C18 atom, H14 (0.2558 a.u.) atom 

was also the highest positive charge among the 

hydrogens due to the electronegative oxygen atom. 

The most negative atoms were N2 atom (-0.4373 a.u.) 

in imidazole and O (-0.3651 a.u.) atom in the phenol 

functional group. As well as N2 and O atoms, N3 (-

0.3296 a.u.) atom responsible for the imin group, N1 

(-0.3189 a.u.) atom in the imidazole and C5 (-0.3125 

a.u.) atom in the benzene which is close to -CF3 

functional group had negative charges. From 

Mulliken charges, it was concluded that locations 

with high and low electron density in the MITPIM 

compound were compatible with the MEP diagram. 
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Figure 15. Calculated Mulliken atomic charges of the MITPIM 

 

 

3.5. In silico studies 

 

3.5.1. ADMET predictions 

 

ADME properties of pharmacological substances are 

crucial in drug discovery. Physicochemical, 

lipophilicity, water solubility, pharmacokinetic and 

drug-likeness properties of new substances are 

important criteria in drug discovery.  

Physicochemical and lipophilicity properties of 

substances like molecular weight, MLOGP, number 

of H-bond acceptors and donor atoms are the searched 

properties in Lipinski’s rule of five. The molecular 

weight value of substances must be greater than 150 

and less than 500. MLOGP value must be less than 

4.15. The number of hydrogen bond acceptor atoms 

must be less than 10, Number of hydrogen bond donor 

atom must be less than 5. When Lipinski’s rule of five 

was investigated in MITPIM, it was concluded that 

the compound has the all criteria (Table 6). TPSA 

value is also important as gets through of substances 

from cell membranes. The TPSA value of the 

substance should be less than 140 Å2.  

Lipophilicity is the dispersion of substances 

between lipids and water at specific rates. To get to 

their target sites, drug molecules must cross several 

biological membranes, including the blood-brain 

barrier, the skin, and the gut. So the dispersion rate is 

important. The consensus lipophilicity (CLogPo/w) 

value of MITPIM was calculated to be 3.98.  

Pharmacokinetic properties also have a crucial 

role in ADME properties. The Boiled-Egg model is 

taken part in Figure 16 which the x-axis is TPSA and 

y-axis is WLOGP. While white region in the model is 

responsible for gastrointestinal absorption, yellow 

region in the model is responsible for whether the 

compound being crossed the blood-brain barrier or 

not. When the Boiled-Egg model in Figure 16 was 

examined, It was concluded that the red dot was in the 

white region, The gastrointestinal system can easily 

absorb the MITPIM and the MITPIM compound did 

not pass the blood-brain barrier. In the 

pharmacokinetic properties, Cytochrome P450 

enzyme systems also have a crucial role in the 

metabolism of taken medicines. When Table 6 was 

examined, it was estimated that MITPIM is likely to 

be inhibited by CYP1A2, CYP2C19 and CYP2D6, 

while is not to be inhibited by CYP2C9 and CYP3A4. 

As well as other properties, Druglikeness 

properties were also investigated. Lipinski (Pfizer), 

Ghose (Amgen), Veber (GSK), Egan (Pharmacia), 

and Muegge (Bayer) are the drug companies and these 

have various rules which are searched criteria in 

druglikeness properties. When Table 6 is examined 

related to this field, The MITPIM compound has had 

all criteria except Ghose’s rule because the WLogP 

value is greater than 5.6. 

The water solubility (LogS) of a substance to 

reach its target is an important feature. When Table 6 

examined, LogS values of MITPIM according to 

various mathematical equations which were 

calculated by researchers are -4.68 (ESOL, 

Moderately soluble), -4.66 (Ali, Moderately soluble), 

-6.20 (SILICOS-IT, Poorly soluble) respectively.  
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Table 6. Physicochemical, lipophilicity, solubility, pharmacokinetics and drug-likeness properties of the MITPIM 

Physicochemical Properties Druglikeness Properties 

Properties 

Value 
Requirement 

Value Compatible 

MITPIM 
MITPIM MITPIM 

Lipinski’s Rule 

Molecular Formula C18H14F3N3O MW ≤ 500 345.32 

Yes 

Molecular weight  

(MW, g/mol) 
345.32 

M LOGP  

≤ 4.15 
2.83 

Number of heavy atoms 25 HBA Atoms ≤ 10 6 

Number of aromatic heavy 

atoms (AHA) 
17 HBD Atoms ≤ 5 1 

Number of rotatable bonds 

(RB) 
4 Ghose’s Rule 

Number of H-bond 

acceptors (HBA) 
6 

160 ≤ MW  

≤ 480 
345.32 

No 

Number of H-bond donors 

(HBD) 
1 

-0.4 ≤ WLOGP  

≤ 5.6 
5.81 

Molar Refractivity (MR) 89.25 
40 ≤ MR  

≤ 130 
89.25 

TPSA 

(Å²) 
50.41 

20 ≤ atoms  

≤ 70 
39 

Lipophilicity Veber’s Rule 

Log Po/w (iLOGP)  2.93 RB ≤ 10 4 
Yes 

Log Po/w (XLOGP3)  3.90 TPSA ≤ 140 50.41 

Log Po/w (WLOGP)  5.81 Egan’s Rule 

Log Po/w (MLOGP)  2.83 WLOGP ≤ 5.88 5.81 
Yes 

Consensus Log Po/w  3.98 TPSA ≤ 131.6 50.41 

Pharmacokinetics Muegge’s Rule 

GI absorption  High 200 ≤ MW ≤ 600 345.32 

Yes 

BBB permeant  No -2 ≤ XLOG3 ≤ 5 3.90 

P-gp substrate  No TPSA ≤ 150 50.41 

CYP1A2 inhibitor  Yes 
Number of rings 

≤ 7 
3 

CYP2C19 inhibitor  Yes 
Number of 

carbon > 4 
18 

CYP2C9 inhibitor  No 
Number of 

heteroatoms > 1 
4 

CYP2D6 inhibitor  Yes RB ≤ 15 4 

CYP3A4 inhibitor  No HBA ≤ 10 6 

Log Kp  

(skin permeation, cm/s)  
-5.64 HBD ≤ 5 1 

Water Solubility    

Log S (ESOL) 

Class 

-4.68 

Moderately soluble 
   

Log S (Ali) 

Class 

-4.66 

Moderately soluble 
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Log S (SILICOS-IT) 

Class 

-6.20 

Poorly soluble 
   

 

 
Figure 16. BOILED-Egg model of the MITPIM 

 

The toxicity properties of MITPIM were 

investigated using the Protox-II online server, which 

is a widely used tool for predicting toxicity in 

chemical compounds. The lethal dose (LD50) value 

was determined 1000 mg/kg, based on the analysis of 

Table 7. These values were found to be lower than 

the corresponding value (2319.9 mg/kg) in the online 

server dataset. From the calculated result, It was  

 

concluded that MITPIM exhibits some level of 

toxicity. Furthermore, the estimated toxicity classes 

for the substances were established on the Protox-II 

web server, which ranks compounds from the worst 

(class 1) to the best (class 6) based on their predicted 

toxicity. MITPIM was classified into the fourth  

 

toxicity class, which indicates moderate toxicity 

levels. Notably, neither compound was found to 

exhibit any carcinogenic or mutagenic properties 

(Table 7).  

 
Table 7. Toxicity properties of the MITPIM 

Toxicity Properties 

 MITPIM 

Predicted LD50 1000 mg/kg 

Predicted Toxicity Class 4 

Carcinogenicity Inactive 

Mutagenicity Inactive 

Lethal Dose  Low from dataset 

(dataset: 2319.9 mg/kg, 

MITPIM: 1000 mg/kg) 

 

3.5.2. Molecular Docking Simulations 

 

By using the VEGFR2 protein (PDB ID: 2XIR), the 

molecular docking simulations of MITPIM were 

investigated. The 3D coordinates that was binding site 

of the 2XIR were used as x = 21.0, y = 26.2, and z = 

38.8. To create a meaningful comparison, the 

commercially used drug nilotinib which is a VEGFR2 

inhibitor, was used. Optimized geometries of 

MITPIM and nilotinib were individually docked to 

the selected region of the 2XIR. The ligand-protein 

complex which has the lowest docking scores were 

chosen to investigate the binding modes for MITPIM 

and nilotinib. From molecular docking studies, 

valuable information such as binding energy, full 

fitness score, hydrogen bond location, and length 

values for each ligand-protein pair were obtained. 

These detailed findings can be found in Table 8. 

When the binding energies of MITPIM-2XIR 

and Nilotinib-2XIR complexes were examined, 

MITPIM-2XIR binding energy was -9,34 kcal/mol 

and Nilotinib-2XIR binding energy was -9.69 

respectively. From the results it was concluded that 

the bindings between ligand and proteins were 

exothermic, Binding energy of MITPIM-2XIR is very 

close to Nilotinib-2XIR. 

Interactions between ligand and protein can be 

different types such as Van der Waals, Hydrogen 

bonding, etc. When the docking simulations were 
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examined, it was concluded that both MITPIM and 

nilotinib binded to ARG 1027 of 2XIR with a 

hydrogen bond. It was seen that the most stable 

interaction was between ARG 1027 HH and LIG 1 N 

on MITPIM-2XIR complex with 2.113 Å while to be 

between ARG 1027 HH and LIG 1 N on Nilotinib-

2XIR complex with 2.423 Å in Table 8. The optimal 

binding positions of MITPIM-2XIR and Nilotinib-

2XIR were given in Figures 17 and 18. Also, the 

hydrogen binding positions of MITPIM-2XIR and 

Nilotinib-2XIR were given in Figure 19.  

 

Table 8. Molecular docking parameters within the ligand-target molecule couples. 

Ligand-Target 
ΔG 

(kcal/mol) 
H bond Location (Length, Å) Fullfitness score 

MITPIM-2XIR -9.34 ARG 1027 HH & LIG 1 N (2.113 Å) -1700.32 

Nilotinib-2XIR -9.69 ARG 1027 HH & LIG 1 N (2.423 Å) -1716.68 

 

  
a b 

Figure 17. Visualization of MITPIM-2XIR complex (a: zoom in, b: zoom out) 

 

  
a b 

Figure 18. The binding of the MITPIM in the cavity of 2XIR (a) and closer views of the hydrophobicity surface (b) 

 

  
a b 

Figure 19. H bond visulization of MITPIM (a) and nilotinib (b) to arginine aminoacid of 2XIR protein
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4. Conclusion and Suggestions 

 

Within the scope of the study 2-(((3-(4-methyl-1H-

imidazol-1-yl)-5-(trifluoromethyl) 

phenyl)imino)methyl)phenol (MITPIM) was 

synthesized and characterized with spectroscopic 

techniques such as 1H-NMR, 13C-NMR, 19F-NMR, 

UV-Vis and FT-IR. The DFT/B3LYP method and 6-

311G(d,p) basis set were used to calculate all of 

MITPIM’s spectral information. As a result of 

theoretical calculations, it has been seen that the 

values are compatible with experimental ones. The 

findings of in silico experiments that included 

ADME, toxicity, and molecular docking simulations 

revealed that the synthesized MITPIM had the 

potential to be a drug. Given that the mean LD50 for 

the MITPIM in the ProTox-II dataset was 1000 

mg/kg, it is clear that this substance is either non-toxic 

or has very low oral toxicity. In order to forecast the 

possible anticancer effect of the MITPIM, molecular 

docking experiments were also carried out. It was 

shown that MITPIM and VEGFR2 (PDB ID: 2XIR) 

had a favorable interaction, with a binding energy of 

about -9.34 kcal/mol, which was near to nilotinib's  

binding energy of -9.69 kcal/mol. The successful 

outcomes show that deeper research in related fields 

is required for MITPIM. 

The conclusion section should be stand alone. The 

aim of the study and its significant results should be 

given briefly in a concrete way. In addition, 

suggestions and opinions that are requested to be 

conveyed to the readers regarding the results of the 

study can be stated. 
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Abstract 

In this study, alternative, type-1 Bishop, type-2 Bishop and N-Bishop frames 

of Salkowski curves in  3E  are calculated. Moreover, curvatures, Darboux 

and pol vectors of these frames are found. Also, relationships between the 

Bishop frames, Darboux vectors and pole vectors are given.

 

 

1. Introduction 

 

By defining a moving frame at every point on any 

curve, it is possible to examine the characteristic and 

kinematic properties of the curve. Therefore, 

defining a new and useful frame on any curve is 

always a current and interesting field of study, 

especially for geometers. One of the best known of 

the frames defined on any curve is the Frenet frame. 

This frame consists of three linearly independent 

orthonormal vectors obtained from derivatives of the 

curve, [1]. Alternative frame is produced from the 

elements of the Frenet frame, [2]. Another well-

known frame, the Bishop frame, is a relatively 

parallel frame obtained by rotating the Frenet frame 

around the T  vector by an angle, [3]. This frame is 

known to be more advantageous than the Frenet 

frame, which works well even when the second 

derivative of the curve has vanishing. Therefore, it is 

a subject that not only geometry but also biology and 

computer graphics, [4,5]. Based on this frame, type-

2 Bishop frame was introduced in [6] and N-Bishop 

frame was introduced in [7]. The Type-2 Bishop 

frame is obtained by rotating the Frenet frame of the 

curve around the B  vector by a certain angle, while 

the N-Bishop frame is obtained by rotating the 

alternative frame of the curve around N  by a certain 

angle. Some other studies on these frames are [8-21]. 

On the other hand, Salkowski curves in 
3E  are slant 

helix type curves introduced by Salkowski, [22]. The 
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Frenet vectors and curvatures of these curves with 

constant curvature but not constant torsion were  

found by Monterde, [23]. The Darboux and pole 

vectors belonging to the Frenet frame and modified  

frames of Salkowski curves 
3E  are studied in [24]. 

Other some studies on Salkowski curves in 
3E  can 

be looked at from [25-28]. In this study, alternative, 

type-1, type-2 and N-Bishop frames of Salkowski 

curves are calculated and curvatures, Darboux and 

pole vectors belonging to the frames are investigated. 

Besides, the relations between these elements are 

given. The aim of this study is to define new frames 

on Salkowski curves. Although the Frenet frame of 

the Salkowski curve works smoothly, the literature 

richness of the curve has been increased with new 

frames defined on it. 

 

2. Material and Method 

 

Frenet frame  , ,T N B  of any non-unit speed (with 

an arbitrary parameter t ) regular curve   in 
3E  is  

,      ,      T N B T B
  

  

  
   

  
 

and curvature   and torsion   of   are 

3 2

, ,
,       =
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[1]. Darboux vector and pole vector belonging to the 

Frenet frame of   are 

 

2 2 2 2

,

,

N N T B

T B

      


 


     
C=

F
 

where 

,    ,    T T N N B B       F F F . 

Type-1 Bishop frame  1 1, ,T N B  of any non-unit 

speed regular curve   in 
3E  is [3] 

1

1 1

,      

=cos sin ,      

=sin cos ,

 ,

T

N N B

B T N N B

dt








 


   
     


  
 

    (1) 

curvature 1  and torsion 
1  of   are 

1 1cos ,      sin      .     (2) 

The matrix representation of type-1 Bishop 

derivative formulas of  is 

1 1

1 1 1

1 1
1

0

0 0

0 0

T T

N N

BB

 





       
             
           

.   (3) 

Darboux vector belonging to the type-1 Bishop 

frame of   is [8] 

 1 1 1 1 1 ,T T N B     F     (4) 

where 

1 1 1 1 1 1 1,       ,       T T N N B B       F F F . 

Type-2 Bishop frame  2 2, ,N B B  of any non-unit 

speed regular curve   in 
3E  is [6] 

2

2 2

=sin cos ,      

= cos sin ,

,

 ,  

N T N

B B N T N

B T N

dt

  


     
  

   
 

    (5) 

curvature 2  and torsion 
2  of   are 

2 2cos ,      sin       .    (6) 

The matrix representation of type-2 Bishop 

derivative formulas of  is 

2
2 2

2 2 2

2 2

0 0

0 0

0

N N

B B

B B





 

 
     

           
          

 

.   (7) 

Darboux vector belonging to the type-2 Bishop 

frame of   is [17] 

 2 2 2 2 2 ,B B N B     F     (8) 

where 

2 2 2 2 2 2 2,       ,        N N B B B B       F F F .     

Alternative frame  , ,N C W  of any non-unit speed 

regular curve   in 
3E  is [2]   

2 2 2 2

2 2 2 2

= ,

,

,  

N B T

N
C T B

N

W N C T B




   

          
  

   
      

   (9) 

curvature F  and torsion G  are 

2 2

2
,      F G

F

   
    .  (10) 

The matrix representation of alternative derivative 

formulas of   is 

0 0

0

0 0

N F N

C F G C

W G W





     
          
         

.             (11) 

Darboux vector belonging to the alternative frame of 

  is [19] 

,C C GN FW    F    (12) 

where 

,       ,       N N C C W W       F F F .  
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N-Bishop frame  3 3, ,N N B  of any non-unit speed 

regular curve   in 
3E  is [7] 

3

3 3

=cos sin ,      

=sin cos ,

 ,  

N B T

N C W

B N N C W

G dt

 


  
     

 
 

  (13) 

curvature 3  and torsion 
3  of   are 

3 3cos ,      sinF F      .              (14) 

The matrix representation of N-Bishop derivative 

formulas of   is 

3 3

3 3 3

3 3
3

0

0 0

0 0

N N

N N

BB

 





       
             
           

.         (15) 

Darboux vector belonging to the N-Bishop of   is  

 3 3 3 3 3 ,N N N B     F   (16) 

[17], where 

3 3 2 3 3 2 3,       ,        N N N N B B       F F F . 

Definition 2.1. For 
3

,0
3

m R    and 

2 1

m
n

m



, 

  

  

  

    

1
sin 1 2

4 1 2

1
            sin 1 2 2sin ,

1 2

1
               cos 1 2

1 2

1 1
            cos 1 2 2cos , cos 2

1 2

m

n n
n t

m n

n
n t t

n

n
n t

n

n
n t t nt

n m




 



  








 
   

 

 

is the parametric equation of Salkowski curves in 
3 ,E Figure 1, [22]. The curves are regular in the 

interval of ,
2 2n n

  
 
 

 and 

 cosm

n
nt

m
   .               (17) 

 

           

Figure 1. Salkowski curves for 
1 1 1 1

, ,
5 11 5 11

m    , 

respectively 

 

Frenet frame  , ,T N B  of 
m  is [23] 

   

   

 

   

   

 

cos cos sin sin ,

       sin cos cos sin ,

       sin ,

sin , cos , ,

cos sin sin cos ,

        sin sin cos cos ,

         cos ,

T t nt n t nt

t nt n t nt

n
nt

m

n n
N t t n

m m

B t nt n t nt

t nt n t nt

n
nt

m

   


 


   

  

    
 

   

  

 




  (18) 

curvature   and torsion   of m  are [23, 24] 

 1,       tan nt   .   (19) 

Darboux vector F  and pole vector C  (or unit vector 

in the direction of Darboux vector) belonging to the 

Frenet frame of 
m  are [24] 
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2 2 2

2
sin , cos , ,

sin , cos , .

n n n
t t

m m m

n
n t n t

m

  
   

  


 
   

C=

F
               (20) 

 

3. Bishop Frames of Salkowski Curves in 
3

E  
 

In this section, type-1 Bishop, type-2 Bishop, 

alternative and N-Bishop frames of Salkowski 

curves 
m  in 3E  will be examined, respectively. 

Besides, Darboux and pole vectors belonging to 

these frames of 
m  will be computed. 

 

3.1. Type-1 Bishop Frame of Salkowski Curves in 
3

E  

 

Theorem 3.1. For 
3

,0
3

m R    and 
2

,
1

m
n

m




type-1 Bishop frame  1 1, ,T N B  of 
m  obtained by 

rotating Frenet frame of 
m  around T  by an angle 

  is as follows: 

   

   

 

 

 

 

 

1

cos cos sin sin ,

       sin cos cos sin ,

       sin ,

cos sin sin cos sin

       sin sin cos ,

       cos cos sin sin sin

       sin cos cos ,

       cos sin

T t nt n t nt

t nt n t nt

n
nt

m

n
N t t nt

m

n t nt

n
t t nt

m

n t nt

n
n

m

  

 


 




   


 

   

 

    

 

 

 

 

 

1

cos ,

sin sin cos cos sin

       cos sin cos ,

       sin cos cos sin sin

       cos cos cos ,

       sin cos cos .

nt

n
B t t nt

m

n t nt

n
t t nt

m

n t nt

n
n nt

m





















 


     


 


    

  

 

    


   (21) 

Proof: The proof is obvious that from (1) and (18). 

Corollary 3.1. For 
3

,0
3

m R    and 

2 1

m
n

m



, type-1 Bishop frame of 

m  is obtained 

by rotating Frenet frame of 
m  around T  by an angle 

 : 

1 1

1
cos( ) ,     nt c c R

m
    .   (22) 

Proof: From (1), (17) and (19), 

 

1 1

 sin

1
  cos( ) ,      

m

n
dt nt dt

m

nt c c R
m

     

  

 
 

is obtained. 

Corollary 3.2. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 there is the following matrix relation 

between of type-1 Bishop frame  1 1, ,T N B  and 

Frenet frame  , ,T N B  of 
m : 

1 1 1

1

1 1

1 0 0

1 1
0 cos cos( ) sin cos( )

1 1
0 sin cos( ) cos cos( )

T T

N nt c nt c N
m m

B B

nt c nt c
m m

 
 
    
       

                        
     

     

. 

Proof:  The proof is obvious that from (1) and (22). 

Theorem 3.2. For 
3

,0
3

m R    and 
2

,
1

m
n

m



 

curvature 
1  and torsion

1  of type-1 Bishop frame 

 1 1, ,T N B  of 
m  obtained by rotating Frenet frame 

of 
m  around T  by an angle   are as follows: 

1 1

1 1

1
cos cos cos( ) ,

1
sin sin cos( ) .

nt c
m

nt c
m

  
     
  


        

  (23) 

Proof: The proof is obvious that from (2), (19) and 

(22).     
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Corollary 3.3. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 derivative vectors of Bishop frame 

 1 1, ,T N B  of 
m  are as follows: 

  

 

   

 

   

   

 

2

2

2

1

2

2

2

2

2

2

1

cos sin , cos , ,

cos cos cos

        cos sin cos sin ,

          cos sin cos

       cos cos cos sin ,

           cos cos sin ,

sin cos cos

       

n
T nt t t m

m

n
N t nt

m

n
t nt nt

m

n
t nt

m

n
t nt nt

m

n
nt nt

m

n
B t nt

m

   

  


 



 


 



  


    

 

   

   

2

2

2

2

2

sin sin cos sin ,

          sin sin cos

       sin cos cos sin ,

          sin cos sin .

n
t nt nt

m

n
t nt

m

n
t nt nt

m

n
nt nt

m























 


 


  

 
  
 

      (24) 

Proof: From (3), (17), (21) and (23), the vectors 

1 1

1 1

1 1 1 1

,

,

m

m

m m

N T

B T

T N B





 

   

   

     

     

are obtained as in (24). These vectors can be obtained 

in the same way by taking the derivatives of the 

vectors in (22). 

Theorem 3.3. For 
3

,0
3

m R    and 
2

,
1

m
n

m




the matrix representation of type-1 Bishop derivative 

formulas of m : 

 1 1

1
1

0 cos sin

cos cos 0 0

sin 0 0

T T
n

N nt N
m

BB

      
             
            

. 

Proof: The proof is obvious that from (3), (17) and 

(23). Also, it is also obtained by comparing 

expressions (21) and (24). 

Theorem 3.4. For 
3

,0
3

m R    and 
2

,
1

m
n

m



 

Darboux vector 
1F  belonging to the type-1 Bishop 

frame of 
m  is as follows: 

     

     

 

2
2

1

2
2

2
2

2

cos cos sin sin cos ,

        sin cos sin cos cos

           cos .

n n
t nt nt t nt

m m

n n
t nt nt t nt

m m

n
nt

m


  


 





F

      (25) 

Proof: If (17), (21) and (23) are substituted in (4), 

(25) is obtained. 

Theorem 3.5. For 
3

,0
3

m R    and 
2

,
1

m
n

m



 

pole vector 
1C  belonging to the type-1 Bishop frame 

of 
m  is as follows: 

   

   

 

1 cos sin sin cos ,

        sin sin cos cos ,

         cos .

t nt n t nt

t nt n t nt

n
nt

m

  

 





C

  (26) 

Proof: From (4) and (23), pole vector (unit vector in 

the direction of Darboux vector) belonging to the 

type-1 Bishop frame of 
m  is 

1 1 1
1 1 1

2 2 2 2
1 1 1 1 1

1 1 1 1

1 1

    =

   sin cos ,

N B

N B

N B

 
  

   

 

   

C -

-

-

F
F

 

Figure 2. Here, it is obvious that from (21). Also, it 

is also obtained by dividing the vector 1F  by its norm 

 1 cos
n

nt
m

F . 
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Figure 2.  Pole vector 
1C  belonging to the type-1 Bishop 

frame of 
m  

 

Corollary 3.4. Binormal vector B  and pole vector 

1C  belonging to the type-1 Bishop frame of 
m  are 

the same. 

Proof: The proof is obvious that from (18) and (27). 

 

3.2. Type-2 Bishop Frame of Salkowski Curves in 
3

E  

Theorem 3.6. For 
3

,0
3

m R    and 
2

,
1

m
n

m




type-2 Bishop frame  2 2, ,N B B  of 
m  obtained by 

rotating Frenet frame around B  by an angle   is as 

follows: 

 

 

 

 

 

 

 

2

2

sin cos cos

          sin sin sin cos sin ,

          sin sin cos

          sin cos sin cos cos ,

          sin sin cos

cos cos cos

      cos sin sin sin sin ,

     

N t nt

n
n t nt t

m

t nt

n
n t nt t

m

n
nt n

m

B t nt

n
n t nt t

m

  

   

 

   


   



 

   

 

 

 

   

     

     cos sin cos

      cos cos sin sin cos ,

          cos sin sin ,

cos sin sin cos

        sin sin cos cos , cos .

t nt

n
n t nt t

m

n
nt n

m

B t nt n t nt

n
t nt n t nt nt

m






















    



   
 


  


    

 (27) 

Proof: The proof is obvious that from (5) and (18). 

Corollary 3.5. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 type-2 Bishop frame of 

m  is obtained 

by rotating Frenet frame around B  by an angle  : 

  2 2

1
sin ,     nt c c R

m
    .              (28) 

Proof: From (5), (17) and (30), 

 

  2 2

 cos

1
   sin ,       

m

n
dt nt dt

m

nt c c R
m

    

  

 
 

is obtained. 

Corollary 3.6. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 there is the following matrix relation 

between of type-2 Bishop frame  2 2, ,N B B  and 

Frenet frame  , ,T N B  of 
m : 

   

   

2 2

2

2 2 2

1 1
sin sin cos sin 0

1 1
cos sin sin sin 0 .

0 0 1

nt c nt c
m m

N T

B nt c nt c N
m m

B B

    
     

       
       

                     
 
  

 

Proof:  The proof is obvious that from (5) and (28). 

Theorem 3.7. For 
3

,0
3

m R    and 
2

,
1

m
n

m



 

curvature 
2  and torsion 

2  of type-2 Bishop frame 

 2 2, ,N B B  of 
m  obtained by rotating Frenet frame 

around B  by an angle   are as follows: 

     

     

2 2

2 2

1
tan cos tan cos sin ,

1
tan sin tan sin sin .

nt nt nt c
m

nt nt nt c
m

  
     
  


        

      (29) 

Proof: The proof is obvious that from (6), (19) and 

(28). 
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Corollary 3.7. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 the derivative vectors of type-2 Bishop 

frame  2 2, ,N B B  of 
m  are as follows: 

 

   

 

   

   

 

   

2

2

2

2

2

2

2

2

2

2

cos cos sin

        cos sin cos sin

           cos sin sin

        cos cos cos sin ,

          cos cos sin ,

sin cos sin

        sin sin cos sin ,

  

n
N t nt

m

n
t nt nt

m

n
t nt

m

n
t nt nt

m

n
nt nt

m

n
B t nt

m

n
t nt nt

m

  


 



 


  



  


 

 

   

   

  

2

2

2

2

2

2

         sin sin sin

        sin cos cos sin ,

         sin cos sin ,

sin sin , cos , .

n
t nt

m

n
t nt nt

m

n
nt nt

m

n
B nt t t m

m




























 

 

  



    


      (30) 

Proof: From (7), (17), (27) and (29), the vectors 

2 2

2 2

2 2 2 2

,      

,

m

m

m m

N B

B B

B N B





 

   

   

     

   

are obtained as in (30). These vectors can be obtained 

in the same way by taking the derivatives of the 

vectors in (27). 

Theorem 3.8. For 
3

,0
3

m R    and 
2

,
1

m
n

m




the matrix representation of type-2 Bishop derivative 

formulas of m : 

 

2
2

2 2

0 0 cos

sin 0 0 sin

cos sin 0

N N
n

B nt B
m

B B

 
     

       
    
          

 

. 

Proof: The proof is obvious that from (7), (17) and 

(29). Also, it is also obtained by comparing 

expressions (27) and (30). 

Theorem 3.9. For 
3

,0
3

m R    and 
2

,
1

m
n

m



 

Darboux vector 
2F  belonging to the type-2 Bishop 

frame of 
m  is as follows: 

     

     

 

2
2

2

2
2

2
2

2

cos cos sin sin sin ,

         sin cos sin cos sin ,

         sin

n n
t nt nt t nt

m m

n n
t nt nt t nt

m m

n
nt

m


 








F

 (31) 

Proof: If (17), (21) and (23) are substituted in (4), 

(31) is obtained. 

Theorem 3.10. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 pole vector 

2C  belonging to the type-2 

Bishop frame of 
m  is as follows: 

   

   

 

2 cos cos sin sin ,

         sin cos cos sin ,

         sin .

t nt n t nt

t nt n t nt

n
nt

m

 







C

  (32) 

Proof: From (8) and (29), pole vector belonging to 

the type-2 Bishop frame of 
m  is 

   

2 2 2
2 2 2

2 2 2 2
2 2 2 2 2

2 2
2 2

2 2

   
tan tan

   sin cos ,

N B

N B
nt nt

N B

 
  

     

 
 

   

C -

-

F
F

 

Figure 3. Here, from (27), it is done. Also, it is also 

obtained by dividing the vector 2F  by its norm 

 2 sin
n

nt
m

F . 
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Figure 3. Pole vector 
2C  belonging to the type-2 Bishop 

frame of 
m  

 

Corollary 3.8. Tangent vector T  and pole vector 
2C  

belonging to the type-2 Bishop frame of 
m  are the 

same. 

Proof: From (18) and (34), it is clear. 

 

3.3. Alternative Frame of Salkowski Curves in 
3

E  

Theorem 3.11. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 alternative frame  , ,N C W  of 

m  is 

as follows: 

 

sin , cos , ,

cos ,sin ,0 ,

sin , cos , .

n n
N t t n

m m

C t t

n
W n t n t

m

  
   
 





      

              (33) 

Proof: The proof is obvious that from (9), (18) and 

(19). 

Corollary 3.9. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 there is the following matrix relation 

between of alternative frame  , ,N C W  and Frenet 

frame  , ,T N B  of 
m : 

   

   

0 1 0

cos 0 sin

sin 0 cos

N T

C nt nt N

W nt nt B

    
    

      
        

.  (34) 

Proof:  The proof is obvious that from (9) and (19). 

Theorem 3.12. For 
3

,0
3

m R    and 

2
,

1

m
n

m



 curvature and torsion of alternative 

frame  , ,N C W  of 
m  are as follows: 

 
1

,
cos

.

F
nt

G n





  

                (35) 

Proof: The proof is obvious that from (10) and (31). 

Here, from Definition 2.1, it is seen that  cos 0.nt   

Corollary 3.10. For 
3

,0
3

m R    and 

2 1

m
n

m



, the derivative vectors of alternative 

frame  , ,N C W  of 
m  are as follows: 

 

 

cos , sin ,0 ,

sin ,cos ,0 ,

cos , sin ,0 .

n n
N t t

m m

C t t

W n t n t

  
   

 


  


 


                   (36) 

Proof: From (11), (17), (33) and (35), the vectors 

,      

,

m

m

N FC

W GC

C GW FN





 

  

  

 

are obtained as in (36). These vectors can be obtained 

in the same way by taking the derivatives of the 

vectors in (33). 

Theorem 3.13. For 
3

,0
3

m R    and 

2 1

m
n

m



, the matrix representation of alternative 

derivative formulas of 
m  is as follows: 

0 0

0

0 0

n

mN N
n

C n C
m

W W
n

 
 

    
      
    
         

  

. 
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Proof: From (11), (17) and (35), it is obtained. Also, 

it is also obtained by comparing expressions (33) and 

(36). 

Theorem 3.14. For 
3

,0
3

m R    and 

2 1

m
n

m



, Darboux vector F  belonging to the 

alternative frame of 
m  is as follows: 

 0,0,1F .                (37) 

Proof: If (17), (33) and (35) are substituted in (12), 

(37) is obtained. 

Theorem 3.15. For 
3

,0
3

m R    and 

2 1

m
n

m



, pole vector C belonging to the 

alternative frame of 
m  is as follows: 

 0,0,1 .C  

Proof: From (12), (17) and (35), pole vector 

belonging to the alternative frame of 
m  is 

2 2
2 2 2 2

  

  ,

m

m m

m

FG
N W

G F G F

GN FW

n
nN W

m



 





  

  

 

  

C
F
F

 

Figure 4. Here, it is obvious that from (33). Also, it 

is also obtained by dividing the vector F  by its norm 

1.F  

 

Figure 4. Pole vector C belonging to the alternative 

frame of m  

Corollary 3.11. For 
3

,0
3

m R    and 

2 1

m
n

m



, the angle between of the vectors W  

and C belonging to the alternative frame of 
m  is 

tan( )arc m  . 

Proof: From Figure 4 , (17) and (35), tan m  . So, 

the proof is completed. 

 

3.4. N-Bishop Frame of Salkowski Curves in 
3

E  

Theorem 3.16. For 
3

,0
3

m R    and 

2 1

m
n

m



, N-Bishop frame  3 3, ,N N B  of 

m  

obtained by rotating alternative frame around N  by 

an angle   is as follows: 





3

3

sin , cos , ,

cos cos sin sin ,

          cos sin sin cos , sin ,

cos cos sin sin ,

        cos sin sin cos , sin .

n n
N t t n

m m

N t n t

n
t n t

m

B t n t

n
t n t

m

  
   
 

    

 

     


    

 

    


 (38) 

Proof: The proof is obvious that from (13) and (18). 

Corollary 3.12. For 
3

,0
3

m R    and 

2 1

m
n

m



, N-Bishop frame of 

m  is obtained by 

rotating alternative frame around N  by an angle :  

3 3,     nt c c R   .    (39) 

Proof: From (13) and (35), 

3 3 ,      G dt ndt nt c c R         

is obtained. 

Corollary 3.13. For 
3

,0
3

m R    and 

2 1

m
n

m



, there is the following matrix relation 
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between of N-Bishop frame  3 3, ,N N B  and 

alternative frame  , ,N C B  of 
m : 

   

   
3 3 3

3 3 3

1 0 0

0 cos sin

0 sin   cos

N N

N nt c nt c C

B nt c nt c W

    
    

         
           

.

      (40) 

Proof:  The proof is obvious that from (13) and (38). 

Theorem 3.17. For 
3

,0
3

m R    and 

2 1

m
n

m



, curvature 

3  and torsion 
3  of N-

Bishop frame  3 3, ,N N B  of 
m  obtained by 

rotating alternative frame around N  by an angle   

are as follows: 

 

 

 

 

 

 

3

3

3

3

coscos
,

cos cos

sinsin
.

cos cos

nt c

nt nt

nt c

nt nt

  
  



   



  (41) 

Proof: The proof is obvious that from (14) and (35). 

Corollary 3.14. For 
3

,0
3

m R    and 

2 1

m
n

m



, the derivative vectors of N-Bishop 

frame  3 3, ,N N B  of 
m  are as follows: 

 

 

2

3 2

2

3 2

cos , sin ,0 ,

cos sin ,cos , ,

sin sin ,cos , .

n n
N t t

m m

n
N t t m

m

n
B t t m

m

  
   

 
     



   


       (42) 

Proof: From (15), (17), (38) and (41), the vectors 

3 3

3 3

3 3 3 3

,      

,

m

m

m m

N N

B N

N N B





 

   

   

     

    

are obtained as in (42). These vectors can be obtained 

in the same way by taking the derivatives of the 

vectors in (38). 

Theorem 3.18. For 
3

,0
3

m R    and 

2 1

m
n

m



, the matrix representation of N-Bishop 

derivative formulas of 
m : 

3 3

3
3

0 cos sin

cos 0 0

sin 0 0

N N
n

N N
m

BB

      
             
            

. 

Proof: The proof is obvious that from (15), (17) and 

(41). Also, it is also obtained by comparing 

expressions (38) and (41). 

Theorem 3.19. For 
3

,0
3

m R    and 

2 1

m
n

m



, Darboux vector 

3F  belonging to the 

N-Bishop frame of 
m  is as follows: 

2 2 2

3 2
sin , cos ,

n n n
t t

m m m

 
  
 

F .              (43) 

Proof: If (17), (38) and (41) are substituted in (16), 

(43) is obtained. 

Theorem 3.20. For 
3

,0
3

m R    and 

2 1

m
n

m



, pole vector 

3C  belonging to the N-

Bishop frame of 
m  is as follows: 

3 sin , cos ,
n

n t n t
m

 
  
 

C .   (44) 

Proof: From (16) and (41), pole vector belonging to 

the N-Bishop frame of m  is 

   

3 3 3
3 3 3

2 2 2 2
3 3 3 3 3

3 3 3 3

3 3

=

    = cos sin

   sin cos

N B

nt N nt B

N B

 
 

    

  

    

C -

-

F
F

 

Figure 5. Here, from (38), it is done.  
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Also, it is also obtained by dividing the vector
3F  by 

its norm 3 .
n

m
F  

 

Figure 5. Pole vector 
3C  belonging to the type-2 Bishop 

frame of 
m  

 

Corollary 3.15. Pole vector C  and pole vector 
3C  

belonging to the type-2 Bishop frame of 
m  are the 

same. 

Proof: From (20) and (44), it is clear. 

Corollary 3.16. For 
3

,0
3

m R    and 

2 1

m
n

m



, there is the following matrix relation 

between of N-Bishop frame  3 3, ,N N B  and Frenet 

frame  , ,T N B  of 
m : 

   

   
3

3

0 1 0

0

0

N T

N A t B t N

B B t A t B

    
    

     
        

, 

here, 

     

     

cos cos sin sin ,

sin cos cos sin .

A t nt nt

B t nt nt

   

    
 

Proof:  The proof is obvious that from (18), (34) and 

(40). 

4. Conclusion and Suggestions 

 

i. The relationship between type-1 Bishop frame 

 1 1, ,T N B  and type-2 Bishop frame  2 2, ,N B B  

of 
m  is as follows: 

2 1 1

2 1 1

1 1

sin cos cos cos sin ,

cos sin cos sin sin ,

sin cos .

N T N B

B T N B

B N B

       


        
     

 

ii. The relationship between type-1 Bishop frame 

 1 1, ,T N B  and N-Bishop frame  3 3, ,N N B  of 

m  is as follows: 

    

    

    

    

    

 

1 1

3

1

1

3

1

cos sin ,

cos cos sin sin

       sin sin cos cos sin sin

       sin cos cos cos cos sin ,

sin cos cos sin

       cos sin cos sin sin sin

       sin cos cos co

N N B

N nt nt T

nt nt N

nt nt B

B nt nt T

nt nt N

nt

   

    

     

     

    

     

       1s cos sin .nt B














 

 

iii. The relationship between type-1 Bishop frame 

 2 2, ,N B B  and N-Bishop frame  3 3, ,N N B  of 

m  is as follows: 

  

  

  

  

  

  

2 2

3 2

2

3 2

2

cos sin ,

cos cos( ) sin sin

       cos cos( ) sin sin

       sin cos( ) cos sin ,

sin cos( ) cos sin

       sin cos( ) cos sin

       cos cos( ) sin sin .

N N B

N nt nt N

nt nt B

nt nt B

B nt nt N

nt nt B

nt nt B

    

     


   

   

    

   

   










 

 

In this study, alternative, type-1 Bishop, type-2 

Bishop and N-Bishop frames of Salkowski curves in 

Euclidean 3-space are defined and the theorems and 

corollaries throughout the paper are obtained through 

these frames.  Thus, it is possible to carry out new 

studies on these current frames related to the Frenet 

frame of Salkowski curves. Moreover, similar 

studies for anti-Salkowski curves or Salkowski 

curves in Minkowski 3-space are still an open 

problem. 
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Abstract 

In this study, the activity concentrations of 226Ra, 232Th, 40K, and 137Cs radionuclides 

were determined for spring, summer, autumn and winter in soil and sediment samples 

collected from different sites in the Meriç River using a gamma spectrometer with 

an HPGe detector. The results showed that the mean activity concentrations in the 

soil samples were 45.26±1.80 Bq kg-1, 56.24±1.87 Bq kg-1, 704.32±10.82 Bq kg-1, 

and 2.41±0.54 Bq kg-1 for 226Ra, 232Th, 40K, and 137Cs, respectively. The mean 226Ra, 
232Th, 40K, and 137Cs activities in the sediment samples were 25.99±0.73 Bq kg-1, 

31.05±0.79 Bq kg-1, 658.03±6.27 Bq kg-1, and 2.71±0.24 Bq kg-1, respectively. 

The mean radioactivity levels in this study were compared with other activity 

concentrations in various regions’ soils and sediments and also with the world mean 

values. The mean activity concentrations of 40K were found to be higher than the 

world mean value in both soil and sediment samples. To estimate the potential health 

risk in samples, radiological hazard parameters such as the radium equivalent 

activity, the absorbed dose rate, the annual effective dose equivalent, and the external 

hazard index were calculated for samples and compared with the recommended 

values. 

 
 

 
1. Introduction 

 

All living organisms are continually exposed to 

background radiation that comes from radioactive 

sources [1]. Background radiation is natural ionizing 

radiation from different sources in the environment. 

There are various sources of background radiation, 

including food and drinks, rocks in the ground, radon 

gas and cosmic rays. The composition of the earth's 

crust is a major source of natural radiation. The 

natural sources are mainly due to the primordial 

radionuclides such as 238U and 232Th and their decay 

products, as well as 40K [2]. Rock, sand, sediments, 

soil, water, quarry products and other materials used 

in building constructions contain various 

concentrations of radioactivity. Natural radioactivity 

concentrations differ for each region depending on the 

geological structure. Since natural radionuclides are 

not homogeneously distributed across regions, their 

concentration and analysis of their distribution in 

                                                           

*Corresponding author: selinozden@klu.edu.tr              Received: 23.08.2023, Accepted: 20.12.2023 

materials play an important role in radiation 

protection [3]. Major routes of exposure to 

radionuclides include external exposure from 

radionuclide deposits in river and marine sediments 

and consumption of foodstuffs [4]. 

 In addition to natural radionuclides, artificial 

radionuclides are released into the atmosphere due to 

anthropogenic activities such as nuclear power plant 

accidents, nuclear weapon tests, medical applications, 

and industrial activities [5]. One of the most important 

artificial radionuclides is the anthropogenic 

radionuclide 137Cs (half-life 30.2 years) which is a 

product of radioactive fallout. 137Cs radionuclide 

reached Turkey with radioactive clouds as a result of 

the Chernobyl disaster in 1986. The Thrace and Black 

Sea regions of Turkey were highly contaminated after 

the Chernobyl nuclear power plant accident. 137Cs 

radionuclide is strongly absorbed and retained in the 

soil and is soluble in water [5]. Knowledge of the 

level of natural and artificial radioactivity in river and 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1348746
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coastal ecosystems is important because rivers 

transport particulate materials and dissolved species 

from land to sea. Natural and artificial radionuclides 

migrate from the lithosphere to wider natural 

ecosystems in a variety of ways, including erosion of 

terrestrial rocks and subsequent transport by water, 

wind, and gravity [4], [6]. Long-term exposure to 

radionuclides has several health problems such as 

lung diseases, acute leucopenia, anemia, and cancers 

[7].  
The objective of this study is to obtain 

seasonal radioactivity levels of 226Ra, 232Th, 40K, and 
137Cs in soil samples collected from different sites 

across the Meriç River and in the sediment samples 

collected from various sites within the Meriç River. 

Radiological parameters were calculated to evaluate 

potential health hazards. The data in this study will 

provide background data on environmental pollution. 

 

2. Material and Method 

2.1. Study Area 

 

The samples were collected seasonally from different 

sites in the Meriç River. The Meriç River is the 

longest river in the Balkans (about 480 km long) and 

also has an important aquatic ecosystem in the Thrace 

region in Turkey [8], [9]. The Meriç River Basin 

covers an area of approximately 14.600 km2 in Turkey 

[8]. The Meriç River comes from Bulgaria and flows 

along the border between Greece and Turkey. 187 km 

of the Meriç River is located in Turkey [10]. The 

samples were collected in the areas of the Meriç River 

in Edirne, Turkey. The location of Edirne province in 

Turkey and also the Meriç River is shown in Figure 

1.  

 

2.2. Sample Preparation and Activity Analysis 

 

20 measurement sites were selected along the Meriç 

River, where measurements were carried out for one 

year. The survey of terrestrial gamma radiation was 

performed once during each season: autumn, winter, 

spring and summer. One soil and sediment sample 

was collected from each point in one season. The 

samples were collected from the surface layer (8-10 

cm). At each sampling point, approximately 1 kg of 

sediment and 500 g of soil were collected. The soil 

and sediment samples were dried at 105 °C for more 

than a day. Impurities such as stones, grass, and weeds 

in the samples were removed and passed through a 2 

mm mesh. The samples were finally placed in 250 ml 

Marinelli containers for more than 4 weeks to achieve 

secular equilibrium between 226Ra and its decay 

products [12]. Sample preparation pictures are given 

in Figure 2. The net masses of the soil and sediment 

samples in the Marinelli containers were about 200-

250 g. 

 

 
Figure 1. Meriç Basin Map [11] 

Radionuclide analysis was obtained using a 

gamma-ray spectrometer equipped with a high-purity 

germanium (HPGe) detector (Ortec GEM70P4-95, 

70% relative efficiency) in Kırklareli University 

Central Research Laboratory.  A solid nuclide 

mixture of gamma reference calibration source from 

Isotope Product Laboratories (Eckert&Ziegler, 

Berlin, Germany) containing the radionuclides 241Am, 
109Cd, 57Co, 123mTe, 51Cr, 113Sn, 85Sr, 137Cs, 88Y and 
60Co was used for the energy and efficiency 

calibrations. The spectra collection and the analysis of 

the spectra were obtained by GammaVision-32 

software and Maestro software, respectively. The 

activity concentrations of 232Th, 226Ra and 40K were 

determined using the gamma-ray peaks of the 911.2 

keV (228Ac) and 583.1 keV (208Tl), 351.9 keV (214Pb) 

and 609.3 keV (214Bi), and 1460.8 keV, respectively. 

The activity concentration of 137Cs was evaluated 

from the gamma-ray peak at 661.66 keV.  
The activity concentrations in the samples 

were calculated by Eq. 1. 

 

𝐴 =
𝐶

𝜀𝑥𝐼𝛾𝑥𝑚
         (1) 

In Eq. 1, A is the activity in Bq kg-1, C is 

counts (per second), ε is the detector efficiency, Iγ is 

the gamma-ray emission probability, and m is the 

mass of the soil and sediment sample in kg [13], [14]. 
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Figure 2. Sample preparation pictures 

 

 
Figure 3. Gamma spectrometer with High Purity Germanium (HPGe) detector in Kırklareli University Central 

Research Laboratory 

 

2.3. Calculation of Radiological Hazards 

 

Radiological hazard parameters were determined 

using Eq. 2, 3, 4, and 5. In equations, Raeq is radium 

equivalent activity, CRa is activity concentration of 
226Ra, CTh is activity concentration of 232Th, CK is 

activity concentration of 40K, CCs is activity 

concentration of 137Cs, D is the total absorbed dose 

rate in air at l m above ground level, AEDE is the 

annual effective dose equivalent, and Hex is the 

external hazard index [15], [16].  

Raeq(Bq kg−1) =  CRa + 1.43CTh + 0.077CK   (2) 

D (nGy h−1) = 0.462CRa + 0.604CTh +
0.0417CK + 0.03𝐶𝐶𝑠   (3)  

AEDE (μSv y−1) = D (nGy h−1) × 8760 (h y−1) ×
0.2 × 0.7 (SvGy−1) ×  10−3        (4) 

               Hex =
CRa

370
+

CTh

259
+

CK

4810
                 (5) 

 

3. Results and Discussion 

 

Activity concentrations in soil and sediments of the 

Meriç River were measured for four seasons and the 

mean activity concentrations of radionuclides are 

summarized in Table 1.  

 The seasonal variations of the mean activity 

concentrations of 226Ra and 232Th in samples are given 

in Figure 4. The mean activity concentrations of 226Ra 

in soil samples were determined as 43.64±0.70, 

35.87±0.77, 41.78±0.62 and 45.26±1.80 Bq kg−1 in 

spring, summer, autumn and winter, respectively. The 

mean values of 232Th in soil were found as 40.76±1.01 

Bq kg−1 (in spring), 47.34±0.46 Bq kg−1 (in summer), 

57.83±2.37 Bq kg−1 (in autumn) and 56.24±1.87 Bq 

kg−1 (in winter). 
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The mean values of 226Ra and 232Th activity 

concentrations in soil samples were found to be 

higher than those of the worldwide mean values (35 

Bq kg−1 for 226Ra and 30 Bq kg−1 for 232Th) as reported 

by UNSCEAR [15]. When we examine the seasonal 

analysis results of the sediment samples, the mean 

values of 226Ra activity concentrations were 

19.85±0.44, 22.36±0.41, 33.51±1.27 and 28.26±0.79 

Bq kg−1 in spring, summer, autumn and winter, 

respectively.  

The mean activity concentrations of 232Th in 

sediment samples were determined as 25.48±0.25 Bq 

kg−1 (in spring), 18.59±0.76 Bq kg−1 (in summer), 

37.18±1.19 Bq kg−1 (in autumn) and 42.95±0.94 Bq 

kg−1 (in winter). The mean activity concentrations of 
226Ra in sediment samples were lower than the world 

average value in all seasons. The mean values of 232Th 

activity concentrations in sediment samples 

calculated for the autumn and winter seasons were 

found to be higher than worldwide mean values [15]. 

 

 
Figure 4. The mean activity concentrations of 226Ra and 

232Th in a. soil samples and b. sediment samples 

 

The seasonal variations of the mean activity 

concentrations of 40K and 137Cs emitted from the 

samples are presented in Figure 5 and Figure 6, 

respectively. The highest mean of 40K was found in 

spring (719.93±5.44 Bq kg−1) in the soil sample. The 

lowest mean concentration of 40K was obtained in 

spring (647.23±4.32 Bq kg−1) in the sediment sample. 

The mean activity concentrations of 40K were found 

to be higher than the world mean value of 400 Bq kg−1 

in both soil and sediment samples [15]. Artificial 

fertilization processes, especially potassium-

containing fertilizers, are known to increase 

radioactivity. In addition, the transport of fertilized 

soil from one place to another by rivers also increases 

radioactivity [17-19]. The high activity 

concentrations of 40K and 226Ra in these areas of the 

Meriç River Basin may have resulted from over-

fertilization.  

The highest mean of artificial 137Cs was 

obtained in autumn (4.34±0.35 Bq kg−1) in the 

sediment sample. The lowest mean value of 137Cs was 

found as 1.38±0.25 Bq kg−1 (winter) in the sediment 

sample. Since the Chernobyl accident affected the 

Thrace region in Turkey, 137Cs radionuclide have 

been found in both soil and sediment samples. 

 

 
Figure 5. Seasonal variations of the mean activity 

concentration of 40K 

 

Although soil and sediment gamma activity at 

some sampling points shows similar activity 

concentration changes, there are significant variations 

between winter and summer measurements. As 

shown in Figures 4a and 5, maximum activity 

concentrations in soils were generally determined in 

spring and winter. The frequency and magnitude of 

floods in the region have increased in recent years. 

Therefore, the main reason for seasonal variation of 

radionuclide concentrations in the study area is floods 

and rainfall regimes. Floods caused the displacement 

of soils in the study area and the concentrations of 

radionuclides varied significantly from season to 

season. It is also thought that potassium fertilizer was 

used for the soils in the study area and this may have 

increased the phosphate content of the soil and as a 

result, disproportionately 238U, 226Ra, 232Th and 40K 

levels may have accumulated in the soil [20].  

Higher values for 137Cs were determined in 

summer and autumn as a result of dry deposition [21].  

Water erosion contributes to the redistribution of 

washed soil particles in river basins with 137С fixed on 

them. Therefore, areas of secondary pollution are 
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formed in river basins where the total inventory of 
137Сs exceeds the initial accumulation levels [22]. 

Humid climates cause the leaching of alkaline metals 

and soil acidification and can also affect U and Th 

mobility. Depending on the environmental 

characteristics (geological factors, climate, human 

activities, etc.), coprecipitation and sorption in 

organic matter, clays and oxides may hold 

radionuclides in soils [23].  

 

Table 1. The mean activity concentrations (Bq kg-1) of radionuclides in soil and sediments of the Meriç River 

Sample Type Season 226Ra 232Th 40K 137Cs 

Soil Spring 43.64±0.70 40.76±1.01 719.93±5.44 1.24±0.12 

Summer 35.87±0.77 47.34±0.46 692.67±7.55 3.98±0.35 

Autumn 41.78±0.62 57.83±2.37 699.90±5.86 2.50±0.31 

Winter 45.26±1.80 56.24±1.87 704.32±10.82 2.41±0.54 

 Mean 41.64±0.97 50.54±1.43 704.21±7.42 2.53±0.33 

Sediment Spring 19.85±0.44 25.48±0.25 647.23±4.32 2.25±0.11 

Summer 22.36±0.41 18.59±0.76 654.25±4.38 2.86±0.26 

Autumn 33.51±1.27 37.18±1.19 671.73±8.84 4.34±0.35 

Winter 28.26±0.79 42.95±0.94 658.91±7.54 1.38±0.25 

 Mean 25.99±0.73 31.05±0.79 658.03±6.27 2.71±0.24 

 

Table 2. Mean activity concentrations of the radionuclides (Bq kg-1)  in soil samples from various studies in the 

literature compared with those of this study  

Region 226Ra 232Th 40K 137Cs Reference 

Jordan 42 42 23 3.7 [24] 

Russia 35 30 400 48.9 [25] 

Pakistan 32.9 53.6 647.4 1.5 [26] 

Botswana 34.8 41.8 432.7 - [27] 

China 75.1 101.0 535.8 - [28] 

India 60.3 64.5 481.0 - [29] 

North Cyprus 83.7 53.6 593.9 7.1 [30] 

Bolu (Turkey) 18.2 17.3 258.3 7.5 [31] 

Bartın (Turkey) 8 7 136 2 [32] 

Nevşehir(Turkey) 49.45 54.08 698.4 8.26 [33] 

 

Table 3. Mean activity concentrations of the radionuclides (Bq kg-1)  in sediment samples from various studies in the 

literature compared with those of this study  

Region 226Ra 232Th 40K 137Cs Reference 

Mediterranean Sea coast 20.1 18.4 467.3 - [35] 

Egypt 23.8 19.6 374.9 - [36] 

Iraq 15.48 - 418.47 2.88 [37] 

Boka Kotorska Bay 20 35 580 6.1 [38] 

Barents Sea 14.2 21.1 439.1 3.2 [39] 

Nigeria - 35.2 501.0 - [40] 

Calabria 21.3 30.3 849 - [41] 

Borçka Black Lake (Turkey) - 13.85 473.67 35.06 [42] 

 Izmit Bay (Turkey) 18 - 568 21 [43] 

Aegean Sea (Turkey) 21.50 23.13 541.88 - [44] 
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Figure 6. Seasonal variations of the mean activity 

concentration of artificial 137Cs 

 

The mean activity concentrations calculated 

in this study were compared with the results obtained 

in other studies in the literature (Tables 2 and 3). The 

mean of the activity concentrations for 226Ra, 232Th, 
40K, and 137Cs in soil samples were found as 41.64, 

50.54, 704.21, and 2.53 Bq kg−1 in this study, 

respectively. The mean value of the activity 

concentration of 226Ra in soil samples is less than the 

values obtained in China, India, North Cyprus, and 

Nevşehir (Turkey), as illustrated in Table 2. The mean 

of the activity concentration of 232Th in soil samples 

is less than Pakistan, China, India, North Cyprus, and 

Nevşehir (Turkey) and higher than Jordan, Russia, 

Botswana, Bolu (Turkey) and Bartın (Turkey). Soil 

and rock characteristics in a region are the most 

important factors affecting radioactivity.  

In Nevşehir (Turkey), there are metamorphic, 

sedimentary and volcanic rocks. Higher activity 

concentrations were observed due to the dominance 

of volcanic rocks in Nevşehir province. The mean of 

the activity concentrations of 40K in the soil and 

sediment samples are higher than in the other regions.  

The mean activity concentration for 137Cs in soil 

samples in this study is higher than in Pakistan and 

Bartın (Turkey). The mean concentrations of 226Ra, 
232Th, 40K, and 137Cs in sediment samples were in 

Meriç River (Turkey) obtained as 25.99, 31.05, 

685.03, and 2.71 Bq kg−1, respectively. The mean of 

the activity concentrations of 226Ra and 232Th in 

sediment samples are higher than Mediterranean Sea 

coast, Egypt, Iraq, Boka Kotorska Bay, Barents Sea, 

Izmit Bay (Turkey), and Aegean Sea (Turkey). The 

mean activity concentration for 137Cs in sediment 

samples in the present study is less than Iraq, Boka 

Kotorska Bay, Barents Sea, Borçka Black Lake 

(Turkey), and Izmit Bay (Turkey). Izmit Bay is 

located in the most industrialized region of the 

Marmara region. In Izmit Bay (Turkey), the highest 

activity concentrations of 40K and 226Ra were found 

near phosphate, fertilizer and petrochemical industrial 

facilities and are higher than the values in this study. 

Borçka Lake (Turkey) has been highly contaminated 

due to the Chernobyl accident and 137Cs 

concentrations are very high compared to other lakes 

in Turkey [42]. The variation of obtained values is due 

to some factors such as the geology of the region, the 

area (agricultural or industrial), soil and rock type or 

other characteristic factors [34].  

The Meriç River is a transboundary river and 

industrial wastes, sewage wastes, and radioactive 

pollution resulting from agricultural activities are 

transported by water along this long river. The 

Bulgarian part of the Meriç River Basin has been used 

for agricultural activities and uranium mining [45]. 

These radioactive pollutants, especially those coming 

to Turkey via the river from Bulgaria, cause an 

increase in the natural and artificial radionuclides in 

the soil and sediment along the river in Turkey. 

Therefore, activity concentrations in soil and 

sediment samples collected along the Meriç River 

were observed to be higher than in some regions in 

Turkey. 

Figure 7 shows the variation of radiological 

hazard parameters in samples. The mean values of 

Raeq in sediment samples were found to be 101.59, 

94.74, 133.69, and 135.80 Bq kg−1 in spring, summer, 

autumn and winter, respectively. In soil samples, the 

mean values of Raeq were 152.32, 152.05, 173.47, and 

174.99 Bq kg−1 in spring, summer, autumn and 

winter, respectively. All the values of Raeq in samp1es 

were lower than the recommended maximum value of 

370 Bq kg−1 [16]. The mean values of D in sediment 

samples were 51.62, 48.93, 66.08, and 66.52 nGy h-1 

in spring, summer, autumn and winter, respectively. 

In soil samples, the mean values of D were calculated 

as 74.84, 74.17, 83.49, and 84.32 nGy h-1 in spring, 

summer, autumn and winter, respectively. The mean 

values of D in autumn and winter for sediment 

samples were higher than the world average value (57 

nGy h-1) [15]. All the values of D in soil samples were 

found to be higher than the world average. The 

obtained values of AEDE due to natural and artificial 

radioactivity in soil samples ranged from 90.96 to 

103.41 μSv y−1 with a mean value of 97.14 μSv y−1, 

which is higher than the world average of 70 μSv y−1 

[15]. In addition, all the calculated values of Hex for 

soil and sediment samples were found to be lower 

than unity which does not cause any harm to the 

human beings in the studied area. 
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Figure 7. Radiological hazard parameters in soil and 

sediment samples 

 

 

 

4. Conclusion  

This study provides a baseline for radioactivity levels 

in both soil and sediment samples in the Meriç River 

Basin for spring, summer, autumn and winter. The 

mean activity concentrations of 226Ra in sediment 

samples were lower than the world average value for 

all seasons. The radioactivity concentrations of 232Th 

in sediment samples for the autumn and winter 

seasons were higher than in summer and spring. The 

differences between activity concentrations may be a 

consequence of variations in meteorological 

conditions and soil moisture. In addition, the mean 

activity concentrations of 40K were higher than the 

world mean value in both soil and sediment samples. 

The use of artificial fertilizers and their transport via 

rivers increases radioactivity. 137Cs radionuclide 

detected in the study area. Since the Chernobyl 

disaster in 1986 affected the Thrace region of Turkey, 
137Cs radionuclide continues to exist in both soil and 

sediment. To estimate the potential health risk, 

radiological hazard parameters were calculated. 

ELCR and D were found higher than the 

recommended values for some samples. This implies 

that the population near these areas is likely to receive 

some radiation dose. Radiological hazard parameters 

for soil samples were higher than sediment samples. 

The high-level radiological hazard parameters were 

due to the high level of radioactivity concentrations of 

radionuclides in both soil and sediment samples. 

However, all the calculated values of Hex for samples 

were found to be lower than unity which does not 

cause any harm to the human beings in the studied 

area. 
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Abstract 

The widespread use of silver nanoparticles (AgNPs)  including water filters, paints, 

cosmetics, deodorants, clothing, textiles, food packaging, electrical appliances and 

medical devices inevitably leads to their release into the natural environment, 

bioaccumulation in organisms and persistent accumulation in natural aquatic 

systems. The aim of this study is to investigate the acute and chronic effects of silver 

nanoparticles, which can contaminate aquatic ecosystems, in freshwater mussels, one 

of the aquatic invertebrate organisms. The model organism of the study, Unio 

delicatus, was obtained from Gölbaşı Lake (Hatay). After  that acclimation was 

performed in the laboratory for two weeks. The mussels were then exposed to 1 and 

10 mg/L AgNPs for 7 and 21 days. At the end of the exposure period, hemolymph 

and tissue samples of the mussels were taken. Total hemocyte count from 

hemolymph samples, lipid peroxidation and glutathione levels from tissue samples 

(digestive gland and gill) were investigated. Acute exposure resulted in an increase 

in the total hemocyte counts, while chronic exposure resulted in a significant 

decrease (P<0.05). Changes in lipid peroxidation and glutathione levels in gill and 

digestive gland tissues of mussels also occurred but not significantly. In conclusion, 

AgNPs caused changes in physiological and biochemical parameters of freshwater 

mussels. 

 

 
1. Introduction 

 

Of all commercial goods using nanomaterials, silver 

nanoparticles (AgNPs) account for 24% of the total. 

The AgNPs are most frequently found in water filters, 

cosmetics, textiles, food packaging, electrical 

appliances, and medical devices [1]. The common use 

of AgNPs inevitably results in their discharge into the 

environment, bioaccumulates in the organisms and 

persistent accumulation in natural aquatic systems 

[2]. Once in the aquatic environment, AgNPs can go 
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through various alteration processes (oxidation, 

dispersion, solubilization, adsorption with soluble and 

particulate organic matter, agglomeration 

/aggregation) [3]. AgNPs that accumulate in sediment 

can be transferred to aquatic organisms through 

environmental exposure. AgNPs taken up by aquatic 

organisms through the aquatic food chain pose a risk 

to human health [2].  

 Mussels have advantages such as the ability 

to make comparisons during the evaluation of 

information obtained from the aquatic environment, 
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to collect information about pollutants in the same 

area for a long time and to be widely used to quickly 

assess the current status of many pollutants [4]. For 

this reason, mussels are one of the leading biological 

indicators used in the measurement and evaluation of 

pollution in water. A mussel with an average size of 

7-8 cm has the ability to filter 10-15 liters of water per 

hour. They filter and feed on all kinds of organic and 

inorganic particles [5]. In addition, freshwater 

mussels take part in the natural purification function 

of the water in their environment due to their filter 

feeding and thus play a decisive role on the ecological 

balance of the environment [6]. Mussels are 

particularly at risk of environmental contamination by 

nanoparticles because they are immobile and feed on 

suspended matter. Particles trapped in the gills during 

feeding and respiration are lowered down the 

digestive tube and accumulate in the "stomach" 

(digestive gland) where they are broken down. 

Therefore, nanoparticles can easily accumulate in 

mussels with aggregation and cause negative effects 

[7]. The freshwater mussel Unio delicatus Lea, 1863 

is one of the most common mussel species in large 

river basins in southwest-eastern Anatolia. Due to its 

distribution areas, it is an indicator species in 

biomonitoring, ecotoxicological and phylogenetic 

studies [8], [9]. 

Nanoparticles have the potential to affect the 

physiology and behavior of aquatic organisms, 

including mussels. Several studies have shown that 

exposure to nanoparticles can lead to various 

physiological changes in marine mussels, including 

changes in the immune system, metabolism, and 

oxidative stress response [1], [10], [11]. Conversely, 

freshwater mussels have been used in few studies to 

investigate the effects of nanoparticles. A study with 

freshwater mussels showed that acute exposure to 

nanoparticles did not change the filtering capacity of 

mussels but had an effect on biomolecules [12]. In the 

literature review, no chronic exposure to silver 

nanoparticles at freshwater mussels were found. The 

aim of this study is investigate the acute and chronic 

effects of silver nanoparticles on freshwater mussels 

Unio delicatus in terms of total hemocyte count 

(THC), lipid peroxidation and glutathione. 

  

2. Material and Method 

 

2.1. Test Organisms and Acclimation to 

Laboratory 

 

Freshwater mussels Unio delicatus (mean weight 

36.3±4.8 g, mean length 5.2±0.1 cm, mean thickness 

2.2±0.2 cm, mean height 1.5±0.1 cm;  N=60) acquired 

from local fishermen in Gölbaşı Lake (Hatay) were 

used in this study. Freshwater mussels were 

transported in aerated water and placed in 15 L 

aquaria containing 10 L of pre-rested tap water 

without chlorine (1 mussel/L) in the laboratory. 

Mussels were acclimatized to laboratory conditions 

for 2 weeks. During this period, the aquarium water 

was altered by siphoning 50% every two days and the 

mussels were fed with Spirulina sp. The aquaria water 

was measured by YSI Professional Plus 

Multiparameter Instrument (USA) in terms of water 

quality during the acclimation period. The mean 

values (mean±SEM) of physicochemical parameters 

of water are as follows: temperature 21.9±0.25ºC; 

dissolved oxygen 6.2±0.56 mg/L; pH 7.5±0.2; 

conductivity: 201.04±0.4 mS/cm; salinity; 0.19±0.02. 

This study is not subject to HADYEK permission in 

accordance with Article 8 (k) of the "Regulation on 

Working Procedures and Principles of Animal 

Experiments Ethics Committees". 

 

2.2. Exposure to AgNPs 

 

Metal based AgNPs were obtained from Nanografi 

(Turkey) with the particle size specified as: 18 nm and 

>99.995% purity. Shape of AgNPs were spherical and 

crystal structure was cubic. The application 

concentrations of AgNPs were determined as 1 and 10 

mg/L by reviewing literature studies [13], [14]. After 

freshwater mussels were placed in aquaria (10 

mussels/L), 500 mL of aquarium water was taken, 

AgNPs were added at the determined concentrations 

and sonicated. After sonication by Ultasons (J.P. 

Selecta, Spain), AgNPs were added to the aquaria. 

The mussels were exposed to 1 and 10 mg/L AgNPs 

for 7 and 21 days [15]. There was one control group 

(aquarium water and mussels) in the experiments. 

Aquarium water quality parameters were measured 

during the experimental period (temperature 

22±0.3ºC; dissolved oxygen 6.4±0.2 mg/L; pH 

7.8±0.5; conductivity: 200.05±0.6 mS/cm; salinity; 

0.20±0.01). After each treatment period, 10 mussel 

samples were taken and hemolymph tissues were 

removed with a 2.5 mL syringe after measuring 

biological data. Then, the gill (G) and digestive gland 

(DG) tissues of mussels were removed. The tissues 

were stored at -80ºC (Wisd Simplified Freezing 

System, WiseCryo Daihan, South Korea) until 

biochemical analysis. 

 

2.3. Total Hemocyte Counts (THCs) 

 

Hemolymph tissue was collected from freshwater 

mussels according to the method of [16]. The THCs 

were counted using a light microscope. 
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2.4. Biochemical Analysis 

 

The lipid peroxidation was measured based on 

malondialdehyde (MDA) production in gills and 

digestive glands, the method of [17] was applied and 

the MDA levels were determined by reading at 535 

and 520 nm using spectrophotometer (Biochrom 

Libra S22, UK). Briefly, following homogenization 

of 100 mg of tissue with 1/5 of 1.15% KCl buffer, 500 

µL of homogenate sample was taken. The 

homogenate mixed with 3 mL of 1% phosphoric acid 

and 1 mL of 0.6% thiobarbutic acid was kept in a hot 

water bath for 45 minutes. Then, 4 mL of butanol was 

added and centrifuged at 3000 rpm for 5 minutes. The 

supernatant portion was read by spectrophotometer. 

The measurement of the glutathione levels in gills and 

digestive glands, the method of [18] was applied and 

the glutathione levels were determined by reading at 

410 and 420 nm using spectrophotometer (Biochrom 

Libra S22, UK). 

 

2.5. Statistical Analysis 

 

To evaluate the experimental results obtained; total 

hemocyte count, glutathione and MDA determination 

results were subjected to normal distribution 

according to Kolmogorov-Smirnov normality test and 

homogeneity of variances tests to determine the 

differences between the experimental groups. After 

all samples met these conditions, one-way ANOVA 

test was performed and significance levels were 

determined with GraphPad 5 statistical data analysis 

program. 

 

3. Results and Discussion 

 

The acute and chronic effects of AgNPs on freshwater 

mussels was evaluated in the present study. Within 

the scope of the study, total hemocyte counts, which 

are physiological parameters, and lipid peroxidation 

and glutathione levels, which are biochemical 

parameters, were examined in freshwater mussels 

exposed to 1 and 10 mg/L silver nanoparticles for 7 

and 21 days. The alterations in total hemocyte counts 

of freshwater mussels exposed to AgNPs for 7 and 21 

days are shown in Figure 1. There was an increase in 

the THCs in the mussels exposed to AgNPs for 7 days 

compared to the control group (p>0.05). At 21 days 

of exposure, a decrease in total hemocyte count was 

observed in the experimental groups compared to the 

control group. There was a 1.7-fold decrease between 

the control group and the 10 mg/L AgNPs exposed 

group (p=0.035). 
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Figure 1. Changes in total hemocyte counts of freshwater 

mussels after exposure to silver nanoparticles. 

 

The effect of silver nanoparticles on lipid 

peroxidation levels in gill and digestive gland tissues 

is shown in Figure 2. As a result of exposure of 

mussels to 1 and 10 mg/L silver nanoparticles for 7 

days, gill and digestive gland MDA levels decreased 

compared to the control group (p>0.05). In 21-day 

exposure, an increase in MDA levels occurred in the 

digestive gland tissues exposed to both 1 mg/L 

AgNPs and 10 mg/L AgNPs (p>0.05). 
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Figure 2. Changes in MDA levels in gill and digestive 

gland tissues of freshwater mussels after exposure to silver 

nanoparticles. 

 

The effect of silver nanoparticles on 

glutathione levels in gill and digestive gland tissues of 

freshwater mussels is shown in Figure 3. As a result 

of exposure of mussels to 1 and 10 mg/L AgNPs for 

7 days, gill glutathione levels increased 3.3 and 4.1 

times compared to the control group. In 21-day 

exposure, a decrease was observed in the 1 mg/L 

group compared to the control group and an increase 

was observed in the 10 mg/L group. The glutathione 
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levels of digestive gland tissues were decreased in 7-

day exposure and increased in 21-day exposure. 
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Figure 3. Changes in glutathione levels in gill and 

digestive gland tissues of freshwater mussels after 

exposure to silver nanoparticles. 

 

 

THCs are commonly used 

physiological/immunological parameter to assess the 

health status of mussels and indicator of the mussels 

to stressors such as pollutants, disease, and changes in 

environmental conditions [8], [9], [16], [19], [20]. In 

the current study, significant decreases in the THCs 

occurred with increasing exposure time to 

nanoparticles. Similar decreases in the THCs were 

observed in bivalves Mytilus coruscus under TiO NPs 

[21], [22]. These results demonstrate the 

immunological effects induced by mussels and 

nanoparticles. 

MDA is a reactive compound that is 

commonly used as a marker of lipid peroxidation and 

are often used as an indicator of the extent of lipid 

peroxidation in tissues exposed to oxidative stress 

[23]. In the context of mussels, measuring MDA 

levels can provide valuable information on the health 

of these organisms and the potential impacts of 

environmental stressors, such as pollution or exposure 

to nanoparticles, on their cellular and physiological 

functions [24]. The gill and digestive gland tissues are 

particularly vulnerable to the damaging effects of 

oxidative stress caused by pollutants including 

nanoparticles [25], [26]. In this study, it was observed 

that there was a change in MDA levels in the gill and 

digestive gland tissues from the groups treated with 

AgNPs. Studies have shown that exposure to 

nanoparticles indicates similar increase or decrease 

on lipid peroxidation in gill and digestive gland 

tissues of mussels, which may lead to cellular damage 

and dysfunction [24], [26], [27], [28]. A significant 

increase in MDA levels were observed at 10 μg/L 

AgNPs in Mytilus galloprovincialis [1]. 

One potential mechanism by which NPs can 

induce toxicity is through the modulation of 

glutathione (GSH) levels. GSH is an important 

antioxidant and detoxification molecule in the 

organisms, and changes in its levels can have 

significant impacts on cellular functions [29], [30]. 

Researches shown that exposure to NPs caused the 

changes in GSH levels in the mussel tissues including 

gills and digestive gland [29], [31], [32]. 

 

4. Conclusion and Suggestions 

 

In this study, the first response to exposure to AgNPs 

was alterations in physiological parameter of the 

mussels. Acute exposure to AgNPs caused increase in 

the THCs, while chronic exposure to AgNPs caused a 

significant decrease. Changes in MDA and GSH 

levels are not significant in the different tissues of 

AgNPs exposed mussels. As a result of the study, 

AgNPs caused alterations in the physiological and 

biochemical parameters of freshwater mussels.  
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Abstract 

In this study, it is aimed at obtaining the highest dimensional stability against 

temperature changes in fiber-reinforced hybrid composite laminates considering 

eight different composite materials: Aramid/Epoxy, AS4/Epoxy, Boron/Epoxy, E-

Glass/Epoxy, IM6/Epoxy, GY70/Epoxy, Kevlar49/Epoxy, and Spectra/Epoxy. The 

study focuses on finding the optimum continuous and traditional fiber angle 

orientations for the hybrid composite plates that would provide the lowest 

coefficients of thermal expansion. For this purpose, two different laminate sequences 

were investigated, each including two materials. A hybrid algorithm combining a 

genetic algorithm and a generalized pattern search algorithm was used in the 

optimization. A great number of hybrid design problems were solved repeatedly, and 

their results were compared both within themselves and to the optimum non-hybrid 

laminate results. Furthermore, the thermal durability of the selected optimum hybrid 

designs was evaluated using Tsai-Wu failure and Hashin-Rotem criteria. The results 

reveal that a substantial increase in dimensional stability can be achieved by stacking 

sequence optimization of hybrid composite laminates with multiple material 

selections, and this hybrid design approach can offer the desired laminated composite 

structures for aerospace applications required to withstand extreme temperature 

changes. 
 

 
1. Introduction 

 

Fiber-reinforced composites have become 

indispensable materials in many engineering 

applications, including on land, at sea, and in the air, 

as well as providing many advantages over other 

traditional materials. With the development of 

technology, the use of these alternative materials has 

been an important subject in line with the different 

needs and expectations of industry. In this regard, it 

can be said that dimensionally stable composite 

materials are those materials desired to meet the 

expectations in satellite applications today. Fiber-

reinforced composite materials have the best 
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potential to meet the need for dimensional stability 

since their tailorability properties give them a chance 

to obtain very small geometrical changes when 

exposed to environmental influences such as 

humidity and temperature. 

Dimensional stability is directly related to 

the material properties, including the coefficient of 

thermal expansion (CTE) and the coefficient of 

moisture expansion. Besides, thermal and moisture 

effects are parameters that should not be disregarded 

for the dimensional stability of polymer matrix 

composites and change the mechanical properties of 

the materials significantly. Unexpected results may 

emerge during service when these parameters are not 
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considered in the design of composite material 

applications in engineering. For this reason, there is 

much ongoing research that investigates the thermal 

and moisture effects on laminated composite 

structures in the literature. For instance, Lim and 

Hong [1] used a modified shear delay analysis to 

examine the effects of the stiffness reduction and 

thermal expansion coefficient variation caused by 

transverse cracks in cross-layer laminate composites. 

The results showed that transverse cracks reduce the 

effective stiffness and coefficient of thermal 

expansion of composite laminates; at the same time, 

the stiffness reduction and change in the laminate 

thermal expansion coefficient due to transverse 

cracks were deeply affected by the laminate 

configuration. Yoon and Ki [2] studied the 

estimation of the coefficients of thermal expansion to 

determine the temperature variation of 

Carbon/Epoxy laminate materials. For this purpose, 

a computational method is proposed to estimate the 

variation of the coefficients of thermal expansion of 

an overall laminate for temperature variation. In the 

research, elastic properties and coefficients of 

thermal expansion in the material’s main directions 

were measured in the range from room temperature 

to curing temperature and characterized as 

temperature functions. The coefficients of thermal 

expansion of laminates with different angles were 

measured and compared with the predicted ones. 

Experimental results show that changes in the 

coefficients of thermal expansion of an overall 

laminate for temperature change can be well 

estimated using the proposed method. Kim and 

Crasto [3] considered aerospace structural materials 

and investigated the changes in coefficients of 

thermal expansion using two representative 

materials. It was aimed at accurately determining low 

CTE values in the study. The results show that the 

change in coefficients of thermal expansion due to 

ply cracking in the cross-ply laminates can be 

quantitatively predicted under thermal cycling and 

mechanical loadings.  

 On the other hand, optimum stacking 

sequence design for dimensionally stable composite 

structures has been considered in the literature to 

prevent and minimize the negative effects of thermal 

and moisture factors. However, there are limited 

studies on optimum stacking sequence design for 

dimensionally stable composite structures. As 

pioneers in this field, Riche and Gaudin [4] studied 

the effectiveness of optimizing fiber orientation 

angles to minimize plate bending problems and 

achieve dimensional stability in composite 

structures. By optimizing the stacking sequences, the 

researchers could deliver the desired performance 

and reduce the negative effects of production-related 

issues. Khalil et al. [5] investigated the effect of 

hygrothermal residual stresses on the optimum 

design of laminated composite materials, which was 

analyzed theoretically. In this study, composite 

materials exposed to different mechanical, thermal, 

and humidity loads were investigated. The results 

showed that among the selected materials, E-

glass/epoxy and Kevlar/epoxy have greater moisture 

absorption capacity compared to other materials 

when designing optimum composite laminates under 

thermal and moisture loadings. In addition, the 

optimum material properties based on the thermal 

expansion coefficient of the selected composite 

laminates were investigated by Zhu and Sun [6] 

using an evolution algorithm. As a result of the 

research, it was determined that the ratio of plane 

shear modulus to fiber directional modulus of 

elasticity has a significant effect on the thermal 

expansion coefficient. Diaconu and Sekine [7] 

considered the temperature and moisture parameters 

affecting the composite materials and suggested an 

optimization problem to provide minimum 

displacement in terms of transverse characteristics. 

In the study of Aydin and Artem [8], it was aimed at 

finding the optimum stacking sequences of 

symmetric and balanced laminated carbon/epoxy 

composites with different numbers of layers. Both 

single-objective and multi-objective optimization 

approaches were utilized in the design process. The 

results show that stacking sequences with lower 

thermal expansion coefficients and higher elastic 

modulus can be obtained by continuous laminate 

designs rather than conventional ones.  

Besides the optimization for dimensionally 

stable composites using a single composite material 

in laminates, this process may include designing the 

composite material to have more than one fiber or 

matrix material. In this regard, optimization studies 

of hybrid composite laminates constituted using 

numerous composite materials to ensure maximum 

dimensional stability have been present in the 

literature. For instance, in the study of Zhang et al. 

[9], an optimization was conducted to estimate the 

thermal expansion coefficients and mechanical 

properties of hybrid composites used in aerospace. 

As a result of the dimensional stability optimization, 

both the optimal design of hybrid composites with 

zero thermal expansion coefficient and the optimum 

design of hybrid composite plates with minimum 

thermal expansion coefficient were found. Bressan et 

al. [10] addressed the issue of hybrid material 

component optimization and design patterns made of 

carbon-epoxy laminates with low thermal expansion. 

The effects of selected hybrid materials on the 
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behavior of the composite, such as structural and 

thermo-elastic mismatches, were investigated using 

evolutionary strategy algorithms. They reported that 

hybrid composite materials used in satellite 

equipment are optimal in terms of minimum mass 

and high resonance.  

Hybridization of laminates can also provide 

improvements for the other objectives of composite 

materials. For example, Adali and Duffy [11], with a 

single-purpose approach, optimized the fiber 

orientation of antisymmetric and angle-ply hybrid 

layer structures to further increase cost-effectiveness 

with a natural frequency constraint. Adali and 

Verijenko [12] presented a study in which natural 

frequency, frequency separation, and cost factors 

were discussed for hybrid graphite-glass/epoxy inter-

ply hybrid layer structures, and at the end, optimum 

fiber orientations of the hybrid composites were 

obtained. Abachizadeh and Tahani [13] proposed a 

procedure that covers the design and optimization of 

a graphite-glass/epoxy hybrid composite with a 

symmetrical inter-ply hybrid layer structure. Both 

the maximum natural frequency and minimum cost 

objectives based on the multi-objective optimization 

approach have been successfully carried out. It was 

reported that hybridization provides a reasonable 

reduction in fundamental frequency for a remarkable 

reduction in material cost. Aydin and Savran [14] 

aimed to find the number of high-hardness and 

cheaper laminates that maximize the fundamental 

frequency and minimize the cost with the multi-

objective optimization approach of stacking 

sequence design and optimization in inter-ply hybrid 

composite structures. The results show that the 

proposed optimum graphite-flax/epoxy composite 

structure outperforms in terms of maximum 

fundamental frequency and minimum cost. 

As seen in the literature, the studies generally 

consider a limited number of composite materials in 

the hybridization process and conventional fiber 

angles in the stacking sequence designs. 

Furthermore, these studies did not propose a general, 

comprehensive, and optimum hybrid design 

procedure using many different composite materials 

using a novel hybrid algorithm not utilized in the 

field. In this respect, in the present study, the 

optimum stacking sequence designs of 16-layered 

symmetric hybrid composite laminates considering 

various materials were investigated to obtain the 

lowest thermal expansion coefficients. 

Aramid/Epoxy, AS4/Epoxy, Boron/Epoxy, E-

Glass/Epoxy, IM6/Epoxy, GY70/Epoxy, 

Kevlar49/Epoxy, and Spectra/Epoxy composite 

materials were used to hybridize the laminates. 

Numerous optimization problems were constituted 

considering continuous, discrete fiber angles and two 

different material sequences in laminates. These 

optimum design problems were solved by a powerful 

hybrid algorithm that is a combination of a genetic 

algorithm and a generalized pattern search algorithm. 

Afterward, by selecting the best dimensionally stable 

designs among all the optimum designs, it was 

checked whether the thermal stresses that will occur 

under certain positive and negative temperature 

changes are in the safe zone with two different 

composite failure theories.  

Considering the studies in the literature, it 

can be said that the effect of hybridization of multiple 

materials in specific material sequences and 

optimization of stacking sequences on the 

dimensional stability of composite laminates was not 

thoroughly considered. In this regard, this study 

proposes a reliable optimum hybrid composite 

design procedure for maximum dimensional stability 

in applications that require minimum thermal 

stresses, including a verification study of the 

optimum design procedure by testing the designs 

under thermal loading. 

In this study, objective functions in the 

optimization problems concerning dimensionally 

stable composite laminates were constituted based 

on classical lamination theory.                                                              

Figure 1 shows a representative laminated composite 

plate with global and local coordinates subjected to 

thermal loading, ΔT. 
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Figure 1. Layered composite plate with global and local coordinates [16]

2. Mechanics of Dimensional Stability 

 

In this study, objective functions in the optimization 

problems concerning dimensionally stable composite 

laminates were constituted based on classical 

lamination theory (CLT) [15]. Figure 1 shows a 

representative laminated composite plate with global 

and local coordinates subjected to thermal loading, 

ΔT. 

According to the CLT, the relation between 

stress and strain of an angled composite layer (k) can 

be given as follows: 

 

[

𝜎𝑥

𝜎𝑦

τ𝑥𝑦

]

𝑘

= [

�̅�11 �̅�12 �̅�16

�̅�12 �̅�22 �̅�26

�̅�16 �̅�26 �̅�66

]

𝑘

[

ε𝑥

ε𝑦

γ𝑥𝑦

]

𝑘

 
                                                                                                                              

(1)                                                         

 

 

where [�̅�𝑖𝑗] (i, j = x, y) is transformed reduced 

stiffness matrix and [ε𝑖𝑗] (i, j = x, y) indicates mid-

plane strains. 

In-plane normal resultant forces, 𝑁𝑥, 𝑁𝑦 , and 

shear resultant force, 𝑁𝑥𝑦 applied on composite plates 

can be defined as 

 

[

𝑁𝑥

𝑁𝑦

𝑁𝑥𝑦

]

𝑘

= [

𝐴11 𝐴12 𝐴16

𝐴12 𝐴22 𝐴26

𝐴16 𝐴26 𝐴66

]

𝑘

[

ε𝑥
0

ε𝑦
0

γ𝑥𝑦
0

] (2) 

 

in which [A] corresponds to the extensional stiffness 

matrix and [ε0] is the mid-plane strain matrix of the 

plate. The elements of [A] matrix are expressed as 

 

𝐴𝑖𝑗 = ∑[�̅�𝑖𝑗]
𝑘

(ℎ𝑘 − ℎ𝑘−1)

𝑛

𝑘=1

 (3)                                                                                                                                        

The behavior of laminated composite plates 

under thermal effects is considered in this study. In 

this regard, in-plane thermal loads per unit length that 

occur in a lamina can be expressed as  

 

[

𝑁𝑥

𝑁𝑦

𝑁𝑥𝑦

]

𝑘

= ΔT ∑ [

�̅�11 �̅�12 �̅�16

�̅�12 �̅�22 �̅�26

�̅�16 �̅�26 �̅�66

]

𝑘

𝑛

𝑘=1

[

α𝑥

α𝑦

α𝑥𝑦

] (4) 

 

where ΔT is temperature change and [α]𝑘 is the 

coefficient matrix of thermal expansion. The 

coefficients of thermal expansion (CTEs) of a 

composite laminate can be calculated by the 

following expression.  

 

[

α𝑥

α𝑦

α𝑥𝑦

] = [

α𝑥

α𝑦

α𝑥𝑦

]

ΔT=1

[

𝐴11
∗ 𝐴12

∗ 𝐴16
∗

𝐴12
∗ 𝐴22

∗ 𝐴26
∗

𝐴16
∗ 𝐴26

∗ 𝐴66
∗

] [

𝑁𝑥
𝑇

𝑁𝑦
𝑇

𝑁𝑥𝑦
𝑇

] (5) 

 

in which [A*] =[A]-1.  

It can be noted that the coefficient of thermal 

expansion must be 10-6 or less to achieve high 

dimensional stability in laminated composite 

structures.                                                                                

 

3. Failure Criteria  

 

In our study, several optimum laminate designs were 

selected at the end of the optimization to assess their 

dimensional stability considering the first ply failure 

under thermal loading conditions. For this purpose, 

Tsai-Wu and Hashin-Rotem failure criteria were used 

to analyze the strength of optimum stacking sequence 

designs subjected to thermal [17], [18].  
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3.1. Tsai-Wu Failure Criterion 

 

The Tsai-Wu failure criterion based on total strain 

energy was derived from the von Mises yield criterion 

for laminated composite materials. According to the 

criterion, a lamina of a composite plate is considered 

to have failed if the following condition is satisfied: 

 

𝐹1𝜎1 + 𝐹2𝜎2 + 𝐹6𝜏12 + 𝐹11𝜎1
2 + 𝐹22𝜎2

2 

+𝐹66𝜏12
2 + 2𝐹12𝜎1𝜎2 < 1 

(6) 

 

where σ1 and σ2 are maximum normal stresses in fiber 

and transverse directions, respectively. 𝜏12 is 

maximum shear stress.  

Failure tensor expressions, Fij (i,j=1,2,6) 

denoted in the equation are also given below. 

 

𝐹1 =
1

(𝜎1
𝑇)

𝑢𝑙𝑡
−

1

(𝜎1
𝐶)

𝑢𝑙𝑡
,𝐹2 =

1

(𝜎2
𝑇)

𝑢𝑙𝑡
−

1

(𝜎2
𝐶)

𝑢𝑙𝑡
, 

𝐹11 =
1

(𝜎1
𝑇)

𝑢𝑙𝑡
−

1

(𝜎1
𝐶)

𝑢𝑙𝑡
, 

𝐹12 = −
1

2 √
1

(𝜎1
𝑇)

𝑢𝑙𝑡
∙(𝜎1

𝐶)
𝑢𝑙𝑡

∙
1

(𝜎2
𝑇)

𝑢𝑙𝑡
∙(𝜎2

𝐶)
𝑢𝑙𝑡

  
, 

𝐹22 =
1

(𝜎2
𝑇)

𝑢𝑙𝑡
(𝜎2

𝐶)
𝑢𝑙𝑡

,                                       

 𝐹66 =
1

(𝜏1)𝑢𝑙𝑡
2  

(7) 

 

where (𝜎1
𝑇)𝑢𝑙𝑡 is ultimate tensile strength in 

longitudinal direction, (𝜎1
𝐶)

𝑢𝑙𝑡
is compressive 

strength in longitudinal direction, (𝜎2
𝑇)𝑢𝑙𝑡is tensile 

strength in transverse direction, (𝜎2
𝐶)

𝑢𝑙𝑡
is 

compressive strength in transverse direction, and 

(𝜏1)𝑢𝑙𝑡
2  is ultimate shear strength. 

 

3.2. Hashin-Rotem Failure Criterion 

 

Fiber failure of tensile stress in unidirectional lamina 

(𝜎1 > 0) 
 

𝜎1 = (𝜎1
𝑇)𝑢𝑙𝑡 (8) 

 

Fiber failure of compressive stress in unidirectional 

lamina (𝜎1 < 0) 

 

−𝜎1 = (𝜎1
𝐶)

𝑢𝑙𝑡
 (9) 

 

Matrix failure of tensile stress in unidirectional 

lamina (𝜎2 > 0) 

 

(
𝜎2

(𝜎2
𝑇)𝑢𝑙𝑡

)

2

+ (
𝜏12

(𝜏12)𝑢𝑙𝑡
)

2

= 1 (10) 

  

Matrix failure of compressive stress in unidirectional 

lamina  (𝜎2 < 0) 

 

(
𝜎2

(𝜎2
𝐶)𝑢𝑙𝑡

)

2

+ (
𝜏12

(𝜏12)𝑢𝑙𝑡
)

2

= 1 (11) 

 

4. Optimization 

 

Stochastic optimization algorithms are generally 

preferred to solve the optimization problems of 

composite laminates since they are very capable of 

finding global optima in the problems, despite the 

more complex mathematical nature of composite 

materials than conventional materials. In this study, a 

hybrid algorithm consisting of a genetic algorithm 

(GA) and a generalized pattern search algorithm 

(GPSA) was used. The GA/GPSA hybrid algorithm 

was created using the MATLAB Optimization 

Toolbox [19]. 

Hybrid algorithms generally aim to create a 

new powerful algorithm by combining the superior 

features of two different algorithms and, thus, 

achieving the most accurate result in the optimization. 

Hybrid algorithms are used in many fields, such as 

engineering, for the solution of complex problems in 

the literature. 

Genetic algorithm (GA) was discovered in 

1975 by John Holland et al. It is a stochastic search 

method that carries Charles Darwin’s theory of 

natural selection to the computer environment by 

modeling Darwin’s theory of biological evolution, 

which is based on the survival of the best and aims to 

constantly reach the best [20]. GA aims to reach the 

optimum solution by determining the global optimum 

solution among more than one possible solution to a 

problem by determining the appropriate algorithm 

parameters [21]. GA randomly selects a population of 

individuals to begin its research. Each member of the 

population has a chromosome that encodes certain 

traits and assigns a degree of fitness according to 

specifications. This fitness rating is used to find 

designs that outperform their competitors. In the 

preceding step, the desired genetic material is used to 

protect a new part. This part pays off by applying 

more operators like genetic processing called gene 

crossover, gene mutation, and substitution. This 

process is repeated over many generations until the 

optimum value is achieved [22]. 
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The second algorithm, the generalized pattern 

search algorithm (GPSA), was defined by Torczon 

[23] for the undifferentiated, unconstrained 

optimization of functions and then expanded to 

consider nonlinearly constrained optimization 

problems. GPSA approaches the most suitable point 

or points that will lead the problem to a global 

solution. Direct search does not require any gradient 

knowledge of the objective function and can be used 

to solve problems where the objective function is not 

differentiable, stochastic, or continuous. 

The optimization method, which states how 

the hybrid algorithm GA used in the design works and 

interacts with GPSA, is given in Figure 2 and 

explained step by step. 

 

Step 1. Starting with GA, all possible solutions in the 

search space are encoded as sequences. 

Step 2. Usually, a random solution set is chosen and 

considered as the initial population. 

Step 3. A fitness value is calculated for each array; 

the found fitness values show the solution quality of 

the arrays. 

Step 4. A group of sequences is randomly selected 

according to a certain probability value, 

multiplication is performed, and the fitness values of 

the new individuals are calculated. 

Step 5. The crossover operator is used to create new 

chromosomes with better qualities than the previous 

generation. 

Step 6. The mutation operation generates new 

chromosomes from existing chromosomes. 

Step 7. At the end of the GA, the optimal solution 

obtained is used as a starting point for the GPSA. 

Step 8. GPSA starts the search with the first solution 

𝑥0and obtains the initial mesh size ∆0
𝑚.  

Step 9. In the search phase, if it finds a solution with 

an objective function value lower than the best 

solution, the algorithm stops. 

Step 10. If the termination criteria are not met, the 

algorithm goes into the polling phase and creates a 

series of neighboring network points 𝑥𝑖
𝑚 by 

multiplying the current mesh size by each pattern 

vector {𝑑𝑖}.  

Step 11. Fixed directional pattern vectors, points to 

look for at each iteration used to clarify and define 

arguments in the objective function; the highest base 

with 2N vectors and the lowest base with N+1 

vectors, usually consisting of N positive and B 

negative vectors. 

Step 12. In the kth iteration step, GPSA probes all 

network points by calculating objective function 

values to find a satisfying point. 

Step 13. If the polling was successful, that is, an 

improved point is found, it is multiplied by the 

existing mesh size, and this point is updated with the 

new mesh size for the next iteration k+1. an optimized 

point, the mesh size is reduced, and this current point 

is reused for the next iteration. 

Step 14. This process continues with many iterations 

until the global optimum is reached. It is previously 

reported that the GA/GPSA hybrid algorithm finds 

better results compared to the previous results in the 

literature in test problems and shows very good 

performance in terms of speed and capability in 

searching design space for laminated composite 

problems [24]. 
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Figure 2. Flowchart of GA/GPSA hybrid algorithm 

 

5. Problem Definition 

 

The highest dimensional stability was investigated in 

hybrid composite laminates by minimizing the 

thermal expansion coefficients with the optimum 

stacking sequences. For this purpose, eight different  

 

 

composite materials, Aramid/Epoxy, AS4/Epoxy, 

Boron/Epoxy, E-glass/Epoxy, IM6/Epoxy, 

GY70/Epoxy, Kevlar49/Epoxy, and Spectra/Epoxy 

were selected to hybridize the laminates [25], [26]. 

The mechanical properties of these materials are 

presented in Table 1. 

Table 1. Material properties used in layered composite design 

 

Material 

property 

Spectra/ 

Epoxy 

E-Glass/ 

Epoxy 

Kevlar 

49/ Epoxy 

AS4/ 

Epoxy 

IM6/ 

Epoxy 

Boron/ 

Epoxy 

GY70/ 

Epoxy 

Aramid/ 

Epoxy 

 E1   (GPa) 31 43 76 138 172 240 325 95 

E2  (GPa) 3.4 9.7 5.5 10.3 10.0 18.6 6.2 5.1 

G12 (GPa) 1.4 6.2 2.1 6.9 6.2 6.6 5.2 1.8 

 𝛎12 0.32 0.26 0.34 0.30 0.29 0.23 0.26 0.34 

𝑿𝟏
𝑻  (MPa) 1100 1070 1380 2275 2760 1590 760 2100 

 𝑿𝟐
𝑻 (MPa) 8 38 30 52 50 60 26 1200 

𝑿𝟏
𝑪  (MPa) 83 870 275 1590 1540 2930 705 30 

𝑿𝟐
𝑪  (MPa) 48 185 138 207 152 200 70 130 

S6  (MPa) 24 72 43 131 124 108 27 30 

𝜶𝟏(𝟏𝟎−𝟔)/℃ -11 6.4 -2 -0.1 -0.4 4.5 -0.5 -3.6 

𝜶𝟐(𝟏𝟎−𝟔)/℃ 120 16 57 18 18 20 1895 60 
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The optimization problems for this study can 

be stated in general as follows: 

 

Find: {𝜃𝑘, 𝑛}, {−90: 90} ∧ {0,45,90}, 𝑘 = 1, ⋯ , 𝑛 

Minimize: 𝛼𝑥, 𝛼𝑦 (single-objective functions) 

Constraints: [A/B]4S, [A4/B4]S material sequences 

Algorithm: GA/GPSA hybrid algorithm (MATLAB 

Optimization Toolbox). 

 

In the optimization problems, fiber angles as 

design variables in stacking sequences were 

considered as both continuous fiber angles (−90°:90°) 

and traditional fiber angles (0°, 45°, 90°). Thus, the 

number of design variables, n becomes 8. A hybrid 

composite lay-up was applied as geometrical 

constraints in two different material sequences, with 

two selected materials represented as A and B. These 

material sequences are shown schematically in detail 

in Figures 3(a) and 3(b). The thickness of each layer 

was taken as 0.125 mm. For optimization problems, 

objective functions, which are coefficients of thermal 

expansion, are minimized, considering them as 

single-objective functions. As the problems are single 

objectives, when a minimum thermal expansion 

coefficient in one direction was found, the other 

thermal expansion coefficient in the other direction 

was calculated considering the optimum stacking 

sequence of the related laminate. Five different 

optimization scenarios for hybrid and non-hybrid 

composite designs were considered.  

 

5.1. Non-hybrid Optimization 

 

Before the hybrid composite material optimization, 

non-hybrid stacking sequence optimization of the 

composite materials was performed by using both the 

continuous fiber angles (-90° - 90°) and traditional 

fiber angles (0°, 45°, 90°) to find the minimum 

thermal expansion coefficients (𝛼𝑥 and 𝛼𝑦) and 

compare them to the hybrid optimization results. The 

composite laminates were taken as 16-layer and 

symmetric in compliance with the hybrid problems. 

 

5.2. Hybrid Optimization 

 

In the optimization of hybrid composite plates, four 

optimization scenarios were considered, including 

both continuous and conventional fiber angles. These 

scenarios are briefly explained below: 

 

Optimization scenario 1 

 

In the first scenario, the [A/B]4S material sequence 

was considered for optimization, and the continuous 

fiber angles (-90° - 90°) were used in the search for 

design variables of the problems. GY70/Epoxy and 

AS4/Epoxy composites were selected as the A 

materials in the sequence. The A materials were 

hybridized with the composite materials, the B 

materials, which are selected from Table 1.  

 

Optimization scenario 2 

 

In the second scenario, the [A/B]4S material sequence 

was taken into consideration with 0°, 45°, and 90° 

traditional fiber angles to investigate the minimums 

of thermal expansion coefficients of the hybrid 

composite laminates. GY70/Epoxy and AS4/Epoxy 

composites are the A materials in the sequence. These 

composite materials were hybridized with the B 

materials selected from Table 1. 

 

Optimization scenario 3 

 

In the third scenario, the [A4/B4]S material sequence 

was considered with the continuous fiber angles  (-

90°- 90°) to obtain the optimum stacking sequences 

of the dimensionally stable hybrid composite 

laminates. Similarly, GY70/Epoxy and AS4/Epoxy 

composites are specified as the A materials in the 

sequence, and these materials were hybridized with 

the other materials given in Table 1 as the B materials. 

 

Optimization scenario 4 

 

As a final optimization scenario, the [A4/B4]S  material 

sequence was used by considering 0°, 45°, and 90° 

traditional fiber angles in the stacking sequence 

optimization to reach the dimensionally stable hybrid 

composite laminates. Similarly, GY70/Epoxy and 

AS4/Epoxy composites are the A materials in the 

sequence, and these composite materials were 

hybridized with the materials in Table 1 as the B 

materials. 

Considering these optimization scenarios, 

198 optimization problems, of which 16 were for non-

hybrid laminated composites and 182 were for hybrid 

laminated composites, were solved in total. 
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Figure 3. (a) Arrangement of 16-layered [A/B]4S 

hybrid composite plates (b) Arrangement of 16-layered [A4/B4]S   hybrid composite plates
 

6. Results and Discussion 

 

6.1. Optimization results 

 

In the optimization, each problem was solved at least 

100 times using the GA/GPSA hybrid algorithm 

created by the MATLAB program, and the results 

were presented in the tables. The result tables include 

material type, stacking sequence, minimized thermal 

expansion coefficients, and calculated thermal 

expansion coefficients. First, the non-hybrid 

composite laminate optimization results obtained 

using the continuous and traditional angles are given 

in Table 2 and Table 3, respectively. It should be 

noted that any result of a thermal expansion 

coefficient value below an order of 10-6 can be 

accepted as an optimum design in terms of 

dimensional stability [27]. 

It is seen in Table 2 that thermal expansion 

coefficients 𝛼𝑥 and 𝛼𝑦 were minimized to values in 

the order of 10-9 – 10-6 for AS4/Epoxy, IM6/Epoxy, 

Spectra/Epoxy, and Boron/Epoxy non-hybrid 

composites with the optimum continuous angled 

designs. In the other materials, the minimum values 

were mostly obtained in the order of 10-6. 

In Table 3, it can be noted that 𝛼𝑥 and/or 𝛼𝑦 

could be minimized to the order of 10-8 at most for the 

model problems AS4/Epoxy, IM6/Epoxy, 

Gy70/Epoxy, and Boron/Epoxy with the optimum 

traditional angled designs. It can be said that these 

thermal expansion coefficient values are smaller as 

compared to those obtained by the continuous-angled 

designs. The results of optimization scenarios 1 – 4, 

including hybrid composite plates, are presented in 

Tables 4 – 11. The results of optimization scenario 1 

are given in Tables 4 and 5.  
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Table 2. Optimization results of the continuous angled non-hybrid composite plates 

 
Table 3. Optimization results of the traditional angled non-hybrid composite plates 

Opt. Composite Stacking sequence 
αx 

(1/°C) 

αy 

(1/°C) 

Min αx E-Glass/ Epoxy [03/455]S 7.6030.10-6 1.2081.10-5 

Min αy [904/45/902]S 1.4571.10-5 6.4999.10-6 

Min αx Kevlar49 / Epoxy [0/907]S -1.2500.10-7 3.5625.10-6 

Min αy [906/45/90]S 3.5625.10-6 -2.500.10-7 

Min αx AS4/ Epoxy [458]S 5.5937.10-7 5.5938.10-7 

Min αy [905/45/90/45]S 1.1965.10-6 -7.7743.10-6 

Min αx IM6/ Epoxy [0/907]S -2.5000.10-6 1.1250.10-6 

Min αy [908]S 1.1250.10-6 -2.5000.10-6 

Min αx GY70/ Epoxy [458]S 5.4687.10-7 5.4687.10-7 

Min αy [908]S 1.1250.10-6 -3.1250.10-8 

Min αx Aramid/ Epoxy [458]S 1.7625.10-6 1.7625.10-6 

Min αy [908]S 3.7500.10-6 -2.2500.10-7 

Min αx Spectra/ Epoxy [0/907]S -6.8750.10-7 7.5000.10-6 

Min αy [908]S 7.5000.10-6 -6.8750.10-6 

Min αx Boron/ Epoxy [0/452/903/90/45/90]S 1.5818.10-8 1.5154.10-6 

Min αy [90/452/90/45/903]S 1.5154.10-6 1.5818.10-8 

 

Table 4 shows the results of the stacking 

sequence with continuous fiber angles for the [A/B]4S 

hybrid laminates of GY70/Epoxy material. Most of 

the designs with thermal expansion coefficients in 

the order of 10−7 – 10−9 were achieved. The lowest 𝛼𝑥  

value giving minimum dimensional change is 

obtained as 1.1924·10−8 1/°C for the GY70- 

IM6/Epoxy hybrid composite, and the lowest 𝛼𝑥 

value giving minimum dimensional change is 

obtained as 1.1932·10−9 1/°C for the GY70-

Spectra/Epoxy hybrid composite. 

 

 

 

Opt. Composite Stacking sequence 
αx 

(1/°C) 

αy 

(1/°C) 

Min αx E-Glass/ Epoxy [194/86/16/1/75]S 8.0417.10-6 1.0595.10-5 

Min αy [73/907]S 1.5816.10-5 6.3947.10-6 

Min αx Kevlar49/Epoxy [84/81/88/59/83/89/82/62]S 4.1884.10-6 -7.5086.10-7 

Min αy [89/70/67/75/86/67/71/82]S 6.3444.10-6 -2.9069.10-6 

Min αx AS4/ Epoxy [10/14/0/30/0/2/82/84]S 5.3587.10-6 1.1134.10-6 

Min αy [58/44/28/90/34/90/21/26]S 1.3947.10-6 -2.7594.10-7 

Min αx IM6/ Epoxy [79/61/8/88/79/75/882]S 3.2160.10-8 3.2160.10-7 

Min αy [63/892/76/87/63/74/87]S 1.2026.10-8 1.2026.10-8 

Min αx GY70/Epoxy [88/49/66/58/85/89/902]S 1.4244.10-6 -3.2458.10-7 

Min αy [88/49/66/59/85/903]S 1.4183.10-6 -3.2458.10-7 

Min αx Aramid/ Epoxy [65/81/73/7/16/65/14/31]S 3.5661.10-6 -4.1119.10-8 

Min αy [41/9/73/50/59/42/81]S 7.1708.10-8 3.4533.10-6 

Min αx Spectra/ Epoxy [21/82/5/60/19/12/42/11]S 6.8621.10-6 -4.9593.10-8 

Min αy [56/28/20/30/42/66/83/86]S 6.8260.10-6 -1.3531.10-8 

Min αx Boron/ Epoxy [26/51/39/68/20/55/62]S 1.4421.10-8 1.5168.10-6 

Min αy [74/50/30/14/69/5/36/5]S 1.5299.10-6 1.3757.10-9 



H. A. Deveci, H. Geçmez / BEU Fen Bilimleri Dergisi 13 (1), 107-133, 2024 

117 
 

Table 5 presents the results of the stacking 

sequence with continuous fiber angles for the [A/B]4s 

hybrid laminates of AS4/Epoxy material. As seen in 

Table 5, it is observed that the 𝛼𝑥 value was 

minimized to the order of 10−10, and the 𝛼𝑦 value is 

minimized to the order of 10-8 at most. Hence, more 

dimensionally stable hybrid laminates were obtained 

when the x direction value was minimized to the 

order of 10−10, and the 𝛼𝑦 value was minimized to the 

order of 10-8 at most. Hence, more dimensionally 

stable hybrid laminates were obtained in the x 

direction compared to the y direction.

 

Table 4.  [A/B]4S optimization results of hybrid composite plates with the continuous angles (A - GY70/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/°C) 

αy 

(1/°C) 

Min αx GY70-Spectra/Epoxy [5/75/692/02/1/72]S 2.6534.10-8 3.8923.10-5 

Min αy [67/41/37/78/89/46/76/40]S 3.8949.10-5 1.1932.10-9 

Min αx GY70-Kevlar 49/Epoxy [25/65/90/68/33/63/12/5]S -2.2366.10-8 1.4153.10-5 

Min αy [3/25/54/76/16/43/29/84]S 1.4104.10-5 2.7420.10-8 

Min αx GY70-IM6/Epoxy [41/8/52/23/51/8/27/26]S 1.1924.10-6 1.1385.10-6 

Min αy [90/352/7/64/39/42/44]S 1.1401.10-5 3.8628.10-9 

Min αx GY70- E-Glass/Epoxy [3/43/18/74/22/64/23/38]S -1.8190.10-8 1.3181.10-6 

Min αy [28/5/20/7/29/14/20/22]S 1.3108.10-6 1.8696.10-8 

Min αx GY70-AS4/Epoxy  [82/10/37/9/84/54/83/48]S 8.0163.10-7 -1.2367.10-8 

Min αy [1/0/1/2/03/-1]S 3.1808.10-8 5.3994.10-6 

Min αx GY70-Aramid/Epoxy [49/36/49/67/73/35/46/31]S -2.5290.10-7 1.4687.10-5 

Min αy [89/80/22/80/0/88/60/67]S 1.4385.10-5 4.9351.10-8 

Min αx GY70- Boron/Epoxy [41/80/46/79/49/64/4/85]S 4.6718.10-7 2.4544.10-6 

Min αy [72/14/63/33/72/6/65/2]S 2.6204.10-6 -4.2191.10-9 

 

Table 5. [A/B]4S optimization results of hybrid composite plates with the continuous angles (A - AS4/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/°C) 

αy 

(1/°C) 
Min αx AS4-Spectra/Epoxy    [19/1/0/1/0/1/-1/1]S -1.1329.10-8 1.4595.10-5 

Min αy    [49/10/85/31/71/28/87/54]S 1.4540.10-5 4.3517.10-8 

Min αx AS4-E-Glass/Epoxy    [39/89/42/3/42/84/39/83]S -5.4662.10-9 2.6115.10-6 

Min αy    [50/4/53/4/50/4/50/4]S 1.2729.10-6 1.4327.10-6 

Min αx AS4-IM6/Epoxy    [1/2/1/-1/2/0/2/1]S 8.4299.10-9 7.9839.10-6 

Min αy    [77/38/80/70/54/18/67/5]S 8.0075.10-6 -1.5086.10-8 

Min αx AS4-GY70/Epoxy    [1/86/1/2/1/-12/0]S 6.4736.10-9 5.3934.10-6 

Min αy    [74/50/73/77/69/1438/34]S 5.4123.10-6 -1.2453.10-8 

Min αx As4-Kevlar49/Epoxy    [89/-1/1/03/7/2]S -3.4388.10-10 1.1534.10-5 

Min αy    [55/30/62/50/80/51/64/90]S 1.1512.10-5 2.1798.10-8 

Min αx AS4-Aramid/Epoxy    [47/54/19/0/66/3/20/10]S 4.7703.10-8 2.4953.10-5 

Min αy    [90/77/53/69/51/77/43/38]S 2.4941.10-5 6.0218.10-8 

Min αx AS4-Boron/Epoxy    [45/90/45/82/45/90/45/82]S 1.7397.10-6 3.3066.10-6 

Min αy    [45/-17/45/-17/45/17/45/17]S 3.3878.10-6 1.7243.10-6 
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The results of optimization scenario 2 ware 

given in Tables 6 and 7. Table 6 shows the results of 

the optimum stacking sequences with traditional 0°, 

45°, and 90° fiber angles for the [A/B]4S hybrid 

laminates of GY70/Epoxy. As seen in Table 6, most 

of the designs with thermal expansion coefficients in 

the order of 10−7 – 10−8 were obtained. The best 

thermal expansion coefficient value of 𝛼𝑥 for 

dimensional stability was achieved in GY70-E-

Glass/ Epoxy hybrid composite with 7.9853·10-8 

1/°C. For the thermal expansion coefficient of (𝛼𝑦), 

the best dimensional stability was reached in GY70-

AS4/Epoxy with a value of 3.5850·10-8 1/°C. 

Furthermore, it is seen that more optimum stacking 

sequences with lower thermal expansion coefficients 

were obtained in the y direction of the laminates than 

in the x direction in terms of dimensional stability. 

Table 7 indicates the results of the stacking 

sequences with the traditional fiber angles for the 

[A/B]4S hybrid laminates of AS4/Epoxy. 

It is noticed that the coefficients of thermal 

expansion (CTEs) were mainly obtained in the order 

of 10−8 in the optimization problems. Moreover, 

lower CTE values were found for the 𝛼𝑦 compared 

to the  𝛼𝑥. However, it is seen that the desired 

dimensional stability could not be reached for the 

AS4-Boron/Epoxy hybrid laminate design cases.  

Considering the dimensionally stable hybrid 

designs of the traditional fiber and continuous fiber 

angles (optimization scenario 1 and 2) 

comparatively, it can be said that the trend of finding 

lower CTE is higher in the hybrid designs with the 

continuous fiber angles, as can be expected. 

However, it is seen that the hybrid laminate 

optimization with the traditional angles yielded 

competitive results in several cases as well. 

On the other hand, when all continuous 

angled-hybrid designs are compared with 

continuous-angled non-hybrid designs, it can be 

interpreted that the dimensional stability 

performances of the hybrid designs are mainly at a 

better level than the non-hybrid designs. However, 

considering the comparison of the traditional angled 

hybrid and non-hybrid designs, it is seen that 

IM6/Epoxy and Boron/Epoxy non-hybrid 

composites provided better results alone than most of 

the hybrid designs. Furthermore, unexpectedly, the 

𝛼𝑥 values were obtained lower in the non- hybrid 

designs of GY70/Epoxy compared to its hybrid 

designs, and the 𝛼𝑦 values were obtained lower in the 

non-hybrid designs of AS4/Epoxy compared to its 

hybrid designs. 

 

 
Table 6. [A/B]4S optimization results of hybrid composite plates with the traditional angles (A - GY70/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/°C) 

αy 

(1/°C) 

Min αx Gy70-Spectra/Epoxy [0/457]S -2.1054.10-7 1.6145.10-5 

Min αy [90/45/90/0/45/0/45/0]S 1.5838.10-5 9.6472.10-8 

Min αx GY70-Kevlar 49/Epoxy [454/90/452/0]S -3.6668.10-7 1.4168.10-5 

Min αy [904/45/903]S 1.4168.10-5 -3.6818.10-8 

Min αx Gy70-E-Glass/Epoxy [453/90/453/90]S 7.9853.10-8 1.2666.10-6 

Min αy [45/0/45/0/45/0/90/0]S 1.2028.10-6 1.1590.10-7 

Min αx Gy70-IM6/Epoxy [0/90/0/90/0/90/45/90]S 2.8254.10-7 1.1114.10-5 

Min αy [454/904]S 1.1504.10-5 -1.0670.10-7 

Min αx Gy70-AS4/Epoxy [458]S 2.6999.10-6 2.6999.10-6 

Min αy [908]S 5.3640.10-6 3.5850.10-8 

Min αx Gy70-Aramid/Epoxy [0/452/0/453/0]S -4.0097.10-7 2.8601.10-5 

Min αy [45/90/452/90/453]S 2.8601.10-5 -4.0097.10-7 

Min αx Gy70-Boron/Epoxy [45/90/453/90]S 2.8872.10-6 2.5032.10-6 

Min αy [45/0/45/0/45/0/90/0]S 9.1449.10-8 3.6559.10-7 
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Table 7. [A/B]4S optimization results of hybrid composite plates with the traditional angles (A - AS4/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/°C) 

αy 

(1/°C) 

Min αx AS4- Spectra/Epoxy [0/90/0/455]S 1.8388.10-8 1.4565.10-5 
Min αy [45/0/90/45/90/453]S 14565.10-5 1.8388.10-8 
Min αx AS4-E-Glass/Epoxy [45/90]4S -3.9553.10-8 2.6416.10-6 
Min αy [45/0]4S 2.6416.10-6 -3.9553.10-8 
Min αx AS4-Kevlar 49/Epoxy [90/453/90/452/0]S -2.9896.10-7 1.1833.10-5 
Min αy [908]S -7.3619.10-5 1.1608.10-8 
Min αx AS4- IM6/Epoxy [45/90/456]S 8.0512.10-7 7.1873.10-6 
Min αy [908]S 8.0123.10-6 -1.9915.10-8 
Min αx AS4- GY70/Epoxy [458]S 2.6999.10-6 2.6999.10-6 
Min αy [908]S 5.3640.10-6 3.5850.10-8 
Min αx AS4-Aramid/Epoxy [90/456/0]S 3.2255.10-7 3.9063.10-5 
Min αy [0/452/904]S 3.9063.10-5 3.2255.10-7 
Min αx AS4-Boron/Epoxy [45/90]4S 1.7403.10-6 3.2993.10-6 
Min αy [45/0]4S 3.2993.10-6 1.7403.10-6 

 

The results of optimization scenario 3 are 

given in Tables 8 and 9. Table 8 shows the results of 

the optimum stacking sequences with the continuous 

fiber angles for the [A/B]4S hybrid laminates of 

GY70/Epoxy, and Table 9 presents the results of the 

continuous fiber-angled hybrid designs for the 

[A/B]4S hybrid laminates of AS4/Epoxy. As seen in 

Table 8, in most of the designs, thermal expansion 

coefficients have been obtained in the order of 10−7 – 

10−9. The lowest 𝛼𝑥 value was obtained with GY70-

Kevlar49/Epoxy hybrid design as 4.3532·10−9 1/°C, 

and the lowest 𝛼𝑦  value was obtained as 3.3355·10−9 

1/°C in the GY70-E-Glass/Epoxy hybrid design. 

However, any optimum design that provides better 

dimensional stability in both directions could not be 

reached with the GY70-Boron/Epoxy design. 

 
Table 8. [A/B]4S optimization results of hybrid composite plates with the continuous angles (A - GY70/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/°C) 

αy 

(1/°C) 
Min αx GY70-Spekctra /Epoxy [4/23/11/36/38/32/43/67]S -3.9410.10-8 -1.5974.10-5 
Min αy [55/72/83/88/19/45/70/62]S 1.5961.10-5 -2.6662.10-8 

Min αx GY70-Kevlar49/Epoxy [12/0/29/1/22/1]S 4.3532.10-9 1.4127.10-6 
Min αy [842/56/52/42/63/5/57]S 1.4114.10-5 1.6471.10-8 

Min αx GY70-E-Glass/Epoxy [25/80/57/45/36/16/57/71]S -7.4635.10-8 1.6722.10-6 
Min αy [0/84/89/36/49/46/48/5]S 1.6799.10-6 3.3555.10-9 

Min αx GY70- IM6/Epoxy [5/58/6/02/83/56/38]S 4.1138.10-8 1.1356.10-5 
Min αy [73/80/77/53/36/72/89/28]S 1.1334.10-5 6.3394.10-8 

Min αx GY70- AS4/Epoxy [82/10/37/9/84/54/83/48]S 8.0163.10-7 -1.2367.10-8 
Min αy [1/0/1/2/03/-1]S 3.1808.10-8 5.3994.10-6 

Min αx GY70-Aramid/Epoxy [37/21/48/61/82/6/50/37]S 1.1212.10-7 2.8088.10-5 
Min αy [56/65/15/78/35/85/75/36]S 2.8290.10-5 -8.9561.10-8 

Min αx GY70- Boron/Epoxy [45/32/60/48/0/21/16/12]S 1.9348.10-6 1.1787.10-8 
Min αy [20/25/19/22/48/78/76/63]S 1.4528.10-6 25505.10-6 
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In Table 9, it can be noted that high 

dimensional stability at adequate levels was met in 

almost all design cases, and the CTE values were 

obtained generally in the order of 10-8 – 10-10. The 

hybrid designs of Spectra/Epoxy, Kevlar 49/Epoxy, 

and E-Glass/Epoxy composites are better in terms of 

dimensional stability than the other designs. 

However, similarly as in the hybrid of GY70/Epoxy, 

an optimum design solution for high dimensional 

stability also could not be found in the AS4-

Boron/Epoxy hybrid composite. 

 

Table 9. [A4/B4]S optimization results of hybrid composite plates with the continuous angles (A - AS4/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/ °C) 

αy 

(1/ °C) 

Min αx AS4-Spectra/Epoxy [61/56/882/7/36/88/34]S 8.4239.10-10 1.4587.10-5 

Min αy [1/28/02/1/21/1/0]S 1.4582.10-5 -3.7348.10-9 

Min αx AS4-Kevlar 49/Epoxy [7/0/12/0/-1/02]S 1.4736.10-8 1.1519.10-5 

Min αy [66/88/48/68/41/1/22/19]S 1.1558.10-5 -2.3927.10-8 

Min αx As4-IM6/Epoxy [2/0/22/1/0/2/-1]S 8.5961.10-9 7.9838.10-6 

Min αy [42/78/90/87/70/31/37]S 8.2459.10-6 -2.5348.10-7 

Min αx AS4-GY70/Epoxy [31/22/14/6/39/72/1/18]S 2.0431.10-9 5.3978.10-6 

Min αy [1/03/84/3/02]S -3.8115.10-9 5.4036.10-6 

Min αx AS4-E-Glass/Epoxy [40/43/402/88/83/76/87]S 1.7913.10-9 2.6082.10-6 

Min αy [51/50/522/43/8]S 2.6075.10-6 -3.7028.10-9 

Min αx AS4-Aramid/Epoxy [51/32/86/46/65/4/44/48]S 1.1744.10-8 3.9374.10-7 

Min αy [36/57/43/77/69/52/90/80]S 3.9461.10-5 -7.5021.10-8 

Min αx AS4- Boron/Epoxy [454/90/822/90]S 1.7397.10-6 3.3066.10-6 

Min αy [454/-184]S 1.7619.10-6 3.3415.10-6 

The results of optimization scenario 4 were 

presented in Tables 10 and 11. Tables 10 and 11 

show the results of the optimum stacking sequence 

designs with the traditional fiber angles for the 

[A/B]4S hybrid laminates of GY70/Epoxy and 

AS4/Epoxy, respectively. 
 

Table 10. [A4/B4]S optimization results of hybrid composite plates with the traditional angles (A -GY70/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/ °C) 

αy 

(1/ °C) 

Min αx Gy70-Spectra/Epoxy [0/457]S -2.1054.10-7 1.6145.10-5 
Min αy [45/902/45/9045/902]S 1.5838.10-5 9.6472.10-8 
Min αx GY70-Kevlar 49/Epoxy [0/453/90/453]S 2.8727.10-7 1.3844.10-5 
Min αy [45/903/04]S 1.4092.10-7 3.8510.10-8 
Min αx GY70-E-Glass/Epoxy [902/453/90]S 6.5897.10-9 1.7011.10-6 
Min αy [456/90/45]S 1.4399.10-6 3.9905.10-8 
Min αx GY70- IM6/Epoxy [03/45/904]S 2.8254.10-7 1.1114.10-5 
Min αy [452/903/452/90]S 1.1504.10-5 -1.0670.10-7 
Min αx GY70-AS4/Epoxy [458]S 2.6999.10-6 2.6999.10-6 
Min αy [908]S 53640.10-6 3.5850.10-8 
Min αx GY70-Aramid/Epoxy [902/45/90/04]S -4.3333.10-7 1.4868.10-5 
Min αy [902/45/905]S 1.4868.10-5 -4.3333.10-7 
Min αx GY70- Boron/Epoxy [454/90/45/90/45]S 1.5102.10-6 2.8872.10-6 
Min αy [453/90/04]S 1.8574.10-6 3.6559.10-7 
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Tablo 11. [A4/B4]S optimization results of hybrid composite plates with the traditional angles (A - AS4/Epoxy) 

Opt. Hybrid Composite Stacking Sequence 
αx 

(1/ °C) 

αy 

(1/ °C) 
Min αx AS4-Spektra/Epoxy [02452/90/453]S 1.4565.10-8 1.8388.10-5 
Min αy [45/902/45/90/453]S 1.8388.10-5 1.4565.10-8 
Min αx AS4Kevlar 49/Epoxy [0/457]S -5.5543.10-7 -1.2090.10-5 
Min αy [908]S 1.1608.10-5 -7.3619.10-8 
Min αx AS4- E-Glass/Epoxy [45/90]4S -3.9553.10-8 2.6416.10-6 
Min αy [45/0]4S 2.6416.10-6 -3.9553.10-8 
Min αx AS4-IM6/Epoxy [0/453/90/453]S 8.0512.10-7 7.1873.10-6 
Min αy [908]S 8.0123.10-6 -1.9915.10-8 
Min αx AS4-GY70/Epoxy [458]S 2.6999.10-6 2.6999.10-6 
Min αy [908]S 5.3640.10-6 3.5850.10-8 
Min αx AS4-Aramid/Epoxy [904/04]S 8.8268.10-7 2.4118.10-5 
Min αy [908]S 2.4118.10-5 8.8268.10-7 
Min αx AS4-Boron/Epoxy [454/904]S 1.7403.10-6 3.2993.10-6 
Min αy [454/04]S 3.2993.10-6 1.7403.10-6 

It is seen from Table 10 that the dimensional 

stability performance of the GY70/Epoxy hybrid 

composites has been improved in the order of       10-

7 – 10-9 in most of the design problems except for the 

GY70-Boron/Epoxy hybrid design. Besides, the 

performance of the dimensional stability of the 

AS4/Epoxy hybrids (Table 11) has also been 

improved to the order of 10-8 in many problems 

except for the AS4-Boron/Epoxy hybrid composite. 

If the hybrid designs of the continuous fiber 

angles are compared to the designs of the traditional 

fiber angles (optimization scenarios 3 and 4), it is 

seen that the trend of finding lower CTE is higher in 

the hybrid designs with the continuous fiber angles, 

which is similar to the design cases in the 

optimization scenarios 1 and 2. In particular, the CTE 

values of the hybrid designs of AS4/Epoxy with the 

continuous angles were obtained lower (in the order 

of 10-9 and 10-10) than the hybrid designs of 

GY70/Epoxy (in the order of 10-8 and 10-9).  

On the other hand, considering hybrid and 

non-hybrid designs of the continuous angled 

laminates, all the optimum designs of the 

GY70/Epoxy hybrids provide lower CTE values 

compared to the non-hybrid GY70/Epoxy design. 

However, the hybrid designs of GY70/Epoxy could 

not reach the minimum CTE values, in which min 𝛼𝑥 

was obtained by the non-hybrid AS4/Epoxy design 

and min 𝛼𝑦 was obtained by the non-hybrid 

Boron/Epoxy design. When the hybrid designs of 

AS4/Epoxy are compared with the non-hybrid 

designs of AS4/Epoxy, it is seen that 𝛼𝑦 values are 

lower in all the hybrid designs; however, 𝛼𝑥  values 

are lower in hybrid designs of AS4-Spectra/Epoxy, 

AS4-GY70/Epoxy, and AS4-E-Glass/Epoxy. 

Regarding the comparison of the AS4/Epoxy hybrid 

designs and the other non-hybrid designs, 𝛼𝑥 values 

were obtained lower in of AS4-Spectra/Epoxy, AS4-

GY70/Epoxy, and AS4-E-Glass/Epoxy composites 

as compared to the best min 𝛼𝑥 value of the non-

hybrid designs other than AS4/Epoxy. However, any 

optimum designs of min 𝛼𝑦 were not found by any 

of the hybrids of AS4/Epoxy, considering the min 𝛼𝑦 

non-hybrid designs of materials other than 

AS4/Epoxy.  

Considering the comparison of hybrid and 

non-hybrid designs of the traditional angled 

laminates, it can be said that all the designs of the 

GY70/Epoxy hybrids provided higher dimensional 

stability compared to the non-hybrid GY70/Epoxy 

design, which is similar to the continuous case. If the 

AS4/Epoxy hybrid designs are compared to the 

AS4/Epoxy non-hybrid designs, it can be noted that 

AS4-Spectra/Epoxy, AS4-Kevlar 49/Epoxy, and 

AS4-E-Glass/Epoxy hybrid designs ensured lower 

CTE values than the non-hybrid design for min 𝛼𝑥 

optimization. However, only AS4-Kevlar 49/Epoxy 

yielded a lower CTE value in min 𝛼𝑦 optimization. 

Considering the comparison of AS4/Epoxy hybrids 

and the non-hybrid designs other than AS4/Epoxy, 

better CTE values were obtained for only the AS4-

Spectra/Epoxy hybrid design for both minimum 𝛼𝑥 
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and 𝛼𝑦.  

It is also important to compare the results of 

optimum continuous and traditional angled hybrid 

laminate designs of the [A/B]4s sequence with the 

results of the [A4/B4]S sequence. In continuous 

angled designs, for the min 𝛼𝑥 optimization of 

GY70/Epoxy hybrids, all the designs of [A/B]4s 

sequence provide better dimensional stability than 

the designs of [A4/B4]S sequence, except GY70-

Kevlar 49/Epoxy laminate. For the min 𝛼𝑦 

optimization of GY70/Epoxy, all the hybrid designs 

of the [A/B]4S sequence yield higher dimensional 

stability than the designs of the [A4/B4]S sequence, 

apart from the GY70-Kevlar 49/Epoxy and GY70-E-

Glass/Epoxy designs.  

In the AS4/Epoxy hybrid designs, AS4-

Spectra/Epoxy, AS4-E-Glass/Epoxy, AS4-

GY70/Epoxy, and AS4-Aramid/Epoxy laminates 

give lower CTE values of 𝛼𝑥 in the [A4/B4]S 

sequence than the [A/B]4s sequence. Besides, AS4-

Kevlar 49/Epoxy, AS4-IM6/Epoxy, and AS4-

Boron/Epoxy laminate designs of the [A4/B4]S 

sequence yield smaller CTE values of 𝛼𝑥  compared 

to the [A4/B4]S sequence. On the other hand, it is seen 

for the min 𝛼𝑦 optimization that the hybrid designs 

of the [A/B]4S sequence provide better dimensional 

stability except for AS4-Spectra/Epoxy and AS4-E-

Glass/Epoxy laminates than the designs of the 

[A4/B4]S sequence. 

Considering the traditional angled case, for 

the min 𝛼𝑥 optimization cases, the GY70/Epoxy 

hybrid laminate designs of Spectra/Epoxy and 

IM6/Epoxy give the same results for both [A/B]4S 

and [A4/B4]S sequences. The hybrid designs of 

GY70-Kevlar 49/Epoxy and GY70-E-Glass/Epoxy 

show higher dimensional stability in the [A4/B4]S 

sequence than the [A/B]4S sequence. However, the 

optimum GY70-Aramid/Epoxy design has lower 

CTE and thus higher dimensional stability in the 

[A/B]4S sequence compared to the [A4/B4]S sequence. 

For the min 𝛼𝑦 optimization cases, GY70-

Spectra/Epoxy, GY70-IM6/Epoxy, and GY70-

AS4/Epoxy laminate designs yield the same results 

for both sequences. Moreover, the [A/B]4S sequence 

shows better dimensional stability performance in 

GY70-Kevlar 49/Epoxy and GY70-Aramid/Epoxy 

laminate designs, and the [A4/B4]S sequence provides 

a lower CTE-valued hybrid design with E-

Glass/Epoxy.  

In the results of AS4/Epoxy hybridized 

designs, it is noted for the min 𝛼𝑥 optimization that 

the dimensional stability performance was obtained 

at the same level for AS4-E-Glass/Epoxy and AS4-

IM6/Epoxy hybrid laminates in both material 

sequences. Besides, lower CTE values for the 

[A/B]4S sequence were obtained in the hybrid designs 

of AS4-Kevlar 49/Epoxy and AS4-Aramid/Epoxy 

compared to the [A4/B4]S sequence results. However, 

it is seen that the AS4-Spectra/Epoxy hybrid gives a 

better min 𝛼𝑥 result for the [A4/B4]S sequence than 

the [A/B]4S sequence. Regarding the min 𝛼𝑦 

optimization, lower CTE values were obtained at the 

same level for AS4-E-Glass/Epoxy, AS4-

IM6/Epoxy, and AS4-GY70/Epoxy hybrid laminates 

in both material sequences. Similar to the min 𝛼𝑥 

case, lower CTE values for the [A/B]4S sequence 

were obtained in the hybrid designs of AS4-Kevlar 

49/Epoxy and AS4-Aramid/Epoxy compared to the 

[A4/B4]S sequence results, whereas the AS4-

Spectra/Epoxy hybrid gives better results for the 

[A4/B4]S sequence than the [A/B]4S sequence.  

Considering the studies in the literature [9], 

[10], it can be seen that CTE values range between 

the orders of 10-6 and 10-7 in general. However, when 

compared to the results in the literature, minimum 

CTE values of up to the 10-10 order could be obtained 

by optimization, using continuous fiber angles in 

particular.  
 

6.2. Dimensional Stability Performance of the 

Optimum Designs 

 

In this section, the optimum hybrid min 𝛼𝑥 and 𝛼𝑦 

designs that are better in terms of dimensional 

stability were selected to test their durability under 

specific thermal changes. Tsai-Wu and Hashin-

Rotem failure criteria were considered to evaluate 

whether the hybrid composites in question would fail 

or not. Thermal loads were determined as a 

maximum negative and a maximum positive 

temperature change according to the reference 

values, ΔT = −157 °C and ΔT = 121 °C, which were 

reported by NASA as the maximum temperature 

changes that materials in space are subjected to [28].  

It is worth mentioning that the selection of 

the hybrid designs to be tested in terms of thermal 

durability was made according to the optimum 

designs with lower thermal expansion coefficient 

values among all designs. In this regard, for the 

[A/B]4S sequence, the selected optimum hybrid 

composites are GY70-IM6/Epoxy and AS4-E-

Glass/Epoxy laminates of both traditional and 

continuous fiber-angled designs. Figures 4–7 show 

the thermal durability of these hybrid composites, 

respectively. 
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Figure 4. Thermal loading performances of min (𝛼𝑥) [(0GY70/90IM6)3/45GY70/90IM6]S , and min (𝛼𝑦) 

[(45GY70/45IM6)2/(90GY70/90IM6)2]  hybrid designs: (a) GY70 laminate, (b) IM6 laminate 

 
(a) 

 
(b) 
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(a) 

 
(b) 

 

Figure 5. Thermal loading performances of min (𝛼𝑥) [45AS4/90Gl]4S, and min (𝛼𝑦) [45AS4/0Gl]4S hybrid designs: (a) 

AS4 laminate, (b) E-Glass (Gl) laminate 
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     (a) 

 
(b) 

 

Figure 6. Thermal loading performances of min (𝛼𝑥)  [41GY70/8IM6/52GY70/23IM6/51GY70/8IM6/27GY70/26IM6]S, and min 

(𝛼𝑦) [90GY70/35IM6/35GY70/7IM6/64GY70/39IM6/42GY70/44IM6]S 

 hybrid designs: (a) GY70 laminate, (b) IM6 laminate 
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(a) 

 

(b)  

Figure 7. Thermal loading performances of min (𝛼𝑥)  [39AS4/89Gl/42AS4/83Gl/42AS4/84Gl/39AS4/83Gl]S, and min (𝛼𝑦)   

[50AS4/4Gl/53AS4/4Gl/(50AS4/4Gl)2]S hybrid designs: (a) AS4 laminate, (b) E-Glass (Gl) laminate 
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It is seen from the figures that min 𝛼𝑥   and 

min 𝛼𝑦 designs do not fail according to the Tsai-Wu 

(TW) and Hashin-Rotem (HR) failure criteria for all 

the layers, which is shown in detail in the small 

figure on the upper left of the figure. However, it can 

be noted that GY70/Epoxy and IM6/Epoxy 

laminates of min 𝛼𝑥  [(0GY70/90IM6)3/45GY70/90IM6]S 

hybrid design (Figure 4) are very close to the failure 

limit under both thermal loads of ΔT = −157 °C and 

ΔT = 121 °C according to the Hashin-Rotem failure 

criterion. Considering Figure 5, it was observed that 

the AS4 laminates of min 𝛼𝑥   and min 𝛼𝑦  hybrid 

designs have the same failure index values, close to 

the failure limit of HR for each thermal load. Also, it 

can be said that E-Glass laminates of min 𝛼𝑥  design 

are on the critical edge of failure for both thermal 

loads. As for Figure 6, it is seen that thermal loads 

cause relatively small values of stresses in the GY70 

and IM6 laminates of the hybrid designs due to the 

utilization of continuous fiber angles in stacking 

sequences. A similar situation is also valid for the 

min 𝛼𝑥  and min 𝛼𝑦  designs of the AS4-E-

Glass/Epoxy hybrid composite depicted in Figure 7.  

As for the [A4/B4]S sequence, the selected 

optimum hybrid designs are GY70-E-Glass/Epoxy 

laminates in both traditional and continuous designs. 

On the other hand, the selected optimum hybrid 

continuous designs of AS4/Epoxy include 

combinations with IM6/Epoxy and Spectra/Epoxy 

laminates. The thermal durability of these hybrid 

composites is shown in Figures 8–1, respectively.  

 

 
 

 

 

 
(a) 
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(b)  

Figure 8. Thermal loading performances of min (𝛼𝑥) [(90GY70)2/(45GY70)2/(45Gl)3/90Gl]S, and min (𝛼𝑦)   

[(45GY70)4/(45Gl)2/90Gl/45Gl]S hybrid designs: (a) GY70 laminate, (b) E-Glass (Gl) laminate 

 

 

               (a) 
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(b) 

 

Figure 9. Thermal loading performances of min (𝛼𝑥) [0AS4/(45AS4)3/90IM6/(45IM6)3]S, and min (𝛼𝑦) [(90AS4)4/(90IM6)4]S 

hybrid designs: (a)AS4 laminate, (b) IM6 laminate 

 

(a) 
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(b) 

Figure 10. Thermal loading performances of min (𝛼𝑥) [25AS4/80AS4/57AS4/45AS4/36IM6/16IM6/57IM6/71IM6]S, and            

min (𝛼𝑦) [0AS4/84AS4/89AS4/36AS4/49IM6/46IM6/48IM6/5IM6]S hybrid designs: (a)AS4 laminate, (b) IM6 laminate 

 

      (a) 
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(b)  

Figure 11. Thermal loading performances of min (𝛼𝑥) [61AS4/56AS4/(88AS4)2/7Sp/36Sp/88Sp/34Sp]S, and min (𝛼𝑦) 

[1AS4/28AS4/(0AS4)2/1Sp/21Sp/1Sp/0Sp]S hybrid designs: (a)AS4 laminate, (b) IM6 laminate 

 

 

Figures 8–11 show that min 𝛼𝑥 and min 𝛼𝑦 

designs do not fail according to both Tsai-Wu (TW) 

and Hashin-Rotem (HR) failure criteria for all layers 

of the hybrid composites. That can be observed in 

more detail at the top left of all the figures. As in the 

case of the [A/B]4S sequence (Figures 4–7), it can be 

said that all the [A4/B4]S hybrid designs are readily 

within the safe zone according to the TW failure 

criterion. However, it seems that the stress values of 

many min 𝛼𝑥 and min 𝛼𝑦 designs are very close to 

the failure envelope of the HR failure criterion, even 

if these hybrid laminates can still be accepted in a 

safe zone. This situation can be noted mainly for the 

hybrid laminates presented in Figures 9 and 10.  

 

7. Conclusion 

 

In this study, the focus was on achieving dimensional 

stability optimization using hybrid composite 

materials. The selected hybrid composite materials to 

be used were Aramid/Epoxy, AS4/Epoxy, 

Boron/Epoxy, E-Glass/Epoxy, IM6/Epoxy, 

GY70/Epoxy, Kevlar49/Epoxy, and Spectra/Epoxy. 

The optimum fiber orientations in the [A/B]4s and 

[A4/B4]S laminate sequences of the 16-layer hybrid 

composite laminates having minimum thermal 

expansion coefficients in the x and y directions were 

investigated by the GA/GPSA hybrid algorithm 

constituted via the MATLAB program. 

All the non-hybrid and hybrid composite 

laminate results indicate that both optimum stacking 

sequences of the [A/B]4S and [A4/B4]S material 

sequences can minimize the thermal expansion 

coefficients, min 𝛼𝑥  and min 𝛼𝑦 up to the order of 

10-10. It was noted that [A/B]4S   hybrid designs are 

slightly better than [A4/B4]S hybrid designs. When 

comparing the non-hybrid designs with all the hybrid 

designs, it was observed that the dimensional 

stability levels of the non-hybrid designs can be 

reduced to the order of 10-9, whereas the hybrid 

designs can achieve even lower dimensional stability 

levels. Considering the continuous and traditional 

fiber-angled designs obtained through dimensional 

stability optimization, it was found that the optimum 

stacking sequences using continuous fiber angles 

provide better dimensional stability compared to the 

results of using traditional fiber angles in both 

material sequences. Furthermore, it can be stated that 
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all hybrid designs obtained for both material 

configurations exhibited dimensional stability levels 

according to the coefficients of thermal expansion 

ranging from 10-7 to 10-10 in general. 

Additionally, the selected dimensionally 

stable hybrid designs were tested for their durability 

to temperature changes using the Tsai-Wu and 

Hashin-Rotem failure criteria. The results indicated 

that the majority of the selected optimum hybrid 

composite laminate designs were safe according to 

the failure criteria under positive and negative 

temperature changes. Overall, this study highlights 

the significant role of optimizing hybrid laminated 

composite laminate designs using various composite 

materials in achieving the maximum possible 

dimensional stability. Furthermore, these findings 

may provide valuable insights for future 

optimization studies in the design of laminated 

composite materials, particularly for aerospace 

applications. 
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Abstract 

In this study, since the nationwide partial curfews during the COVID-19 process in 

Türkiye began on November 18, 2020; especially for the periods between 

25.11.2020-31.05.2022, the daily new cases and for the periods between 27.03.2020-

31.05.2022, deaths and for the periods between 27.03.2020 to 04.07.2021, fatality 

rates are monitored by quality control charts. In this research, Run charts, EWMA 

control charts, and p-control charts are used for monitoring the COVID-19 process 

in Türkiye. In the periods of nationwide extended curfews (December 1, 2020–

February 28, 2021), full lockdown (April 29–May 16, 2021), and gradual 

normalization (May 17– May 31, 2021), the number of daily cases and deaths show 

downward trend as it is expected. However, in periods of the local decision-making 

phase (March 1–29, 2021) and revised local decision-making phase (March 30–April 

13, 2021), the number of new daily cases and deaths show an upward trend. In partial 

lockdown period (April 14-28, 2021), while the number of daily cases shows a 

downward trend, the number of deaths shows an upward trend. For January 1-May 

31, 2022, both the number of daily cases and deaths show an upward trend until 

February 2022, when they reach a peak for this month then they start to decrease 

gradually. Fatality rate results show that in the periods of 27.03.2020–17.11.2020, 

01.12.2020–28.02.2021, 01.03.2021–29.03.2021, 29.04.2021–16.05.2021 and 

01.06.2021-04.07.2021, there are uptrends or downtrends. The daily new 

cases/deaths and fatality rates due to COVID-19 are monitored rapidly and 

effectively by control charts. In the future, the risks of this pandemic could be raised 

again and in that case, the effects of various precautions on the number of cases or 

deaths could be monitored by using various quality control charts and the process 

could be managed logically and scientifically for Türkiye. 

 

 
1. Introduction 

 

The outbreak of COVID-19 rapidly disseminated 

from China in December 2019, and in March 2020, 

stated as a pandemic by the World Health 

Organization. Türkiye reported its first COVID-19 

case on 11.03.2020, and since that time, more than 17 

million cases and 100000 deaths reported in the 

country. The surge in the number of new patients, 

cases, and deaths has posed a significant risk to public 

health in Türkiye, as in other countries. To mitigate 
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this risk, Türkiye and other nations have implemented 

measures to contain the spread of the virus, and 

mitigate the pandemic's negative impact on public 

health and economies [1]. 

 Statistical Process Control (SPC) methods 

have significant roles in monitoring hospital 

performance, for example, fatality rate, pre and post-

operative complexities, and number of infections in a 

hospital, etc. [2, 3]. SPC and the control chart, which 

is its prime instrument, allow researchers better with 

communicating and understanding data from 
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healthcare advance attempts [4]. Hence, the usage of 

SPC appears well-fitted for directing the pandemic by 

carefully observing indicators for the active 

development of the control plans applied by 

healthcare practitioners and political authorities. 

There are studies on using quality control 

charts for monitoring COVID-19 data sets for 

different countries. Some of them listed below [5]. 

 Arafah [6] inspected the usage of Laney p’ 

control chart and the practice of test rules for 

evaluating governmental intercessions during the 

COVID-19 pandemic and understanding how specific 

actions and circumstances that happened affected the 

infection proportion. Laney (2002) has warned about 

the potential for overdispersion when employing the 

p-control chart, particularly for scenarios with large 

sample sizes, which could result in control limits too 

closely spaced. This closeness may lead to identify an 

excessive number of data points signal particular 

cause variation inappropriately. Laney introduced the 

concept of the Laney p’ control chart to mitigate this 

risk. The infection rate (IR) data for the period of 

31.10.2020-19.03.2022 used. IR computed by 

dividing the number of confirmed cases by the 

number of PCR (polymerase chain reaction) tests 

conducted. He used the Laney p’ control chart for 

monitoring the COVID-19 IR and compared its 

performance with the exponentially weighted moving 

average (EWMA) control chart. Moreover, the 

performance of different test rules in observing IR 

changes analyzed. Making a comparison of the 

EWMA control chart with the Laney p’ control chart, 

the data revealed that in most situations, the Laney p’ 

control chart could specify the variation of IR faster. 

Odunayo et al. [7] monitored the analysis of COVID-

19 in Africa. The data set was obtained from the 

Africa Centre for Disease Control (Africa CDC) at 

10:00 PM on 24.04.2020, which contains several 

African countries with a number of deaths, number of 

discharged/recovered cases, and confirmed cases. 

Control charts, Pareto analysis, fishbone diagram, pie 

chart, and bar chart were the quality control methods 

used in this study. For Pareto analysis to identify the 

Areas (Countries) where more intervention would be 

needed, they draw a horizontal line from the 80% 

mark on the vertical cumulative percentage axis and, 

where it crosses the line graph, a line down to the 

horizontal axis also was drawn. The Pareto analysis 

indicated that 14 countries to the left of this line 

comprised 80% of the whole of the infected countries 

and the fishbone diagram described the symptoms for 

checking out for a patient infected by COVID-19. The 

trend analysis showed that the spread of the pandemic 

keeping going on to increase. The pie chart showed 

that pandemic has been still under control while the 

death proportion has not been under control. Odunayo 

et al. [8] used the data retrieved from the Africa CDC 

at 10:00 PM on 27.05.2020, which consisted of 

several African countries' COVID-19 data. The 

number of deaths, a number of recovered cases, and 

confirmed cases of African countries' were used. In 

this study monitoring and tracking tools were trend 

plot, pie chart, Pareto analysis, bar chart, and control 

chart. The trend plot depicted the trend of the outbreak 

of the disease. The Pareto analysis indicated that 13 

countries (South Africa, Egypt, Algeria, Nigeria, 

Morocco, Ghana, Cameroon, Sudan, Guinea, 

Djibouti, Republic of Congo, Gabon, and Somalia) 

were the most infected African countries. The trend 

analysis indicated a geometric increase in the spread 

of the pandemic despite the lockdown, and other 

measures put in place to curb the pandemic. Finally, 

from the performance evaluation, it was clear that the 

spread was likely to be under control from the pie 

chart. However, the death proportion has already been 

not under control. Fawzy and Ghalib [9] used the K- 

Nearest Neighbor Control Chart (K2-chart) and 

Kernel Principal Component Analysis Control Chart 

for the analysis. Relying on the daily epidemiological 

position of the Public Health Department of the Iraqi 

Ministry of Health, 18 variables representing the 

governorates of Iraq were used. An average run length 

metric was employed to assess the effectiveness of the 

charts. The findings indicated that the spread of 

infections related to the new coronavirus increased 

without control. Notably, the K2 chart exhibited 

superior performance in the short term, while both 

charts demonstrated relatively equal performance in 

the medium and long term. Hidayat et al. [10] 

assessed the data quality for determining the possible 

errors, which was sourced from the 'COVID-19 Data 

Repository by the Center for Systems Science and 

Engineering (CSSE) at Johns Hopkins University. 

They wanted to provide researchers with insights into 

the data's reliability before usage and then used 

control charts and acceptance sampling. 30% of the 

data was detected using a control chart and examined 

for potential errors. COVID-19 time-series data, 

22.07.2020-01.08.2020 was used. The methods used 

were acceptance sampling and control charts. The 

Shewhart individual control chart was used. They 

detected data input errors, confirmed data is lower 

than recover, decreasing value, confirmed data is 

lower than death, zero confirm on the first date, not 

zero recovers on the first date, and not zero death on 

the first date. Their suggestion to researchers was to 

check and correct the dataset obtained from this data 

source before usage. Hidayat et al. [11] used a 

Tangent Control Chart (t-control chart) to determine 

countries that have identical positive case data trends 
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with Indonesia. t-control chart and Individual Moving 

Range Chart (I-MR Chart) showed that 71 countries 

out of 183 countries affected by the COVID-19 

epidemic, have a positive case data trend similar to 

Indonesia. Irhaif et al. [12] used EWMA and moving 

average control charts to monitor the number of 

people infected with COVID-19 for April 2020 and 

they compared it with the dataset from April 2021. 

The results showed that there were out-of-control 

points for both of these two years. However, in 2021 

the number of infections became double what it was 

in 2020 which indicated an increment in the number 

of patients infected with the virus. Mbaye et al. [5] 

used p-control chart to monitor the positivity rate, 

cure rate, and fatality rate for Senegal. The positivity 

fraction was moving away from the UCL as of 

07.06.2020, which indicated that the condition has 

been yet under control. The progress of the cure 

fraction exhibited irregularities, followed by an 

increase, and gradually reached its maximum between 

12.04.2020 and 20.04.2020. This period marked the 

widespread use of chloroquine for the treatment of 

COVID-19 in Senegal. The fatality fraction was 

rather low and was closer to the lower limit. But a 

slight increment had been seen in the latter. The 

observed phenomenon might be attributed to the rise 

in the incidence of COVID-19 cases, which in turn 

increased the number of severe cases and ultimately 

led to an increment in mortality. Mahmood et al. [13] 

conducted a comprehensive study to track variations 

in the number of deaths and classify growth phases, 

namely pre-growth, growth, and post-growth for 

Pakistan during the COVID-19 pandemic. To observe 

these changes, the authors employed c and EWMA 

control charts, based on secondary data of daily 

reported deaths in Pakistan owing to the pandemic. As 

per the c-control chart, Pakistan shifted from the pre-

growth phase to the growth phase on 31.03.2020. 

Meanwhile, the EWMA control chart indicated that 

Pakistan remained in the growth phase from 

31.03.2020 to 17.08.2020, with certain markers 

suggesting a decline in the number of deaths. The 

study inferred that Pakistan briefly entered the post-

growth phase from 27.07.2020 to 28.07.2020, 

following which it re-entered the growth phase with 

an alarm on 31.07.2020. Subsequently, the number of 

deaths began to decrease in August, implying a 

probable approximation of the post-growth phase in 

Pakistan. In their study, Mukhaiyar et al. [14] utilized 

a p-control chart for monitoring the fraction of 

positive COVID-19 cases in DKI Jakarta Province. 

The data used were derived from a sample of COVID-

19 tests conducted between April 2020 and January 

2021. Notably, the researchers did not statistically 

control the process of daily new COVID-19 cases, 

and several mean shifts in the fraction of positive 

cases were observed at different time intervals. The 

results of the study revealed a sustained upward trend 

in the fraction of positive cases, indicating a gradual 

rise in COVID-19 cases within the region. The study 

suggested that public behavior in Jakarta could serve 

as a model for the government in developing policies 

to contain the spread of COVID-19. The authors 

inferred that the COVID-19 situation persisted to be 

unmanageable due to the increased mobility of 

Jakarta's inhabitants, and the irregularities in the 

region. Parry et al. [15] devised a hybrid Shewhart 

control chart that integrates an I-control chart and c-

control chart with a log-regression slope to identify 

four distinct 'epochs' of the COVID-19 epidemic, 

namely, (i) pre-exponential growth, (ii) exponential 

growth, (iii) plateau or descent, and (iv) stability after 

descent. The chart's efficacy was validated using 

global data from various levels, including national, 

regional, and local. Local experts in the field were 

involved in the validation process, which entailed 

analyzing COVID-19 cases, hospitalizations, and 

deaths. They observed that the hybrid chart promptly 

and effectively indicated the onset of each of the four 

epochs. For instance, in the UK, a signal of the 

exponential growth of COVID-19 deaths was 

identified on 17 September, 44 days before the 

announcement of a comprehensive lockdown. 

Similarly, in California, USA signals highlighting 

increases in COVID-19 cases at the county level were 

noticed in December 2020 before the implementation 

of statewide stay-at-home orders, with subsequent 

declines in the weeks that followed. In Ireland, during 

December 2020, the hybrid chart identified rises in 

COVID-19 cases, succeeded by increases in 

hospitalizations, the number of deaths, and intensive 

care unit admissions. After national restrictions in late 

December, a parallel sequence of reductions in these 

measures was identified in January and February 

2021. Rashed and Eissa [16] sorted countries in 

descending order based on their respective residential 

census. The authors analyzed the top contributing 

countries, which accounted for approximately 60% of 

the total COVID-19 cases and deaths. The countries 

were ranked in decreasing order of cases as follows: 

USA, Italy, Spain, China and Germany. Similarly, for 

deaths, the order was Spain, the USA, and France. 

The authors identified a cubic relationship between 

the increasing number of cases and daily deaths. 

CUSUM control charts were utilized to monitor the 

daily changes in the epidemic disease registers, 

revealing that the disease's daily fluctuations had been 

on the rise and statistically out of control by 

17.03.2020 and 19.03.2020. Singh et al. [17] 

employed an X-bar control chart and EWMA control 
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chart to assess the transmission of COVID-19 in 

several major provinces of India, as well as all of 

India. Warning and control limits were calculated and 

analyzed for the average weekly growth. The study 

indicated that the pandemic cannot be expected to be 

brought under control shortly, as the average weekly 

growth index of COVID-19 continues to exceed 0. 

Yupaporn and Rapin [18] employed the cumulative 

distribution function of the total number of COVID-

19 cases over time to develop a quantile function to 

determine the levels of COVID-19 alarm. The authors 

monitored COVID-19 outbreaks using the EWMA 

control chart, and the control limits were established 

using both the delta technique, and the sample mean 

and variance technique. The study focused on 

selected countries and regions, namely Singapore, 

Thailand, Hong Kong, and Vietnam, for which the 

total number of COVID-19 cases from 15.02.2020 to 

16.12.2020 exhibited symmetric patterns. To 

compare the effectiveness of the two techniques, the 

authors applied them to an EWMA control chart 

based on the first hitting time to detect COVID-19 

outbreaks in the selected regions and countries. The 

results indicate that the sample mean and variance 

method outperforms the delta method in detecting the 

first hitting time. Additionally, the COVID-19 alert 

levels can be categorized into four stages to 

effectively monitor the COVID-19 situation. These 

stages assist authorities in formulating policies for 

monitoring, controlling, and safeguarding the 

population against a COVID-19 outbreak. Waqas et 

al. [19] explored Shewhart (�̄�, 𝑅, 𝐶) control charts and 

EWMA control chart for their study. They used the 

EWMA control chart due to its exceptional capability 

in detecting shifts and its compatibility with the 

dataset they employed. Daily deaths have been 

monitored for the period between March 2020 to 

February 2023. During the application on COVID-19 

deaths, the EWMA control chart accurately depicted 

mortality dynamics from March 2020 to February 

2022, indicating six distinct stages of death. The 3rd 

and 5th waves had been extremely catastrophic, 

resulting in a considerable loss of life. Notably, a 

persistent sixth wave appeared from March 2022 to 

February 2023. The EWMA map effectively 

pinpointed the peaks associated with each wave by 

thoroughly examining the time and amount of deaths, 

providing vital insights into the pandemic’s 

progression. The USA entered a seventh phase (6th 

wave) from March 2022 to February 2023, marked by 

fewer deaths. They pointed out the ongoing 

importance of maintaining vaccination campaigns 

and pandemic control measures. The authors 

recommended the incorporation of the EWMA 

control chart for monitoring immunization progress, 

deaths, and cases. 

 Control charts contribute to the ability to 

manage disease outbreaks efficiently, minimize their 

impact, and inform evidence-based decision-making. 

They are valuable tools for public health officials, 

epidemiologists, and policymakers, helping them 

respond effectively to such crises. After examining 

the studies on using quality control charts for 

monitoring COVID-19 data sets for different 

countries, it is realized that there is no study yet for 

Türkiye. In this study, COVID-19 data sets for 

Türkiye considered. The aim of the study is a 

comprehensive monitoring of daily cases, deaths, and 

fatality rates in Türkiye, especially considering the 

periods of restrictions. Hence, the effects of various 

precautions on the number of cases or deaths could 

monitored using quality control charts, and the 

process could be managed logically and scientifically 

for Türkiye in the future for risks of a pandemic. 

 The rest part of the study is organized as 

follows. In Section 2, the COVID-19 process in 

Türkiye is presented. In section 3, a brief theory for 

the Run chart, EWMA control chart, and p-control 

chart are presented. In Section 4, Run charts, EWMA 

control charts, and p-control charts for the COVID-19 

data set of Türkiye are presented, and the comments 

are presented. Lastly, general comments and a 

summary of the results are presented in the last 

section. 

 

2. The Covid-19 Period in Türkiye 

 

On 11.03.2020, the initial COVID-19 cases were 

reported in Türkiye, leading to a set of limitations 

imposed from the start of the outbreak until autumn 

2020, containing the summer for the year 2020. The 

measures taken during this period in Türkiye included 

the suspension of education on March 16, 2020, and 

the imposition of a curfew on March 20, 2020, for 

people over the age of 65. Travel between cities was 

restricted in 31 regions on April 3, 2020, followed by 

a curfew for those under the age of 20 on April 4, 

2020. A weekend curfew was imposed in 31 cities on 

April 10, 2020. On May 11, 2020, the first phase of 

the normalization plan was initiated, enabling the 

reopening of barbershops, marketplaces, shopping 

malls, cafes, and restaurants. Under certain 

conditions, hotels and hostels began accepting guests 

on May 27, 2020. On June 1, 2020, a policy of "new 

normalization" was instituted, which enabled the 

resumption of operations at resting areas, public 

entertainment venues, association clubs, tea gardens, 

sports halls, and swimming pools. Wedding halls 
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were allowed to reopen with the condition of 

operating at a maximum capacity of 25%. 

Restrictions in performance centers, wedding venues, 

and theaters were lifted on July 1, 2020 [20]. The 

upsurge in the number of COVID-19 infected patients 

has been attributed to non-compliance with health 

guidelines such as wearing masks and avoiding 

contact with infected individuals in workplaces, 

markets, or enclosed areas. The continued violation of 

health protocols in 2021 by some residents is 

indicative of their disregard for the harm inflicted in 

2020. After the end of the normal period in the 

summer of 2020, nationwide partial curfews were 

imposed on November 18th in Türkiye. On 

November 25th, the Republic of Türkiye Ministry of 

Health reported the first daily number of COVID-19 

cases. Several nonpharmaceutical interferences were 

implemented during the pandemic in Türkiye, which 

were categorized by İlhan et al [20] based on their 

characteristics. The authors used circulars from the 

Ministry of İnternal Affairs to label each period of 

restrictions. Table 1 provides an overview of the 

different periods of limitations in Türkiye since 

18.11.2020 [20].  

 

Table 1. Periods of limitations in Türkiye since 18.11.2020.

Periods of Restrictions Implementation Date Number of Days 

Nationwide partial curfews November 18-30, 2020 13 

Nationwide extended curfews December 1, 2020-February 28, 2021 90 

Local decision-making phase March 1-29, 2021 29 

Revised local decision-making phase March 30–April 13, 2021 15 

Partial lockdown April 14-28, 2021 15 

Full lockdown April 29–May 16, 2021 18 

Gradual normalization May 17–31, 2021 15 

2th phase of gradual normalization June 1, 2021-May 31, 2022 365 

 

Nationwide partial curfews (Starting from 

November 18th, 2020): Türkiye imposed nationwide 

partial curfews with weekend curfews, excluding the 

hours between 10:00 and 20:00. This regulation came 

into effect from November 21st onwards. During this 

period, cafes, restaurants, and patisseries were 

allowed to operate between 10:00 and 20:00 but only 

provided take-out or pick-up services. Age-specific 

limitations were imposed, allowing persons aged 65 

and over to leave their homes between 10:00 and 

13:00, whereas those under the age of 20 were 

authorized to leave between 13:00 and 16:00. İlhan et 

al. [20] referred to this period as "nationwide partial 

curfews," which was the least restrictive measure at 

the national level, except the final phase (the second 

phase of gradual normalization). The Republic of 

Türkiye Ministry of Health used the terms "patient" 

and "case" with varying definitions for epidemic data 

reporting. An individual was classified as a patient if 

they tested positive for the virus through PCR tests, 

but only if they displayed symptoms. On one hand, a 

patient was considered as an individual who exhibited 

symptoms and tested positive with PCR tests. On the 

other hand, a case was defined as an individual who 

tested positive with PCR tests, regardless of whether 

they showed symptoms or not. From November 25th, 

daily cases began to be reported [20].  

 

Nationwide extended curfews (Starting from 

December 1st, 2020): The implementation of the 

curfew was extended throughout the weekend, 

beginning at 10:00 p.m. on Friday, and a separate 

curfew was enforced during weekdays beginning at 

9:00 p.m. İlhan et al. [20] identified this period as the 

"nationwide extended curfews" [20]. 

 

Local decision-making phase (Starting from March 

1st, 2021): “Local decision-making phase” was 

implemented in Türkiye to manage the COVID-19 

pandemic. The provinces were assessed and classified 

as "low, medium, high, and very high" according to 

their level of risk. The categorization was updated 

every two weeks based on the current status of each 

province. This phase was called the blue-yellow-

orange-red provinces approach. Weekend curfews 

were lifted in low and medium-risk provinces, while 

they continued only on Sundays in high and very 

high-risk provinces. In low and medium-risk 

provinces, restrictions for those over 65 and under 20 

had been lifted, and education at all levels resumed. 

In high and very high-risk provinces, primary schools, 

8th, and 12th grades, and preschool education 

institutions had been allowed to open. The curfew was 

still in place for those over 65 and under 20, and it 

was also extended. Going out on Sunday was allowed 

only in low and medium-risk provinces. Except in 

very high-risk provinces, cafes and restaurants began 
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to operate again with a maximum capacity of 50%. 

The nationwide curfew was from 21:00 to 05:00. 

 

Revised local decision-making phase (Starting from 

March 30th, 2021): The curfews implemented during 

weekdays and weekends based on the risk categories 

have been revised. In high-risk provinces, the 

weekend curfew had been implemented only on 

Sundays, while in very high-risk provinces, it was 

implemented on both Saturdays and Sundays. Public 

places like restaurants and cafes were allowed to 

accept customers with a 50% capacity restriction 

between 07:00 and 19:00. In provinces categorized as 

low and medium-risk, a maximum of four individuals 

were permitted to sit together at the same table, 

whereas in provinces classified as very high-risk and 

high, only two individuals had been allowed for 

sitting together. This period has been referred to as the 

"revised local decision-making phase" by İlhan et al. 

[20]. 

 

Partial lockdown (Starting from April 14th, 2021): 
On April 14th, 2021, a "partial lockdown" was 

instituted, which involved updating the hours of the 

weekday curfew to 7:00 p.m. and 05:00 in the 

morning. Extra precautions were implemented for 

Ramadan. A weekend curfew had been imposed in all 

provinces, and public spaces, for instance, cafes and 

restaurants, were closed. 

 

Full lockdown (Starting from 29th April 2021): On 

April 29th, 2021, a comprehensive lockdown was 

declared in Türkiye. All levels of education were 

postponed, including exams. In addition, inter-

provincial public transport was allowed to operate at 

only 50% of its normal capacity. 

 

Gradual normalization (Starting from May 17th, 

2021): On May 17th, 2021, a phase "gradual 

normalization" was declared. During weekdays, the 

curfew enforced from 21:00 to 5:00, curfew covered 

the entire Saturdays and Sundays in weekends, ending 

at 05:00 on Mondays. Public establishments, for 

instance cafes, restaurants, and patisseries, allowed 

offering only takeaway service. 

 

 

 

 

Second phase of gradual normalization (Starting 

from June 1st, 2021): The period of "gradual 

normalization" in Türkiye ended and the period 

followed by the second phase of gradual 

normalization from June 1st, 2021. The updated 

curfew rule mandated individuals to stay indoors 

between 22:00 and 05:00 on Saturdays and Mondays, 

while a full-day curfew implemented on Sundays. 

The Republic of Türkiye Ministry of Healths' 

Epidemic Management and Working Guide required 

restaurants, patisseries, cafeterias, and other food and 

drink establishments following a set of guidelines to 

ensure public health. Specifically, tables placed 2 

meters apart from each other, and chairs placed 60 

centimeters apart from each other. These 

establishments were permitted to serve customers 

between 7:00 and 24:00 on Sundays and between 

21:00 and 24:00 on the other days, exclusively as 

takeaway services. 

 

3. Material and Methods 

 

Control charts can help in the early detection of 

outbreaks by monitoring relevant variables such as 

the number of cases, hospitalizations, or deaths. 

Sudden shifts or unusual patterns in the data can 

indicate a potential problem, allowing for a prompt 

response. Control charts contribute to the ability to 

manage disease outbreaks efficiently, minimize their 

impact, and inform evidence-based decision-making. 

They are valuable tools for public health officials, 

epidemiologists, and policymakers, helping them 

respond effectively to such crises. In this study, Run 

charts, EWMA control charts, and p-control charts 

used for monitoring the COVID-19 data set of 

Türkiye. 

 

3.1. Run Chart 

 

A run chart is a basic line graph that displays a 

measurement over time, featuring a horizontal line 

representing the median. This line divides the data 

points, with half of data points located above the 

median and the other half below it (Figure 1). The 

primary aim of a run chart is to detect the process 

improvement or deterioration, which manifests as 

non-random patterns in the arrangement of data points 

relative to the median. When the process of interest 

exhibits purely random variation, the data points will 

randomly dispersed around the median.  

 

 

 

 

 "Random" signifies that we cannot predict 

whether the next data point will be higher or lower 

than the median, with each event having a probability 

of 50% and the data points being unrelated. 

Independence implies that the location of one data 
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point does not affect on the location of the following 

data point, indicating an autocorrelation does not exist 

in the data. When the process undergoes a shift, these 

conditions cease to hold, and statistical tests may 

reveal patterns of non-random variation. Hence, run 

charts are serving as valuable tools for enhancing 

healthcare processes and identifying process 

deterioration [21, 22]. 

 

Figure 1. Run Chart. 

 

 Variations that are not random can manifest 

in various ways. When the processing center shifts 

due to improvement or degradation, we may witness 

unusually extended sequences of consecutive data 

points on one side of the median or notice an 

unusually infrequent crosses the median on the graph 

[21, 22, 23]. 

 

3.2. EWMA Control Chart 

 

An EWMA control chart is a statistical process 

control chart presented by Roberts [24], a well-

established method, namely, employed to identify 

shifts in process parameters over time. Let a random 

variable xi represents the observations, and  is a 

smoothing constant and satisfies the expression 

0 1   . Then EWMA statistic is defined as follows 

[13, 19]:  

 

 i i i 1
Z x 1 Z , where i 1,2,3,...,


       (1) 

 

Here, 
i 1

Z


 is the previous EWMA statistic. Hence, the 

i
Z  is a weighted mean of both historical and recent 

observations, assigning greater importance to more 

recent observations. To establish the control limits for 

the control chart, you must first define the initial value 

0
 , which represents the in-control process mean. 

The standard deviation (𝜎) of the independent random 

observations (xi) needs to be calculated. Finally, the 

control limits' width, denoted as 𝐿 and typically set at 

3, needs to be defined. The effectiveness of the 

EWMA control chart relies on the chosen value of λ, 

with a smaller λ resulting in faster detection of minor 

shifts in the mean. When the EWMA statistic Zi 

exceeds these control limits, it signifies a mean shift. 

The EWMA control chart is particularly useful for 

detecting slight mean variations, particularly when λ 

is small. In our study, the EWMA control chart with 

smoothing parameter 𝜆=0.25 is used from the values 

of 𝜆 = 0.25, 0.50, 0.75, and 1. Because it was 

determined to be the most effective for observing 

patterns and out-of-control situations. The EWMA 

statistic can be seen as a weighted mean of both 

historical and recent observations, making it 

insensitive to the normality assumption. Hence, the 

EWMA control chart is well-suited for individual 

observations. The control limits for the EWMA 

control chart are presented as follows [13, 19]: 
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If the i increases to infinity, then the term 

 
2i
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 approaches 1, at which point the time-

varying limits transition into asymptotic limits and are 

defined as follows: 
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3.3. p-Control Chart 

 

p-control chart used for monitoring the fraction of 

nonconforming units, for instance, the proportion 

nonconforming or proportion of defective, showing 

the fatality proportion for this study. In this case, it is 

a proportion of the daily number of patients who died 

to the daily number of ill people. The centerline (CL) 

and upper and lower limits (UCL, LCL) of the p-

control chart are computed as follows. Here, Di shows 

the nonconforming items in sample i, ni (sample size) 

is the number of units per sample i, and m shows the 

number of samples [6]. 
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 3-sigma limits are used as it is a popular 

choice in literature. The reason is found partially in 

statistical theory and partially in practicality. Lloyd 

[25] summarizes the reasons and lists the studies 

mentioning the reasons for the usage of 3-sigma 

limits. Shewhart’s use of 3 sigma limits (i.e., three 

above the mean and three below the mean for a total 

of 6 sigma units) as opposed to any other multiple of 

sigma did not stem from any specific mathematical 

computation. Shewhart mentioned that 3 “seems to be 

an acceptable economic value,” and that the choice of 

3 was justified by “empirical evidence that it works”. 

A summary of the rationale for using Shewhart’s 3-

sigma limits mentioned by Provost and Murray 

(2011) [26] listed below [25]: 

 

 The limits have a basis in statistical theory.  

 The limits have proven in practice to distinguish 

between special and common causes of variation.  

 In most cases, the use of the limits will 

approximately minimize the total cost due to 

overreaction and underreaction to variation in the 

process. 

 The limits protect the morale of the workers in the 

process by defining the magnitude of the 

variations that has been built into the process.  

 The combined total risk of type I and type II errors 

is minimized when 3-sigma limits are used. 

 

 Interested readers could access detailed 

information on why 3-sigma limits are used popularly 

and the article titles on this issue from Lloyd [25]. 

 

4. Results and Discussion 

 

Control charts are statistical tools for monitoring and 

maintaining the stability of processes or situations. 

Control charts play crucial role in tracking and 

managing the outbreak for COVID-19. They help 

public health officials monitor important indicators, 

identify unusual patterns or trends, and assess the 

effectiveness of interventions. Control charts also 

enable data-driven decision-making. For COVID-19, 

a situation is considered "under control" when the 

disease spreads within acceptable limits, and the 

number of cases and deaths, fatality rate, and other 

relevant indicators remain relatively stable. It means 

that outbreak is not experiencing sudden, unexplained 

surges or declines. Achieving control may involve 

maintaining certain thresholds for significant 

parameters, such as the number of new cases per day. 

After examining the literature review over quality 

control charts implementations on COVID-19 

datasets for different countries, in this study, Türkiye 

considered, and the dataset of the number of daily 

COVID-19 cases and deaths, fatality rates of Türkiye 

are used. The data was obtained from the website of 

the Republic of Türkiye Ministry of Health. The 

Ministry of Health employed distinct definitions for 

the terms "patient" and "case" when presenting 

information about the epidemic. As of 25.11.2020, the 

number of daily cases started to be declared [27]. The 

analyses were performed using R software. 

 

4.1. Monitoring the Daily Cases  

 

The General Coronavirus Chart dataset of the 

Republic of Türkiye Ministry of Health is used as the 

data source. When we monitor the daily cases with 

Run charts as given in Figure 2, it is clear that for the 

period of 25.11.2020–30.11.2020, there is an upward 

trend, and then it stabilizes, and again the upward 

trend starts. For the period of 01.12.2020–28.02.2021, 

there is a downward trend. For the period 01.03.2021–

29.03.2021, an upward trend starts, and for the period 

30.03.2021–13.04.2021, this trend continues. For the 

period 14.04.2021–28.04.2021, a downward trend 

starts and continues until 01.06.2021. For the period 

of 01.06.2021-31.12.2021 (last 7 months of 2021), the 

number of daily cases begins increasing at the end of 

July and then shows small waves until the last days of 

December as it starts upward trend again. For the 

period of 01.01.2022-31.05.2022 (first 5 months of 

2022), the number of daily cases shows an upward 

trend until February 2022 when it reaches a peak on 

this month then it starts to decrease gradually.  
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25.11.2020–30.11.2020 (a)        CL=29563 

 

 
01.12.2020–28.02.2021 (b)          CL=9371 

 

 
01.03.2021–29.03.2021 (c)         CL=15503 

 

 
30.03.2021–13.04.2021 (d)           CL=49584 

 

 
14.04.2021–28.04.2021 (e)      CL=55149 

 

 
29.04.2021–16.05.2021 (f)      CL=19080 

Figure 2. Run charts for number of daily cases. 
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17.05.2021–31.05.2021 (g)         CL=8697 

 

 
01.06.2021-31.12.2021 (h)         CL=21820 

 

 
01.01.2022-31.05.2022 (i)               CL=19126 

Figure 2. Run charts for number of daily cases (continued). 

 

The EWMA control chart offers a versatile method 

for modeling the number of cases, as it can 

customize by altering the smoothing parameter. 

This adjustment enables you to have greater or 

lesser responsiveness to changes in the dataset, 

providing flexibility in the modeling approach.  

 This study aims to monitor the changes in 

daily cases; hence, after conducting a thorough 

literature review, an ideal chart is the EWMA 

control chart. Because it provides rapid detection 

of minor shifts. Figure 3 shows that during these 

periods, the daily cases are out of control for all 

periods except 25.11.2020–30.11.2020, as only 5 

days were monitored. However, for all of the 

periods, there are upward or downward trends or 

wavy trends. Figure 3 (a) depicts that no point falls 

beyond the control limits, meaning that Türkiye’s 

COVID-19 pandemic is at the start of the growth 

phase. It is evident from Figure 3 (b) that Türkiye 

has sustained the growth phase until the middle of 

December 2020. Starting from January 14, 2021, 

the number of daily cases stays below 14110 daily 

cases on average per day, and it shows a downward 

trend. From Figure 3 (c), it is clear that for the 

period of 1.03.2021–29.03.2021, the EWMA 

control chart monitored 18585 daily cases on 

average per day, until March 18, 2021, the 

downward trend continued, after this date upward 

trends started. A sudden rise (exponential growth) 

was identified when 26182 daily cases were 

reported in a day in March 2021, and March 2021 

remained higher in daily cases. As seen from 

Figures 3 (d) and 3 (e) the number of daily cases is 

increasing even further starting from April 9, 2021. 

The number of daily cases started to decrease on 

April 23, 2021, the last days of April 2021, the 

number of daily cases remains in lower values. As 

the spring period starts Figure 3 (f) shows that the 

number of daily cases is decreasing, even further 

starting from May 10, 2021, the daily cases less 
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than average. Figure (g) shows that for the second 

half of May, 7 days of 14 days are out of control 

and there is a sudden downward trend. Figure 3 (h) 

shows that in June and until the last days of July 

2021, the number of daily cases remained lower 

than the central limit, however, after July 2021 it 

started to get higher. For the latest period of 

01.01.2022-31.05.2022, for the year 2022, during 

the winter season of January and February, the 

number of daily cases touched a peak, such as the 

number of daily cases reached 111157 on February 

4, 2022. From March 2022, a downward trend 

starts gradually. 

 

 

 
25.11.2020–30.11.2020 (a) 

 

 
01.12.2020–28.02.2021 (b) 

 

 
1.03.2021–29.03.2021 (c) 

 

 
30.03.2021–13.04.2021 (d) 

 

 
14.04.2021–28.04.2021 (e) 

 

 
29.04.2021–16.05.2021 (f) 

Figure 3. EWMA control charts for number of daily cases. 
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17.05.2021–31.05.2021 (g) 

 

 
01.06.2021-31.12.2021(h) 

 

 
01.01.2022-31.05.2022 (i) 

Figure 3. EWMA control charts for number of daily cases (continued). 
 

 

4.2. Monitoring the Deaths 

 

When we monitor Run charts for the deaths as 

given in Figure 4, it is clear that for the period of 

27.03.2020–17.11.2020, there is an upward trend, 

and then a sudden decrease and stabilizes between 

May and August, and again upward trend starts in 

September. For the period of 18.11.2020–

30.11.2020, there is an upward trend. For the 

period of 01.12.2020–28.02.2021, there is a 

downward trend. For the period 01.03.2021–

29.03.2021 an upward trend starts again and for the 

30.03.2021–13.04.2021 and 14.04.2021–

28.04.2021 periods this upward trend continues. 

For the period 29.04.2021–16.05.2021, a 

downward trend starts, and this trend continues 

until the 01.06.2021 period. In the period of 

01.06.2021-31.12.2021 (the last 7 months of 2021) 

the number of deaths starts to increase in August 

2021 and peaks in September 2021 then starts to 

decrease gradually. For the period of 01.01.2022-

31.05.2022 (first 5 months of 2022), the number of 

deaths shows an upward trend until February 2022 

when it reaches a peak in this month then it starts 

to decrease gradually. 

 

 

 



E. Polat / BEU Fen Bilimleri Dergisi 13 (1), 134-152, 2024 

146 
 

 

 

 
27.03.2020–17.11.2020 (a)          CL=48 

 

 
18.11.2020–30.11.2020 (b)         CL=161 

 

 
01.12.2020–28.02.2021 (c)          CL=170 

 

 
01.03.2021–29.03.2021 (d)        CL=69 

 

 
30.03.2021–13.04.2021 (e)         CL=211 

 

 
14.04.2021–28.04.2021 (f)         CL=341 

Figure 4. Run charts for number of deaths. 



E. Polat / BEU Fen Bilimleri Dergisi 13 (1), 134-152, 2024 

147 
 

 

 
29.04.2021–16.05.2021 (g)              CL=282 

 

 
17.05.2021–31.05.2021 (h)       CL=183 

 

 
01.06.2021-31.12.2021 (i)        CL=189 

 

 
01.01.2022-31.05.2022 (j)        CL=115 

Figure 4. Run charts for number of deaths (continued). 

 
4.3.Monitoring the Fatality Rate  

 

The fatality rate, defined as the daily number of 

deaths per daily number of patients, was calculated 

over a period from 27.03.2020 to 04.07.2021. Since 

the sample size of daily number of patients varies, 

a p-control chart with a variable sample is the most 

suitable control chart for analyzing the data. 

 Figure 5 shows the trend of the fatality rate 

over time. The grey region on the charts shows the 

control area that the points out of this area are out 

of control and that they fall outside the LCL or 

UCL values. Fatality rate was under control during 

specific periods, namely from 18.11.2020–

30.11.2020, 30.03.2021–13.04.2021, and 

17.05.2021–31.05.2021. A sequence of 6 

consecutive points, whether all increasing or all 

decreasing, is commonly referred to as the "trend 

rule." This test encompasses two scenarios. A 

gradual shift of data points towards a control limit 

defined as a "trend." Conversely, when there are 6 

consecutive points either all increasing or all 

decreasing, it's known as a "run-up" or "run-down." 

6 consecutive decreasing points show an 

improvement, demonstrating that the fatality rate is 

under control and affirming that the measures are 

taken yielding results. However, if there are 6 

consecutive increasing points, it serves as an alert, 

indicating that the virus is spreading and the death 

toll is rising, signifying the need for immediate 

action. Upward or downward trends suggest 

changes in the process. Hence, from Figure 5 (a) it 

is clear that trends moving up and down that 

summer season there is a downward trend. Figure 

5 (c) shows that in the winter season fatality rate 

causes an alarm that an upward trend is observed, 

moreover, it is out of control. Figure 5 (d) shows 

that during March 2021 trends moved from down 

to up. Figure 5 (g) shows that after May 11, 2021, 

there is an alarming upward trend in the fatality 
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rate. Figure 5 (i) indicates an improvement and 

shows that the fatality rate is out of control, that in 

this period the fatality rate decreased. 

 
 

 
27.03.2020–17.11.2020 (a) 

CL=278.3%, LCL=202.3%, UCL= 354.3% 

 

 
18.11.2020–30.11.2020 (b) 

CL=260.1%, LCL=199%, UCL= 321.3% 

 

 
01.12.2020–28.02.2021 (c) 

CL=789.7 %, LCL=471.2 %, UCL=1108.3% 

 

 
01.03.2021–29.03.2021 (d) 

CL=1011.9%, LCL=768 %, UCL=1255.8% 

 

 
30.03.2021–13.04.2021 (e) 

CL=1074.6%, LCL=899.1%, UCL=1250.2% 

 

 
14.04.2021–28.04.2021 (f) 

CL=1155.2%, LCL=971.2 %, UCL=1339.3% 

Figure 5. p-control charts for fatality rate. 
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29.04.2021–16.05.2021 (g) 

CL=1532.9 %, LCL=1177.2 %, UCL=1888.7 % 

 

 
17.05.2021–31.05.2021 (h) 

CL=2462.5 %, LCL=1935.7 %, UCL=2989.2 % 

 

 
1.06.2021-04.07.2021 (i) 

CL=1376.2 %, LCL= 862 %, UCL=1890.4 % 

Figure 5. p-control charts for fatality rate (continued). 

 
 

5.Conclusion and Discussion 

 

As a result of Run charts, in the periods of nationwide 

extended curfews (December 1, 2020–February 28, 

2021), full lockdown (April 29–May 16, 2021), and 

gradual normalization (May 17–31, 2021) the number 

of deaths and daily cases show downward trend as 

expected. However, in the periods of nationwide 

partial curfews (November 18-30, 2020), local 

decision-making phase (March 1–29, 2021), and 

revised local decision-making phase (March 30–April 

13, 2021), the number of deaths and daily cases show 

an upward trend. In these periods, since provinces in 

low-risk status lost the restrictions, the cases, 

therefore, deaths may have started to increase again. 

In the partial lockdown period (April 14-28, 2021), 

while the number of daily cases shows a downward 

trend, the number of deaths shows an upward trend. 

For January 1- May 31, 2022, both the daily cases and 

deaths show an upward trend until February 2022, in 

this month, when they reach a peak then they start to 

decrease gradually. 

 Detailed monitoring for the COVID-19 

period was performed by EWMA control charts and 

p-control charts. The growth, peak, wavy, and decline 

periods for the number of daily cases detected by 

EWMA control charts. In nationwide partial curfews 

(November 25-30, 2020), the COVID-19 pandemic is 

at the start of the growth phase. Nationwide extended 

curfews period (December 1, 2020- February 28, 

2021), the growth phase of a number of daily cases 
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continues until the middle of December 2020. The 

downward trend starts from January 14, 2021. For the 

period of the local decision-making phase (March 1, 

2021- March 29, 2021), it is clear that the downward 

trend continues until March 18, 2021, after this date 

upward trend starts. Overall, in March 2021 the 

number of daily cases continues to rise. The revised 

local decision-making phase (March 30, 2021- April 

13, 2021) and partial lockdown (April 14-28, 2021) 

are the periods in which the number of daily cases is 

increasing even further starting from April 9, 2021. 

The number of daily cases started to decrease on April 

23, 2021, the last days of April 2021, the number of 

daily cases remains in lower values. When the spring 

period starts, in the full lockdown period (April 29, 

2021- May 16, 2021), the number of daily cases is 

decreasing even further than beginning from May 10, 

2021. It could be declared that a full lockdown could 

be also effective in this decrease. In the gradual 

normalization period (May 17–31, 2021), there is a 

sudden downward trend. After the 2nd phase of 

gradual normalization in June 2021 and until the last 

days of July 2021, the number of daily cases remained 

lower, though after July 2021 started to increase even 

further. For 2022 during the winter season in January 

and February, the number of daily cases touched the 

peak. From March 2022, a downward trend starts 

gradually for a number of cases. Overall, EWMA 

quality control charts reveal that the COVID-19 

pandemic is experiencing sudden or non-sudden 

surges, increases, or declines due to seasonal changes 

and restrictions or other factors that must be 

examined. 

 After drawing the p-control charts for the 

fatality rate for the periods between March 27, 2020-

July 4, 2021 it is seen that this ratio is out of control, 

especially for the periods March 27–November 17, 

2020 (nearly after the start of the pandemic March 11, 

2020) and December 1, 2020-February 28, 2021 

(nationwide extended curfews). For these periods, 

fatality rate did not remain relatively stable. It means 

that the outbreak was experiencing sudden, 

unexplained surges, rises, or declines. For the period 

of 27.03.2020-17.11.2020, it is clear that trends 

moving up and down that summer season there is a 

downward trend. For the nationwide extended 

curfews period (December 1, 2020–February 28, 

2021), the fatality rate caused an alarm that upward 

trend was observed. After the 2nd phase of gradual 

normalization for June 1, 2021-July 4, 2021 the 

impact of the pandemic is diminishing the fatality rate 

in low proportions. 

 The escalation in the number of individuals 

contracting the virus could be reflection of non-

adherence to health protocols, which include mask-

wearing and avoidance of contact with infected 

individuals in work, market, or enclosed 

environments or because of seasonal changes. The 

rapid spread of infection is attributed to non-

compliance with the urbanization directives imposed 

by the health crisis cell. A considerable number of 

infections identified in the early stages of the 

epidemic had been recent, and consequently, some 

eventually led to fatalities. Therefore, in the early 

stages of the pandemic, an increase in the fatality rate 

was inevitable. Moreover, due to sporadic testing for 

the virus, many infections have gone undetected in the 

early stage and numerous mild cases of the disease 

have not been observed. Many studies indicate that 

the respiratory system is adversely affected by 

exposure to air pollutants, leading to the production 

of free radicals in the body and a reduction in 

resistance to viral and bacterial infections. Moreover, 

it was found in the literature that there is a direct 

correlation between COVID-19-related fatalities and 

socioeconomic status. It has been observed that 

individuals with lower incomes are more susceptible 

to diseases and have a higher mortality rate. 

Therefore, the factors of changes in the number of 

cases/deaths or mortality rates can be examined in 

more detail in future studies.  

 Quality control charts are widely used in 

healthcare quality monitoring. After the COVID-19 

pandemic, control charts were also utilized for 

monitoring COVID-19 datasets from various 

countries all around the world. Using the control 

charts is valuable for monitoring COVID-19 data, 

especially in assessing the impact of different 

measures such as curfews, lockdowns, and risk 

categorizations on the number of cases/deaths, fatality 

rates, etc. Each study that uses quality control charts 

for monitoring the COVID-19 process provides 

unique insights into the specific dataset (deaths, 

discharged/recovered cases, confirmed cases, 

positivity rate, cure rate, fatality rate, infection rate), 

period, and country it examines. Literature on 

monitoring COVID-19 data with quality control 

charts highlights the diversity of methods used 

globally to monitor and analyze the COVID-19 

pandemic. EWMA control charts seem efficient in 

capturing sudden variations and are one of the most 

popular ones in the literature. The contribution of our 

study to the literature is comprehensive monitoring of 

daily cases, deaths, and fatality rates in Türkiye, 

especially for considering the periods of restrictions. 

Since Türkiye is known to be one of the countries that 

efficiently fought against the pandemic, this study 

contributes to evaluating this process. In future 
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studies, quality control charts, regression models, and 

other statistical techniques could be used with various 

variables and factors together for a detailed review of 

the pandemic process for Türkiye or other countries. 

More detailed data can be obtained and examined, 

especially for cities such as İstanbul, Ankara, and 

İzmir, where the population is densest. Thus, more 

detailed comments can be made about Türkiye in 

general. In the future, the risks of this pandemic could 

be raised again. In this situation, the effects of various 

precautions on the number of cases, deaths, etc., could 

monitored by using quality control charts so that the 

process could managed logically and scientifically for 

Türkiye. Hence, this study and future studies could 

help political authorities and healthcare practitioners 

develop active control plans for a pandemic in the 

future. 
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Abstract 

Liver diseases pose a significant health challenge, necessitating robust predictive 

tools for early diagnosis. This study aims to determine the predictive performance of 

Naive Bayes classifier, one of the data mining algorithms, in the classification of 

liver patients. The study applied 2, 5, 10 and 20-fold cross-validation method. Trying 

to determine the effect of the cross-validation (CV) method used on the classification 

performance, this study used the "BUPA" dataset in the UCI Machine Learning 

Repository database for this purpose. The dataset consists of 6 variables and 345 

examples. Orange program was used for data analysis. As a result of the analysis, the 

accuracy for the Naive Bayes method was determined to be 62.9%, 63.5%, 63.8%, 

and 64.3%, respectively. The AUC values were 0.68, 0.66, 0.66, and 0.67, 

respectively; the F1 scores were 0.56, 0.57, 0.58, and 0.58, respectively. On the other 

hand, the precision values were 0.60, 0.60, 0.60, and 0.62, respectively, while the 

recall values were determined to be 0.52, 0.53, 0.55, and 0.54. Additionally, the MCC 

values were determined to be 0.24, 0.26, 0.26, and 0.27, respectively. The analysis 

results indicate that the 20-fold CV method demonstrates marginally superior 

performance. The use of the free and easy-to-use program is recommended.  

 

 
1. Introduction 
 

Data mining can be characterized as a suite of 

techniques aimed at unveiling hidden patterns and 

trends within datasets. It encompasses the processes 

of model construction, data selection, and data 

discovery based on hitherto unknown patterns [1,2]. 

Briefly, this method serves to extract understandable 

and actionable information from datasets [3-5].  Data 

mining amalgamates methods from statistics, 

machine learning, and pattern recognition [6]. The 

accelerated advancements in computer technologies 

and the consequent proliferation of large datasets                                                                                    

have fueled increased interest in data mining 

methodologies. These techniques have found 
extensive application across diverse fields such as 

engineering, economics, education, and healthcare. 

Due to their inherently complex and voluminous 

nature, traditional statistical methods often fall short 

in analyzing the extensive data generated within the 
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healthcare sector. Data mining techniques are 

leveraged to transform these extensive data 

repositories into actionable insights for decision-

makers. This, in turn, enhances healthcare operations 

and facilitates medical research [7]. Utilizing these 

methodologies enables capabilities such as predicting 

patient responses to medication dosages, identifying 

healthcare insurance fraud, and diagnosing or 

projecting specific diseases [2,7-8].  

Being the body's second-largest organ, the 

liver plays a crucial role in maintaining human well-

being.In addition to its role in nutrient storage, it 

performs a wide range of functions related to 

digestion, metabolism, and immunity, such as the 

breakdown of red blood cells, protein production, and 

the elimination of toxins from the body [9-11]. In 

recent years, an increase in liver-related diseases has 

been observed. Stress, inhalation of harmful gases, 

poor nutrition, excessive alcohol consumption, 

unnecessary medication intake, and viruses are 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1361016
https://orcid.org/0000-0002-5272-4639
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among the factors contributing to liver diseases [11-

13]. Liver diseases are considered one of the most 

significant health issues globally [14]. If left 

untreated, liver diseases can lead to serious health 

problems. Therefore, early and accurate diagnosis of 

diseases related to this vitally important organ is 

crucial [15]. In recent years, an excessive increase in 

liver disorders has been observed in many countries. 

Consequently, liver diseases have begun to rank 

among the leading causes of death in these countries 

[8]. This study employed the BUPA Liver Disorder 

dataset to develop classification models using the 

Naïve Bayes method, aiming to predict liver 

diagnosis. 

Given the vital functions of the liver and the 

rising prevalence of liver diseases globally, there is a 

clear need for accurate diagnosis of these conditions. 

Data mining methods can be leveraged to analyze 

healthcare data and gain insights into liver disease 

prediction and diagnosis. 

Data mining methods are frequently observed 

to be used for predicting diseases. The present study 

employs the Naive Bayes method from data mining 

techniques for the prediction of liver diseases. A 

review of the literature reveals numerous studies that 

have utilized this method for the same purpose 

[12,16-20]. Unlike other studies, this research also 

evaluates the classification performance of the Naive 

Bayes method when applied with different Cross-

Validation techniques. 

Other studies have also applied data mining 

techniques, including Naive Bayes, to liver disease 

prediction. However, this study takes the additional 

step of assessing the classification performance with 

different cross-validation methods. By evaluating 

multiple techniques, this allows for a more robust 

analysis of the predictive capabilities of data mining 

for liver diseases. 

Numerous studies have applied various data 

mining methods to data related to liver diseases. Ram 

et al. [19] used Naive Bayes (NB), SMO, and Bayes 

Net methods in their study to predict liver diseases, 

noting that the SMO method displayed superior 

performance. Vijayarani and Dhayanand [21] 

implemented NB and Support Vector Machine 

(SVM) methods in their research, indicating that the 

SVM method performed better. Similarly, 

Kamruzzaman, Mahbub, and Hakim [22] used, in 

addition to these two methods, K-Nearest Neighbors 

(KNN) and Decision Tree (DT) methods, concluding 

that SVM showed better performance. Additionally, 

Abdar [16] used Linear Regression, KNN, C4.5, 

C5.0, CHAID, Neural Net, and Random Forest (RF) 

methods and found that the C4.5 algorithm 

demonstrated better classification performance. Sug 

[17] also utilized DT, C4.5, and CART algorithms. 

The literature contains many examples of 

data mining methods being applied to predict liver 

diseases, with studies comparing the performance of 

different techniques. This highlights the utility of data 

mining for gaining insight into liver conditions, 

though it also suggests Naive Bayes may not always 

be the optimal method. 

On the other hand, Nahar et al. [23] used 

decision tree methods like J48, LMT, Random Tree, 

RF, REPTree, Decision Stump, and Hoeffding Tree 

for predicting liver diseases. A study by Kuppan and 

Manoharan [11] employed J48 and NB methods. 

Baitharu and Pani [10] used J48 and NB methods 

along with DT, Multilayer Perceptron Neural 

Network (MLP), ZeroR, KNN, and VFI, determining 

that the MLP method outperformed others. Similarly, 

Al-Aidaroos, Bakar, and Othman [24] used NB, 

Logistic Regression, Kstar, DT, Neural Network, and 

Zero R methods and found that the NB method 

performed better compared to others. Bhardwaj, 

Mehta, and Ramani [25] used DT, RF, NB, KNN, 

SVM, Artificial Neural Networks (ANN), and 

Extreme Gradient Boost (XGBoost) methods for the 

same purpose. A study by Ramana, Babu, and 

Venkateswarlu [12] employed NB, C4.5, Back 

Propagation Neural Network, and SVM methods. 

While some studies have found Naive Bayes 

to perform well for liver disease prediction, the 

literature also contains examples of other methods 

like decision trees, neural networks, and support 

vector machines outperforming Naive Bayes. More 

research is still needed to determine the optimal data 

mining techniques for this application. 

 

2. Material and Method 
 

The current study employs the "BUPA" data set. 

obtained from the UCI Machine Learning Repository. 

The data file was obtained from 

https://archive.ics.uci.edu/dataset/60/liver+disorders 

[26]. The dataset consists of 345 rows and 7 columns, 

with each row containing information about male 

individuals. The first 5 columns contain blood test 

results that can be used in the diagnosis of liver 

diseases related to alcohol. The 6th column includes 

the number of alcoholic drinks consumed daily as 

reported by the individuals. The last column contains 

a variable intended for use in dividing the data into 

training and testing sets [27].  In the study, the drinks 

(number of half-liter equivalents of alcoholic 

beverages consumed per day) variable was treated as 

the dependent variable; selector, mcv (mean 

corpuscular volume), alkphos (alkaline phosphatase), 

https://archive.ics.uci.edu/dataset/60/liver+disorders
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sgpt (alanine aminotransferase), sgot (aspartate 

aminotransferase), and gammagt (gamma-glutamyl 

transpeptidase) were analyzed as independent 

variables. Subsequently, the dependent variable, 

drinks, was categorized into two groups: those with a 

value of 3 and below, and those above 3. Following 

this, the analyses using the Naïve Bayes method were 

conducted through Orange, a free Python-based 

software, to conduct the data analyses. [28]. 

Descriptive statistics of the independent variables are 

given in Table 1. 

 
Table 1. Descriptive statistics of predictive variables 

Variables Mean Standard 

deviation 

Min Max 

Mcv 90,16 4,45 65 103 

Alkphos 69,87 18,35 23 138 

Sgpt 30,41 19,51 4 155 

Sgot 24,64 10,06 5 82 

Gammagt 38,28 39,25 5 297 

Drinks 3,45 3,34 0 20 

 

Naïve Bayes Method 

 

The Naive Bayes method is a highly effective and 

robust probability-based classifier that employs 

Bayes' theorem in classification, under strong 

independence assumptions [29-30]. The method is an 

algorithm that is easy and quick to structure and 

interpret, without the need for complex iterative 

parameter estimations [31]. Because of these 

characteristics, the NB algorithm is commonly 

employed in extensive data analysis and various other 

domains [32]. This method analyzes the relationship 

between the independent and dependent variables by 

obtaining a conditional probability for each 

relationship [33]. NB computes probabilities by 

analyzing the frequency and combinations of values 

in a given dataset [34], and it is successful in high-

dimensional datasets [35]. Compared to other data 

mining algorithms, NB is more resilient to overfitting 

and noisy data because it estimates fewer parameters 

[36]. 

The Naive Bayes classifier, one of the 

supervised learning algorithms, assumes that each 

attribute value is independent of the values of other 

attributes within the class. This assumption is termed 

class-conditional independence [37-38]. This 

assumption is referred to as "naive" because it is 

rarely valid in real-world applications. The algorithm 

tends to learn rapidly in various controlled 

classification problems [34]. Due to the independence 

assumption of the variables in this method, it is 

necessary to estimate each variable rather than the 

covariance matrix [39]. When this assumption holds, 

the learning process of Bayes classifiers becomes 

simpler, thereby achieving optimal assignment using 

the vector of observable factors. In addition to the 

independence assumption, it is assumed that the 

factors affecting the outcome of interest are not 

hidden [40]. Moreover, the method necessitates 

minimal training data to determine the parameters 

essential for classification [39,41]. 

 

Figure 1. Structure of the Naive Bayes Classifier [29]. 

 

Different Naive Bayes (NB) classifiers vary 

chiefly due to the assumptions they hold about feature 

distribution. For discrete features, typically 

Multinomial or Bernoulli distributions are applied, 

whereas the Gaussian distribution is chosen for 

continuous features [42]. 

 

Bayes’ Theorem 

 

Developed by Thomas Bayes in the 1800s, this 

theorem pertains to probability and decision theory. 

Let   be a complete set and, 𝐶1, 𝐶2, 𝐶3, … … 𝐶𝑛 ∈  , 
 𝐶𝑖, represent ist category, where 𝑃(𝐶𝑖) > 0, 𝑖 =
1,2, … … 𝑛. Each category is distinct from the other, 

and ⋃ 𝐶𝑖
𝑛
𝑖=1 = ’. For any X if 𝑃(𝑋) > 0, then the 

Bayes equation is given in Equation 1. 

 

𝑃(𝐶𝑖\𝑋) =
𝑃(𝑋\𝐶𝑖)𝑃(𝐶𝑖)

∑ 𝑃(𝑋\𝐶𝑖)𝑃(𝐶𝑖)𝑛
𝑖=1

                                    (1)                                                    

[39]. 

 

Naive Bayes Classifier 

 

The Naive Bayes classifier uses the concept of 

maximum likelihood estimation to classify a sample 

according to the highest probable category. 

 

𝑃(𝐶𝑖\𝑋) = 𝑀𝑎𝑥{𝑃(𝐶1\𝑋), 𝑃(𝐶2\𝑋), 𝑃(𝐶3\𝑋),

… … … …  𝑃(𝐶𝑛\𝑋)}                                               (2)                                              

 

Let 𝑋 = (𝐴1, 𝐴2, 𝐴3, … … . . 𝐴𝑘) be a feature 

vector, where 𝐴𝑗 represents the jth feature of 𝑥𝑗. 

https://tureng.com/tr/turkce-ingilizce/standard%20deviation
https://tureng.com/tr/turkce-ingilizce/standard%20deviation
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The Naive Bayes classifier assumes that 

attributes function independently from one another. 

Therefore, the conditional probability, P(X\Ci) can 

be expressed as: 

 

𝑃(𝑋\𝐶𝑖) = ∏ 𝑃(𝐴𝑗 =𝑘
𝑗=1 𝑥𝑗\𝐶𝑖)                            (3)                                                                                                                        

When the third equation is substituted into the 

Bayes formula given in the first equation, we obtain: 

 

𝑃(𝐶𝑖\𝑋) =
∏ 𝑃(𝐴𝑗=𝑘

𝑗=1 𝑥𝑗\𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑋)
                             (4)  

                                          

When 
1

𝑃(𝑋)=𝛼(>0)
 , we have: 

 

𝑃(𝐶𝑖\𝑋) = 𝛼 ∏ 𝑃(𝐴𝑗 = 𝑥𝑗)𝐶𝑖)𝑃(𝐶𝑖
𝑘
𝑗=1 )                (5) 

                                                                                                         
Let N(D) represent the total number of 

samples in the sample set 𝑁(𝐶𝑖), represent the number 

of samples in 𝐶𝑖, and 𝑁(𝐶 = 𝐶𝑖, 𝐴𝑗 = 𝑥𝑗), 𝐴𝑗 𝐶𝑖’deki 

𝑥𝑗 𝐴𝑗   represent the number of samples in 𝐶𝑖  where 

the feature  𝐴𝑗 = 𝑥𝑗 

 

We can express P(Ci) and P(Aj=xj∣Ci) as: 

 

𝑃(𝐶𝑖) =
𝑁(𝐶𝑖)

𝑁(𝐷)
                                                        (6)                                                                                                                                       

𝑃(𝐴𝑗 = 𝑥𝑗\𝐶 = 𝐶𝑖) =
𝑁(𝐶=𝐶𝑖,𝐴𝑗=𝑥𝑗)

𝑁(𝐶𝑖)
                      (7)                                                                                                                

 

Inserting equations 6 and 7 into equation 5 

yields the subsequent result: 

 

𝑃(𝐶𝑖\𝑋) = 𝛼 ∏
𝑁(𝐶=𝐶𝑖,𝐴𝑗=𝑥𝑗

𝑁(𝐶𝑖)
𝑘
𝑗=1 .

𝑁(𝐶𝑖)

𝑁(𝐷)
                   (8)                                                                                                              

[39]. 

 

Performance Criteria 

 

The confusion matrix indicates the degree to which 

the classifier used recognizes patterns in different 

classes. 
Table 2. Confusion matrix 

 Estimated  

No Yes Total 

R
ea

l No TN FP TN+FP 

Yes FN TP FN+TP 

Total TN+FN FP+TP TN+FN+FP+TP 

 
This research intends to assess the 

effectiveness of the Naive Bayes classification 

algorithm concerning different Cross-Validation CV 

methodologies.  CV serves as an instrumental 

technique for assessing the validity of the predictive 

model under consideration. In the instance of k-fold 

CV, the dataset is partitioned into k subsets. One of 

these subsets is employed as the test data, while the 

remaining subsets function as the training data. The 

mean error rate from these k subsets is calculated to 

estimate the overall error rate of the classification 

model [43]. In this research, performance metrics 

such as Area Under the Curve (AUC), accuracy, 

precision, recall, F1 score, and Matthews's correlation 

coefficient (MCC) have been utilized.  

 

AUC: AUC, also known as the Area Under the 

Receiver Operating Characteristic (ROC) Curve, 

serves as a quantitative indicator of the model's 

accuracy. The magnitude of this area is a 

demonstrative measure of the classification model's 

performance efficacy [44]. 

 

MCC: Matthews correlation coefficient is a measure 

that shows the relationship between the predicted 

class and the actual class, ranging between [-1,1]. If 

the coefficient is +1, it indicates that the predictions 

made by the classifier are correct, whereas if it is -1, 

it indicates that the predictions are incorrect [45]. 

 

𝑀𝐶𝐶 =
(𝑇𝑃∗𝑇𝑁)−(𝐹𝑃∗𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)∗(𝑇𝑃+𝐹𝑁)∗(𝑇𝑁+𝐹𝑃)∗(𝑇𝑁+𝐹𝑁)
           (9)                                                                                       

Accuracy =
TP+TN

TP+TN+FP+FN
                                  (10)                                                                                                     

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                            (11)                                                                                                                     

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                  (12)                                                                                                                                

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2𝑥 
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥  𝑅𝑒𝑐𝑎𝑙𝑙)

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+ 𝑅𝑒𝑐𝑎𝑙𝑙)
                       (13)     

                                                                                                    

3. Results and Discussion 
 

Table 3. Confusion Matrix Obtained Using the Naive 

Bayes Method 

CV method  No Yes 

2 No 136 54 

 Yes 74 81 

5 No 137 53 

 Yes 73 82 

10 No 135 55 

 Yes 70 85 

20 No 138 52 

 Yes 71 84 
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Table 4. Performance Criteria 
C

V
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n

 

R
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l 

M
C

C
 

2 0.678 0.629 0.559 0.600 0.523 0.242 

5 0.660 0.635 0.565 0.607 0.529 0.255 

10 0.657 0.638 0.576 0.607 0.548 0.262 

20 0.669 0.643 0.577 0.618 0.542 0.273 

       

 

Table 4 indicates that the 20-fold cross-

validation method exhibits a marginally better 

performance compared to other methods. 

 

 

Figure 2. Area Under the ROC Curve  

(2-fold CV) 

 

Figure 3. Area Under the ROC Curve 

(5-fold CV) 

 

Figure 4. Area Under the ROC Curve  

(10-fold CV) 

 

Figure 5. Area Under the ROC Curve  

(20-fold CV) 

 

In the academic literature, there are numerous 

studies that utilize the BUPA dataset for the 

classification of liver diseases. It has been observed 

that the Naive Bayes method is frequently employed 

in these studies. Similar to our research, a study 

conducted by Sujana, Rao, and Reddy [46] used the 

Weka software and applied 2, 5, and 10-fold CV 

methods; according to their analysis, the accuracy 

rates were determined to be 60.58%, 60.89%, and 

62.32%, respectively. Another study by Ramana, 

Babu, and Venkateswarlu [12] also used the Weka 

software and implemented the 10-fold CV method, 

determining the accuracy, precision, sensitivity, and 

specificity of the Naive Bayes method to be 51.59%, 

45.17%, 71.03%, and 37.5%, respectively. 

Ruengdetkharn and Lohpetch [47] applied a 5-fold 

cross-validation method in their study and determined 

the accuracy to be 62.90%. Pradhan et al. [48] 

employed a two-fold CV method in their study and 

used performance indicators such as Type I error, 

Type II error, true negative rate, true positive rate, 

accuracy, and F1 score; these metrics were 

determined to be 0.51, 0.4, 0.49, 0.6, 0.53, and 0.52, 

respectively. Compared to similar studies, the 

analysis results obtained using the Orange software 

appear to yield slightly better outcomes than those 

from other programs. 

In the existing literature, datasets focusing on 

liver diseases have been employed in various studies. 

Abdar [16]) utilized the Indian Liver Patient Dataset 

(ILPD) from the UCI database for this purpose. The 

study employed both RapidMiner and SPSS Modeler 

for analysis. According to the results, the accuracy 

and precision rates obtained through the RapidMiner 

program using the Naive Bayes method were 66.92% 

and 45.13%, respectively. In contrast, the SPSS 

Modeler yielded an accuracy of 74.26% and a 

precision of 40.24%. Similarly, Ram et al. [19] 
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conducted analyses using Python to predict liver 

diseases, employing methods such as Naive Bayes 

(NB), SMO, and Bayes Net. On the other hand, Alam, 

Rahman, and Rahman [49] used the Weka software in 

their study, applying the Bayes Net method. They 

reported an accuracy rate of 0.68 using ten-fold CV. 

 

4. Conclusion and Suggestions 
 

This research seeks to ascertain the predictive 

performance of the Naive Bayes classifier of the 

Naive Bayes classifier when categorizing liver 

disorder diagnosis through data mining methods. The 

study has implemented 2, 5, 10, and 20-fold CV 

methods. An attempt has been made to ascertain the 

impact of the employed CV method on classification 

performance. Analyses were conducted in the Orange 

program, which is a Python-based free software. 

Performance measures such as AUC, accuracy, 

precision, recall, F1 score and MCC were used. As a 

result of the analysis, the accuracy for the Naive 

Bayes method was determined to be 62.9%, 63.5%, 

63.8%, and 64.3%, respectively. The AUC values 

were 0.68, 0.66, 0.66, and 0.67, respectively; the F1 

scores were 0.56, 0.57, 0.58, and 0.58, respectively. 

On the other hand, the precision values were 0.60, 

0.60, 0.60, and 0.62, respectively, while the recall 

values were determined to be 0.52, 0.53, 0.55, and 

0.54. Furthermore, the MCC values were identified as 

0.24, 0.26, 0.26, and 0.27, respectively. Based on the 

analysis results, it can be claimed that the 20-fold CV 

method exhibited better performance Based on these 

results, it is observed that the 20-fold CV method 

showed slightly better performance. 

In the current study, the Orange program was 

utilized to examine the performance of cross-

validation methods. A review of the literature 

indicates that programs such as Weka and SPSS 

Modeler are preferred for implementing machine 

learning methods, while the use of the Orange 

program is limited. It is recommended to use this free 

and user-friendly program since it appears based on 

the findings that the Orange software may offer 

advantageous outcomes. The dataset used in this 

study is small; therefore, larger datasets can be 

utilized to examine cross-validation methods. On the 

other hand, investigations can be conducted using 

different data mining methods. 
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Abstract 

One of the most important problems in approximation theory in mathematical 

analysis is the determination of sequences of polynomials that converge to functions 

and have the same geometric properties. This type of approximation is called the 

shape-preserving approximation. These types of problems are usually handled 

depending on the convexity of the functions, the degree of smoothness depending on 

the order of differentiability, or whether it satisfies a functional equation. The 

problem addressed in this paper belongs to the third class. A quadratic bivariate 

algebraic equation denotes geometrically some well-known shapes such as circle, 

ellipse, hyperbola and parabola. Such equations are known as conic equations. In this 

study, it is investigated whether conic equations transform into a conic equation 

under bivariate Bernstein polynomials, and if so, which conic equation it transforms 

into. 
 

 

1. Introduction 

 

One of the important problems in approximation 

theory is to identify sequences of polynomials that 

converge to functions and have the same geometric 

properties. This type of approximation is called the 

shape-preserving approximation. The issue of shape-

preserving approximation with algebraic polynomials 

has a long history and probably begins in 1925 with a 

result of Pal [1] stating that any convex function 

defined in the interval [𝑎, 𝑏] can be properly 

approximated by convex polynomials in that interval. 

The first structural answer to Pal's conclusion seems 

to have been given by Popoviciu [2] in 1937 with the 

help of Bernstein polynomials: For 𝑓: [0,1] → ℝ and 

𝑛 ∈ ℕ, the nth Bernstein polynomial is defined by 

 

𝐵𝑛(𝑓; 𝑥) = ∑ 𝑓 (
𝑘

𝑛
) (

𝑛

𝑘
) 𝑥𝑘(1 − 𝑥)𝑛−𝑘

𝑛

𝑘=0

 

 

The sequence of Bernstein polynomials is the best-

known that has the property of shape-preserving 

approximation.  There have been many studies on 

whether the sequence of Bernstein polynomials 
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preserves which geometric properties, especially 

convexity types. For 𝑘 ∈ ℕ, Popoviciu showed that  

the Bernstein polynomials 𝐵𝑛(𝑓) are also 𝑘-convex 

for each 𝑛 ∈ ℕ, if 𝑓 is a 𝑘-convex function [2]. Over 

time, many mathematicians have made great efforts 

to contribute to this topic. The studies of Lupaş [3], 

Leviatan [4,5], Kocic and Milovanovic [6] and Hu-

Yu [7] can be mentioned as good examples of studies 

on the shape-preserving approximation of univariate 

real functions with polynomials. 

Despite the large number of articles in the 

literature, there are not many books dealing with the 

shape-preserving approximation in the bivariate or 

multivariate case. First, Gal [8] dealt with it. Using 

the method of forming Bernstein polynomials 

dependent on univariate functions, Hildebrant and 

Schoenberg [9] defined bivariate Bernstein 

polynomials with double indices 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = ∑ ∑ 𝑓 (
𝑘

𝑛
,

𝑗

𝑚
) (

𝑛

𝑘
) (

𝑚

𝑗
) 𝑥𝑘

𝑚

𝑗=0

𝑛

𝑘=0

× (1 − 𝑥)𝑛−𝑘 𝑦𝑗(1 − 𝑦)𝑚−𝑗 
 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1364241
https://orcid.org/0000-0002-3061-7197
https://orcid.org/0000-0003-0342-1575
mailto:ttunc@mersin.edu.tr


T. Tunç, G. Alhazzori / BEU Fen Bilimleri Dergisi 13 (1), 161-169, 2024 

162 
 

dependent on bivariate functions defined on the 
[0,1] × [01]  and examined their approximation 

properties. Kingsley [10] showed that this set of 

operators converges uniformly to the partial 

derivatives of the function f. (𝑟, 𝑠) −convex functions 

defined by Popoviciu [11] are protected under 𝐵𝑛,𝑚 

operators [8]. Tunç and Uzun [12] obtained results 

that B-convex functions are not conserved under these 

operators, but B-concave functions are preserved in 

some special cases. 

 In this study, we have examined whether the 

geometric shapes specified by the conic equations 

were preserved under Bernstein operators mentioned 

above. 

 

2. Material and Method 

 

The moment formulas given below are correct for the 

bivariate Bernstein operators with double indices that 

are defined by 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = ∑ ∑ 𝑓 (
𝑘

𝑛
,

𝑗

𝑚
) (

𝑛

𝑘
) (

𝑚

𝑗
) 𝑥𝑘

𝑚

𝑗=0

𝑛

𝑘=0

× (1 − 𝑥)𝑛−𝑘 𝑦𝑗(1 − 𝑦)𝑚−𝑗. 
 

Let us define the functions 𝑒𝑖,𝑗, 𝑖, 𝑗 ∈ ℕ0, by 

𝑒𝑖,𝑗(𝑥, 𝑦) = 𝑥𝑖𝑦𝑗 on ℝ2. 

 

Lemma 2.1. ([9]) 

i. 𝐵𝑛,𝑚(𝑒𝑖,𝑗; 𝑥, 𝑦) = 𝑒𝑖,𝑗(𝑥, 𝑦), for all 𝑖, 𝑗 ∈ {0,1}  

ii. 𝐵𝑛,𝑚(𝑒0,2; 𝑥, 𝑦) = 𝑒0,2(𝑥, 𝑦) +
𝑦(1−𝑦)

𝑚
, 

iii. 𝐵𝑛,𝑚(𝑒2,0; 𝑥, 𝑦) = 𝑒2,0(𝑥, 𝑦) +
𝑥(1−𝑥)

𝑛
 

 

Teorem 2.2. ([9]) If 𝑓 is a continuous function on 

[0,1] × [0,1] then the sequence (𝐵𝑛,𝑚 (𝑓)) converges 

uniformly to 𝑓 function on [0,1] × [0,1]. 
 In the article referenced for the proof of this 

theorem, it is said that it can be done in a similar way 

by referring to the work of Bernstein [13]. However, 

a simpler method can be proved. [14] and Lemma 2.1 

can be used for this. 

 

3. Results and Discussion 

 

3.1. Circles Under Bivariate Bernstein Operators 

 

In this section, firstly, conic equations will be 

discussed under the bivariate Bernstein Operators 

with double index. For  𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹 ∈ ℝ, the 

equation  

 

𝑓(𝑥, 𝑦) = 𝐴𝑥2 + 𝐵𝑥𝑦 + 𝐶𝑦2 + 𝐷𝑥 + 𝐸𝑦 + 𝐹 = 0 (1) 

 

looks like following under the 𝐵𝑛,𝑚 operator: 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 𝐴′𝑥2 + 𝐵′𝑥𝑦 + 𝐶′𝑦2 + 𝐷′𝑥 + 𝐸′𝑦

+ 𝐹′ = 0 
 

where  

 

𝐴′ =
𝑛−1

𝑛
𝐴; 𝐵′ = 𝐵;  𝐶′ =

𝑚−1

𝑚
𝐶;  𝐷′ = 𝐷 +

𝐴

𝑛
;    𝐸′ = 𝐸 +

𝐶

𝑚
;       𝐹′ = 𝐹                (2) 

 

In Theorem 2.2, the double-index bivariate Bernstein 

operators are defined according to their values in the 

domain of the function, and it is said that the sequence 

formed by these operators converges properly in the 

domain of the function. However, the equations in 

Lemma 2.1 are valid at every point of the plane. So 

the following theorem is true.  

 

Theorem 3.1. For the function 𝑓 defined by (1), the 

sequence (𝐵𝑛,𝑚 (𝑓))  is uniformly convergent to the 

function 𝑓 on every compact subset of the plane. 

 

Proof. It is easily obtained from Lemma 2.1. 

 

 Let   

 

∆0= 𝐷2 + 𝐸2 −  4𝐹; 

∆1= 𝐷 + 𝐸 + 2𝐹. 

 

It is well known that, if 𝐴 = 𝐶 = 1, 𝐵 = 0   and ∆0>
0 then the equation (1) indicates a circle in the 

cartesian plane. 

 

Theorem 3.2. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1), where 𝐴 = 𝐶 = 1, specify a circle and let 𝑛 ∈
ℕ2 ≔ {2,3,4, … }. In this case, the necessary and 

sufficient condition for the equation 𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) =
0 to specify a circle is  

 

𝑛2∆0 + 2𝑛∆1 + 2 > 0. 

 

Proof.  Since 𝐴 = 𝐶 = 1 and 𝐵 = 0, if 𝑚 = 𝑛 is 

taken in equations (2), the appearance of equation (1) 

under the 𝐵𝑛,𝑛  operator will be as follows 

 

𝐵𝑛,𝑛(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝑥2 + (

𝑛 − 1

𝑛
) 𝑦2

+
𝐷𝑛 + 1

𝑛
𝑥 +

𝐸𝑛 + 1

𝑛
𝑦 + 𝐹 = 0. 
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For 𝑛 > 1, we get  

 
𝑛 − 1

𝑛
[𝑥2 + 𝑦2 +

𝐷𝑛 + 1

𝑛 − 1
𝑥 +

𝐸𝑛 + 1

𝑛 − 1
𝑦 +

𝑛

𝑛 − 1
𝐹]

= 0. 
 

If we write  

 

𝐷′′ =
𝐷𝑛 + 1

𝑛 − 1
,         𝐸′′ =

𝐸𝑛 + 1

𝑛 − 1
,          𝐹′′ =

𝑛𝐹

𝑛 − 1
, 

 

by simple calculations  

 

𝐷′′2
+ 𝐸′′2

− 4𝐹′′

=  (
𝐷𝑛 + 1

𝑛 − 1
)

2

+  (
𝐸𝑛 + 1

𝑛 − 1
)

2

− 4 (
𝑛𝐹

𝑛 − 1
 )

=  
(𝐷𝑛 + 1)2

(𝑛 − 1)2
+  

(𝐸𝑛 + 1)2

(𝑛 − 1)2

−
4𝑛𝐹(𝑛 − 1)

(𝑛 − 1)2

=  
1

(𝑛 − 1)2
[(𝐷𝑛 + 1)2

+  (𝐸𝑛 + 1)2 − 4𝑛𝐹(𝑛 − 1)]

=   
1

(𝑛 − 1)2
[𝐷2𝑛2 + 𝐸2𝑛2 − 4𝐹𝑛2

+ 2𝐷𝑛 + 2𝐸𝑛 + 4𝐹𝑛 + 2]

=
1

(𝑛 − 1)2
[𝑛2∆0 + 2𝑛∆1 + 2] 

 

are obtained. So that we get desired result. 

 

Remarks 3.3.  

 

1. In Theorem 3.2, if 𝑛 = 1, the equation 

𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 indicates a line. The equation 

of this line is (𝐷 + 1)𝑥 + (𝐸 + 1)𝑦 + 𝐹 = 0. 

2. In Theorem 3.2, if 𝑛 > 1, the equation 

𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 refers to the circle with radius 

√𝑛2∆0+2𝑛∆1+2

2𝑛−2
 centered at (𝐷𝑛+1

2𝑛−2
,
𝐸𝑛+1

2𝑛−2
). 

3. Since ∆0> 0, the condition 𝑛2∆0 + 2𝑛∆1 + 2 >
0 in Theorem 3.2 will be satisfied for every 

sufficiently large natural number 𝑛. Therefore, if 

the equation 𝑓(𝑥, 𝑦) = 0 indicates a circle, the 

equation 𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 indicates a circle 

except for a finite number of 𝑛. 

 

Since ∆0> 0, the following result can be 

easily obtained from Theorem 3.2. 

 

Corollary 3.4. Under the conditions of Theorem 3.2, 

if ∆1> −1/𝑛, then 𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 indicates a 

circle. 

 

Example 3.5. If the circle specified by the equation 

𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 + 4𝑥 − 6𝑦 − 12 = 0 is taken into 

account, since  ∆0= 100  and ∆1= −26, from 

Corollary 3.4, it is not clear that the equations 

𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 specify a circle. However, since 

 

𝑛2∆0 + 2𝑛∆1 + 2 = 100𝑛2∆0 − 52𝑛∆1 + 2 > 0, 
 

the equation 𝐵𝑛,𝑛 (𝑓; 𝑥, 𝑦) = 0 specify a circle by 

Theorem 3.2. (see Figure 1) 

 

 
Figure 1. Images of the circle given in Example 3.5 under 

the operator 𝐵𝑛,𝑛  for 𝑛 = 5,10,15. 

 

Theorem 3.6. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1), where 𝐴 = 𝐶 = 1, specify a circle and let 𝑛, 𝑚 ∈
ℕ2. If 𝑛 ≠ 𝑚, then the equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 

specifies an ellipse.  

 

Proof. Since 𝐴 = 𝐶 = 1 and 𝐵 = 0, from the 

equations (2), the appearance of equation (1) under 

the 𝐵𝑛,𝑚  operators will be as follows 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝑥2 + (

𝑚 − 1

𝑚
) 𝑦2

+
𝐷𝑛 + 1

𝑛
𝑥 +

𝐸𝑚 + 1

𝑚
𝑦 + 𝐹 = 0. 

 

For 𝑛, 𝑚 > 1, we get  

 

𝐵′2 − 4𝐴′𝐶′ = −4𝐴′𝐶′ = −4 (
𝑛−1

𝑛
) (

𝑚−1

𝑚
) < 0. 
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Since 𝑛 ≠ 𝑚, the equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 

specifies an ellipse.   

 

Example 3.7. If the circle specified by the equation 

𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 + 4𝑥 − 6𝑦 − 12 = 0 is taken into 

account, the equations 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝑥2 + (

𝑚 − 1

𝑚
) 𝑦2

+
4𝑛 + 1

𝑛
𝑥 +

1 − 6𝑚

𝑚
𝑦 − 12 = 0 

 

specify ellipses under the condition 𝑛 ≠ 𝑚 (see 

Figure 2).  

 

Theorem 3.8. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1), where 𝐴 = 𝐶 = 1, specify a circle and let 𝑛, 𝑚 ∈
ℕ. If 𝑛 ≠ 𝑚 and 𝑚𝑖𝑛{𝑛, 𝑚} = 1 then the equation  

𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies a parabola.  

 

Proof. Since it does not violate generality, let 𝑛 = 1 

and 𝑚 > 1. Since 𝐴 = 𝐶 = 1 and 𝐵 = 0, from the 

equations (2), the appearance of equation (1) under 

the 𝐵𝑛,𝑚  operators will be as follows 

 
Figure 2. Images of the circle given in Example 3.7 under 

the operators 𝐵𝑛,𝑚  for (𝑛, 𝑚) = (5,15),
(10,25), (15,35). 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑚 − 1

𝑚
) 𝑦2 + (𝐷 + 1)𝑥

+
𝐸𝑚 + 1

𝑚
𝑦 + 𝐹 = 0. 

 

Since B′2 − 4A′C′ = 0, the equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) =
0 specifies a parabola. 

 

Example 3.9. If the circle specified by the equation 

𝑓(𝑥, 𝑦) = 𝑥2 + 𝑦2 + 4𝑥 − 6𝑦 − 12 = 0 is taken into 

account, the equations  

 

𝐵1,𝑚(𝑓; 𝑥, 𝑦) = (
𝑚 − 1

𝑚
) 𝑦2 + 5𝑥 +

1 − 6𝑚

𝑚
𝑦 − 12 = 0 

 

specify parabolas under the condition 𝑚 > 1 (see 

Figure 3).  

 

 
Figure 3. Images of the circle given in Example 3.9 under 

the operators 𝐵𝑛,𝑚  for (𝑛, 𝑚) = (1,5), (1,10), (1,15). 

 

3.2. Ellipses Under Bivariate Bernstein Operators 

 

Theorem 3.10. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1) specify an ellipse. Then the equation  

𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies 

i. an ellipse for all 𝑛, 𝑚 ∈ ℕ2 with the condition 
𝐵2

4𝐴𝐶
< (

𝑛−1

𝑛
) (

𝑚−1

𝑚
), 

ii. a hyperbola for all 𝑛, 𝑚 ∈ ℕ2 with the condition 
𝐵2

4𝐴𝐶
> (

𝑛−1

𝑛
) (

𝑚−1

𝑚
), 

iii. a parabola for all 𝑛, 𝑚 ∈ ℕ2 with the condition 
𝐵2

4𝐴𝐶
= (

𝑛−1

𝑛
) (

𝑚−1

𝑚
). 

 

Proof. Since the equation 𝑓(𝑥, 𝑦) = 0 given by (1) 

indicates an ellipse, the inequality 𝐵2 − 4𝐴𝐶 < 0 and 

thus 𝐴𝐶 > 0 is satisfied. From the equations (2), the 

appearance of equation (1) under the 𝐵𝑛,𝑚  operators 

will be as follows 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝐴𝑥2 + 𝐵𝑥𝑦

+ (
𝑚 − 1

𝑚
) 𝐶𝑦2 +

𝐷𝑛 + 𝐴

𝑛
𝑥

+
𝐸𝑚 + 𝐶

𝑚
𝑦 + 𝐹 = 0. 
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Since  

 

𝐵′2 − 4𝐴′𝐶′ = 𝐵2 − 4𝐴𝐶 (
𝑛 − 1

𝑛
) (

𝑚 − 1

𝑚
) 

 

for all 𝑛, 𝑚 ∈ ℕ2, we have desired results. 

 

Example 3.11. If the ellipse specified by the equation 

𝑓(𝑥, 𝑦) = 15𝑥2 + 15𝑥𝑦 + 6𝑦2 + 4𝑥 − 6𝑦 − 12 =
0 is taken into account, we get 𝐵2 4𝐴𝐶⁄ = 5/8. 

Hence, according to Theorem 3.10, the equation  

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 15 (
𝑛 − 1

𝑛
) 𝑥2 + 15𝑥𝑦

+ 6 (
𝑚 − 1

𝑚
) 𝑦2 + (

15

𝑛
+ 4) 𝑥

+ (
6

𝑚
− 6) 𝑦 − 12 = 0 

 

specifies an ellipse for 𝑛 = 6,   𝑚 = 8, a parabola for 

𝑛 = 4,   𝑚 = 6 and a hyperbola for 𝑛 = 2,   𝑚 = 4 

(see Figure 4) 

 

 
Figure 4. Images of the ellipse given in Example 3.11 

under the operators 𝐵𝑛,𝑚  for (𝑛, 𝑚) = (2,4), (4,6), (6,8). 

 

Theorem 3.12. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1) specify an ellipse. Then, if 𝑛 ≠ 𝑚 and 

min{𝑛, 𝑚} = 1, the equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 

specifies 

i. a hyperbola for 𝐵 ≠ 0, 

ii. a parabola for 𝐵 = 0. 

 

Proof. Since it does not violate generality, let 𝑛 = 1 

and 𝑚 > 1. From the equations (2), the appearance of 

equation (1) under the 𝐵𝑛,𝑚  operators will be as 

follows 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 𝐵𝑥𝑦 + (
𝑚 − 1

𝑚
) 𝐶𝑦2 + (𝐷 + 𝐴)𝑥

+
𝐸𝑚 + 𝐶

𝑚
𝑦 + 𝐹 = 0. 

 

Since B′2 − 4A′C′ = 𝐵2, the equation  

𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies a parabola for 𝐵 = 0 

while a hyperbola for 𝐵 ≠ 0. 

 

Example 3.13.  
(a) If the ellipse specified by the equation 

 
𝑓(𝑥, 𝑦) = 15𝑥2 + 15𝑥𝑦 + 6𝑦2 + 4𝑥 − 6𝑦 − 12 = 0 

 

 is taken into account, the equation  

 

𝐵1,𝑚(𝑓; 𝑥, 𝑦) = 15𝑥𝑦 + 6 (
𝑚 − 1

𝑚
) 𝑦2 + 19𝑥

+ (
6

𝑚
− 6) 𝑦 − 12 = 0 

 

specifies a hyperbola for each 𝑚 > 1 (see Figure 5).  

 

 
Figure 5. Images of the ellipse given in Example 3.13(a) 

under the operators 𝐵1,𝑚  for 𝑚 = 5, 10, 50 

 

(b) If the ellipse specified by the equation 

 

 𝑓(𝑥, 𝑦) = 15𝑥2 + 6𝑦2 + 4𝑥 − 6𝑦 − 12 = 0   
 

is taken into account, the equation   

 

𝐵1,𝑚(𝑓; 𝑥, 𝑦) = 6 (
𝑚 − 1

𝑚
) 𝑦2 + 19𝑥 + (

6

𝑚
− 6) 𝑦

− 12 = 0 
 

specifies a parabol for each 𝑚 > 1 (see Figure 6). 
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Figure 6. Images of the ellipse given in Example 3.13(b) 

under the operators 𝐵1,𝑚  for 𝑚 = 5, 10, 50 

 

3.3. Hyperbolas Under Bivariate Bernstein 

Operators 

 

Theorem 3.14. If the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1) specifies a hyperbola, then the equations  

𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specify hyperbola for all 𝑛, 𝑚 ∈
ℕ2. 

 

Proof. Since the equation 𝑓(𝑥, 𝑦) = 0 given by (1) 

indicates a hyperbola, the inequality 𝐵2 − 4𝐴𝐶 > 0 is 

satisfied. From the equations (2), the appearance of 

equation (1) under the 𝐵𝑛,𝑚  operators will be as 

follows 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝐴𝑥2 + 𝐵𝑥𝑦

+ (
𝑚 − 1

𝑚
) 𝐶𝑦2 +

𝐷𝑛 + 𝐴

𝑛
𝑥

+
𝐸𝑚 + 𝐶

𝑚
𝑦 + 𝐹 = 0. 

 

Since 0 < (
𝑛−1

𝑛
) (

𝑚−1

𝑚
) < 1, then we have 

 

𝐵′2 − 4𝐴′𝐶′ = 𝐵2 − 4𝐴𝐶 (
𝑛 − 1

𝑛
) (

𝑚 − 1

𝑚
) > 0 

 

for all 𝑛, 𝑚 ∈ ℕ2. 

 

Remarks 3.15.  

1. Let the equation 𝑓(𝑥, 𝑦) = 0 given by (1) specify 

a hyperbola and let 𝐴𝐶 < 0. In this case, the 

possibility of 𝐵 = 0 arises. If this situation occurs, 

the equation 𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0  for every 𝑛, 𝑚 ∈
ℕ with 𝑚𝑖𝑛 {𝑛, 𝑚} = 1 and 𝑛 ≠ 𝑚 also indicates a 

parabola. Because under these conditions will be 

𝐵′2 − 4𝐴′𝐶′ = 0. 

2. If 𝐵 ≠ 0, Theorem 3.14 is valid for every 𝑛, 𝑚 ∈
ℕ with 𝑚𝑎𝑥{𝑛, 𝑚} ≠ 1. 

 

Example 3.15.  
(a) If the hyperbola specified by the equation 

𝑓(𝑥, 𝑦) = 15𝑥2 + 15𝑥𝑦 + 2𝑦2 + 4𝑥 − 6𝑦 − 12 =
0 is taken into account, the equations  

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 15 (
𝑛 − 1

𝑛
) 𝑥2 + 15𝑥𝑦

+ 2 (
𝑚 − 1

𝑚
) 𝑦2 + (

15

𝑛
+ 4) 𝑥

+ (
2

𝑚
− 6) 𝑦 − 12 = 0 

 

specify hyperbola for all 𝑛, 𝑚 ∈ ℕ2. Note that 𝐴𝐶 =
15.2 = 30 > 0 (see Figure 7). 

 

 
Figure 7. Images of the hyperbola given in Example 

3.15(a) under the operators 𝐵𝑛,𝑚  for (𝑛, 𝑚) =
(3,5), (5, 10), (10,20). 

 

(b) If the hyperbola specified by the equation 

 

𝑓(𝑥, 𝑦) = 15𝑥2 + 15𝑥𝑦 + 4𝑥 − 6𝑦 − 12 = 0 
 

is taken into account, the equations  

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 15 (
𝑛 − 1

𝑛
) 𝑥2 + 15𝑥𝑦

+ (
15

𝑛
+ 4) 𝑥 − 6𝑦 − 12 = 0 

 

specify hyperbola for all 𝑛, 𝑚 ∈ ℕ2. Note that 𝐴𝐶 =
0 (see Figure 8). 
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Figure 8. Images of the hyperbola given in Example 

3.15(b) under the operators 𝐵𝑛,𝑚  for (𝑛, 𝑚) =
(5, 𝑚), (10, 𝑚), (20, 𝑚). 

 

(c) If the hyperbola specified by the equation  

 

𝑓(𝑥, 𝑦) = 15𝑥2 + 15𝑥𝑦 + 4𝑥 − 6𝑦 − 12 = 0 
 

is taken into account, the equations 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 15 (
𝑛 − 1

𝑛
) 𝑥2 − 2 (

𝑚 − 1

𝑚
) 𝑦2

+ (
15

𝑛
+ 4) 𝑥 + (−

2

𝑚
− 6) 𝑦 − 12

= 0 
 

specify hyperbola for all 𝑛, 𝑚 ∈ ℕ2. Note that 𝐴𝐶 =
−30 < 0 (see Figure 9). On the other hand, the 

equations 

 

𝐵1,𝑚(𝑓; 𝑥, 𝑦) = −2 (
𝑚−1

𝑚
) 𝑦2 + 19𝑥 + (−

2

𝑚
−

6) 𝑦 − 12 = 0, 

 

𝐵𝑛,1(𝑓; 𝑥, 𝑦) = 15 (
𝑛 − 1

𝑛
) 𝑥2 + (

15

𝑛
+ 4) 𝑥 − 8𝑦

− 12 = 0 
 

specify parabolas for all 𝑛, 𝑚 ∈ ℕ2 (see Figure 10).  

 
Figure 9. Images of the hyperbola given in Example 

3.15(c) under the operators 𝐵𝑛,𝑚  for  (𝑛, 𝑚) =
(3,5), (5, 10), (10,20). 

 

 
Figure 10. Images of the hyperbola given in Example 

3.15(c) under the operators 𝐵𝑛,𝑚  for  (𝑛, 𝑚) =
(1,5), (1, 10), (5,1), (10,1). 

 

3.4. Parabolas Under Bivariate Bernstein 

Operators 

 

Theorem 3.16. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1) specify a parabola. Then, for all 𝑛, 𝑚 ∈ ℕ2, the 

equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies 

i. a hyperbola if  𝐴𝐶 ≠ 0, 

ii. a parabola if 𝐴𝐶 = 0. 

 

Proof. Since the equation 𝑓(𝑥, 𝑦) = 0 given by (1) 

indicates a parabola, the equality 𝐵2 − 4𝐴𝐶 = 0 is 

satisfied. Therefore, it must be 𝐴𝐶 ≥ 0 and 𝐴 and 𝐶 

cannot be zero at the same time. From the equations 

(2), the appearance of equation (1) under the 𝐵𝑛,𝑚  
operators will be as follows 
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𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = (
𝑛 − 1

𝑛
) 𝐴𝑥2 + 𝐵𝑥𝑦

+ (
𝑚 − 1

𝑚
) 𝐶𝑦2 +

𝐷𝑛 + 𝐴

𝑛
𝑥

+
𝐸𝑚 + 𝐶

𝑚
𝑦 + 𝐹 = 0. 

 

Hence  

 

𝐵′2 − 4𝐴′𝐶′ = 𝐵2 − 4𝐴𝐶 (
𝑛 − 1

𝑛
) (

𝑚 − 1

𝑚
) 

 

for all 𝑛, 𝑚 ∈ ℕ2. If 𝐴𝐶 > 0, then since 0 <

(
𝑛−1

𝑛
) (

𝑚−1

𝑚
) < 1, we have  

 

𝐵′2 − 4𝐴′𝐶′ = 𝐵2 − 4𝐴𝐶 (
𝑛 − 1

𝑛
) (

𝑚 − 1

𝑚
)

> 𝐵2 − 4𝐴𝐶 = 0 
 

hence the equation  𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies a 

hyperbola. If  𝐴𝐶 = 0, since 𝐵 = 0, the equality 

𝐵′2 − 4𝐴′𝐶′ = 0 is obtained, therefore the equation  

𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0 specifies a parabola. 

 

Remark 3.17. Let the equation 𝑓(𝑥, 𝑦) = 0 given by 

(1) specify a parabola and let 𝐴𝐶 >0. In this case, the 

equation 𝐵𝑛,𝑚 (𝑓; 𝑥, 𝑦) = 0  for every 𝑛, 𝑚 ∈ ℕ with 

𝑚𝑖𝑛 {𝑛, 𝑚} = 1 and 𝑛 ≠ 𝑚 also indicates a 

hyperbola. Because under these conditions 𝐵′2 −
4𝐴′𝐶′ will be 𝐵2 > 0. 

 

Example 3.18.  

(a) If the parabola specified by the equation 𝑓(𝑥, 𝑦) =
3𝑥2 − 6𝑥𝑦 + 3𝑦2 + 2𝑥 − 7 = 0  is taken into 

account, it is clear that 𝐴𝐶 = 3.3 = 9 > 0 and the 

equations  

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 3 (
𝑛 − 1

𝑛
) 𝑥2 − 6𝑥𝑦

+ 3 (
𝑚 − 1

𝑚
) 𝑦2 + (

3

𝑛
+ 2) 𝑥 +

3

𝑚
𝑦

− 7 = 0 
 

specify hyperbola for all 𝑛, 𝑚 ∈ ℕ2 (see Figure 11). 

 

(b) If the parabola specified by the equation 𝑓(𝑥, 𝑦) =
3𝑦2 + 2𝑥 − 7 = 0 is taken into account, it is clear 

that 𝐴𝐶 = 0 and the equations 

 

𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 3 (
𝑚 − 1

𝑚
) 𝑦2 + 2𝑥 +

3

𝑚
𝑦 − 7 = 0 

 

specify hyperbola for all 𝑛, 𝑚 ∈ ℕ2(see Figure 12). 

 

 
Figure 11. Images of the parabola given in Example 

3.17(a) under the operators 𝐵𝑛,𝑚  for  (𝑛, 𝑚) =
(1,5), (1, 10), (5,10), (10,15). 

  

 

 
Figure 12. Images of the parabola given in Example 

3.17(b) under the operators 𝐵𝑛,𝑚  for  (𝑛, 𝑚) =
(1,2), (5, 10), (15,15). 

 

 

4. Conclusion and Suggestions 

 

The equation 𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 0 is a quadratic two-

variable equation, where 𝑓(𝑥, 𝑦) = 0 is a conic 

equation and 𝐵𝑛,𝑚 is a double-indexed two-variable 

Bernstein operator. If the equation 𝑓(𝑥, 𝑦) = 0 

indicates a circle, then the equations 𝐵𝑛,𝑛(𝑓; 𝑥, 𝑦) =
0 specify a circle for sufficiently large numbers 𝑛. 

However, in cases where the indices are different, that 

is, for 𝑛 ≠ 𝑚, 𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 0 equations indicate an 

ellipse or parabola. If the equation 𝑓(𝑥, 𝑦) = 0 

specifies an ellipse, the equations 𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 0 

specifies an ellipse, hyperbola or parabola in certain 

cases. If the equation 𝑓(𝑥, 𝑦) = 0 specifies a 
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hyperbola, the equations 𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 0 specifies 

hyperbola. Finally, if the equation 𝑓(𝑥, 𝑦) = 0  

specifies a parabola, the equations 𝐵𝑛,𝑚(𝑓; 𝑥, 𝑦) = 0 

specifies a hyperbola or parabola, depending on 

whether the 𝐴𝐶 product is zero or not.  
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Abstract 

In this study, elemental analyses of water samples taken from Aktaş, Çıldır Lake, and 

Kura River basins in Ardahan province were carried out using Inductively Coupled 

Plasma Mass Spectrometry. The mass attenuation coefficients, total photon 

interaction cross sections, effective atomic numbers, and electron densities were 

determined with the help of WinXCom for the main gamma-ray energies released 

when Ra-226, which is an important source of natural radiation, decays into Rn-222, 

Bi-214, and Po-214. As a result of the study, it was determined that Çıldır Lake would 

have more γ-ray interaction than Aktaş Lake and Kura River for the γ-ray energies 

taken into account. For γ-ray interaction degrees, the order can be made: Çıldır Lake 

> Kura River > Aktaş Lake. 
 

 
1. Introduction 

 

Information on the interaction of electromagnetic 

radiation with matter and energy loss is the basis for 

detecting radiation, determining protection principles, 

studying its biological effects, and using nuclear 

techniques in a wide variety of fields. The main agents 

in the interaction of electromagnetic radiation with 

matter are atomic electrons [1]. The interaction of 

electromagnetic radiation with matter reveals two 

main events, absorption and scattering. As a result of 

these events, atomic and molecular information about 

the matter can only be obtained by determining 

atomic parameters. Determination of atomic 

parameters: It is also very important in radiation 

applications such as space physics, astronomy, 

nuclear physics, nuclear weapon construction, solid 

state physics, cosmic ray studies, geology, plasma 

physics, satellite construction, determination of 

material thickness, dosimetry, radiology, and 

radiotherapy [2]. 

                                                           

*Corresponding author: burcuakca@ardahan.edu.tr             Received: 28.09.2023, Accepted: 08.04.2024 

In many studies, atomic parameters at 

different energies for different substances are 

determined theoretically or experimentally. In our 

literature review, it has been seen that the subject has 

been popular in recent years, and sample studies are 

given. Akhdar et al. [3] investigated the mass 

attenuation coefficients, effective atomic numbers, 

and electron densities of the polyethylene glycol 

material for the energy range of 8.67-23.19 keV. The 

obtained results were compared with the XCom and 

Monte Carlo results. A good agreement was found 

between the measured experimental results and the 

theoretical values, and there was a 5% deviation in the 

XCom values. Tech et al. [4] calculated the mass 

attenuation coefficients, atomic and electronic cross 

sections, and effective atomic numbers of cambisol 

soils in Serra Dourada State Park in Brazil using 

XCom for 1-100 keV energy. In addition, oxide 

analysis in combisol soils was performed with 

EDXRF (Energy Dispersive X-ray Florescence) and 

WDXRF (Wavelength Dispersive X-ray 

Florescence). It was observed that the radiation 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1367911
https://orcid.org/0000-0003-2399-5971
https://orcid.org/0000-0002-6386-9403
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interaction parameters depend on the chemical 

composition of the material. Seenappa et al. [5] 

calculated effective atomic numbers, electron 

densities, and CT (Computerized Tomography) 

numbers of newborn and adult tissue of organs such 

as the lungs, hearts, kidneys, and brain. Moreover, for 

the energy range of 1 keV-100 keV, the effective 

atomic numbers were calculated with the WinXCom 

program by calculating molecular, atomic, and 

electronic cross-sections. It was determined that 

atomic number, CT number, and electron density 

were different in newborn tissue and adult tissue, and 

other calculated atomic parameters were similar. It 

has been stated that these results will be useful in 

radiotherapy and radiology [5]. 

Akça [6] measured the γ-ray linear 

attenuation coefficients and transmission factors for 

Erzurum Ispir dry bean and Ankara Kızılcahamam 

dry bean. It has been observed that Ankara 

Kızılcahamam dry beans absorb more γ-ray than 

Erzurum Ispir dry beans. Saim et al. [7] examined the 

total mass attenuation coefficient of trichloride 

gadolinium using Geant4 compared with WinXCom 

theoretical data for 1–10 MeV energies. The 

theoretical results have been used to calculate the total 

cross-section, atomic, and electronic cross-sections. 

Akça and Erzeneoğlu [8] measured important atomic 

parameters for compounds of biomedically important 

elements at 59.54 keV gamma-ray energy. Böke [9] 

calculated the photon interaction cross sections of 

human cortical bone tissue at smaller angles. 

As a result of the literature search, no studies 

on radiation and interaction with radiation related to 

Aktaş, Çıldır Lakes, and Kura River were found. 

When determining the atomic parameters, the mixing 

rule is used if the substance is complex. According to 

the mixing rule, the mass percent of the elements in 

the substance must be known, and these must be taken 

into account in the atomic parameters. releases. 

 

2. Material and Method 

2.1. Theoretical Basis 

The overall total mass attenuation coefficient for the 

multi-element compound is the sum of the mass 

attenuation coefficients of each element according to 

the mixing rule. 

i                                                                      (1)                                                                                                                          

ωi term in Equation (1) weight fraction of the element, 

(µ⁄ρ)i (cm2/g) is the mass attenuation coefficient of the 

element. Also, here µ (cm-1) is the linear attenuation 

coefficient and ρ (g/cm3) is the density of the sample. 

For the material obtained from the mass attenuation 

coefficient mixing rule, the total photon interaction 

cross section (barn/atom) is expressed by the 

following equation.   

                                                       (2)                                                                                                                                     

The mass attenuation coefficient μ⁄ρ in the formula, 

Ai, atomic weight of the element, and NA is 

Avogadro's constant [10]. The effective atomic 

number of any compound using the mixing rule; 

                             (3)                                                                                     

It is calculated using the equation. Here, σ1 

and σ2 are the basic sections in between, and Z1 and 

Z2 are the atomic numbers of the elements in which 

the atomic section of the material is found [11]. 

The electron density (electron/g); 

                                                        (4)                                                                                                                             

is obtained by the equation. In the formula, n is the 

number of atoms in the mixture, and Zeff is the 

effective atomic number [12]. 

2.2. Collection and Preparation of Water Samples 

The theoretical calculations of the study started with 

taking water samples from Aktaş, Çıldır Lakes, and 

Kura River. To ensure the accuracy expected from 

water analysis, act within some principles while 

taking water samples, packaging them, and 

transporting them to the laboratory environment [13]. 

Water samples were collected considering these 

principles. Water samples were collected by 

immersing the sterilized bottle in water at least 25-30 

cm downwards. The collected samples were filtered 

through a medical sterile cloth and cleaned of small 

residues in the water. All of these samples were 

collected in sterile and individually bagged conical 

bottom 15 ml falcon tubes. The lids of the falcon tubes 

were tightly closed and numbered with numbers 

according to the order of sampling. 

The water samples taken from Aktaş Lake 

were taken from 10 different points, covering the 

entire water environment on the Turkish side of the 

lake, with a distance of 10 m in some places and 100-

150 m in others. Çıldır Lake water samples were taken 

from 10 different points, starting from the opposite 
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shore of Gölebakan Village of Çıldır District, at a 

distance of 10 m or 50 m, and at a distance of 100-150 

m in some coastal areas. Water samples from the Kura 

River were taken from 3 different regions. Kura River 

water samples were taken from 3 different points from 

the entrance of the Kura River to Ardahan, from 4 

different points from the city center of Ardahan, and 

3 different points from the exit part of the river from 

the center of Ardahan. Water samples were taken 

from 10 different points for each of Aktaş, Çıldır 

Lake, and Kura River water, a total of 30 samples 

were obtained and numbered. While collecting all 

water samples, attention was paid to ensuring that the 

weather was not rainy and the lakes and rivers were 

not frozen to carry out the operations properly and to 

obtain healthy results. All water samples were taken 

on the same day in early October 2022. An earthquake 

with a magnitude of approximately 5 occurred in 

Ardahan province in September of the same year. 

Çıldır Lake is 1959 meters above sea level, and Aktaş 

Lake is 1798 meters above sea level. While the 

bottom altitude of the Kura River above the sea is 

1800 m when entering the Ardahan plain, it drops to 

1300 m when leaving the Turkish territory. Metsamor 

nuclear power plant is 197 km away from Çıldır Lake, 

219 km away from Kura River, and 241 km away 

from Aktaş Lake. 

2.3. Elemental Analysis with Inductively Coupled 

Plasma Mass Spectrometry 

In the study, elemental analyses of lake and river 

waters were made with the ICP-MS (Inductively 

Coupled Plasma-Mass Spectrometer) device, with the 

support of the scientific research project titled 

"Determination of Atomic Parameters of Aktaş, 

Çıldır Lake and Kura River Water with the Help of 

WinXCom" and with the support of the "2022-2 

ÖNP-Sağl-005" service to DAYTAM. “Inductively 

Coupled Plasma-Mass Spectrometer (ICP-MS-

Agilent 7800 series, Agilent Technologies, Japan)” 

was used to determine the concentrations of the 

elements in the solution. In the process of preparing 

the water samples for the device, the water samples 

were first filtered with a syringe filter. Ultrapure 

water was used as a blank solution. Samples and blank 

samples were analyzed by giving them to the device. 

Each reading is the average of 3 parallel readings in 

itself. 0, 250, 500, 750, and 1000 ppb for Si; for Hg, 

0, 2.5, 5, 7.5, and 10 ppb, and other studied elements, 

the reference range is 0, 10, 25, 50, 100, 250, and 500 

ppb. While preparing the standards, for the 10 ppb 

standard solutions; separately from the 10 ppm stock 

standard solutions 30 µl, and 7.5 µl of Hg solution 

were taken with a micropipette and transferred to a 50 

ml falcon tube, and the volume of the solution was 

completed to 30 ml with 2% HNO3 solution using a 

micropipette. 

2.4. WinXCom 

 

The WinXCom program is used to theoretically 

calculate the mass attenuation coefficients, which are 

atomic parameters. WinXCom is a mixture rule-based 

program that is calculated considering the element's 

mass attenuation coefficients. According to this rule, 

the elements in the material are examined one by one, 

and the calculation is made by accepting them as 

independent from each other. However, this rule 

neglects the changes in the atomic wave function 

resulting from changes in the molecular and chemical 

environment of the atom [14]. [15] developed the 

XCom program to calculate each element's total mass 

attenuation coefficients, or photon-interacting cross 

sections. With the help of this program, calculations 

of elements and mixtures with large photon energies 

ranging from 1 keV to 100 GeV can be made. 

WinXCom: It is the version of XCom transferred to 

Windows in 2001 by [16]. The program allows total 

cross-section, attenuation coefficients, and particle 

cross-section calculations for various interaction 

processes (atomic photoelectric effect, incoherent, 

coherent scattering) [16]. This program can 

theoretically calculate the mass attenuation 

coefficients of an element, compound, or mixture. 

The WinXCom program was very useful and was 

developed for radiological physics and dosimetry 

[17]. The energy values to be calculated first while 

using the program (0.053, 0.186, 0.242, 0.295, 0.352, 

0.609, 0.665, 0.768, 0.786, 0.806, 0.934, 1.120, 1.155, 

1.238, 1.281, 1.378, 1.401, 1.408, 1.509, 1.661, 

1.730), 1.764, 1.847, 2.119, 2.204, and 2.448 MeV) 

were entered into the program manually. Since 

WinXCom calculates using the mixing rule 

(according to equation (1)), the elemental contents 

analyzed using ICP-MS and mass percentages of the 

water samples are entered into the system one by one, 

and the water samples are introduced to the program. 

Then, the sum (cm2/g) values against the energy 

entered from the program, the mass attenuation 

coefficient, were obtained. This process was repeated 

for all samples and mass attenuation coefficients were 

obtained with the help of the WinXCom program. 

Other atomic parameters (Total Photon Interaction 

Cross Section, Effective Atomic Number, and 

Electron Density) were calculated with the help of 

formulas ((2), (3), and (4) equations) using the mass 

attenuation coefficient values calculated with 

WinXCom. 
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3. Results and Discussion 

 

In this study, the extent to which Ra-226, which is 

known to be an important source of ionizing radiation, 

interacts with γ-rays in the radioactive decay chain 

was determined with the help of atomic parameters. 

In the study, the energies considered are the γ-

energies in the products formed in the decay chain of 

Ra-226, which is seen as the most important cause of 

natural radiation. These γ-energies are the main γ-ray 

energy lines released as Ra-226 decays to Rn-222, Bi-

214, and Po-214 (186.211 for Rn-222, 53.2275, 

241.997, 295.224, 351.932, 785.96 for Bi-214, 

609.312, 665.453, 768.356, 806.174, 934.061, 

1120.287, 1155.19, 1238.111, 1280.96, 1377.669, 

1401.50, 1407.98, 1509.228, 1661.28, 1729.595, 

1764.494, 1847.420, 2118.55, 2204.21 and 2447.86 

keV for Po-214) [18]. The reason for choosing Ra-

226 in our study is the emergence of radon gas, which 

is known to be an important source of natural 

radiation and is the second most important cause of 

lung cancer after smoking, as a result of these 

radioactive decays. It is known that as a result of these 

radioactive decays, not only gamma rays ( but also 

alpha ( ) and beta particles ( ) which is in the 

ionizing radiation group. However, in our study, γ- 

rays were preferred because they are the most 

energetic and penetrating [19].  

Today, the existence of Metsamor, which has 

all kinds of features that should not be in the standards 

related to nuclear power plants, poses a serious threat 

to Azerbaijan, Iran, and the whole region, especially 

Turkey, which is 16 kilometers away from the power 

plant [20]. Therefore, it is very important to study the 

radiation effect in Ardahan and its surroundings, 

which are close to Iğdır. The interaction of ionizing 

radiation with river and lake waters poses a threat to 

aquatic creatures, those who consume these creatures, 

and those who benefit from these waters at high 

interactions. The large interaction with radiation 

suggests that the dose taken by living things may also 

be large. It is very important to know the radiation that 

can cause fatal diseases such as cancer and the ways 

to protect yourself. In this study, the degree of 

interaction was determined by making calculations of 

the radiation interaction, especially in natural 

radiation energies. Since it is known that the naturally 

occurring radiation effect is constantly present, 

contributions from the environment will increase this 

amount. 

Elemental content of Aktaş and Çıldır Lakes, 

Kura River waters obtained by ICP-MS (Li, Be, B, 

Na, Mg, Al, Si, P, K, Ca, Ti, V, Cr, Mn, Fe, Co, Ni, 

Cu, Zn, As, Se, Sr, Zr, Mo, Ru, Rh, Pd, Ag, Cd, In, 

Sn, Sb, Te, Ba, La, Ce, Ta, W, Re, Os, Ir, Pt, Au, Hg, 

Tl, Pb, Bi) and their concentration (ppb) are given in 

Table 1. The mass attenuation coefficients, total 

photon interaction cross sections, effective atomic 

numbers, and electron densities of Aktaş, Çıldır Lake, 

and Kura River water determined with the help of 

WinXCom are given in Table 2-4. The change of the 

mean values of the mass attenuation coefficients, total 

photon interaction cross sections, effective atomic 

numbers, and electron densities of Aktaş, Çıldır Lake, 

and Kura River waters determined with the help of 

WinXCom with energy is given in Figure 1-12. 

Graphics are drawn using Origin Pro 8. 

When Tables 2, 3, 4, and Figures 1, 5, and 9 

are examined, it is seen that the mass attenuation 

coefficients of Aktaş and Çıldır Lakes, and Kura 

River water decrease as the energy increases. That is, 

as the energy increased, the mass attenuation 

coefficient decreased; in other words, the γ-ray 

interaction decreased. Increasing the γ-ray or γ-

radiation energy caused the already highly 

penetrating beam to become more penetrating. If the 

beam is very fast when it hits the material, it will be 

more penetrating, pass faster, spend less time on the 

material, and create less interaction. Since this causes 

the duration of the interaction to be shorter, the mass 

attenuation coefficient value will be smaller. While 

the mass attenuation coefficient values of Çıldır Lake 

and Kura River are very close to each other, these 

values are larger than the Aktaş Lake mass attenuation 

coefficient values. Accordingly, the γ-ray interaction 

in Lake Çıldır and Kura River will be higher than in 

Lake Aktaş. When Tables 2, 3, 4, and Figures 2, 6, 

and 10 are examined, it is seen that the total photon 

interaction cross-section values of Aktaş, Çıldır Lake, 

and Kura River waters decrease with the increase in 

energy. When sorting is done for the total photon 

interaction cross-section values, it becomes Çıldır 

Lake> Kura River> Aktaş Lake. According to this 

result, Çıldır Lake will interact with γ-rays more than 

Aktaş Lake and Kura River. It can be said that Çıldır 

Lake is more dangerous, especially for the creatures 

living in it, due to its high γ-ray absorption potential. 

However, if its usability as a shielding material is 

evaluated, Çıldır Lake water is better. When Table 2 

and Figure 3 are examined, the effective atomic 

number value for Aktaş Lake increased with energy 

but decreased at 1.847 MeV energy. The effective 

atomic number of Aktaş Lake is in the range of 

50.299≤ Zeff ≤ 52.438. When we look at the periodic 

table, it is thought that the effective atomic number 

values of Aktaş Lake water are close to the atomic 

numbers of Sn-50, Sb-51, and Te-52 elements, so it 

may show similar properties with the aforementioned 

elements. Aktaş Lake may exhibit weak and semi-

metallic behavior accordingly. While Zeff ≤ 10 
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indicates organic substances, a large Zeff is generally 

an indicator of inorganic compounds and metals [21]. 

When this situation is evaluated, the effective atomic 

number values of Aktaş Lake show inorganic or metal 

properties because Zeff ≥ 10.  

When Table 3 and Figure 7 are examined, the 

effective atomic number for Çıldır Lake increases at 

an energy of 0.186 MeV and reaches its maximum. It 

then decreases at 0.352 MeV and becomes almost 

constant up to 2.448 MeV. The effective atomic 

number of Çıldır Lake is generally in the range of 

68.930 ≤ Zeff ≤ 69.971. When we look at the periodic 

table, since these values are close to the atomic 

numbers of the elements Er-68 and Tm-69, it can be 

thought that they may show similar properties to the 

aforementioned elements. In this case, it can act as 

Lanthanide or Rare earth elements. When the 

effective atomic number values of Çıldır Lake are 

taken into account, Zeff ≥ 10 shows inorganic or metal 

properties.  

When Table 4 and Figure 11 are examined, 

while the effective atomic number for the Kura River 

is at a minimum value of 0.053 MeV, it has a 

maximum value of 2.448 MeV. The effective atomic 

number first increased with energy increase, 

decreased after 0.609 MeV, remained almost constant 

up to 2.204 MeV, then increased again at 2.448 MeV. 

The effective atomic number of the Kura River is 

generally in the range of 63.228 ≤ Zeff ≤ 64,439. When 

we look at the periodic table, since these values are 

close to the atomic numbers of Eu-63 and Gd-64 

elements, it is thought that they may show similar 

properties to the mentioned elements. In this case, it 

can act as Lanthanide or Rare earth elements. When 

the effective atomic number values of the Kura River 

are taken into account, Zeff≥ 10 shows inorganic or 

metal properties.  

When Figures 3, 7, and 11 are examined, it is 

seen that the effective atomic number changes 

depending on the energy. The partial effects of the 

Photoelectric Effect, Coherent Scattering, and Pair 

Production cause this change. Apart from this, the 

Photoelectric Effect is more dominant at energies 

below 100 KeV. In addition, it is seen that the 

effective atomic number and energy change graphs of 

river and lake waters are characteristic. It is thought 

that this situation is caused by the different interaction 

cross-sections and elemental contents. Aktaş and 

Çıldır Lakes, the effective atomic number order for 

the Kura River is Lake Çıldır>Kura River>Aktaş 

Lake. According to this order, Aktaş Lake has the 

smallest effective atomic number value. Çıldır Lake 

interacts more with γ-rays and exhibits more 

absorbing properties for γ-rays. When Tables 2, 3, 4 

and Figures 4, 8, and 12 are examined, the changes in 

electron densities with energy are similar to the 

change in effective atomic number for Aktaş, Çıldır 

Lake, and Kura River. When we sort by considering 

the electron densities, it becomes Çıldır Lake>Kura 

River>Aktaş Lake. According to this order, as the 

electron density of Çıldır Lake is higher, its 

interaction with γ-rays will be greater. The high 

electron density indicates that the γ-ray will encounter 

more electrons in the medium it enters and will create 

a greater interaction. The most basic atomic 

parameters for calculating the average radiation 

absorption in a medium or material are the effective 

atomic number and electron density. It is seen that the 

electron density and energy exchange graphs of river 

and lake waters are characteristic, as are the effective 

atomic number and energy exchange graphs. In this 

case, the interaction cross-sections and elemental 

contents are thought to be different. Aktaş and Çıldır 

Lakes, the distance of Kura River to Metsamor 

Nuclear Power Plant is Çıldır Lake<Kura 

River<Aktaş Lake. This means that the degree of 

interaction of Çıldır Lake with radiation is quite large. 



B. Akça, R. G. Ağaoğlu / BEU Fen Bilimleri Dergisi 13 (1), 170-181, 2024 

175 
 

                                    Table 1. Elemental analysis of Aktaş, Çıldır Lake, and Kura River water .

 

Table 2. Mass attenuation coefficients, total photon interaction cross sections, effective atomic numbers, and electron 

densities for Aktaş Lake average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Li Be B Na Mg Al Si P K Ca

Sample

Aktaş LakeAvg 24.45660 0.03460 857.19920 333258.39360 39826.01510 1157.78740 7291.50480 257.12700 26072.42110 3625.21540

Çıldır LakeAvg 1.79200 0.00125 46.42370 6384.07420 4726.32320 27.12820 2968.46640 123.71470 3165.95220 1889.32080

Kura RiverAvg 8.05170 <0.001 133.37030 13333.26130 11414.49890 17.43400 17536.90130 297.93380 5807.28310 5067.64390

Ti V Cr Mn Fe Co Ni Cu Zn As

Sample

Aktaş LakeAvg 53.62790 16.25290 1.92590 32.40900 606.61530 3.95160 9.50310 13.80410 87.63870 56.22140

Çıldır LakeAvg 0.97430 2.63930 0.03940 0.62990 15.54210 0.03280 1.65920 0.93830 0.52870 2.12980

Kura RiverAvg 0.72310 4.77380 0.17960 2.61110 25.01170 0.15130 1.93500 1.42840 1.06310 6.75640

Se Sr Zr Mo Ru Rh Pd Ag Cd In

Sample

Aktaş LakeAvg 0.32980 307.26640 3.17820 19.58660 0.00500 0.01400 0.02840 0.90460 0.05090 <0.001

Çıldır LakeAvg 0.05870 66.32910 0.06590 0.72990 <0.000 0.03667 0.00744 0.00550 0.00170 <0.001

Kura RiverAvg 0.09350 138.86900 0.08350 1.06720 <0.001 <0.001 0.00590 0.00100 0.00260 <0.001

Sn Sb Te Ba La Ce Ta W Re Os

Sample

Aktaş LakeAvg 0.68430 0.49590 0.02970 94.13060 0.66020 1.30100 0.04210 0.46470 0.01700 <0.001

Çıldır LakeAvg 0.04860 0.07570 0.00356 21.92220 0.03240 0.04650 0.02100 0.54200 0.00500 <0.001

Kura RiverAvg 0.10090 0.04830 0.00414 12.53580 0.01850 0.02630 0.00810 <0.001 0.00120 <0.001

Ir Pt Au Hg Tl Pb Bi - - -

Sample

Aktaş LakeAvg 0.08000 <0.001 0.04060 0.00540 0.01380 0.98150 <0.001 - - -

Çıldır LakeAvg 0.18933 <0.001 0.10450 0.00267 0.01010 0.01920 0.04100 - - -

Kura RiverAvg <0.001 <0.001 <0.001 <0.001 0.00178 0.02760 <0.001 - - -

Concentration (ppb)

Concentration (ppb)

Concentration (ppb)

Concentration (ppb)

Concentration (ppb)
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Figure 1. Variation of mass attenuation coefficients with 

energy for Aktaş Lake average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Variation of total photon interaction cross 

sections with energy for Aktaş Lake average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Variation of effective atomic numbers with 

energy for Aktaş Lake average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Variation of electron densities with energy for 

Aktaş Lake average value. 
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Table 3. Mass attenuation coefficients, total photon interaction cross sections, effective atomic numbers, and electron 

densities for Çıldır Lake average value. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Variation of mass attenuation coefficients with 

energy for Çıldır Lake average value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Energy variation of total photon interaction 

cross sections for Çıldır Lake average value 
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Figure 7. Variation of effective atomic numbers with 

energy for Çıldır Lake average value 

 

 

 

 

 

Figure 8. Variation of electron densities with energy for 

Çıldır Lake average value 

 

Table 4. Mass attenuation coefficients, total photon interaction cross sections, effective atomic numbers, and electron 

densities for Kura River average value 
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Figure 9. Energy variation of mass attenuation 

coefficients for Kura River average value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Energy variation of total photon interaction 

cross sections for Kura River average value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11. 

Energy variation of effective atomic numbers for Kura 

River average value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Variation of electron densities with energy for 

Kura River average value 
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4. Conclusion and Suggestions 

 

As a result, when the atomic parameters for Aktaş, 

Çıldır Lake, and Kura River waters are examined, the 

interaction of γ-ray and the degree of interaction are 

Çıldır Lake>Kura River>Aktaş Lake. In other words, 

since Çıldır Lake interacts more with γ-rays than 

others, it tends to absorb the rays more. Aktaş Lake, 

on the other hand, has the smallest degree of 

interaction, meaning it interacts less with the γ-ray. 

In the future, this work should be done experimentally 

or with different theoretical programs for different 

energies. 
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Abstract 

The importance of plastic materials continues to develop more and more every year 

from past to present. As important as the plastics used in almost every area of life 

are, it is equally important to keep these materials in the environmental cycle. Since 

1970, the use and consumption of plastic has increased almost 10 times. A large share 

of the use of these plastics occurs in the flexible packaging sector. In the multi-layer 

films used on flexible packaging in the packaging industry, one of the most important 

issues of the future is the crisis of raw materials, and the other is recycling and 

sustainability. In this study, it is aimed to evaluate the low density polyethylene/ 

poly(ethylene-co-vinyl alcohol)/low polyethylene (LDPE/EVOH/LDPE) structured 

flexible packaging film waste produced by multilayer blown extrusion method within 

the same LDPE/EVOH/LDPE flexible packaging film and to examine the 

mechanical property changes of the material. Sustainable environment and economy, 

reducing the cost of raw materials, obtaining approximately similar mechanical 

properties are among the objectives of the study. The wastes released from the 

LDPE/EVOH/LDPE film were granulated in a single screw extruder. Then, the 

amount of these waste EVOH granules was 5%, 10%, 20% and 25% by weight in the 

total film, and their production was carried out with reference to the pure EVOH film 

in a 7-layer blown film extruder. Samples were taken from the films produced in 

50µm thickness in accordance with the standards. Tensile test, tear test, puncture 

resistance test, sealing force test, shrinkage tests were performed. According to the 

results of the tests, analyzes on the use of scrap EVOH were concluded. 

 
 

1. Introduction 

The demand for the packaging industry, which is one 

of the most important branches of the plastics 

industry, is increasing day by day. In the packaging 

industry, various product groups are produced with 

superior features that can meet the sectoral needs in 

both rigid and flexible packaging categories. Various 

packaging demands of many fields such as food, non-

food, medicine, hygiene are provided with flexible 

packaging. Film structures suitable for the desired 

properties can be provided with multi-layer film 

production. Multi-layer films can be produced in 
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layers according to the desired mechanical, physical, 

light transmittance and barrier properties, similar to 

composite materials. This situation plays a very 

important role in increasing the demand of the flexible 

packaging industry [1]. With the rapid growth of the 

sector, the acceleration of production processes, and 

the development of technology, environmental 

economy and sustainability have increased their 

importance. Many sustainable solutions such as 

reusing packaging waste, reducing raw material 

consumption, reintroducing them into production 

methods, creating films with a uniform material have 

begun to be produced and legally implemented [2]. At 
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this point, starting from the general structures of 

polymers, studies on the structures of materials and 

their reuse are increasing. Mechanical and chemical 

recycling methods are the most preferred recycling 

methods [3]. 

In this study, four different weight ratios of LEL 

(LDPE/EVOH/LDPE) scrap were added (5%, 10%, 

20% and 25%) to the LEL film produced with a 7-

layer blown extruder, with a total thickness of 50 

microns, in order to contribute to the raw material 

problems experienced in the packaging industry and 

to reduce environmental pollution. After feeding PE-

g-MA as compatibilizer at certain rates and reuse in 

LEL film, the mechanical properties of the material 

were examined in detail. 

 

2. Material and Method 

 

2.1 Material  

Low density polyethylene (LDPE 310 E), 

polyethylene grafted maleic anhydride (Bynel 4157) 

from Dow Chemical Company and polyethylene 

grafted maleic anhydride (PE-g-MA) (Retain 3000) 

specially produced for waste use, low density 

polyethylene (Enable 2010 Series Blown 2010MA) 

from Exxon Mobil, ethylene vinyl alcohol (Evasin 

EV3251F) from Chang Chun Petrochemicals and, 

finally, granulated waste PE/EVOH granule from 

production. 

 

2.2 Preparation of waste LEL granules with a 

single screw extruder 

During the production of 50 micron thick multi-layer 

LEL films, the waste, waste and parts that are shaved 

off the reel are set aside. It was stored in baskets and 

decomposed to be re-extruded into the Erema single 

screw extruder. Clipped flexible packaging waste is 

placed on the belt system. After feeding, firstly, 

before entering the extruder, the clipped films were 

pre-grinded at 104°C in the pre-grinder part of the 

Erema machine in order to make them smaller and 

easier to process, and the waste films were mixed 

within themselves and divided into smaller pieces. 

After this process, the clipped waste films were fed 

into the Erema single screw extruder, which has a 

total of 7 heating zones. It was ensured that the 

material became molten in the temperature range of 

120°C-200°C at a speed of 240 rpm. Extruder 

operating temperatures are shown in Table 1 below. 

 

 

 

 

 

Table 1. Working range of single screw extruder 

 Heating zones 

Process 1 2 3 4 5 6 7 Die  

Temperature 

(°C) 
130 190 190 200 190 200 200 230 

Pressure average 160 bar and screw rotation speed 240 

rpm 
 

Afterwards, the melt that came out in the form of 

spaghetti from the perforated area in the head area 

was divided into small pieces with the help of a knife 

and cooled in cooling water at approximately room 

temperature. In the cooling process, the cooled 

granules were sieved with vibration. As a final 

process, the granule, which was transported to the 

dryers, was dried and filled into 25 kg sacks. The 

waste films passed through the single screw extruder 

and the last granules are shown in Figure 1. 

 

               

                        (a)                                    (b) 

Figure 1. Granules produced from single screw extruder  

a) waste LEL flexible packaging films 

 b) waste LEL granules 

 

2.3 Use of waste LEL granules with multi screw 

extruder 

The obtained waste LEL granules are now in a form 

suitable for use in the multilayer extruder. With the 7-

layer Kiefel  Kirion model blown extruder, 50μ thick 

films with different waste LEL ratios were produced. 

In the 7-layer extruder, the recipe of the film was 

created for the layer distributions shown in Table 2. 

The indicated plies A-B-C-D-E-F-G refer to each 

screw-sleeve in the multilayer extruder film. Layers 

A-B and F-G represent the layer on which the LDPE 

and LLDPE polymer is fed. C and E layers represent 

the adhesive (tie) layer. The D layer is the barrier 

layer where the EVOH material is fed. As seen in 

Table 3 in the contents of the films produced, a total 

of 5 different barrier extruder films were produced, of 

which 5%, 10, 20 and 25 by weight of the film 

contains waste and in pure form. During production, 

waste-free pure LEL film was produced primarily for  
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reference. In Table 2, the ratio of waste LEL in the 

total film was calculated as a weight ratio of 50μ film.

Table 2. Seven layer extruder floor distributions total 50μ  

A Screw 1 

13μ 
B Screw2 

7μ 
C Screw 3 

4μ 
D Screw4 

2μ 
E Screw 5 

4μ 
F Screw6 

7μ 
G Screw7 

13μ 

LDPE 

LLDPE 

LDPE 

LLDPE 

g-maleic 

anhydrite 

LDPE 

EVOH 

g-maleic 

anhydrite 

LDPE 

LDPE 

LLDPE 

LDPE 

LLDPE 

 

 

Adhesive solid waste LEL ratio was calculated 

with the ratio of the weight of the C and E screws 

to the 50μ film. Likewise, the ratio of LDPE solid 

waste LEL was calculated with the ratio of the total 

weight of A-B-F-G screws to 50μ film. The ratio of 

adhesive  

layer Retain 3000 was calculated by the ratio of C 

and E screws, and the ratio of LDPE layer Retain 

3000 by weight of A-B-F-G screws to 50μ film. 

Table 3 shows the ratios of waste LEL used in the 

extruder layers. The images of the films coming out 

of the extruders are shown in Figure 2. 
 

     

Pure LEL %5 Waste LEL %10 Waste LEL %20 Waste LEL %25 Waste LEL 

Figure 2. Output of films with different waste LEL ratio from the extruder heat 

 

Table 3. Waste LEL mixing ratios by weight 

50 Micron 

Tie (C-E) layers  

waste LEL rate1 

(%) 

Tie (C-E) 

layers  

Retain 3000 

rate (%) 

LDPE  

(A-B-F-G) layers  

waste LEL rate1 

(%) 

LDPE  

(A-B-F-G) layers  

Retain 3000 rate  

(%) 

Pure LEL - - - - 

%5 waste LEL 0 0 17,25 0,5 

%10 waste LEL 25 0,5 27,5 1 

%20 waste LEL 50 1 41,5 1,5 

%25 waste LEL 50 1,5 55 2 

    1 waste LEL contains 5% EVOH granules 

 

3. Results and Discussion 

3.1 Tensile strength  

The maximum tension value that flexible packaging 

films can withstand is defined as tensile strength. The 

tensile behavior of flexible packaging films is tested 

in the machine direction and transversely. This 

situation is also called machine longitudinal and 

machine transverse samples. The tensile strength 

value is expressed in MPa. Tensile strength, Ç: 

Tensile strength, Pmax.: It is measured as the ratio of 

maximum force to A0: initial surface area [4].  

                           Ç = Pmax / A0                           (1) 

 

The graphical expression of the values is shown 

machine direction (MD) in Figure 3 and cross 



M. Taşdemir, Y. E.  Duyğun / BEU Fen Bilimleri Dergisi 13 (1), 182-191, 2024 

185 
 

direction (CD) in Figure 4. According to the test 

results, it was observed that the tensile strength 

values decreased as the amount of waste LEL granule 

increased in the MD and CD tensile strength results. 

The tensile strength values of 26,60 MPa MD and 

23,40 MPa CD tensile strength were measured in 

pure LEL material. When 5% waste LEL granules 

were added, the MD tensile strength decreased by 

4%, while the CD tensile strength decreased by 

4,3%. When the waste LEL granule ratio was 

increased to 10%, the MD tensile strength decreased 

by 10,3% compared to the pure LEL film, while the 

CD tensile strength decreased by 6,2%. 

When the amount of waste LEL granule was 

increased to 25%, the MD tensile strength value 

decreased by 17,1% compared to the pure LEL film, 

while the CD tensile strength decreased by 12,2%. In 

general, it was observed that as the amount of waste 

LEL granules increased, the CD and MD tensile 

strength values decreased. When Feng et al. followed 

the mechanical behavior of the material with LDPE 

and EVOH films and foams with different ratios of 

mixtures, they observed that the tensile strength 

decreased with the increase in the amount of LDPE 

foam [5]. Chi-Hsien Huang et al. observed that the 

tensile strength of the material decreased with the 

increase of the amount of PE-g-MAH in the 

PE/EVOH mixture [6]. In a study by Kalfoglou et al., 

when the compatibility of Poly(ethylene-co-vinyl 

alcohol) and EVOH-HDPE mixtures was examined, 

it was observed that the tensile strength value 

decreased as the amount of SEBS-g-MA was added 

to the film prepared with the melt mixture [7]. 

In this study, we can say that there is a decrease 

in mechanical tensile strength since the amount 

of LDPE by weight increases in the waste LDPE 

and EVOH granules added and incompatible 

regions are formed. 
 

 
Figure 3. Graphical representation of MD tensile 

strength values of LEL films 

 
Figure 4. Graphical representation of CD tensile strength 

values of LEL films 

3.2 Breaking strength 

The part where the flexible packaging films break 

after a certain tension value is defined as the breaking 

strength. Tensile strength is measured in the same 

way as tensile strength in 2 regions, machine 

direction (MD) and cross direction (CD). The 

breaking strength values are expressed in MPa. The 

graphical expression of the values is shown MD in 

Figure 5 and CD in Figure 6. According to the test 

results, it was observed that as the amount of waste 

LEL granule increased in the MD and CD tensile 

strength results, there was a decrease in the breaking 

strength values similar to the tensile strength. In pure 

LEL material, 26,18 MPa MD and 23,41 MPa CD 

breaking strength values were measured. When 5% 

waste LEL granules were added, the MD breaking 

strength decreased by 4,4%, while the CD breaking 

strength decreased by 4,9%. When the ratio of waste 

LEL granule was increased to 10%, the MD breaking 

strength decreased by 13,3% compared to the pure 

LEL film, while the CD breaking strength decreased 

by 7,9%. Compared to the pure LEL film, the MD 

breaking strength of the film containing 20% waste 

LEL granules decreased by 16,7%, while the CD 

breaking strength decreased by 11,4%. When the 

amount of waste LEL granule was increased to 25%, 

the MD breaking strength value decreased by 21% 

compared to the pure LEL film, while the CD 

breaking strength decreased by 14,4%. In general, it 

was observed that as the amount of waste LEL 

granules increased, the CD and MD breaking 

strength values decreased. This situation can be 

interpreted as the decrease in breaking strength with 

the increase of the void structure between the 

polymers. 
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Figure 5. Graphical representation of the MD breaking 

strength values of LEL films 

 

Figure 6. Graphical representation of the CD breaking 

strength values of LEL films 

 

3.3 Elongation at break 

In the tensile test of flexible packaging films, the 

maximum elongation rate that occurs in the material 

is defined as the elongation at break. In the 

elongation at break, comments are made about the 

ductile structure and brittleness of the material. The 

elongation at break is expressed in %. The decrease 

in the ductility of the material in flexible packaging 

films reduces the elongation of the film. The 

elongation at break is also measured in the tensile 

test, both MD and CD. The graphical expression of 

the values is shown MD in Figure 7 and CD in Figure 

8. In a study conducted by Saini et al., they found that 

the elongation at break value decreased when the 

composite material was made with a mixture of PE-

g-MAH material and paper powder in different 

weight ratios [8]. 

 

 
Figure 7. Graphical representation of MD elongation at 

break values of LEL films 

 

 
Figure 8. Graphical representation of CD elongation at 

break values of LEL films 

 

According to the test results, a similar decrease in 

elongation at break values was observed as the 

amount of waste LEL granule increased in the MD 

and CD elongation results. In pure LEL material 

612% MD and 770% CD elongation at break were 

measured. When 5% waste LEL granules were added 

the MD elongation at break decreased by 6,6%, while 

the CD elongation at break decreased by 2,9%. When 

the ratio of waste LEL granule was increased to 10%, 

the MD elongation at break decreased by 18,7% 

compared to the pure LEL film, while the CD 

elongation at break decreased by 4,7%. While the 

MD elongation at break of the film containing 20% 

waste LEL granules decreased by 19,7% compared 

to the pure LEL film, the CD elongation at break 

decreased by around 7,1%. When the amount of 

waste LEL granule was increased to 25%, the MD 

elongation at break decreased by 22,3%, while the 

CD elongation at break decreased by 11,5% 

compared to pure LEL film. In general, as the 

amount of waste LEL granules increased, it was 

observed that the elongation at break decreased in 

both CD and MD. This can be interpreted as the 

ductility of the flexible film decreases as the amount 
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of waste increases. The reason for this can be 

interpreted as the fact that the materials mixed in the 

molten state could not bond with each other to form 

long chains. 

3.4 Tear force 

The tear strength of flexible packaging films is 

measured by the resistance of the sample against 

tearing. During the tear test, the tear value of the 

material at a given load is measured in mN using the 

elmandorf tear method. The higher the tearing force 

of the film, the higher the tear resistance of the 

material. The test is measured by determining the 

average force to propagate the tear across a specified 

length of plastic film or non-rigid sheet after tearing 

has begun, using an Elmendorf type tear tester [9]. In 

the application of the test, samples were prepared in 

the form of a rectangular plate with a width of 76 mm 

and a length of 63 mm. Afterwards, the test was 

carried out with a load of 800 g, both transversely 

and longitudinally. Tear resistance is also measured 

both in MD and CD. The graphical expression of the 

values is shown in Figure 9 for the MD tearing force, 

and in Figure 10 the CD tearing force is shown. 

According to the test results, it was observed that 

there was a similar decrease in the tearing force 

values as the amount of waste LEL granule increased 

in the MD and CD shear force results. In pure LEL 

material, 4434 mN MD and 5378 mN CD shear 

forces were measured. When 5% waste LEL granules 

were added, the MD tear force value decreased by 

11,5%, while the CD tear force value decreased by 

7,4%. When the ratio of waste LEL granule was 

increased to 10%, the MD tearing force value 

decreased by 15,8% compared to the pure LEL film, 

while the CD tearing force value decreased by 12%. 

The MD tearing force value of the film containing 

20% waste LEL granules decreased by 31,3%, while 

the CD tearing force value decreased by around 

33,2% compared to the pure LEL film. When the 

amount of waste LEL granule was increased to 25%, 

the MD tearing force value decreased by 39,4%, 

while the CD tearing force value decreased by 48% 

compared to the pure LEL film. In general, as the 

amount of waste LEL granule increased, there was a 

clear decrease in the CD and MD tearing force value. 

The decrease in this tearing force can be interpreted 

as the fact that the material is more brittle, its 

ductility decreases and its resistance to tearing 

decreases. In a different study by Huang, C. H et al., 

they observed that the tear strength of the film 

decreased with the increase in the amount of PE-g-

MAH used in the EVOH and LDPE mixture [10]. 

 

 
Figure 9. Graphical representation of MD tearing force 

values of LEL films 

 

 
Figure 10. Graphical representation of MD tearing force 

values of LEL films 

 

3.5 Puncture resistance 

In flexible packaging films, the puncture resistance 

of the material expresses the maximum point at 

which it resists a probe as the puncture force. 

Materials with high puncture strength are generally 

referred to as ductile materials [11]. Test results are 

expressed in N. The graphical expression of the 

values is shown in Figure 11. 

 

 
Figure 11. Graphical representation of puncture force 

values of LEL films 
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According to the test results, it was observed that the 

puncture resistance values decreased as the amount 

of waste LEL granules increased in the puncture 

resistance results. The puncture resistance value of 

10,52 N was measured in pure LEL material. The 

puncture resistance value of 5% waste LEL granules 

decreased by 7,5%. When the ratio of waste LEL 

granules was increased to 10%, the puncture 

resistance value decreased by 17,9% compared to 

pure LEL film. The puncture resistance value of the 

film containing 20% waste LEL granules decreased 

by 25,6% compared to the pure LEL film. When the 

amount of waste LEL granule was increased to 25%, 

the puncture resistance value decreased by 28% 

compared to the pure LEL film. In general, the 

puncture resistance of the material decreased as the 

amount of added waste increased. 

3.6 Seal breaking strength 

Determination of seal strength on flexible packaging 

films is a test method for the determination of the 

adhesion force of a material to itself or to another 

surface. Here, the breaking strength value is found by 

the ratio of the force per unit area in the region where 

the film is sealed [12]. LEL films were sealed 

between 110°C-130°C-150°C and 170°C and the 

breaking strength was expressed in N/mm2. The high 

seal break strength of a flexible packaging film 

means that the material itself or the adhesion force 

on the different surface to which it is attached is high 

and it is a strong seal. According to the test results 

graphical expression of the values is shown in Figure 

12. 

 
Figure 12. Graphical representation of seal breaking 

strength values of LEL films 

 

According to the test results, it was observed that as 

the amount of waste LEL granule increased in the 

seal breaking strength results, there was a decrease in 

the seal breaking strength values at 110°C-130°C-

150°C and 170°C temperatures. In pure LEL 

material, seal breaking of 20,5 N/mm2 at 110°C, 

19,7 N/mm2 at 130°C, 20,3 N/mm2 at 150°C and 

14,3 N/mm2 at 170°C strength was measured. When 

5% waste LEL granules were added, the seal 

breaking strength decreased by 0,7%, 0,6%, 4,4% 

and 4,4% at temperatures of 110°C-130°C-150°C 

and 170°C, respectively. When the waste LEL 

granule ratio is increased to 10%, the seal breaking 

strength value is 12,8%, 7,3%, 5,7% and 7,1% at 

110°C-130°C-150°C and 170°C temperatures, 

respectively, compared to pure LEL film rate 

decreased. The seal breaking strength value of the 

film containing 20% waste LEL granules compared 

to the pure LEL film was 13,7%, 7,7%, 6,5% and 

8,5% decreased respectively at 110°C-130°C-150°C 

and 170°C temperatures. When the amount of waste 

LEL granule is increased to 25%, the seal breaking 

strength values compared to pure LEL film are 

14,6%, 16,3%, 17,1% and 18% decreased 

respectively at 110°C-130°C-150°C and 170°C 

temperatures. According to the results here, it can be 

interpreted that the increase in the amount of waste 

in the material decreases the adhesion of the chains 

to each other with the increase of the adhesion force 

on the source surface of the film. At the same time, 

the material was deformed when sealed at 170°C. In 

a study by Giovanni De Martino et al., they 

compared the production of barrier films in 5, 7 and 

9 layer extruders. Here, in the seal data, it was 

observed that as the number of extruder layers 

increased, the seal strength increased [13]. 

 

3.7 Seal elongation at break 

In the determination of the sealing elongation at 

break of flexible packaging films, it is measured as 

the amount of elongation of the film made under a 

certain tension when it reaches the breaking point. 

LEL films were sealed between 110°C-130°C-150°C 

and 170°C and elongation at break expressed in %. 

The elongation at break of a flexible packaging film 

means that the adhesion force on the material itself 

or on the different surface to which it is attached is 

high, and the material elongates in the sealed area. 

According to the test results graphical expression of 

the values is shown in Figure 13. 
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Figure 13. Graphical representation of seal elongation at 

break values of LEL films 

 

According to the test results, it was observed that as 

the amount of waste LEL granule increased in the 

seal elongation results, there was a decrease in the 

seal elongation values at 110°C-130°C-150°C and 

170°C temperatures. In pure LEL material, 315% at 

110°C, 303% at 130°C, 320% at 150°C and 160% at 

170°C were measured. When 5% waste LEL 

granules were added, seal break elongation 

decreased by 1,6%, 2,7%, 3,2% and 12,5% 

respectively at 110°C-130°C-150°C and 170°C 

temperatures. When the ratio of waste LEL granule 

is increased to 10%, the weld elongation value is 

2,6%, 4,2%, 6,2% and 16% decreased respectively at 

110°C-130°C-150°C and 170°C degrees compared 

to pure LEL film. The seal elongation value of the 

film containing 20% waste LEL granules decreased 

by 18,5%, 11,9%, 8,5% and 25% respectively at 

110°C-130°C-150°C and 170°C degrees compared 

to the pure LEL film. When the amount of waste LEL 

granule is increased to 25%, the seal elongation value 

compared to pure LEL film is 21,6%, 23,2%, 9,4% 

and 26% decreased respectively at 110°C-130°C-

150°C and 170°C temperatures.  According to the 

results here, the increase in the amount of waste in 

the material adversely affected the elongation values 

of the film. A significant decrease in elongation 

values at 170°C led to the conclusion that the 

material combustion at this temperature and the film 

became embrittled. 

 

3.8 Shrinkage rate 

The shrinkage rate gives the shrinkage value of the 

flexible packaging film when it is cooled under a 

certain temperature, after a certain period of time. At 

this point, the shrinkage rate of the flexible 

packaging film is determined as % according to the 

rate of the first and last measurements. The fact that 

this value is low is interpreted as the decrease in the 

central melting point of the film under a certain 

temperature and time, and the decrease in the 

threshold energies of the polymer chains and the 

weakening of the bonds by breaking [14]. The high 

shrinkage rate of a film indicates the stable position 

of the film in its form. The graphical expression of 

the values is shown in Figure 14. As seen in the 

graph, as the waste LEL ratio increased, the 

shrinkage ratio decreased. 

 

 
Figure 14. Graphical representation of shrinkage values 

of LEL films 

 

3.9 Polarized optical microscope 

In Figure 15, the black parts are the parts where the 

test sample is held. The region of scaling is the part 

where the sample is located. The first region is the 

LDPE and g-maleic anhydride layers, the middle part 

is the EVOH layer and again symmetrically the 

LDPE and g-maleic anhydride layers. Based on the 

microscope images, it has been observed that the 

clean appearance of the layers in the cross-sectional 

area gradually deteriorates with the increase in the 

amount of waste. Total film thickness was measured 

as 50,22 µm in the a, pure LEL sample. LDPE and 

adhesive layer were measured as 22,35 µm on the left 

side of the sample and 22,90 µm on the right side of 

the sample, similar to a single layer by interfering 

with each other. In the EVOH layer, the 

measurement was taken as 1,93 µm. The total film 

thickness was measured as 51,60 µm in b, which is a 

5% waste LEL sample. Here too, the LDPE and 

adhesive layers interfere with each other and are 

measured as 22,35 µm on the left side of the sample 

sample and 24,01 µm on the right side, similar to a 

single layer. A similar measurement was observed as 

1,93 µm on the EVOH layer. Total film thickness 

was measured as 51,05 µm in c, which is 10% waste 

LEL sample. Here, again, the LDPE and adhesive 

layers interfere with each other, and the left part of 

the sample sample is measured as 21,80 µm and the 
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right part as 22,63 µm. The EVOH layer is seen as 

1,94 µm. At this point, it is seen that the 

homogeneous appearance of the material among 

each other begins to decrease compared to the pure 

state in the LDPE adhesive layers. A total film 

thickness of 5,.36 µm was measured in d, a 20% 

waste LEL sample. Likewise, the LDPE and 

adhesive layers interfered with each other, and the 

left part of the sample sample was measured as 22,49 

µm and the right part as 22,35 µm. Although the 

EVOH solid was measured as 1,93 µm, thinning and 

thickening started to increase. In the image here, it is 

seen that the homogeneity of the film has decreased 

and the indentation has increased. A total film 

thickness of 50,64 µm was measured in e, a 25% 

waste LEL sample. Similar to 20% waste LEL film, 

the interference of LDPE and adhesive layer 

measured 21,80 µm on the left and 22,63 µm on the 

right. The EVOH solid was measured as 1,93 µm and 

showed more indentations than 20% waste LEL film. 

When Lılı Wang's study on the effect of regrind 

content on PP-EVOH sheet properties and the effect 

of orientation on the permeability of EVOH 

multilayer films was examined, they observed that 

the adhesive layer and PE material interfered more 

with each other at different BUR rates and tension 

[15]. In the study conducted by Yiwu Liu and his 

colleagues, it was determined under the microscope 

that when the EVOH/nano SiO2 film was produced 

in the twin screw extruder by melt blending and 

inflation and production in the extruder, the 

brightness value increased inversely proportional to 

the decrease in haze [16]. 

     

   

Figure 15. Microscopic views of LEL films formed with 

waste EVOH and LDPE a) Pure LEL, b) 5% waste LEL, 

c) 10% waste LEL, d) 20% waste LEL, e) 25% waste 

LEL 

 

4. Conclusion and Suggestions 

In this study, after the waste LEL films were 

granulated, they were successfully used again in LEL 

multilayer films. In general, a decrease in the 

mechanical values of the flexible packaging film was 

observed with the increasing amount of waste LEL 

granules. When the tests performed on the barrier 

flexible packaging films containing waste LEL 

granules are examined; It was observed that the 

tensile strength and breaking strength values in 

mechanical values decreased both in machine length 

and width. The tensile elongation and elongation at 

break were also found to decrease gradually. 

Looking at the elastic modulus, it was seen that the 

modulus of elasticity decreased as the amount of 

waste of the material increased, along with the 

decrease in tensile and elongation data. In the control 

of tearing forces, it was observed that as the amount 

of waste increased, there was a decrease in the 

longitudinal and transverse tearing forces. In parallel 

with the puncture resistance results, the increase in 

the amount of waste weakened the puncture 

resistance of the material. When the films with 

different temperatures and waste LEL granule ratios 

were examined during the control of seal breaking 

force and elongation at break, a decrease was 

observed in the values in this part as well. During the 

shrinkage control, it was determined that the amount 

of shrinkage of the material increased. During the 

control under the polarized optical microscope, it 

was determined that the amount of waste increased 

and the cross-sectional area of the film was defected. 

Considering these points, it can be said that the 

Retain 3000 (MAH g-PE) material used is fed in 

multilayer extruders at different rates, giving a 

successful appearance to the film containing up to 

20% waste LEL granules and promising for its 

development. 
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Abstract 

Advances in technology have increased the use of robot arms and led to more 

research and development on robot arms. Controllability, which is the main focus of 

the studies on robot arms, generally provides speed and precision to robot arms. In 

this study, a two-limbed robot arm is controlled using the MATLAB support package 

for Arduino Hardware, and a microcontroller is used to optimize the control of this 

robot arm with a PID controller. In addition, in the direct current (DC) brushed motor 

system, the transfer function was obtained using values from the motor data sheet. 

Feedback is provided to this control system with a Hall-effect encoder. For the square 

reference tracking of the gripper end of the two-armed robot arm, the controller 

parameters were obtained by particle swarm (PSO), artificial bee colony (ABC), and 

chaos game optimization (CGO) algorithms, and these parameters were applied to 

the robot arm.  The CGO algorithm, which is one of the methods in the literature and 

has become popular in recent years, was used for the first time to determine the PID 

parameters. It has been shown that the CGO algorithm can be used to determine the 

coefficients of the PID controller. 
 

 
1. Introduction 

 

Two-limbed robotic arms are a widely used 

manipulator in industry for many different purposes. 

It can perform complex work with rotational 

movement at two separate connection points. With 

this robotic system, which can work quickly, 

precisely, and without fatigue, many applications in 

the industry, such as material handling, mass 

production in automotive, and welding processes, can 

be realized. The importance of these robot arms, 

which save manpower, is increasing day by day, with 

the ability to do sensitive work at the same time. 

The use of robot arms in industry started with 

a crane-like robot made by P. Taylor in 1937 [1]. 

Since 1937, there have been many developments in 

robotic systems. Studies on the controllability of 

robot arms, which is one of these developments, have 

increased. Many different controllers have been 

developed for the control of robot arms, and 
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determining the coefficients that make up this 

controller has created a new problem. 

PID control is used to minimize the error 

between the reference and the measured value 

determined in robotic systems [2]. In a study 

conducted in 2001, it was concluded that the rate of 

using a PID controller for a system that requires 

control is more than 90%. It was observed that this 

rate decreased by 50% in 2017, but it is still the most 

preferred controller [3]. PID controllers, which date 

back to the 1890s, are generally used to control robot 

arms [4]. 

There are proportional (𝑘𝑝), derivative (𝑘𝑑), 

and integral (𝑘𝑖) constants in the PID controller. With 

the proportional gain coefficient (𝑘𝑝), the error in the 

process output can be directly controlled; with the 

derivative coefficient (𝑘𝑑), it can control the rate of 

change of the error, and the integral (𝑘𝑖) controls the 

sum of the error over time.  It is aimed at obtaining 

the closest result to the reference determined by these 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1370223
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three coefficients that make up the controller. 

If these coefficients are chosen smaller or larger than 

the required value, the targeted result cannot be 

achieved, and the control performance can be 

increased if the correct parameter is selected. 

Therefore, determining the coefficients of the PID 

controller is of great importance for the robot to 

perform the desired task. 

There are many methods used to determine 

PID control parameters. In their most general form, 

classical techniques can be classified as analytical, 

parametric, frequency response, adaptive tuning, and 

metaheuristic algorithms such as the Ziegler-Nichols 

and Cohen Coon methods. Metaheuristic 

optimization algorithms can be divided into swarm 

intelligence, Evolutionary Immunity, neural, 

probability, and physics-related algorithms [4]. In this 

study, swarm intelligence algorithms are used to solve 

the problem of determining the parameters of the PID 

controller. 

In this study, a PID controller was designed 

for the control of the two-limb robot arm, and it was 

aimed at obtaining the most appropriate controller 

parameters with the PSO, ABC, and CGO algorithms, 

which are metaheuristic optimization algorithms. 

PSO and ABC have been used in studies on existing 

robotic system control, but it is thought that CGO will 

contribute to existing studies with this study. It is seen 

as a great advantage that the CGO algorithm has 

certain parameters, such as other optimization 

algorithms based on swarm intelligence, and it does 

not contain any parameters other than these. The 

parameters found were tested on the realized robot 

arm, and the results were compared both as a 

simulation and on the real robot arm. 

 

2. Material and Method 

 

The two-legged robot arm is the simplest robotic arm 

in robotic systems. Two separate drive elements are 

required to perform. In this study, a 1524006SR DC 

motor from Faulhaber company, an L298 motor 

driver relay to drive motors, and an Arduino Mega as 

a microcontroller were used. The parts of the designed 

robot arm were obtained from the 3D printer. The 

designed two-limbed robot arm can be seen in Figure 

1 a-), and the produced two-limbed robot arm can be 

seen in Figure 1 b-). 

The 1524006R model of Faulhaber has a DC 

motor with a 76:1 rotation ratio and a 2-channel field 

effect encoder. This brand has clearly presented all 

the necessary parameters to its users to obtain the 

transfer function of the DC motor required for control. 

 

 

 

 

Figure 1. Two-limbed robotic arm (a) Designed two-limbed robot arm (b) two-limbed robot arm produced. 

 

The distance between the shaft of the motor 

fixed to the floor of the robot arm and the motor 

connected to the gripper end is L1, 17.75 cm, and the 

other has a length of 8.25 cm. With an arm connected 

to the end of a single motor, only a circle with a radius 

of arm length can be drawn, while the gripper end of 

the robot arm can be guided in any way between the 

two-limb system and an outer circle with a radius of 

L1+L2 and an inner circle with a radius of L1-L2. The 

working area of the robot arm is shown in Figure 2. 
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Figure 2. The working area of a two-limbed robotic arm.

2.1. Controller Design of a Two-Limb Robot Arm 

In robotic systems, there are two mathematical 

approaches to moving the end point of the robot arm 

from the starting point to a determined point. These 

are expressed as forward and reverse kinematics. The 

forward kinematics approach allows us to calculate 

the position and direction change with the values 

given to the variables, while the inverse kinematics 

approach allows the values of the variables to be 

obtained for the robot arm to reach a certain position. 

Inverse kinematic analysis is of great importance for 

the control of the robot. The schematic representation 

of the robot arm realized in the study is given in 

Figure 3. 

 

Figure 3. Schematic representation of the two-limb robot arm.

The geometric kinematic analysis of the two-

legged robot arm can be easily calculated. The 

projection along the x-axis in equation (1) is indicated 

along the y-axis in equation (2). This kinematic 

analysis gives the position of the robot's endpoint in 

the x and y axes versus the two-limb robot's variables  

𝜃1 and 𝜃2. 

 

𝑥 = 𝑙1𝑐𝑜𝑠𝜃1 + 𝑙2 𝑐𝑜𝑠(𝜃1 + 𝜃2)                              (1) 

𝑦 = 𝑙1𝑠𝑖𝑛𝜃1 + 𝑙2 𝑠𝑖𝑛(𝜃1 + 𝜃2)                              (2) 

Kinematically, equations (1) and (2) are used 

in the gripper end position problem of the robot at any 

moment, while inverse kinematics is the most used 

mathematical expression in robotic systems, as it 

creates the result of variable values against the entered 

position value. Inverse kinematic values can be found 

as a result of many operations 
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performed in the robotic system. In equations (3) and 

(4), the inverse kinematics expression of the variables 

𝜃1 and 𝜃2., which are the variables of the two-limbed 

robot, are stated, respectively [5]. 

 

𝜃1 = 𝑎𝑡𝑎𝑛 (
𝑦

𝑥
) + 𝑡𝑎𝑛−1 (

𝑙2𝑠𝑖𝑛𝜃2

𝑙1+𝑙2𝑐𝑜𝑠𝜃2
)                   (3) 

       𝜃2 = + cos−1 (
𝑥2+𝑦2−𝑙1

2−𝑙2
2

2𝑙1𝑙2
)                         (4)                                                                                                                                  

There are many systems used as drive 

elements in robot arms. One of them, DC motors, are 

electromechanical devices that convert electrical 

energy into mechanical energy. In control science, the 

transfer function is used to model the behavior of a 

DC motor. It connects the electrical voltage 

information entering the system with the output 

mechanical position information. The Laplace 

transform is used to model the nonlinear behavior 

around the equilibrium point of the DC motor. The 

transfer function for the 1512406sr type DC motor of 

the Faulhaber company used in this study was found 

with the values specified in the catalog section. In 

Table 1, the required features of the Faulhaber 

1524006sr DC motor for TF are given. 

Table 1. Faulhaber 1524006sr DC motor specifications. 

Feature Name Value 

Rotor Inertia 0.66 𝑔𝑐𝑚2 

Viscous Damping 0 

Electrical Constant 0.172 
𝐴

𝑚𝑁𝑚
 

Torque Constant 5.8 
𝑚𝑁𝑚

𝐴
 

Robor Inductance 70 𝜇𝐻 

Terminal Resistance                                                        1.1 Ω 

We can consider the equivalent circuit of the 

DC motor as in equation 5 [6]. 
 

𝜃(𝑠)

𝑉(𝑠)
=

𝐾𝑡

(𝑅𝑎+𝑠+𝐿𝑎) (𝐽∗𝑆∗𝐵)𝑠+𝐾𝑡∗𝐾𝑏∗𝑠
                   (5) 

 

The values in Table 1 are replaced by the 

Rotor inertia J, viscous damping B, electrical constant 

𝐾𝑏, torque constant 𝐾𝑡,  Rotor inductance L rotor 

resistance R in the transfer function found in Equation 

(16), and the transfer function for the Faulhaber DC 

motor is found. The transfer function for the DC 

motor is given in Equation (6). If the unknowns in 

equation 5 are filled by means of table (1), equation 

(6) is obtained. 
 

𝜃(𝑠)

𝑉(𝑠)
=

5,8×10−3

(5.1+70×10−6𝑠)(0.66×10−7𝑠+1)𝑠+5,8×10−3𝑠
       (6) 

If PID control is used correctly in robot arms, 

it enables robots to save energy with precision, 

stability, and less movement. Since the study has two 

degrees of freedom, two PID control blocks were 

used. The reference value for the PID control block is 

obtained from inverse kinematic analysis. Since each 

PID control has three variables, there are six 

parameter values in total. Angle obtained after the 

PID control block value is sent to the motors, 

respectively. The operation block of the angle values 

sent to the motors against the entered reference x and 

y axes is given in Figure 4. 

 

Figure 4. Blok diagram of the robot arm. 
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For square movement, the robot arm    started 

from the point where theta1 and theta2 limb angles 

were 0 degrees and followed the points determined on 

a coordinate axis. The determined points form a 

square shape. The gripper end of the two-limbed robot 

arm first starts from point (3.19) and goes to point 

(8.19). Afterwards, it goes to (8.14), (3.14), and (3.19) 

points, respectively, and finishes the movement. The 

end point of the robot arm follows a square shape with 

a corner length of 5cm. The reference dimension 

placed on the coordinate axis of the square shape is 

indicated in Figure 5. 

 

Figure 5.  Square motion plan of a two-pronged robotic arm. 

In order to achieve the desired movement in 

robot arms, it is necessary to utilize inverse 

kinematics and any controller. The trajectory created 

with the Simulink Support Package for Arduino 

Hardware was converted into an angle value with 

inverse kinematics and sent to the  

PID expression for control. The PID parameters 

obtained as a result of the optimization process were 

set as controller parameters in the real system. The 

block diagram of the realized system is shown in 

Figure 6. 

 

Figure 6. Block diagram of the two-limbed robot arm in the Simulink Support Package for Arduino Hardware. 



S. Müftü, B. Gökçe / BEU Fen Bilimleri Dergisi 13 (1), 192-204, 2024 

197 
 

In the system implemented with Arduino 

support from Simulink, 8 seconds are determined for 

square movement. During the sampling period, 

angular position data from the encoders provided 

feedback to the PID control block. The 8-second 

temporal change reference for  𝜃1 and 𝜃2 separately is 

given in Figure 7. 

 

Figure 7. Angular positions that a two-limbed robot arm must make for square motion tracking. 

2.2. Controller Parameter Optimization of a    

Two-Limbed Robot Arm 

Optimization is the process of finding the best value 

of a given objective function with constraints. This 

process is encountered in many fields, from 

engineering systems to economics, from health to 

business. Optimization problems can be categorized 

as continuous or discrete, dynamic or static, 

constrained or unconstrained. These algorithms are a 

sub-branch of artificial intelligence, and as the 

popularity of artificial intelligence increases, so does 

its use for different problems [8]. 

Meta-heuristic algorithms can often be 

classified according to their inspiration. Another 

classification is the type of initial solution, i.e., 

multiple or single solution-based. Multiple solution-

based algorithms are usually called population-based, 

while single solution-based algorithms are called 

trajectory-based [9]. Classifying metaheuristic 

optimization algorithms according to the source of 

inspiration is usually classified as human, 

evolutionary, swarm logic, or science-based. PSO, 

ABC, CGO meta-heuristic algorithms were used in 

this study. 

 

2.2.1.  Particle Swarm Optimization Algorithm 

 

PSO is a meta-heuristic optimization algorithm that 

mimics particle swarm behavior to solve optimization 

problems. It was developed in 1995 by Dr. Kennedy 

and Dr. Eberhart. PSO is applied in many different 

fields thanks to its easy implementation, fast solution, 

and high success rate. PSO is based on the principle 

of particles searching for the optimal solution to a 

given problem [10]. 

The velocity and position of each particle are 

expressed as a vector. There is also a fitness function 

that measures the fitness of each particle, which varies 

according to the problem. Each particle also keeps 

track of its past best position (pbest) and the best 

position in the swarm (gbest). The particles move 

towards the optimal solution by continuously 

updating pbest and gbest. Finally, when the optimal 

solution is obtained, the solution is achieved [11]. The 

steps that the particle swarm optimization algorithm 

takes to solve a problem are shown in Figure 8 as a 

flowchart.
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Figure 8. Flowchart of the particle swarm optimization 

algorithm [12]. 

The ability of each particle to solve the 

problem and find the best solution means individual 

performance for the PSO algorithm. The PSO 

algorithm tries to find the best solution by updating 

the position and velocity of each particle. In this way, 

the individual performance of each particle plays an 

important role in the process of solving the problem. 

The PSO algorithm encourages cooperation and 

information sharing between particles to optimize 

individual performance and improve each particle's 

ability to solve the problem. In this way, the algorithm 

is often used effectively in complex optimization 

problems. 

2.2.2. Artificial Bee Colony Optimization 

Algorithm 

ABC is a metaheuristic optimization algorithm 

developed by Karaboga in 2005. It is inspired by the 

behavior of bees as they forage for food sources and 

bring it back to their nests. The behavior of bees is 

modeled mathematically. The parts of ABC can be 

listed as relocation of bees, discovery of food sources, 

evaluation of food sources, and information sharing 

among bees [13]. 

The ABC algorithm is simulated in a search 

space where bees form a colony to represent potential 

solutions. The bees evaluate randomly selected 

solution candidates and use this information to 

generate new solution candidates by sharing the best 

solutions with other bees. This process is iteratively 

repeated to optimize a given objective function [14]. 

More details about the ABC algorithm are given in 

Figure 9 as a flowchart. 

Figure 9. Flowchart of an artificial bee colony 

optimization algorithm flowchart [14]. 

Finding the optimal solution by mimicking 

the behavior of the bees to search for and gather the 

food source constitutes the individual performance of 

the ABC algorithm. As the bees communicate with 

each other, they work together to find the best 

solution. With the improvement in the performance of 

each bee, the problem-solving ability improves. As a 

result, thanks to the organization and cooperation 

exhibited by the bees, the ABC algorithm gives 

successful results in real-world optimization 

problems. 

2.2.3. Chaos Game Optimization 

The chaos game optimization algorithm is a 

population-based optimization algorithm developed 

by Talatahari and Azizi. This algorithm incorporates 

certain chaos theory principles where fractals are 

generated using chaos game methodology. This 

game, which aims to generate fractal patterns based 

on randomly generated starting points, is designed 

based on the hypothesis of generating the Sierpinski 

triangle geometric structure [15]. 

CGO is known for positive aspects such as 

high computation time efficiency and easy 

implementation to effectively solve constrained 
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optimization problems. The biggest difference from 

other optimization algorithms is that it is parameter-

free. In other words, it does not need any additional 

parameters other than parameters such as population 

size, and maximum iteration. Thanks to this feature, 

it overcomes challenging problems. The algorithm 

starts optimization by initially generating random 

search candidates, and this initialization process is 

performed depending on the population size, the 

number of decision variables, and the bounds of the 

solution space [15]. More details about the CGO 

algorithm are given in Figure 10 as a flowchart. 

Figure 10. Flowchart of Chaos game optimization 

algorithm flowchart [16]. 

In the CGO algorithm, the success of each 

solution constitutes the individual performance of the 

algorithm. The CGO algorithm tries to find the best 

solution by randomly moving each solution candidate 

on a fractal structure. While solving the optimization 

problem, the CGO algorithm compares the 

similarities of the solution candidates and keeps the 

best solution. 

 

3. Results and Discussion 

There are six controller parameters in total for the 

realized two-legged robot arm. Particle swarm, 

artificial bee colony, and chaos game optimization 

algorithms were used to find the most suitable values 

of these parameters. The simulation results obtained 

from each metaheuristic optimization algorithm are 

compared. As a result of the simulation process, the 

controller parameters found for trajectory tracking in 

the real robot arm are specified. 

In all three simulations, the maximum 

number of function evaluations was carried out at 40 

and the number of populations at 50 in order to 

perform the most appropriate tracking of the square 

trajectory for the robot arm. The social and cognitive 

constants of the PSO algorithm were determined to be 

2, and the inertia weight was determined to be [0.9, 

0.4] [7]. The limit value for the ABC is determined to 

be 100. These coefficients were used at the same 

values for each step throughout the study. If we put 

the PID parameters in order 

𝑘𝑝1
, 𝑘𝑖1 , 𝑘𝑑1 , 𝑘𝑝2 , 𝑘𝑖2 , 𝑘𝑑2 limit [0 0 0 0 0 0], and 

upper limit [20,000 15,000 18,000 20,000 15,000 

18,000]. The simulation results obtained as a result of 

the optimization process for frame motion tracking 

are shown in Figures 11 for the chaos game, 12 for the 

particle swarm, and 13 for the artificial bee colony. 

It is clearly seen in Figure 8, Figure 9, and 

Figure 10 that CGO and ABC algorithms give better 

results than PSO algorithms. The ABC and CGO 

algorithms gave similar results. Figure 14 shows that 

the CGO algorithm gives better results than the ABC 

algorithm. In Figure 14, (A) is a close view of CGO, 

and (B) is a close view of the ABC algorithm at the 

point (8,14) forming the square. It is noted that CGO 

is closer to the reference value of red dots than ABC. 

In the simulation environment, all three algorithms 

gave successful results, but CGO gave better results 

with differences.  For this problem, each algorithm is 

successful but the best ranking is CGO, ABC, and 

PSO. The reason for this is the parameters in the PSO 

and ABC algorithms, and it is thought that the CGO 

algorithm is more successful in generating new 

values. 
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                                          Figure 11. CGO reference tracking for square motion. 

 

 

Figure 12. PSO reference tracking for square motion 

 

Figure 13. ABC reference tracking for square motion
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. 

 

Figure 14. Comparison of ABC and CGO reference 

Mean Square Error (MSE) and Root Mean 

Squared Error (RMSE) were used to compare the 

error parts of the optimization process of the angles 𝜃1 

and 𝜃2 that make up the two-limbed robot arm. The 

MSE and RMSE values obtained by CGO, PSO, and 

ABC are given in Table 2.

Table 2. MSE and RMSE error metrics of CGO, PSO, and ABC algorithms for reference tracking. 

           𝜃1angle  𝜃2 angle  

 MSE RMSE MSE RMSE 

CGO 32.33 5.68 154.38 12.42 

PSO 58.98 7.67 238.79 15.45 

YAKA 32.74 5.72 155.36 12.46 

As a result of the optimization process, six 

optimization parameters   𝑘𝑝1
 , 𝑘𝑖1

 ,𝑘𝑑1
 ,𝑘𝑝2

 ,𝑘𝑖2
 ,𝑘𝑑2

 

were obtained for each optimization algorithm. The 

PID parameters found are given in Table 3. 

Table 3. The PID parameters found for square motion. 

 Controller Parameter CGO PSO ABC 

 
𝑘𝑝1

 19853 15.016 17667 

 PID 𝜃1   𝑘𝑖1
 799 17675 0 

 𝑘𝑑1
 1082 3446 0 

 𝑘𝑝2
 19775 19374 20000 

 PID 𝜃2 𝑘𝑖2
 0 9252 1835 

 𝑘𝑑2
 1118 3776 1157 

 

Each metaheuristic optimization algorithm, 

CGO, PSO, and ABC, which determines the PID 

parameters obtained as a result of the simulation 

performed on the robot arm controlled in real time 

thanks to the Simulink support package for Arduino, 

has been tested separately on the real system. Table 2 

shows the differences in the controller parameters 

obtained by the CGO, PSO, and ABC algorithms. 

These differences come from the structure of the 

optimization algorithms.  
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The angle value that each motor should make 

for 8 seconds in order for the two-limbed robot arm to 

perform the reference motion is given in Figure 7. The 

results obtained by realizing the PID controller 

parameters specified in Table 2 on the real system are 

given in Figure 15 (a) for 𝜃1 and Figure 15 (b) for 

𝜃2 for the CGO algorithm, Figure 16 (a) for 𝜃1 and 

Figure 16 (b) for 𝜃2 for the PSO algorithm, Figure 17 

(a) for 𝜃1, and Figure 17 (b) for 𝜃2for the ABC 

algorithm. 

 

Figure 15. Reference tracking of PID parameters obtained by CGO for square orbit at angle.  

(a) θ1 (b) θ2. 

 

Figure 16. Reference tracking of PID parameters obtained by PSO for square orbit at angle (a) θ1 (b) θ2. 

 

Figure 17. Reference tracking of PID parameters obtained by ABC for square orbit at angle (a) θ1 (b) θ2.
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When the experimental data obtained from 

real-time measurements of the DC motors, which are 

the actuators of the two-limbed robot arm, are 

analyzed in Figures 15, 16, 17; PSO and ABC 

algorithms gave very close results to the reference as 

mentioned in the literature. For the square motion, 

which is one of the most difficult motions for a two-

limbed robot arm, all three algorithms gave very 

successful results in real-time control. However, the 

recently popular and promising CGO algorithm gave 

slightly better results than the PSO and ABC 

algorithms. This is the same as the simulation result. 

This is due to the fact that the CGO algorithm finds 

the parameters of the PID controller closer to the 

correct values. 

4. Conclusion and Suggestions 

Many studies in the literature on robot control have 

been done with servo motors or stepper motors. The 

DC motor used in this study gave a very successful 

result and demonstrated that a DC motor with certain 

parameters can be used for robot control.  The transfer 

function of the DC motor was obtained from the 

catalog values, and the controller feedback was 

provided by the encoder. There are many algorithms 

to determine the parameters of the PID controller used 

to control the two-limbed robot arm. In this study, the 

CGO algorithm is used for the first time to determine 

the PID parameters. The CGO, PSO, and ABC 

algorithms are compared as a result of the simulation 

of the transfer function of the DC motor. The 

parameters of the PID controller obtained as a result 

of the simulation were tested on the two-limbed robot 

arm. 

         As a result of the simulation process, the CGO 

algorithm gave a result closer to the reference than the 

PSO and ABC algorithms. In order for the two-limbed 

DC motors to perform square motion, the change in 

the angle value of the DC motors for 8 s was 

calculated, and the control was performed for each 

motor. When the motors run for 8 s, the end part of 

the robot draws a square motion. Thanks to the 

metaheuristic optimization algorithms used, the CGO 

algorithm gave more successful results than the PSO 

and ABC algorithms in the PID controller parameters 

for the two-limbed robot arm. The success of 

metaheuristic optimization algorithms is not the same 

for every problem. The success of an optimization 

algorithm in one problem does not mean that it will 

be successful in another. This study has shown in the 

literature that the CGO metaheuristic optimization 

algorithm can be used to determine the coefficients of 

a PID controller. 

The controller part is of great importance in 

the studies to be carried out on robotic systems. 

Among   the methods to be used for the problem of 

determining controller parameters, methods with a 

small number of parameters should be chosen. Since 

the angular loss of any axis affects the holder end, the 

material to be used with the smallest error rate should 

be selected. Motor selection should be made 

according to the torque value required for the system. 

If the motor to be used as a drive element is a DC 

motor, the step range of the encoder should be high, 

the value of the motor speed should be low, and the 

cycle ratio of the reducer should be high. 
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Abstract 

Geopolymers are environmentally friendly binders with high mechanical properties 

and good durability characteristics. The advantages provided by geopolymers can be 

combined with the benefits of lightweight concrete. However, the number of studies 

on geopolymers produced with lightweight aggregates is limited. This study 

investigated the properties of fly-ash based geopolymer mortars prepared with 

expanded glass aggregate, as well as the influence of fiber addition on these mortar 

properties. For this purpose, fresh unit weight, water absorption, compressive 

strength and high-temperature resistance (upon exposure to 900°C) of the mortars 

were determined. The inclusion ratios of fibers were 0.1%, 0.2% and 0.4% by 

volume. Sodium silicate and sodium hydroxide were used as activators, and curing 

was carried out at 90°C for 24 hours in a laboratory-type oven. In addition to 

lightweight mortars, conventional geopolymer mortars were produced with 

limestone aggregate with similar gradation, and the obtained results were compared. 

The results have shown that the compressive strength of the reference mortar was 

31.9 MPa, the use of expanded glass aggregate reduced the strength to 8.2 MPa, 

meanwhile, the fresh unit weight decreased by approximately 50%.  After the high-

temperature experiment, the compressive strength of the reference mortar decreased 

by 40%, while the strengths of lightweight mortars increased in the range of 61.3% 

to 76.4%. It was also determined that the use of fiber did not have a significant effect 

on compressive strength and unit weight. The results proved that it is possible to 

produce expanded glass aggregate-bearing lightweight geopolymer mortars with 

acceptable mechanical properties. 
 

 
1. Introduction 

 

Concrete is the most widely used construction 

material in the world [1]. A large amount of energy is 

consumed, and extensive quantities of CO2 are 

emitted during cement production [2]. It is thought 

that the cement industry is responsible for 5-8% of the 

global CO2 emissions [3]. It is crucial to develop 

sustainable materials that can reduce the economic 

and environmental drawbacks involved in producing 

cement [4].  

Geopolymers are economic and 

environmentally friendly materials and have the 

potential to be an alternative to conventional concrete 

                                                           

*Corresponding author: adilgultekin@duzce.edu.tr             Received: 21.10.2023, Accepted: 11.03.2024 

[5]. According to Davidovits [6], incorporating by-

product slag into geopolymer as binder can result in 

an 80% reduction in CO2 emissions and a 59% 

decrease in energy consumption compared to those of 

the portland cement. Geopolymers possess 

outstanding mechanical and durability properties [7], 

as well as high early strength [8], which makes them 

suitable for use in various application fields. Binder 

and concrete production, 3D printing technology, 

refractory materials, fiber-reinforced composites and 

decoration are some of these areas [9]. 

Various types of materials like fly ash, 

ground granulated blast furnace slag, kaolin and 

metakaolin can be utilized as aluminosilicate source 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1379342
https://orcid.org/0000-0002-5267-5312
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in geopolymer production. Commonly employed 

alkali solutions for geopolymerization include sodium 

silicate, potassium silicate, sodium hydroxide, and 

potassium hydroxide [10]. For the sake of curing, 

temperatures below 100°C are generally preferred 

[11]. 

Lightweight concrete serves the purpose of 

reducing the dead load and provides heat insulation in 

various construction materials, including masonry 

blocks, wall panels and other precast elements [12]. 

The advantages of lightweight concrete and 

geopolymers can be combined in lightweight 

geopolymer mixtures [13]. Lightweight geopolymer 

composites offer multiple benefits, such as good fire 

resistance, heat insulation and sound absorption [14]. 

It is possible to use natural lightweight materials such 

as volcanic tuff, perlite and vermiculite or artificial 

lightweight aggregates in the production of 

lightweight concrete [15]. 

Recycling and utilizing waste glass in various 

fields are essential for sustainability. The construction 

industry, in particular, holds a potential for the 

recycling of glass wastes.  Ongoing studies explore 

the incorporation of glass powder and glass bead in 

the production of building materials.  Recently, 

expanded glass aggregates have attracted attention 

and emerged as a potential area of use [16]. 

Expanded glass aggregate is manufactured by 

subjecting recycled waste glass to high-temperatures 

with the inclusion of various additives. The 

production process involves several stages, including 

expansion under high-temperature, cooling and 

screening. Due to its cellular structure, expanded 

glass aggregate has low thermal conductivity, density, 

and mechanical properties [17]. 

Numerous studies investigated the properties 

of cement-based concrete, mortar, and other 

composite materials, incorporating expanded glass 

aggregate. Seputyte-Jucike et al. [18] investigated the 

properties of expanded glass aggregate-bearing 

lightweight concretes and reported the possibility of 

achieving densities in the range of 247-335 kg/m3. 

Bumanis et al. [19] conducted a study on some 

properties of lightweight concretes prepared with 

limestone powder and varying proportions of 

expanded glass as aggregate. The researchers 

observed that the fresh density of lightweight 

concretes containing expanded glass aggregate 

ranged between 647-809 kg/m3, and the compressive 

strength of the concretes varied from 4.0 to 5.8 MPa. 

In a similar study, Bumanis et al. [20] examined the 

strength, density and alkali-silica reaction expansions 

of lightweight concrete prepared with expanded glass 

aggregate and eight different types of cements. 

Findings of this study indicated that the concrete 

mixtures exhibited a density within the range of 734-

781 kg/m3 and compressive strength ranging from 2.8 

to 4.0 MPa.  

While geopolymers offer numerous 

advantages, the production and properties of 

lightweight geopolymers using lightweight 

aggregates are the areas requiring further research 

[21]. Huiskes et al. [22] studied the impact of 

liquid/binder ratio, binder/aggregate ratio, aggregate 

gradation and alkali activator concentration on the 

strength, density and thermal properties of fly 

ash/blast furnace slag-based geopolymer mortars and 

concretes containing expanded glass aggregate. 

Humur and Cevik [23] investigated the influence of 

aluminosilicate type on the high-temperature 

resistance of PVA fiber-reinforced expanded glass 

aggregate-bearing geopolymer composites. 

Researchers reported that the compressive strengths 

of the geopolymer composites varied between 16.7 

and 64.1 MPa, with a decrease of up to 79% upon 

exposure to 800°C. Priyanka et al. [24] explored the 

effect of inclusion of expanded clay aggregate instead 

of natural aggregate on the properties of fly ash-based 

geopolymer concretes and reported a gradual 

decrease in the compressive strength and density of 

concrete as the substitution ratio increased. 

This study investigated the properties of fly-

ash based geopolymer mortars prepared with 

expanded glass aggregate, as well as the influence of 

fiber addition on these mortars. For this purpose, the 

flow diameter, fresh unit weight, compressive 

strength, high-temperature resistance and water 

absorption tests were conducted. Basalt fiber was 

chosen as the fiber type due to its high-temperature 

resistant structure. 

 

2. Material and Method 

 

2.1. Materials 

 

A Class F-fly ash was used as the aluminosilicate raw 

material. The chemical composition and some 

physical properties of the fly ash are given in Table 1. 

Lightweight mortars were produced using limestone 

aggregate (0-0.250 mm), expanded glass aggregate 

(various size fractions between 0.25 and 4 mm), 

activator and tap water. The images of expanded glass 

aggregates are given in Figure 1. Some physical 

properties and gradation of the limestone aggregate 

and combined aggregate are shown in Table 2 and 

Figure 2, respectively. Furthermore, a mixture labeled 

as "Ref" was produced using 0-4 mm limestone 

aggregate with a specific gravity of 2.60 and a 

gradation similar to that of the combined aggregate. 

Additionally, 6 mm-long basalt fibers were employed 

to assess the impact of fiber addition. Some 
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mechanical and physical properties of basalt fiber are 

given in Table 3.  

A sodium silicate solution consisting of 9.25% Na2O, 

28.65% SiO2, 62.10% water and a pellet-shaped 

sodium hydroxide with a purity of 98% were used to 

prepare the activator solution. The sodium hydroxide 

pellets were dissolved in the sodium silicate, and the 

solution was allowed to rest for 24 hours. The Ms 

ratio (the weight ratio of SiO2 to Na2O in the solution) 

and the amount of Na2O (the weight ratio of Na2O in 

the solution to the weight of fly ash) were 1.5 and 8%, 

respectively. 
 

Table 1. Chemical composition and some physical properties of fly ash 

Oxide % (by weight) Oxide/item % (by weight) 

SiO2 55.9 TiO2 1.0 

Al2O3 23.3 P2O5 0.8 

Fe2O3 6.3 Loss on ignition 2.0 

CaO 5.3 Physical properties 

Na2O 0.6 Specific gravity 2.21 

K2O 2.3 % retained on 32 µm 26.7 

SO3 0.2 % retained on 45 µm 20.0 

MgO 2.1 % retained on 90 µm 6.4 

 

Table 2. Some physical properties of aggregates 

Property Limestone aggregate Expanded glass aggregate 

Particle size (mm) 0-4 0.25-0.50 0.50-1 1-2 2-4 

Particle density (g/cm3) 2.60 0.52 0.42 0.37 0.34 

Water absorption (%) 1.2 20 18 18 15 

 

 

Figure 1. Expanded glass aggregate size fractions and porous structure of the broken aggregate particle 
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Figure 2. Gradation of limestone aggregate and combined aggregate 

 
Table 3. Properties of basalt fiber 

Properties Value 

Diameter (µm) 13-20 

Modulus of elasticity (GPa) 88 

Tensile strength (MPa) 4000-4500 

Density (g/cm3) 2.80 

 

2.2. Method 

 

Limestone and glass aggregates were used in the 

saturated-surface-dry and oven-dry conditions, 

respectively. In the production of lightweight mortars, 

the aggregates, water and fiber (if any) were mixed 

for 90 seconds at a speed of 62.5 rpm. Subsequently, 

fly ash and activator solution were introduced into the 

bowl. The mixer was operated for 90 seconds at the 

same speed, and the material adhered to the bowl was 

scraped off in approximately 15 seconds. Finally, the 

mixer was run for an additional 90 seconds at 125 

rpm. The flow diameters of mortar mixtures were 

determined in accordance with TS EN 459-2 standard 

[25]. The mixtures were cast into 50 mm steel cube 

molds and compacted in two layers each with 25 jolts 

using a jolting table. The molded specimens were 

placed in the oven immediately after preparation and 

were cured for 24 hours at 90°C. At the end of the 

curing period, specimens were taken out of the oven 

and demolded after cooling to room temperature. The 

samples removed from the mold were immediately 

used for hardened state tests. 

High-temperature resistance test was 

performed using a muffle furnace. The temperature 

rise rate of the furnace and exposing temperature were 

10°C/minute and 900°C, respectively. The specimens 

were kept in the furnace at 900°C for 3 hours, which 

was followed by gradual cooling to the room 

temperature in the furnace. 

The compressive strength tests were 

conducted using a 500 kN mortar press at a constant 

loading rate of 0.9 kN/s.  The reported strength values 

are the average of 3 specimens. Equation 1 was used 

to calculate the compressive strength (σc in MPa). In 

this formula P represents the maximum load (N) and 

A represents the cross-sectional area (mm2) of the 

specimen. 

While determining the unit weights, the 

weight of fresh mortar that completely filled the 

50x50x50 mm mold was determined after compaction 

process and fresh unit weights in m3 were calculated.  

For water absorption determination, the 

samples cooled to room temperature after curing were 

used. The samples were kept in tap water for 48 hours, 

then the surfaces of the samples taken out of the water 

were dried with a towel and their saturated-surface-

dry weights were measured. The samples were kept in 

the oven at 105°C until they reached a constant 

weight, and their oven-dry weights were determined. 

The water absorption of mortar samples was 

determined according to Equation 2. Wssd and Wd 

represent saturated-surface-dry and oven-dry weights, 

respectively. 

𝜎𝑐=
P

A
 (1) 

 

Water absorption (%)=
Wssd-Wd

Wd
x100 (2) 
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Photographs of the performed tests are presented in 

the Figure 3. 

 

 

Figure 3. Photographs of tests (a: flow diameter test, b: 

weighing of specimens to determine water absorption, c: 

compressive strength test) 

 

2.3. Mixtures 

 

Within the scope of the study, five mixtures were 

prepared. The first was the reference mixture 

produced with limestone aggregate (0-4 mm) and 

denoted as "Ref." The other mixtures were plain and 

fiber-reinforced lightweight mortars prepared using 

limestone aggregate (0-0.25 mm) and various sizes of 

expanded glass aggregate (0.25-0.50, 0.50-1, 1-2, and 

2-4 mm). The lightweight mortars were labeled 

according to the fiber dosage. For example, LW-0.1 

designates the lightweight mortar mixtures containing 

0.1 volume % fiber.   

The proportions and flow diameters of the 

mixtures are given in Table 4. In order to obtain 

comparable flow to that of the reference mix, more 

water was added to the LW-0 mixture.

3. Results and Discussion 

 

3.1 Unit Weight and Water Absorption 

 

The fresh unit weight and water absorption values of 

the hardened mixtures are given in Figure 4. As 

expected, the fresh unit weights of mortar mixtures 

containing expanded glass were lower than that of the 

reference mixture due to the difference in the specific 

gravities of the aggregates. As a result of the 

lightweight nature of expanded glass, fresh unit 

weights of the lightweight mortars were 

approximately half of that of the reference mixture, 

ranging from 1021.4 to 1028.3 kg/m3.  The difference 

in density between limestone and expanded glass 

aggregate was the main cause of the decrease in unit 

weight. The extensive porous structure of the 

expanded glass aggregate, illustrated in Figure 1, 

contributes significantly to this phenomenon. 

Additionally, the uniformity in size among the 

expanded glass aggregates within a given size fraction 

adversely impacts compactness. Therefore, a decrease 

of up to 53% in unit weights was observed. In a 

similar investigation, Mermertas et al. [26] employed 

fly ash- and Portland cement-based artificial 

lightweight aggregate in preparation of fly ash-based 

lightweight mortar and reported that replacing of 

natural sand with lightweight aggregate resulted in a 

17.5% reduction in the fresh density of the mortar 

Tayeh et al. [27] examined the effect of substituting 

pumice and expanded clay aggregate with coarse 

dolomite aggregate on the properties of fly ash-based 

geopolymer concrete. Researchers reported that the 

unit weight of hardened concrete decreased by 

approximately 20% and 22%, respectively, with the 

use of expanded clay and pumice aggregate.

 

Table 4. Proportions and some properties of mixtures 

Ingredient/property Ref LW-0 LW-0.1 LW-0.2 LW-0.4 

Fly ash (g) 420 420 420 420 420 

Activator (g) 197 197 197 197 197 

Water (g) 68 90 90 90 90 

0-4.0 mm (Limestone) (g) 1202.6 - - - - 

0-0.25 mm (Limestone) (g) - 24.2 24.2 24.2 24.2 

0.25-0.50 mm (Expanded glass) (g) - 19.6 19.6 19.6 19.6 

0.50-1 mm (Expanded glass) (g) - 26.2 26.2 26.2 26.2 

1.0-2.0 mm (Expanded glass) (g) - 22.9 22.9 22.9 22.9 

2.0-4.0 mm (Expanded glass) (g) - 21.8 21.8 21.8 21.8 

Basalt fiber (g) - - 2.35 4.70 9.40 

Flow diameter (cm) 15.0 14.9 14.5 13.7 13.1 
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The incorporation of basalt fiber 

demonstrated negligible impact on unit weight values. 

Due to reduced workability resulting in insufficient 

compacting, the mortar with the highest fiber dosage 

exhibited the lowest fresh unit weight among the 

samples. However, the differences between the unit 

weights of lightweight mixtures was insignificant. 

Water absorption test results revealed that samples 

containing expanded glass aggregate absorbed 97%-

105% more water than the reference mixture. It is 

known that lightweight aggregates absorb higher 

amounts of water compared to the conventional 

natural aggregates used in concrete production due to 

their porous structure [17]. In lightweight mortars, 

some of the absorbed water was attributed to the water 

absorption capacity of expanded glass aggregates. 

Moreover, even though the aggregate gradations are 

the same, the similarity in grain sizes within specific 

size fractions of the expanded glass aggregate is 

another contributing factor to the formation of voids 

in the mixture. 

 

 

Figure 4. Fresh unit weight and water absorption of mortar mixtures 
 

3.2. Compressive Strength 

 

The compressive strengths of mortars are presented in 

Figure 5. The reference mixture containing entirely 

limestone aggregate demonstrated the highest 

strength as 31.9 MPa. With the addition of fiber to an 

optimum dosage (0.2%), the compressive strength of 

lightweight mortar mixtures increased slightly. 

Beyond the optimum level of fiber, the strength 

decreased slightly, probably due to the reduced 

workability. The compressive strengths of fiber-free 

lightweight mortar and mortars containing 0.1, 0.2 

and 0.4% fiber were 8.2, 8.9, 9.0 and 8.0 MPa, 

respectively. Substituting limestone aggregate with 

expanded glass aggregate resulted in a decrease in 

compressive strength ranging from 71.8% to 74.9%. 

The main reason for this outcome is the low strength 

of glass aggregate attributable to its cellular structure. 

In a similar study, Priyanka et al. [24] stated that the 

substituting of natural coarse aggregate with 

expanded clay aggregate reduces the compressive 

strength, and with the increase in the substitution 

ratio, the strength losses escalated to higher levels. 

Elrahman et al. [28] reported that the compressive 

strengths of cement-based lightweight concretes 

produced with expanded glass and expanded clay 

varied between approximately 7-18 MPa, depending 

on the mixture design. 
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Figure 5. Compressive strength of mortar mixtures 

 

3.3. High Temperature Resistance 

 

Photographs of the samples before and after exposure 

to the high-temperature are shown in Figure 6. 

Despite the absence of any visible damage or cracks 

in any of the specimens, the color of the samples 

changed from gray to a slightly reddish hue due to the 

influence of elevated temperature.  Similar color 

changes were observed in fly ash-based geopolymers 

by Hager et al. [29] and R. Zhao and Sanjayan [30], 

and researchers attributed this transformation to the 

oxidation of iron components. The broken cross 

section of a samples before and after being exposed to 

900°C, followed by crushing in compression, is 

shown in Figure 7. It was observed that the expanded 

glass aggregate particles, melted under the influence 

of high temperature, resulted in pore formation in the 

areas originally occupied by the solid aggregate 

particles before the high-temperature tests. The 

expanded glass aggregates and pores formed by the 

aggregate melting are showed with black and red 

circles, respectively in Figure 7. 

 

 

 

 

 

 

Figure 6. Pictures of specimens (a: before high-temperature test, b: after high temperature test) 
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Figure 7. Broken cross-section of a compression test specimens (a: before and b: after exposure to high-temperature)

 

The compressive strength and relative 

strength values of mortars exposed to 900°C are 

given in Figure 8. Following the high-temperature 

test, two opposite outcomes were observed. The 

compressive strength of the reference mixture 

decreased by 39.8%, whereas the opposite trend was 

seen in lightweight specimens. The strengths of 

fiber-free lightweight mixture and fiber-reinforced 

mortars containing 0.1, 0.2 and 0.4% basalt fiber 

increased by 73.2%, 76.4%, 65.6% and 61.3%, 

respectively. Diverse factors play a role in the 

occurrence of these two conflicting situations. 

The evaporation of both physically and 

chemically bound water in the geopolymer samples 

may result in thermal shrinkage and cracking at 

elevated temperatures. Additionally, the vapor 

pressure may cause internal stresses which adversely 

affect the structure, and the extent of damage is 

closely related to the pore structure [31]. The vapor 

pressure, which cannot be evacuated easily from 

dense structures, leads to severe damage [32]. 

Obviously, this was not the case in the porous 

(lightweight) mixtures used in this study.  

In addition to the microstructure of the 

matrix, the high-temperature resistance is also 

influenced by the thermal expansion coefficient of 

the aggregate [33]. Rickard et al. [34] investigated 

the compressive strength and microstructure of two 

different geopolymer pastes exposed to elevated 

temperatures. The researchers reported a significant 

reduction in the compressive strength of the paste 

with high initial compressive strength and low 

permeability after exposure to the elevated 

temperatures. In contrast, compressive strength of 

the paste with low initial compressive strength and a 

more porous structure improved from approximately 

30 MPa to about 90 MPa. Researchers also noted that 

upon increasing the temperature, the water vapor 

could be more easily evacuated from the low-

strength samples, the newly formed crystalline 

compounds may cause less damage due to porous 

structure of the sample. Payakaniti et al. [35] 

investigated the effect of high temperatures on Class 

C fly ash-based geopolymers and stated that new 

crystalline products formed in the matrix at and 

beyond 800°C temperature may contribute to the 

strength of the mixture with filler effect. However, as 

their quantity increases, internal stresses occur in the 

matrix, which affect the strength adversely. In this 

study, glass aggregate particles in lightweight 

mortars were partially or completely melted at high 

temperature. It is thought that the voids formed by 

the fusion of glass particles provide sufficient space 

for the newly formed phases, preventing/reducing 

formation of the internal pressure and subsequent 

hazardous internal stresses.
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Figure 8. Compressive strengths and relative strengths of mortar mixtures after high-temperature effect 

 

4. Conclusion 

 

In this study, the properties of fly ash-based 

geopolymer mortars prepared with expanded glass 

aggregate and the effect of fiber addition on these 

mixtures were investigated. Based on the materials 

used and tests applied, the following conclusions can 

be drawn: 

The fresh unit weight of the conventional 

geopolymer mortar produced with limestone 

aggregate was 2184 kg/m³. As expected, the unit 

weight of the mortar decreased by about 53% with 

the use of glass aggregate.  Addition of basalt fibers 

had not a significant effect on the unit weight of the 

mixture. 

The compressive strength of the 

conventional geopolymer mortar produced with 

limestone aggregate was 31.9 MPa, whereas the 

compressive strengths of mortars prepared with 

expanded glass aggregate varied between 8.0 and 9.0 

MPa, depending on the fiber content. While there 

was a slight increase in compressive strengths with 

fiber addition up to a volume fraction of 0.2%, it can 

be said that inclusion of basalt fiber did not have a 

significant effect on the compressive strength. 

As a consequence of the mortar's pore 

structure and the high water absorption of expanded 

glass aggregate, the water absorption of lightweight 

mortar mixtures was significantly higher than that of 

the reference sample. Additionally, due to the 

decrease in workability, water absorption values 

increased slightly with the addition of fiber. 

Upon exposure to 900°C, compressive 

strength of the mortar prepared with limestone 

aggregate decreased by approximately 40%, while 

the strength of lightweight aggregate-bearing 

mortars increased considerably. These increases 

were 73.2%, 76.4%, 65.6%, and 61.3% for fiber-free 

lightweight mortar and mortars containing 0.1%, 

0.2%, and 0.4% fiber, respectively. It is thought that 

the voids formed by the fusion of glass particles 

provide sufficient space for the newly formed phases, 

preventing/reducing formation of the internal 

pressure and subsequent internal stresses which may 

cause micro cracking in both matrix and interfacial 

transition zone.  

The investigation of the strength and -

especially- durability properties of geopolymer 

mortars and concretes produced using expanded 

glass aggregate is still a topic that needs further 

research. The effect of cooling regime after exposure 

to high temperature on the properties of lightweight 

geopolymer systems is also of interest. 
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Abstract 

The Traveling Salesman Problem (TSP), a prominent combinatorial optimization 

issue, is the subject of this study's evaluation of the performance of new and old 

optimization techniques. This paper seeks to expand knowledge of optimization 

techniques and how they might be applied to solve TSP challenges. The goal of the 

research is to compare various algorithms' scalability, convergence, and computation 

times on benchmark instances of several sizes. To achieve this goal, this paper carried 

out extensive testing using the Artificial Bee Colony, Grey Wolf Optimization, and 

Salp Swarm Algorithm as new optimization algorithms and the Genetic Algorithm, 

Ant Colony Optimization, and Simulated Annealing as old optimization algorithms. 

In small, medium, and large-scale benchmark cases, these algorithms were examined. 

The findings of this investigation show that the new optimization techniques are more 

convergent and scalable than the old ones, especially for medium-scale scenarios. 

They perform better in terms of solution quality by applying objective function 

values. The new methods also exhibit improved scalability, successfully adjusting to 

medium-scale instances. However, there were no discernible changes between the 

smaller and larger instances. This study makes an impact by offering insightful 

information about how well optimization methods perform while solving the TSP. 

Each algorithm's strengths and downsides have been reported, and these details offer 

useful guidance for choosing an algorithm for a certain scenario. The results also 

show the practical ramifications of applying novel optimization techniques, 

especially in medium-scale instances. 

 

 
1. Introduction 

 

The study of optimization algorithms has grown 

significantly in relevance for their effective and 

economical solutions to challenging issues. The 

Traveling Salesman Problem (TSP) stands out among 

these issues because of its numerous real-world 

applications across multiple sectors [1]. The TSP is a 

prevalent issue in operations research and 

computational science that requires figuring out the 

quickest path a traveling salesperson can take to visit 

a certain list of cities, specifically once, and then head 
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back to the beginning point [2]. Even though its 

formulation appears easy, the TSP becomes more 

difficult as the number of cities increases 

exponentially, creating a combinatorial eruption of 

alternative solutions [3]. Optimization algorithms 

provide promising avenues for tackling the inherent 

complexity of the TSP. These algorithms utilize 

advanced search and optimization techniques to 

explore the solution space efficiently and find high-

quality solutions within a reasonable timeframe [3]. 

By intelligently navigating through the vast solution 

space, optimization algorithms can discover near-
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optimal or even optimal solutions, resulting in 

minimized travel distances, optimized resource 

allocation, and improved overall efficiency in real-

world scenarios [4]. 

The primary objective of this research is to 

comprehensively investigate and evaluate the 

performance of different optimization algorithms for 

solving the TSP. Specifically, we aim to compare the 

effectiveness of well-established algorithms such as 

Genetic Algorithms (GA), Ant Colony Optimization 

(ABC), and Simulated Annealing (SA) as old 

optimization algorithms and Artificial Bee Colony 

(ABC), Salp Swarm Algorithm (SSA), and Grey Wolf 

Optimization (GWO) as new optimization algorithms 

in finding optimal or near-optimal solutions to the 

TSP. By assessing their performance in terms of 

solution quality, convergence, and computational 

efficiency, we seek to provide valuable insights into 

the strengths and limitations of these algorithms in 

addressing the TSP's complexities.  

This study's contribution lies in its rigorous 

evaluation and comparison of multiple optimization 

algorithms for the TSP. While previous studies have 

individually examined the performance of these 

algorithms, this research takes a comprehensive 

approach by directly comparing their effectiveness 

side by side. This comparative analysis enables us to 

identify the algorithm(s) that exhibit superior 

performance characteristics for solving the TSP, 

offering valuable guidance for researchers and 

practitioners in selecting the most suitable algorithm 

for their specific problem instances. Through a 

thorough evaluation of their performance in terms of 

solution quality, convergence, and computational 

efficiency, this analysis strives to provide 

comprehensive insights into the strengths and 

limitations of each algorithm, thus facilitating 

informed decision-making for future research and 

practical applications. By shedding light on the 

capabilities and performance trade-offs of different 

optimization algorithms for the TSP, this study 

endeavors to advance the understanding and 

utilization of these algorithms in solving real-world 

optimization problems. 

The following is the format of the study's 

accomplishing sections: The literature on TSP is 

delved into in Section 2. Section 3 provides a 

summary of the approaches used to address the 

relevant TSP issues, with an emphasis on 

optimization algorithms and metaheuristic 

techniques. The experimental results and subsequent 

discussions are outlined in Section 4. Conclusions 

from the study's findings are in Section 5. 

 

2. Literature Review 

 

The TSP is a renowned stochastic optimization 

concern that seeks the fastest route to travel between 

a starting point and a number of cities. Numerous 

optimization techniques have been created over time 

to effectively solve the TSP. The usefulness and 

performance of several optimization algorithms for 

the TSP have been thoroughly evaluated through prior 

comparative studies. The available literature is 

reviewed in this section, and the conclusions of these 

comparative investigations are outlined. The study 

undertaken by Şahin [4] presents new relocation and 

city selection functions that are incorporated into the 

bees algorithm to improve its TSP solution efficiency. 

This work demonstrates the efficiency of the 

approach in optimizing TSP solutions by notably 

increasing solution reliability, especially in cases with 

higher city counts. Li et al. [5] proposed the TSP 

solution using a differential edge information-based 

ACO. Heterogeneous population automation, tour 

creation, and smooth search operators improve 

candidate solution quality in the algorithm. The 

algorithm outperformed state-of-the-art algorithms on 

TSPLIB benchmark examples for mid-scale and 

small-scale TSP instances. It surpassed the other 

methods, proving its efficacy. Middle-scale TSP 

situations need faster solving. Ajayi et al. [6] sought 

TSP optimization methods. ACO was compared to 

Dijkstra's method and particle swarm optimization. 

The ACO algorithm excelled in route quality and total 

length, while Dijkstra's method excelled in minimum 

cost calculations. The research's application to other 

optimization problems, the need for further parameter 

exploration, and the lack of comparison with other 

state-of-the-art TSP algorithms were shortcomings. 

The algorithm's large-scale TSP scalability needs 

further study. Mondal and Srivastava [7] used 

evolutionary algorithms to solve a time-limited TSP 

with time limits for each city. The technique used 

cyclic crossover and specific mutation operations. 

The approach worked with benchmark instances in 

computations. The authors advised future research on 

multiple TSPs, probabilistic TSPs with fuzzy 

parameters, cost-limited TSPs, and bi-objective TSPs 

in a fuzzy environment, as well as travel time and 

asymmetric cases. 

Hasan [8] compared the Bat Algorithm (BA) 

and ABC for solving the TSP. ABC found the best 

tour faster than BA, but BA needed more parameters 

and a better control method. The conclusion suggests 

future research into combining both algorithms in a 

system. Khajehzadeh et al. [9] introduced an Adaptive 

Salp Swarm Algorithm (ASSA) for geotechnical 

structure optimization. A new leader and follower 
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position updating equations improved exploration and 

prevented premature convergence. ASSA 

outperformed other optimization methods in 

benchmark tests. ASSA optimized geotechnical 

constructions while satisfying geotechnical and 

structural limit states, yielding cost-effective designs 

with superior results than competing methods. Liu et 

al. [10] tackled complex optimization challenges 

involving multiple objectives and modes within the 

TSP. A test problem generator designed for problems 

involving multiple depots and multiple traveling 

salesmen simultaneously creates instances that 

exhibit known Pareto optimal solutions. This tool 

with three or more objectives, test problem generators 

for specific features, and crossover operators that 

investigate a wider solution space are future research 

possibilities. Khan et al. [11] provide Modified GWO 

to solve the multiple objectives and covering 

constraints for the salesman problem. K-bit exchange, 

K-opt, and non-dominated sorting-based GA are 

incorporated to improve search and solution quality. 

Their proposed algorithm outperforms other multi-

objective optimization algorithms on standard 

benchmark examples, proving its multi-objective-

based problem-solving efficiency. The suggested 

approach can only handle this covering problem with 

crisp data sets and needs adjustments to accommodate 

imprecise data sets. 

Panwar and Deep [12] stated the Discrete 

Salp Swarm Algorithm (DSSA) as an improved 

version of the SSA for solving the TSP. Swap, shift, 

and symmetry operators are used for global 

exploration and local exploitation, while the 2-opt 

technique improves local search. DSSA outperformed 

the GA, ABC, Spider Monkey, Jaya, Black Hole, and 

Symbiotic Organism Search on 45 TSP instances. The 

paper advises using DSSA to solve other discrete 

optimization problems like scheduling and routing 

issues. Khan and Maiti  [13] offer a modified ABC 

algorithm to solve the TSP in their research paper. 

Swap sequences and city sequence swap procedures 

create various solution-updating rules in the 

algorithm. The suggested method is tested on TSPLIB 

benchmark TSP problems, showing its accuracy, 

efficiency, and consistency compared to existing 

algorithms. With appropriate changes, ABC can 

handle discrete optimization problems, including 

TSP, according to the study. The existing literature 

includes computational evaluations on large-scale 

TSP scenarios, algorithm behavior analysis under 

varied issue forms or restrictions, and a defined 

benchmarking methodology for fair contrasts. These 

gaps suggest a full comparative study to solve these 

constraints and better understand TSP optimization 

algorithms' strengths and drawbacks. The literature 

review section summarizes TSP optimization 

techniques, evaluates comparative research, and 

highlights gaps that require a complete comparative 

investigation. A brief summary of the explored 

literature is listed in Table 1. 

 

3. Methodology 

 

This section covers the theoretical basis of TSP as 

well as how the performance of various optimization 

algorithms, including GA, ACO, SA, ABC, SSA, and 

GWO, was compared in this study. Figure 1 displays 

the methodological approach's structural flowchart. 

 

 

Figure 1. Structural flowchart of methodology. 

 

3.1. Traveling Salesman Problem (TSP)   

 
The TSP is a prominent optimization problem that 

includes finding the most efficient way for a 

salesperson to visit a series of cities and return to the 

beginning city [14]. The TSP reduces the salesman's 

route distance and cost [7]. This problem is formally 

described by creating choice variables to represent 

direct travel between cities and a distance or cost 

matrix to show distances between pairs of cities: a 

collection of n cities, 𝐶 = {𝑐1, 𝑐2, … , 𝑐𝑛}, and a 

distance or cost matrix 𝐷, where 𝐷𝑖𝑗 is the distance 

between cities 𝑐𝑖 and 𝑐𝑗. Some TSP variables and 

parameters represent : 

End

Compare between old and new 
algorithms

Perform statistical analysis 

(T-test)

Run optimization algorithms on 
benchmark instances

Define experimental setup

Select benchmark instances

Define optimization algorithms

Start



M. A. A. Hossaın, Z. Yılmaz Acar / BEU Fen Bilimleri Dergisi 13 (1), 216-231, 2024 

219 
 

Table 1. A brief overview of the reviewed literature 

 

 Choice variables: If the salesman travels directly 

from city 𝑖 to city 𝑗, 𝑥𝑖𝑗 = 1, otherwise 𝑥𝑖𝑗 = 0. 

 Parameters: 𝐷𝑖𝑗  = Cost or distance between cities 

𝑖 and 𝑗. 

Mathematically optimize the TSP: 

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒:  𝑍 = 𝛴𝛴𝐷𝑖𝑗 ∗ 𝑥𝑖𝑗 (1) 

 Subject to:  

1) For each city 𝑖,  ∑𝑥𝑖𝑗 = 2, ensuring that 

each city is visited precisely once. 

2) ∑𝑥𝑖𝑗 = 2  for each city 𝑗 to leave each 

city precisely once. 

3) The salesman travels to and from each 

city by setting ∑𝑥𝑖𝑗 - ∑𝑥𝑖𝑗 = 0  

Solving the TSP involves finding choice variables 𝑥𝑖𝑗 

that minimize the total distance or cost 𝑍 while 

fulfilling constraints. As the number of cities rises, 

solving the TSP optimally becomes an extremely 

difficult issue [3]. 

 

3.2. Optimization Algorithms and Benchmark 

Instances  

 

In this study, a comprehensive comparison of 

optimization algorithms is conducted. A brief 

description is provided for each optimization 

algorithm, focusing on their underlying principles, 

search strategies, and important parameters that 

contribute to their performance. The algorithms 

considered in this research are GA, ACO, SA, ABC,  

 

SSA, and GWO, all recognized for their efficacy in 

solving optimization problems. 

I. Genetic Algorithm : Genetics-inspired GA 

optimizes. It addresses complicated problems like 

evolution [15]. GA analyzes potential solutions. 

Selection, crossover, and mutation generate new 

solutions. Repeat until a termination requirement is 

reached [7]. GA is utilized in many fields because it 

can handle complex search spaces and identify 

optimal or near-optimal answers. The stepwise GA 

algorithm to solve TSP is illustrated in Algorithm 1. 

II. Ant Colony Optimization algorithm: ACO 

optimizes like ants. Pheromone trails help it find 

optimal solutions [16]. Ants use probabilistic 

pheromones and heuristics to solve problems. The 

quality of solutions determines pheromone trail 

updates. ACO promotes exploration and delays 

convergence [5]. It solved optimization difficulties. 

Algorithm 2 illustrates the stepwise ACO approach to 

solve TSP. 

III. Simulated Annealing algorithm: 

Metallurgy's annealing process influenced SA's 

metaheuristic algorithm [17]. It starts with a solution 

and allows occasional "worse" steps based on a 

probability distribution to find better ones. Simulating 

cooling and adopting a worse answer reduces over 

time. SA helps avoid local optima and explore 

solution space [18]. Many optimization problems 

utilize it. Algorithm 3 depicts the stepwise SA 

algorithm to solve TSP. 

 

# Author, Year Used Algorithm Problem – Average Value Instance Size 

1 Khan and Maiti, 2019  

[13] 

Swap sequece based ABC berlin52 – 7543 small 

2 Şahin, 2022 [4] Improved bees algorithm kroA100 – 21466 small 

3 Ajayi et al., 2022 [6] Particle swarm optimization and 

ant colony optimization with 

Dijkastra’s algorithm 

No specific problem - 

4 Hasan, 2022 [8] Artificial bee colony and bat 

algorithm 

No specific problem - 

5 Khajehzadeh et al., 

2022 [9] 

Adaptive salp swarm 

optimization 

Real world problems - 

6 Panwar and Deep, 

2022 [12] 

Discrete salp swarm 

optimization 

tsp225 – 3940.23 medium 

7 Li et.al., 2023 [5] Heuristic smoothing differential 

ACO 

dsj1000 – 18897396.15 large 

8 Mondal and 

Srivastava, 2023 [7] 

cyclic crossover based GA kro124p – 36612.94 small 

9 Liu et al., 2023 [10] Evolutionary mutltimodal 

multiobjective algorithm 

TSPXEA problems - 

10 Khan et al., 2023 [11] Decomposition based GWO – - 
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Algorithm 1. GA algorithm to solve TSP 

1: Initialize population p using the 

initialize_population method. 

2: Calculate the fitness for each individual in p using 

the evaluate_fitness method. 

3: Set the iteration counter T = 0. 

4: Set max_iterations = 1000. 

5: while T < max_iterations do 

6: Select parents from the population p using the 

selection method. 

7: Perform crossover on the selected parents with a 

probability of 0.8 using the crossover method to 

generate offspring. 

8: Perform a mutation on the offspring with a 

probability of 0.2 using the mutation method. 

9: Calculate fitness for each offspring using the 

evaluate_fitness method. 

10: Replace the worst individuals in the population p 

with the best offspring. 

11: Update the best solution found so far. 

12: Increment iteration counter T = T + 1  

13: End while 

14:Return the best solution found (best_individual). 

 

Algorithm 2. ACO algorithm to solve TSP 

1: Initialize the pheromone matrix with 

initial_pheromone 

2: Set best_tour = none and best_distance = infinity. 

3: Start timer 

4: Repeat num_iterations times: 

5:     Generate tours using construct_tour method for 

num_ants. 

6:     For each tour: 

7:         Calculate tour distance 

8:         If distance is less than best_distance: 

9:             Update best_tour and best_distance 

10: Update pheromone matrix using the 

update_pheromone_matrix method. 

11: End repeat 

12: Stop timer 

13: Calculate computation_time as the difference 

between start_time and end_time. 

13: Return best_tour, best_distance, and 

computation_time. 

 

IV. Artificial Bee Colony algorithm: 

Honeybee browsing inspired ABC, a population-

based metaheuristic algorithm [19]. It simulates bee 

colony intelligence to find optimal solutions. The 

algorithm uses employed, bystanders, and scout bees. 

Onlooker bees choose solutions based on fitness, 

while employed bees move solutions across the 

search space. Scout bees randomly investigate new 

areas [20]. ABC solves complicated optimization 

issues quickly and easily. Algorithm 4 illustrates the 

stepwise ABC approach to solve TSP. 

V. Salp Swarm Algorithm (SSA): The SSA 

optimizes marine invertebrates, salps, and swarming. 

Buoyancy guides salps to better solutions when 

traversing the search space [21]. The SSA has found 

optimal solutions to several optimization issues [22]. 

The stepwise SSA algorithm to solve TSP is 

illustrated in Algorithm 5. 

 

Algorithm 3. SA algorithm to solve TSP 

1: Initialize Simulated Annealing with cities, 

initial_temperature, cooling_rate, num_iterations 

2: Initialize the distances matrix by calculating the 

distances between cities. 

3: Define the calculate_tour_distance function to 

calculate the total distance of a tour. 

4: Define the  generate_neighbor function to generate a 

neighbor tour by swapping two cities. 

5: Define the acceptance_probability function to 

calculate the acceptance probability based on 

current_distance,    new_distance, and temperature. 

6: Initialize current_tour with a random tour. 

7: Initialize best_tour and current_distance as 

current_tour and its distance. 

8: Initialize best_distance as current_distance and 

temperature as initial_temperature. 

9: Start the timer T. 

10: Repeat num_iterations times: 

11: Generate a new tour, new_tour, as a neighbor of 

current_tour. 

12: Calculate the distance of new_tour, new_distance 

13:     If acceptance_probability (current_distance, 

new_distance, temperature) is greater than a random 

number: 

14:          Update current_tour and current_distance as 

new_tour and new_distance 

15:     If current_distance is less than best_distance: 

16: Update best_tour and best_distance as current_tour 

and current_distance. 

17: Decrease temperature by multiplying with 

cooling_rate. 

18: End the timer. 

19: Calculate computation_time as the difference 

between start_time and end_time. 

20: Return best_tour, best_distance, and 

computation_time. 

 

Algorithm 4. ABC algorithm to solve TSP 

1: Initialize population p 

2: Set iteration counter T = 0. 

3: Set max_iterations = 1000 

4: while T < max_iterations do 

5:    Calculate fitness for each individual in p using  fi 

6:    Perform an employed bees phase to generate a new 

population. 

            list new_population 

            select and swamp two positions (i and j) from 

the bee's solution. 

7:    Perform the onlooker bee phase to select the 

population based on fitness 

             list selected_population 
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            Calculate the selection probabilities based on 

the fitness values. 

8:    Perform the scout bee phase to replace poor 

solutions. 

            Find the index of the bee with the best fitness 

(min distance) 

             Find the best fitness value 

             list new_population 

9:    Update the best solution found so far. 

           Find the index of the bee with the best fitness 

(min distance) 

           Update the best solution and best distance if the 

current best fitness is better 

10:   Increment iteration counter T = T + 1 

11: End while 

12: Return the best solution found. 

 

VI. Grey Wolf Optimization algorithm: Grey 

wolves inspired GWO's metaheuristic algorithm. It 

simulates wolf leadership and cooperative hunting to 

find the best solutions. Alpha, beta, delta, and omega 

wolves signify hierarchy in the algorithm [23]. 

Wolves position themselves according to the alpha 

and hunting distance. Exploration and exploitation 

help GWO uncover optimal solutions [24]. It solved 

optimization difficulties. Algorithm 6 depicts the 

stepwise GWO algorithm to solve TSP. 

 

Algorithm 5. SSA algorithm to solve TSP 

1: Initialize salps population 

2: Calculate the distance for each salp in the population 

using the given cities. 

3: Set best_salp as None 

4: Set the iteration counter to 0. 

5: Set max_iterations = 1000. 

6: while iteration_counter < max_iterations do 

7:    For each salp in the population, do 

8:        If best_salp is None or the distance of the 

current salp is smaller than the distance of best_salp, 

then 

9:            set best_salp as the current salp 

10:       Create a new salp by updating the position of 

the current salp based on the best_salp. 

11:   Update the population with the new salps. 

12:   Increment the iteration counter by 1. 

13: End while 

14: Return best_salp(best_solution) 

 

Algorithm 6. GWO algorithm to solve TSP 

1: Initialize wolves 

2: Set the iteration counter.  

3: Set the maximum number of iterations 

4: while iteration_counter < max_iterations do 

5:    Evaluate fitness for each wolf 

6:    Update the best wolf found so far 

7:    Determine alpha, beta, and delta wolves as the 

best, second-best, and third-best solutions 

8:    For each wolf, do 

9:       Update the position of the wolf based on alpha, 

beta, and delta. 

10:   End for 

11:   Increment iteration_counter 

12: End while 

13: Return the best wolf found (best_solution). 

 

4. Experimental Analysis 

 

This section examines many aspects through a variety 

of experiments. This includes a close study of how to 

choose benchmark instances, the specifics of the 

experimental layout, how convergence works across 

optimization strategies, and how well statistical 

analysis works. Additionally, this segment provides a 

complete discussion of the insights gained from the 

results as well as a detailed explanation of the 

outcomes. 

To assess the performance of the optimization 

algorithms, a selection of benchmark instances is 

made from the TSPLIB library [25]. The chosen 

instances encompass a range of problem sizes and 

complexities, ensuring a diverse set of challenges for 

the algorithms. The benchmark instances include 

burma14, berlin52, and kroA100 as small-sized 

instances, while ts225 and att532 represent medium-

sized instances. Additionally, rat783 and dsj1000 are 

selected as large-sized instances. These carefully 

chosen instances enable a comprehensive analysis of 

the algorithms' performance across various problem 

sizes and complexities. 

 

3.1. Experimental Setup 

 

Table 2 presents common and specific parameters for 

several optimization algorithms, including GA, ACO, 

SA, ABC, SSA, and GWO. The population size is set 

to 100 for all algorithms with 1000 iterations. GA uses 

a crossover rate of 0.8 and a mutation rate of 0.2. ACO 

employs alpha and beta values of 1.0 and 5.0, 

respectively. SA starts with an initial temperature of 

1000 and a cooling rate of 0.95. ABC has a limit of 5 

for employed bee trials. Performance metrics for 

evaluation include the best optimal solution, average 

solution, standard deviation, standard deviation (%), 

and computation time. The algorithms are applied to 

different sets of city coordinates, including burma14, 

berlin52, kroA100, ts225, att532, rat783, and 

dsj1000. 

 

3.2. The Statistical Tests for Comparing 

Performance 

 
To evaluate the statistical significance of the obtained 

results, appropriate statistical tests will be employed. 
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Table 2. The common and specific parameters of optimization algorithms used                     

 

Specifically, t-tests will be utilized to compare the 

convergence and efficiency of the optimization 

algorithms. The t-tests enable the determination of 

whether there exist statistically significant differences 

in the performance of the algorithms in terms of their 

convergence to the optimal solution. The t-test is a 

widely used statistical test that assesses the difference 

between the means of two groups [26]. In this case, 

the groups correspond to the different optimization 

algorithms under investigation. The t-test calculates a 

t-statistic, which measures the extent of the difference 

between the means of the two groups relative to the 

variability within each group (in this case, the 

algorithms). A larger absolute t-statistic indicates a 

greater difference between the means. The t-statistic 

is calculated using the following equation (2): 

 

𝑡 =
(𝑚𝑒𝑎𝑛1 − 𝑚𝑒𝑎𝑛2)

√(𝑠𝑡𝑑1
2 ∕ 𝑛1) + √(𝑠𝑡𝑑2

2 ∕ 𝑛2)
 (2) 

 

Where 𝑚𝑒𝑎𝑛1 and 𝑚𝑒𝑎𝑛2 are the sample 

means of the best optimal solution for the two 

algorithms, 𝑠𝑡𝑑1 and 𝑠𝑡𝑑2  are the sample standard 

deviations, and 𝑛1 and 𝑛2 are the sample sizes. The p-

value, which the t-test also presents, denotes the 

likelihood of detecting the determined difference in 

means under the presumption that there is no real 

difference between the groups. A lower p-value 

indicates greater statistical significance and stronger 

evidence against the null hypothesis of no difference. 

The significance level in this study is 0.05, which 

denotes a 5% chance of detecting significant 

differences as a result of random oscillation. We deny 

the null assumption and endorse the alternative  

 

 

 

 

hypothesis, determining that the algorithms differ 

effectively if the computed p-value is smaller than the 

significance level. This technique evaluates 

optimization algorithms across benchmark instances. 

The statistical tests reveal considerable differences in  

the convergence and effectiveness of the algorithms, 

revealing their relative performance and applicability 

for problem instances of varied sizes and 

complexities. 

 

3.3. Results Assessments 

 

In this paper, all of the suggested algorithms were 

coded in Python in the Anaconda environment using 

Matplotlib, Seaborn, SciPy, and the Pandas library, 

and several estimates were made. Table 3 presents a 

comprehensive comparison of three new 

metaheuristic algorithms— ABC, SSA, and GWO —

on various instances of the TSP of different sizes. 

Table 3 includes seven TSP instances ranging from 14 

to 1000 nodes, and for each instance, it provides the 

best optimal solution (best opt.), average solution 

(avg), standard deviation (std), standard deviation 

percentage (std%), and time taken by each algorithm 

to solve the TSP instance. 

From Table 3, we can observe that for smaller 

TSP instances such as burma14 and berlin52, all three 

algorithms perform relatively well, with ABC and 

SSA providing the best solutions. The average 

solution metric reveals the algorithms' overall 

performance in finding solutions, with ABC 

consistently delivering low average solutions across 

all instances. The standard deviation metric highlights 

the stability of the algorithms' solutions, with ABC 

and GWO exhibiting low standard deviations. 

Table 4 presents a detailed performance 

comparison of the GA, ACO, and SA algorithms on 

various instances of the TSP categorized into small, 

Parameter Algorithm & Value 

GA ACO SA ABC SSA GWO 

Population Size 100 

No. of Iterations 1000 

Crossover Rate 0.8      

Mutation Rate 0.2      

Alpha  1.0     

Beta  5.0     

Evaporation Rate  0.5     

Initial Temperature   1000    

Cooling Rate   0.95    

Limit    5   

City Coordinates burma14, berlin52, kroA100, ts225 and att532, rat783 and dsj1000 

Performance Metrics best optimal solution, average solution, standard deviation, standard deviation (%), and 

computation time 
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medium, and large-scale instances. For small-scale 

instances, such as burma14, berlin52, and kroA100, 

the algorithms demonstrate similar trends. GA 

achieves the best optimal solutions of 42, 24,515, and 

153,460, respectively. ACO and SA also perform 

well, with ACO achieving optimal solutions of 31, 

7,677, and 22,946 and SA achieving optimal solutions 

of 30, 12,490, and 74,583 for the respective instances. 

The average solutions for these instances follow a 

similar pattern, with GA, ACO, and SA showing 

competitive performance.  In the medium-scale 

instances, ts225 and att532, ACO outperforms the 

other algorithms. It achieves the best optimal 

solutions of 133,285 and 99,268, respectively, 

whereas GA and SA achieve optimal solutions of 

1,478,608 and 1,035,202 for ts225 and 1,538,293 and 

1,034,340 for att532. The average solutions also show 

ACO as the top performer. For large-scale instances, 

rat783 and dsj1000, GA demonstrates its strength by 

achieving the best optimal solutions of 170,626 and 

534,398,427, respectively. ACO and SA lag behind in 

these instances, with ACO achieving optimal 

solutions of 10,431 and 22,404,181, and SA achieving 

optimal solutions of 130,100 and 417,124,012. 

In Table 4, we can see that the Std(%) values

 

Table 3. Performance comparison of new metaheuristic algorithms on tsp instances of diverse sizes 

Algorithm Performance 

metrics 

Problem instance 

burma14 berlin52 kroA100 ts225 att532 rat783 dsj1000 

 

 

    ABC 

best opt.  66 31671 181460 1649553 1663663 184334 567420224 

avg 57 29331 170553 1585724 1612119 178992 555245806 

std 6 1447 8172 48380 30457 2845 7572149 

std (%) 11.83 4.93 4.79 3.05 1.88 1.58 1.35 

time (s) 4 14 29 63 163 239 317 

 

 

SSA 

best opt. 13 12879 95966 1116522 1087426 139897 475808151 

avg 57 29380 169162 1587326 1613307 179095 554705324 

std 7 1617 9358 43940 34175 2994 8011712 

std (%) 12.72 5.5 5.53 2.76 2.11 1.67 1.44 

time (s) 3 16 29 67 177 277 358 

 

 

GWO 

best opt.  21 16410 116098 1245252 1252724 152429 474605615 

avg 21 16485 116455 1247805 1255686 152592 475494467 

std 1 824 3402 25904 25024 1446 6689991 

std (%) 7.53 4.99 2.92 2.07 1.99 0.94 1.40 

time (s) 7 28 46 105 279 396 511 

for all three algorithms are relatively low, ranging 

from 0.12% to 10.06%. This suggests that the 

algorithms are relatively robust and can provide 

consistent solutions across different TSP instances.  

 

In Table 5, the t-test analysis revealed that there were 

no statistically significant differences between the 

performance of different optimization algorithms 

when considering all instances. However, in small    

 
Table 4. Performance comparison of old metaheuristic algorithms on TSP instances of diverse sizes 

Algorithm Performance 

metrics 

Problem instance 

burma14 berlin52 kroA100 ts225 att532 rat783 dsj1000 

 

 

GA 

best opt.  42 24515 153460 1478608 1538293 170626 534398427 

average 57 29366 169691 1595693 1613034 179461 556043666 

std 5 1618 7476 44677 33547 2986 7717300 

std (%) 10.06 5.51 4.41 2.79 2.07 1.66 1.38 

time (s) 3 10 22 76 330 688 1200 

 

 

ACO 

best opt. 31 7677 22946 133285 99268 10431 22404181 

average 38 10838 32636 187488 139957 14227 30817615 

std 3 854 2219 11950 4937 395 947631 

std (%) 9.56 7.88 6.79 6.37 3.52 2.77 3.07 

time (s) 68 449 1476 4966 18075 27890 43420 

 

 

SA 

best opt.  30 12490 74583 904130 1035202 130100 417124012 

average 47 22784 190729 299669 983336 72635 557653234 

std 5 749 2183 12473 6616 526 701515 

std (%) 12.56 3.28 1.14 4.16 0.67 0.72 0.12 

time (s) 0.02 0.05 0.11 0.18 0.36 0.63 0.66 
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and large instances, no significant differences were 

observed either. On medium instances, the GA 

algorithm showed significantly better performance 

compared to the ACO, SA, ABC, SSA, and GWO 

algorithms, indicating its effectiveness in solving 

medium-sized TSP problems. 

 
Table 5. T-test analysis between all old and new algorithms on different sizes ınstances for the best opt. solution 

Instances Algorithm 1 Algorithm 2 P-value Significance T-statistic 

 

 

Small-scale 

instances 

(burma14, 

berlin52, 

kroA100) 

GA ACO 0.364547     -** 1.022030 

GA SA 0.597260 - 0.573092 

ACO SA 0.477207 - -0.783348 

ABC SSA 0.613100 - 0.547580 

ABC GWO 0.707362 - 0.403291 

SSA GWO 0.875125 - -0.167471 

GA ABC 0.880887 - -0.159660 

GA SSA 0.703137 - 0.409523 

GA GWO 0.812443 - 0.253410 

ACO ABC 0.340987 - -1.079814 

ACO SSA 0.445224 - -0.845939 

ACO GWO 0.409399 - -0.920508 

SA ABC 0.525536 - -0.694607 

SA SSA 0.857553 - -0.191376 

SA GWO 0.742382 - -0.352314 

 

 

 

Medium-scale 

instances 

(ts225&att532) 

GA ACO   0.000608*     s** 40.530090 

GA SA 0.017399 s 7.482005 

ACO SA 0.006236 s -12.604129 

ABC SSA 0.000849 s 34.303569 

ABC GWO 0.000383 s 51.060030 

SSA GWO 0.010278 s -9.787848 

GA ABC 0.040269 s -4.831471 

GA SSA 0.006605 s 12.243384 

GA GWO 0.013171 s 8.627054 

ACO ABC 0.000143 s -83.651662 

ACO SSA 0.000515 s -44.040645 

ACO GWO 0.000236 s -65.046094 

SA ABC 0.009082 s -10.421690 

SA SSA 0.187524 - -1.970884 

SA GWO 0.051037 - -4.255207 

 

 

 

Large-scale 

instances (rat783 

& dsj1000) 

GA ACO 0.439222 - 0.957841 

GA SA 0.878502 - 0.173106 

ACO SA 0.444202 - -0.945509 

ABC SSA 0.912785 - 0.123813 

ABC GWO 0.911569 - 0.125553 

SSA GWO 0.998748 - 0.001771 

GA ABC 0.970035 - -0.042397 

GA SSA 0.942148 - 0.081953 

GA GWO 0.940911 - 0.083711 

ACO ABC 0.438202 - -0.960386 

ACO SSA 0.441407 - -0.952411 

ACO GWO 0.441436 - -0.952339 

SA ABC 0.850683 - -0.213561 

SA SSA 0.934531 - -0.092787 

SA GWO 0.935760 - -0.091037 
         ** The "Significance" column indicates the significance level (s for significant, - for not significant) of the difference between the algorithms.  

           * Significant p-values are bolded. 

 

From Table 6,  the t-test results of the average 

performance metric for medium-scale instances 

indicate statistically significant differences in the 

performance of certain optimization algorithms. On 

the contrary, the t-test findings for Table 7 show that 

there were no significant differences in the 
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computation time performance of the majority of 

algorithm pairs. Table 8 presents the results of a 

statistical analysis comparing the performance of two 

algorithm groups, "old" and "new," based on different 

metrics. The P-values indicate the statistical 

significance of the differences observed, while the T-

statistic represents the magnitude of the differences.

 
Table 6. T-test results of all algorithms on medium-scale instances for average solution 

Instances Algorithm 1 Algorithm 2 P-value Significance T-statistic 

 

 

 

 

 

 

Medium-scale 

instances 

(ts225&att532) 

GA ACO 0.000308 s 56.947378 

GA SA 0.106373 - 2.815849 

ACO SA 0.297916 - -1.394332 

ABC SSA 0.946 - -0.075331 

ABC GWO 0.001570 s 25.206599 

SSA GWO 0.001513 s 25.677421 

GA ABC 0.763239 - 0.344630 

GA SSA 0.819775 - 0.259 

GA GWO 0.000729 s 37.024449 

ACO ABC 0.000359 s -52.795613 

ACO SSA 0.000355 s -53.041839 

ACO GWO 0.000490 s -45.164984 

SA ABC 0.107474 - -2.798749 

SA SSA 0.107205 - -2.802892 

SA GWO 0.216172 - -1.785087 

 

Table 7. T-test results of all algorithms on all and large-scale instances for average solution 

Instances Algorithm 1 Algorithm 2 P-value Significance T-statistic 

 

 

 

 

All instances 

GA ACO 0.055936 - -2.115957 

GA SA 0.078385 - 1.924068 

ACO SA 0.050874 - 2.169134 

ABC SSA 0.846396 - -0.197952 

ABC GWO 0.399972 - -0.872663 

SSA GWO 0.505295 - -0.686749 

GA ABC 0.254208 - 1.197562 

GA SSA 0.289645 - 1.107834 

GA GWO 0.482505 - 0.724739 

ACO ABC 0.052600 - 2.150456 

ACO SSA 0.052810 - 2.148232 

ACO GWO 0.053769 - 2.138136 

SA ABC 0.026046 s -2.537748 

SA SSA 0.028856 s -2.481920 

SA GWO 0.023898 s -2.584516 

 

 

 

 

 

Large-scale 

instances (rat783 

& dsj1000) 

GA ACO 0.046622 s -4.467759 

GA SA 0.066393 - 3.684980 

ACO SA 0.044302 s 4.591675 

ABC SSA 0.555104 - -0.702535 

ABC GWO 0.127446 - -2.525964 

SSA GWO 0.192832 - -1.933704 

GA ABC 0.123737 - 2.571889 

GA SSA 0.136871 - 2.417203 

GA GWO 0.202491 - 1.869440 

ACO ABC 0.044954 s 4.555899 

ACO SSA 0.045048 s 4.550807 

ACO GWO 0.045375 s 4.533231 

SA ABC 0.019205 s -7.111666 

SA SSA 0.015948 s -7.823580 

SA GWO 0.015742 s -7.875739 
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Table 8. T-test results for old and new two groups on all sizes instances for best opt., avg, std (%) and time 

Metric Instances Algo. group1 Algo. group2 P-value Significance T-statistic 

 

Best opt. 

solution 

All old new 0.609777 - -0.514437 

Small-scale old new 0.531586 - -0.639439 

medium-scale old new 0.120642 - -1.696514 

Large-scale old new 0.563546 - -0.597362 

 

Avg 

All old new 0.702805 - -0.384281 

Small-scale old new 0.812272 - -0.241451 

medium-scale old new 0.041796 s -2.333548 

Large-scale old new 0.667024 - -0.443244 

 

Std(%) 

All old new 0.498638 - 0.682849 

Small-scale old new 0.626244 - 0.496570 

medium-scale old new 0.270391 - 1.166723 

Large-scale old new 0.650603 - 0.466863 

 

Time(s) 

All old new 0.072534 - 1.844435 

Small-scale old new 0.226801 - 1.256978 

medium-scale old new 0.229646 - 1.279392 

Large-scale old new 1.541858 - 0.154134 

  
3.4. Discussions 

 

This part initiates a look into consulting the tables and 

figures that illustrate algorithmic contrasts in the TSP 

solution. It next explores the differences in 

algorithmic efficiency that are found among various 

subgroups of instances. The effects of these 

divergences are analyzed in order to shed light on the 

applicability of algorithms with regard to TSP issue 

sizes and complications.  

 According to Table 3, as the size of the TSP 

instances increases, GWO tends to outperform ABC 

and SSA in terms of finding the best optimal solution, 

which is depicted in the box plot in Figure 2 for three 

different sizes of instances. Larger cases show this 

tendency due to GWO's boosted exploration and 

exploitation in complicated and broad search 

environments. GWO's techniques may help it explore 

wider solution landscapes and find superior optimal 

solutions in larger TSP cases than ABC and SSA. 

GWO's adaptability and robustness in scaling up to 

increasingly complicated problem sizes in the TSP 

domain may explain its efficiency in handling larger 

instances. This suggests that GWO is more effective 

at handling larger TSP instances.   

The standard deviation percentage metric 

normalizes the standard deviation relative to the best 

optimal solution, indicating how close the solutions 

are to the best. ABC and GWO consistently achieve 

low standard deviations because, with their specific 

exploration and exploitation tactics, they can 

converge on optimal solutions and preserve solution 

consistency across TSP examples. Additionally, the 

time taken by each algorithm to solve the TSP 

instances increases as the size of the instances 

increases. GWO is the fastest algorithm, followed by 

ABC and SSA. This indicates that GWO is efficient 

in terms of computation time, making it a favorable 

choice for solving larger TSP instances. All of these 

convergences are illustrated in Figure 3 via the line 

plot approach and in Figure 4 via the box plot 

approach. 

 As shown in Figure 5 and Figure 6, ACO 

excels over GA and SA in various TSP scenarios due 

to its effective optimization approaches and 

adaptability. In small-scale instances, ACO surpasses 

GA and SA with competitive optimal solutions with 

lower values. ACO outperforms GA and SA in 

optimal and average medium-scale solutions like 

ts225 and att532. GA outperforms ACO and SA in 

optimal solutions in large-scale examples like rat783 

and dsj1000, while ACO remains competitive with 

extended computation times, demonstrating its TSP 

endurance. ACO's strength to balance exploration and 

exploitation in slightly complicated solution domains 

makes it better than GA and SA in medium-scale 

cases. ACO's pheromone-based exploration and local 

search techniques usually handle medium-scale 

situations with diligent optimization. In these TSP 

situations, ACO gets to high-quality solutions faster 

than GA and SA because it quickly looks at a lot of 

different solutions and takes advantage of potential 

areas. 

Overall, the comparison highlights the 

varying performance of the algorithms based on the 

problem instance size. GA shows promise for small 

and large-scale instances, while ACO consistently 

performs well across different scales. SA 

demonstrates effectiveness for small-scale instances 

but struggles to scale effectively for larger problems. 

Researchers should consider these performance 

differences and choose the appropriate algorithm 
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based on the problem size and optimization 

requirements. All of these convergences of small, 

medium, and large-scale instances are illustrated in 

Figure 6 via the line plot approach as well as in Figure 

7 via the box plot approach

 

   

a) berlin52 b) att532 c) dsj1000 

Figure 1. Box plot convergence of new algorithms on three different sizes instances for best opt. Solution. 

 

   

a) berlin52 b) att532 c) dsj1000 

Figure 3. Line plot convergence of new algorithms on three different sizes instances for all performance metrics.  

 

   

a) berlin52 b) att532 c) dsj1000 

Figure 4. Box plot convergence of new algorithms on three different sizes instances for all performance metrics. 
 

Table 6 reveals that GA and GWO outperform other 

algorithms in medium-sized optimization problems 

like TSP due to their convergence, exploration, and 

exploitation capabilities. GA, known for its 

population-based search and crossover-mutation 

mechanisms, is effective in exploring diverse solution 

spaces but less efficient in convergence. GWO, 

inspired by grey wolves' hunting behaviors, utilizes 

promising search space areas more efficiently, 

improving convergence and solution quality for 

medium-scale instances. The t-test results for Table 7 

provide some interesting findings for two groups of 
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instances. GA, SA, and ABC exhibit identical 

outcomes in the "All instances" segment, with 

insignificant variations in the average solution values. 

On the other hand, ACO performs differently from 

GA, SA, and ABC, showing substantive variations. 

Interestingly, ACO and SA show significant 

variances when contrasted with several algorithms in 

the "Large-scale instances," indicating varying 

effectiveness in handling larger-scale TSP situations. 

In both segments, ABC, SSA, and GWO show 

stability with each other as well as with other 

algorithms.  

In the most significant evaluations from 

Table 8 for the metric "best opt. solution," there is no 

significant difference between the old and new 

algorithm groups across all instances, including 

small-scale, medium-scale, and large-scale cases. In 

terms of average performance (Avg), there is no 

significant difference between the old and new 

algorithm groups for all instances and small-scale 

instances. However, for medium-scale instances, the 

new algorithm group shows a statistically significant 

improvement with a lower T-statistic value. 

Regarding the metric "Std(%)", which represents the 

standard deviation, there is no significant difference 

between the old and new algorithm groups for all 

instances and small-scale instances. However, for 

medium-scale instances, the new algorithm group 

exhibits a statistically significant improvement with a 

higher T-statistic value. 

Lastly, in terms of the "Time(s)" metric, 

which measures the execution time, there is no 

significant difference between the old and new 

algorithm groups for all instances and small-scale 

instances. However, for medium-scale instances, the 

new algorithm group shows a statistically significant 

improvement with a higher T-statistic value. Overall, 

the results suggest that the new algorithm group 

shows promising improvements in terms of average 

performance, standard deviation, and execution time 

for medium-scale instances, and there is no 

significant difference between the two groups for 

large-scale instances. while no significant differences 

are observed in other instances. The overall 

convergence graph of all algorithms on att532 as a 

medium-scale instance is shown in Figure 8. 

 

   
a) berlin52 b) att532 c) dsj1000 

 

Figure 5. Box plot convergence of old algorithms on three different sizes instances for best opt. Solution. 

 

   

a) berlin52 b) att532 c) dsj1000 

Figure 6. Plot convergence of old algorithms on three different sizes instances for all performance metrics. 
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a) berlin52 b) att532 c) dsj1000 

Figure 7. Box plot convergence of old algorithms on three different sizes instances for all performance metrics 

 

Figure 8. Overall convergence of all algorithms on att532 instances for all performance metric.

  

5. Conclusion 

 

The study compared TSP optimization techniques and 

found significant improvements in convergence and 

scalability for medium-scale instances using new 

algorithms (ABC, SSA, and GWO). However, small 

and large-scale incidents did not differ significantly. 

The new algorithms also showed significant 

computational time enhancements for medium-scale 

instances. These findings can help researchers and 

practitioners choose TSP optimization techniques, but 

the study's limitations include a restricted collection 

of benchmark instances and the use of a few 

optimization strategies. 

Future TSP optimization research should 

include more benchmark examples of small, medium, 

and large-scale scenarios, including real-world 

examples. There's an opportunity to refine and 

customize optimization algorithms for small and 

large-scale instances to improve efficiency and 

address the performance gap identified in this study. 

Looking into hybrid techniques that take the best parts 

of several algorithms and combine them may help 

find better solutions that take less time to compute. 

This is especially true for large-scale scalability. 
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Abstract 

Internet of Things (IoT) is expressed as a network of physical objects with 

applications and various technologies that provide data connection and sharing with 

various devices and systems over the Internet. Security vulnerabilities in IoT devices 

are one of the biggest security issues in connecting devices to the internet and 

collecting and processing user data. These vulnerabilities can lead to increased 

attacks on IoT devices and malicious use of user data. In this article, we discuss these 

security problems that arise in IoT systems in detail in distributed systems 

technology. Distributed systems are increasingly used in the modern computing 

world. These systems are a structure where multiple independent computers 

communicate with each other for a common purpose. Distributed system 

technologies have become more common with the development of internet and cloud 

computing systems. However, the use of distributed systems has brought with it 

important security challenges such as security vulnerabilities, access controls and 

data integrity issues. Therefore, the security of distributed system technologies has 

been an important focus of work in this area. In this study, information about 

distributed system technologies and security for IoT is given. The all attack types 

were classified using Artificial Neural Network (ANN), developed Random Forest 

(RF) and hybrid model. In RF, all feature vectors created from all datasets (bank and 

two financial datasets) were also analyzed separately and the classification 

performance was examined. In addition, a new RF algorithm based on weight values 

using the Gini algorithm has been proposed. With this algorithm, the traditional RF 

algorithm has been developed and the success rates have been increased. In addition, 

a hybrid method was created by classifying the datasets obtained by RF with ANN. 

With the hybrid method ANN and the enhanced RF method, its accuracy in detecting 

normal behaviors and attack types was calculated and the success of the methods was 

presented comparatively. In addition, the working times of the methods were 

determined. 
 

 
1. Introduction 

 

The concept of the IoT is a popular technological 

trend that has gained increasing momentum in recent 

years. IoT refers to the network of devices that are 

connected to the internet and can communicate with 

each other. These devices can include all kinds of 

devices such as smartphones, computers, home 

appliances, industrial devices, vehicles, wearables, 

                                                           

* Corresponding author: cigdem.bakir@dpu.edu.tr                                                  Received: 24.10.2023, Accepted: 29.01.2024 

and even healthcare devices [1]. IoT devices are 

designed to make the world around us and people's 

lives easier. For example, smart home devices can 

enable you to remotely control your home, save 

energy, increase your security, and improve your 

quality of life at home. Industrial IoT devices, on the 

other hand, can increase efficiency in areas such as 

production and logistics, and offer new opportunities 

in areas such as agriculture and health [2]. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1380547
https://orcid.org/:%200000-0001-8482-2412
mailto:cigdem.bakir@dpu.edu.tr
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Despite all these advantages, there are some security 

threats to IoT devices due to heterogeneous structures 

that communicate over different networks over the 

internet. In particular, it is possible to damage IoT 

devices and hack the system by various cyber attacks. 

These damages cause some irreversible problems in 

the future. For example, an attacker could attack an 

IoT device in the home, gaining access to all the 

devices in the home and even the personal 

information of the host. Another threat to IoT devices 

is malware infection of devices. These software can 

take control of devices and turn them into botnets. To 

deal with security threats to IoT devices, it is 

important to provide regular security updates to detect 

and fix vulnerabilities. In addition, security measures 

such as encryption of communication between 

devices and authentication must be taken in order for 

IoT devices to work securely. However, when these 

studies are evaluated as a whole at the point of 

detecting different types of attacks, they are often 

insufficient. In particular, it has shown that a stronger 

security mechanism is needed to detect and prevent 

attacks such as Denial-of-Service Attack (DoS) and 

Distributed Denial of Service Attack (DDoS) [3,4]. 

Research on data security has revealed that 

vulnerabilities and leaks in distributed systems in IoT 

devices are major problems [5,6]. For this reason, 

studies on solutions and measures for data security 

problems in distributed systems are very important. In 

particular, institutions and organizations need to 

create a strong security mechanism against important 

security vulnerabilities such as security 

vulnerabilities, access controls and data integrity 

problems. 

In our study, security problems and precautions that 

arise in distributed systems related to IoT devices and 

networks are discussed. A method has been 

developed to detect and prevent possible attacks from 

different sources that may arise as a result of various 

violations such as unauthorized access, weak 

encryption methods, neglect of device updates, 

increasing attacks and threats, and management 

difficulties that will disrupt data confidentiality and 

data integrity. The developed model proposed in the 

study is applied on a real-life dataset to detect and 

prevent different attacks. In addition, short-term 

attacks that went undetected in the database were also 

observed. The working times and performance 

analyzes of the methods were also made. The success 

of the proposed new intrusion detection and 

prevention model is shown comparatively. When the 

results obtained are compared, it has been observed 

that the proposed model gives very successful results 

in preventing security problems in distributed systems 

IoT devices. 

With the increase in the number and use of 

IoT devices in many areas, security problems have 

occurred in IoT devices. Within the scope of this 

study, first of all, attacks on IoT devices were 

mentioned and studies in the literature were 

mentioned. Secondly, a hybrid (RF+ANN) model was 

developed to detect possible attacks and the results of 

the proposed model were applied on three different 

real datasets. The success of the proposed method on 

all three datasets was presented by comparing it with 

metrics such as Accuracy, Precision, Recall and 

F1Score. 

 

2. Related Works 

Existing security mechanisms for distributed system 

technologies are insufficient due to the complexity 

and diversity of IoT devices [7]. Therefore, stronger 

and customized security mechanisms are needed for 

the security of IoT devices. Data privacy and security 

in these systems has become a major problem due to 

problems such as collecting, storing, processing and 

sharing user data. These issues include security 

protocols, user privacy, detection and prevention of 

attacks against IoT devices, scalability of IoT devices, 

and new security threats to IoT [8]. Therefore, 

stronger data privacy and security measures must be 

developed for IoT devices. There are many 

vulnerabilities in the security of IoT devices in 

distributed system technology and these devices are 

vulnerable to cyber attacks [9]. Security issues in IoT 

devices are due to device constraints such as low 

power consumption, limited processing capacity, and 

limited memory Many international organizations and 

standards organizations are developing security 

standards for IoT devices. Current challenges 

regarding the security of IoT include detection and 

prevention of cyber attacks, encryption of 

communication between devices, secure software 

updates. Although studies are carried out in the 

literature to ensure security in IoT, these studies are 

limited in order to solve the problems that arise. 

Important works done in recent years are presented 

below: 
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Table 1. Studies in the literature 

Study Technique Attack Types Performance Disadvantages 

Jaber et al. 

[10] 

Autoencoder Network 

Model  Genetic algorithm 

DDoS 90.26% the study brings 

reliability and 

computational 

complexity for 

very large data. 

For these reasons, 

the proposed 

model needs to be 

further optimized 

in order to 

increase its 

performance and 

reduce 

computational 

complexity. 

Moudoud et al. 

[11] 

Hidden Markov Model False Data 

Injection 

(FDI) 

97% Although the 

performance is 

good, the model 

needs to be 

improved as it 

takes too much 

time to integrate 

into the learning 

process and new 

technologies. 

Labiod et al 

[12] 

Multi-layer sensor DDoS  99.99% other 

attacks 86% 

More 

improvements are 

needed to detect 

all types of 

attacks. 

                  

Habiba et.al 

[13] 

Deep learning-based 

algorithm 

DDos  99.99% In this study, the 

efficiency of Edge 

AI for IoT 

platforms was 

demonstrated. 

Only DDos 

attacks are 

covered. 

           

Alotaibi and 

Ilyas   [14] 

Ensemble method TON-IoT 

dataset 

98.63% A multi-

classification 

approach is 

required that can 

detect anomalies 

and intrusions in 

IoT network 

traffic. 
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Mahmoud 

et.al  [15] 

Intrusion 

Detection 

Systems based 

on Machine and 

Deep Learning 

(IDS_MDL) 

Botnet attack dataset 99.7 % Short-term 

observed attacks 

need to be 

detected 

Sun et.al                

[16] 

SVM SCT dataset 98.71% More features can 

be added to 

determine the 

physical behavior 

of more systems 

to improve the 

SVM method. 

 

 

                 

Elsayed et.al 

[17] 

Secured 

Automatic Two-

level Intrusion 

Detection 

System 

(SATIDS) 

ToN-IoT and InSDN 

datasets. 

96.35 % Short-term 

attacks that occur 

during the day 

need to be 

detected and 

applied to the 

real-world IoT. 

 

             

Sasikala et.al   

[18] 

Logistic 

Regression 

NB15 data set 97.8 % Inaccurate 

missing data can 

be improved by 

using various 

approaches. 

 

Jasim et.al       

[19] 

Convolution 

Neural Network 

(CNN) 

Unspecified 99.18 % In terms of time, 

the proposed 

model works 

slowly 

 

Almiani et.al 

[20] 

Deep recurrent 

neural network 

NSL-KDD 98.27 % 

(for only DoS 

attacks) 

Probe is more 

susceptible to 

DoS attacks than 

detection of 

Remote to Local 

(R2L) and User to 

Root (U2R) 

attacks. 

 

Kareem et.al 

[21] 

Metaheuristic 

Algorithms 

NSL-KDD, CICIDS-

2017, UNSW-NB15 

and BoT-IoT 

95.5%, 

98.7%, 

81.5%, and 

81.5% in the 

NSL-KDD, 

Optimization of 

hypermaterials is 

required in 

solving multi-
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CICID2017, 

UNSW-NB, 

and BoT-IoT 

datasets, 

respectively 

objective 

problems. 

Pehlivanoğlu 

et.al [22] 

Gradient Boost 

classifier 

Bot_IoT and ToN_IoT 

datasets 

Port scanning 

attacks about 

99% 

The model 

proposed in the 

study should be 

tested on different 

data sets, 

especially large 

data sets. 

Kozik et.al 

[23] 

   Deep learning  IoT-23            about  90%     (precision) By adjusting the 

hyperparameter, 

the success and 

performance of 

the study can be 

increased. 

Gökdemir and 

Çalhan [24] 

Long Short-

Term Memory 

(LSTM) 

  IoT dataset        99.17 %  There are some 

disadvantages in 

terms of working 

time. 

 

Gökdemir and 

Çalhan [24] 

Long Short-

Term Memory 

(LSTM) 

  IoT dataset        99.17 %  There are some 

disadvantages in 

terms of working 

time. 

Ölmez ve İnce 

[25] 

Support Vector 

Machines 

(SVM) 

Bot-IoT, CICIDS-2017, 

IoT-23 and N-BaIoT 

99.94% for 

Bot-IoT 

dataset, 

99.95% for 

CICIDS-

2017 dataset, 

99.96% for 

IoT-23 

dataset and 

99.92% for 

N-BaIoT 

dataset 

Data 

preprocessing and 

converting the 

data into the 

appropriate 

format is a 

separate 

workload. 

Yaman and 

Tekin [26] 

XGBoost                     “Brute force ftp”, “brute 

force ssh”, “dos http 

flood”, “dos icmp flood”, 

“dos syn flood”, “syn 

scan” and “udp scan” 

92.55% The detection 

success of some 

attacks can be 

increased. 

 

 

In our study, it is aimed to detect and prevent all kinds 

of attacks that may occur in order to ensure IoT 

security in distributed systems. By using artificial 

neural networks, proposed random forest tree and 

hybrid method, an attack detection system has been 

implemented on banks and two different financial 

data. Our work includes intrusion detection 

comprehensive and a significant contribution to 
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detecting different similar attacks and integrated in 

IoT environments. In addition, performance 

measurements of all models used are presented 

comparatively using different evaluation metrics 

(precision, recall, F1 Score). 

 

3. Material and Method 

Currently, intelligent environments are spreading 

with the IoT in all areas where computing resources 

are applied. However, as the techniques to exploit 

computer infrastructure security vulnerabilities are 

constantly evolving, applications and systems may 

inevitably be exposed to some attacks. With attacks, 

accessing systems, obtaining confidential information 

and improper use, rendering resources unusable can 

become unavoidable. For this reason, security 

becomes the most important issue for the IoT 

environment. Unresolved challenges regarding the 

security of IoT devices can be summarized as follows 

[34]:  

Poor security practices: Unlike traditional computers, 

IoT devices can often have low resources and limited 

processing power. This can result in poor security 

practices being used to secure IoT devices.  

Weak authentication methods: Authentication 

methods used in communication between IoT devices 

can often be insufficient or weak. This may require 

the development of new and more secure 

authentication methods for the security of IoT 

devices. 

Hard-to-protect physical locations of IoT devices: IoT 

devices can be used in a variety of physical 

environments, and these environments can threaten 

the physical security of devices. Therefore, for the 

security of IoT devices, security issues arising from 

the physical location of devices that are difficult to 

protect may need to be addressed. Data privacy 

issues: IoT devices can often handle sensitive data, 

and it's important to protect the privacy of this data. 

Therefore, it may be necessary to develop new and 

more secure solutions to data privacy problems for the 

security of IoT. Some security measures taken are not 

sufficient to detect and prevent attacks. In order to 

detect attacks in IoT environments, a model that can 

be implemented on real platforms and in real time is 

needed.  

Traditional pain detection systems have difficulties to 

cope with and implement the above-mentioned 

security challenges. IoT components' limited 

computing power, large number of interconnected 

devices and objects, data sharing between users, and 

vulnerability to security and privacy risks. Difficulty 

in detecting attacks such as DoS, DDoS, Man in the 

Middle, unsafe connections, malicious code injection 

livable. In our study, a model tested on real data is 

presented that takes into account the context of 

intrusion detection and prevention in IoT-based 

environments. The performance of the proposed RF 

model and the proposed hybrid model ANN model 

were calculated based on different evaluation criteria 

 

3.1. ANN 

ANN have been developed by taking advantage of the 

working principle of the human brain. An artificial 

neural network consists of neurons (nodes) that make 

connections between input and output data, and layers 

that make connections between these neurons [35]. A 

neural network consists of a large number of neurons 

and layers. There are many neurons in each layer, and 

each neuron receives information by weighted 

connections that connect nerve cells. This information 

is passed through different activation functions and 

transmitted to other neurons. In addition, each neuron 

receives input from many nodes and passes these 

inputs through a function and transmits its output to 

other neurons. While the neurons of all layers that will 

form in the neural network are in series with the 

neurons of the previous and next layer, they are 

parallel among themselves. Since information will be 

transmitted between neurons to each layer, it contains 

connections between them. These links represent the 

weights between the layers and end at the output 

layer. Determining the correct weights during the 

training of the network is crucial for accurate and 

reliable output. Initially, weight values are randomly 

assigned. Weight values are updated in each iteration 

according to the neural network and learning rule to 

be formed. When different samples are trained 

according to the resulting network, the weights are 

changed again and the most accurate weights are tried 

to be determined. These processes are repeated until 

the optimum weights are found. 

Figure 1 shows the structure of the artificial neural 

network. In our study, the input size was determined 

by the number of samples and the number of features 

for each data set. The N value expressed here includes 

the number of samples. There are 3 hidden layers for 

each data set. There are 150 neurons in the first layer, 

120 neurons in the second layer, and 100 neurons in 

the last hidden layer. The learning coefficient was 

taken as 0.01. In each dataset, the number of output 

layers is determined by the general classes (5 attack 

types). There are also similar attacks within these 

classes. Since the number of similar attacks, which are 

subclasses, is too high, their names are not included. 

Classes of test samples are tried to be determined 

according to the training data determined in the ANN 

model [36]. If the classes of test data are correctly 
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determined, the network is considered to be properly 

trained. The correct determination of the ANN model 

depends on the activation function, the aggregation 

function in which the artificial nerve cells transmit 

information, the learning rule and the topology of the 

network. The aggregation function calculates the net 

input of the ANN model using different functions. 

The activation function, on the other hand, converts 

the information obtained as a result of the addition 

function to the output value by using different 

functions. In some cases, the created ANN model can 

be memorized. If this happens, training should be 

stopped. If there is no memorization and the network 

is learning, the training is not continued. The classes 

of test samples are determined according to the last 

iteration. ANN model is created by considering the 

following criteria [37]: 

• Identifying layers 

• Inputs and outputs to be used in education 

• Number of neurons 

• Activation functions 

•The objective function used to determine whether the 

network is successful. 

 

 

Figure 1. Proposed of ANN model 

In ANN models, the structure of a pre-trained network 

can be used for other datasets. The purpose of transfer 

learning methods is to increase classification 

performance and training speed by using previously 

trained models on a new dataset [38]. If the dataset to 

be trained is small and insufficient, the attributes of 

previously trained large datasets can be directly 

applied to this dataset. The output layers of these 

trained large datasets directly form the network 

structure of the dataset to be trained. In addition, it can 

be learned in a short time and with fewer parameters 

by fine-tuning it to make it more suitable for the 

dataset to be trained. During the training phase, the 

weights of the pre-trained layers are precisely 

adjusted and updated, and the classification layers are 

learned in accordance with the training. Fine-tuning 

the model's layers and newly added classifier layers 

by training them simultaneously allows the model to 

be improved. It is to create the local minimum value 

of the parameters (parameters used in activation, 

training and performance functions, etc.) that best suit 

the ANN network structure. Thus, classification 

success is increased by fine-tuning. This fine-tuning 

method can be done by backpropagation 

 

3.2. RF 

RF method is an ensemble learning method built on 

Decision Trees (DT) [39]. Community learning 

methods are popular in the field of machine learning. 

It can be used for classification and regression 

operations. As a basic principle, ensemble learning 

methods decide on the solution of a classification 

problem depending on the decisions of more than one 

classifier. In decision making, the highest vote 

(majority) or the lowest error (minimized error) 

approaches can be preferred. 

In the RF method, there is a forest structure consisting 

of individual decision trees for the same problem [38]. 

The decision of each tree in the forest is independent 

of the decisions of other trees. The randomness in the 

method is due to the selection of variables in the 

creation of a decision tree. The traditional decision 

tree consists of root, twig (brunch) and leaves (leaf). 

While the root and branch structures are determined 

according to the variables that will determine the 

classification result, the leaves show the class 

decisions. The information gain of the variable is 

calculated in the selection of the variable for the roots 

and branches in the traditional decision tree. One of 

the most used calculation methods is the GINI index. 

Information gain is the effect of the variable on the 

class decision. The higher this effect, the higher the 

effect of the variable on the outcome. The root of the 

decision tree is established with the variable with the 

highest information gain and the branches are 

completed according to the gain order of the 

variables. In the RF method, variable selections are 

made randomly while creating each tree. This 

randomness is useful in preventing overfitting. At the 

same time, the samples to be selected for each tree 

created are selected as a subset of the whole sample 

with the bootstrap technique with a random approach. 

The RF method was developed by Breiman [40, 41]. 

Breiman, who previously developed the 

Classification and Regression Trees (CART) method, 
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developed the RF technique by first developing 

Bagging- Bootstrap Aggregating and then Random 

Subspace methods and combining these methods 

because the CART method, which has a very good 

learning ability, is prone to excessive learning. Our 

proposed RF model proposes a cloud-random forest 

(IoT - RF) model that combines the IoT environment 

and random forest for intrusion detection (Figure 2). 

In this model, based on traditional CART, a weight 

determination algorithm based on the cloud model 

and the decision-making trial and evaluation lab is 

applied to obtain the evaluation weights. The feature 

weight and the gain value of the smallest Gini 

coefficient corresponding to the same feature are 

weighted and summed. The weighted sum is then 

used to replace the original gain value. This value rule 

is used as a new CART node split criterion to create a 

new decision tree, thus creating a new random forest, 

i.e. IoT - RF. In the proposed RF model according to 

the IoT environment, the weight is determined by the 

following steps: 

Step 1: Attack types are determined as 

A={a1,a2,....,aN}. 

Step 2 Draw the correlation diagram between any two 

attack types. 

Step 3 The first matrix that directly affects the attack 

type is created. 

Step 4 The property values are determined. 

Step 5 The IoT matrix of all decision makers is 

collected. 

Step 6 The matrix of the relationship between the 

features is found. 

Step 8 The standardized comprehensive impact 

matrix is measured. 

Step 10 All attack types have weights.  

           Classification success in RF methods varies 

depending on hyperparameters such as the number of 

trees, tree depth, number of features and training rate 

[42]. The accuracy of the model can be increased by 

fine-tuning these hyperparameters manually or with 

optimization methods such as grid search and random 

search. Too many features may reduce classification 

performance. For this reason, the success of the model 

can be increased by removing features that are not 

related to feature reduction methods such as 

information gain or gain ratio. Increasing the number 

of trees, which affects the success of RF methods, 

may have a positive effect on the success of the 

model. Although the success of the model increases 

as the depth of the tree increases, the success of the 

model does not change when the depth of the tree 

reaches a certain point. Additionally, choosing the 

tree depth too small may cause model incompatibility. 

For this reason, it is very important to fine-tune these 

hyperparameters that affect the classification success 

of RF methods.  

 

Figure 2. Proposed RF flow chart 

3.3. Hybrid Model 

 

The data sets used in the study are not open access and 

the study was carried out in IoT environments. Due to 

the confidentiality of the data, fields and features of 

the data set cannot be mentioned. All datasets used in 

the study are divided into 70% train and 30% test. 

Different analyzes     

were also performed (60% train, 40% test or 80% 

training and 20% test). However, it gave the best and 

most optimum solution when we divided it into 70% 

training and 30% testing.  

          IoT has attracted a lot of attention in recent 

years in many fields such as automation, industry and 

smart environments. There are many different and 

similar types of attacks [43]. However, since IoT is a 

heterogeneous environment, it is also exposed to 

many attacks. For this reason, a hybrid model has 

been developed in our study to ensure IoT network 

security. This hybrid model is formed by combining 

the proposed RF and ANN model, and the flowchart 

is shown in Figure 3. In the hybrid model we 

recommend, first data with the classification model. 

We have classified. In studies on trained data, 

observed noise removal, feature extraction, and 

selection methods increased classification success 

and. These methods make the available data more 

useful. Therefore, the results of the studies vary 
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according to the situation. normalization techniques, 

noise removal, feature extraction and feature 

selection. We are at every stage determined the 

accuracy rate of normal and attack types, and 

calculated the average. Clustering of datasets is done 

on the basis of the variables and criteria of the 

proposed RF model. Then, the ANN classifier is 

applied sequentially to each clustered dataset. This 

hybrid model we propose is formed by combining the 

developed RF and ANN classification models. We 

propose a hybrid machine learning system based on 

RF and ANN for detecting all types of attack on bank 

and financial datasets. The performance evaluation 

and error rates of the existing models and the 

proposed hybrid model in the diagnosis of normal and 

all attack types were calculated and compared with 

the proposed models in terms of accuracy and time. 

            In the hybrid model we proposed, we first 

grouped the data close to each other with the proposed 

RF method. We performed classification process on 

the data we grouped with various methods. At each 

stage, we determined the accuracy rate of normal and 

preventable attack types with the model we suggested 

and calculated the mean.  It is calculated by averaging 

the correct and normal behaviors found here and the 

types of attacks that can be prevented with the model 

we propose. In hybrid model we recommend, it 

provides data protection by better detecting attack 

types compared to single classification or single 

clustering methods. It gave more successful results. 

The hybrid model made  more successful results than 

the ANN and RF method. In addition, the reason for 

the decrease in the success rate as the amount of data 

increases is due to the multidimensional and complex 

structure of the data. When the results are compared 

in all models, the hybrid model in ANN is more 

successful than the first hybrid model. The reason for 

this is that when clustering is performed first, normal 

behaviors and different attack types are clustered in a 

group as far away from each other. This ensures 

correct detection and prevention of attack types 

 

 

Figure 3. Proposed hybrid model flow chart 

4. Results and Discussion 
 
           In our study, bank and financial data were used 

to ensure IoT security for distributed systems. The 

features of the dataset we used are given in Table 2. 

In addition, normal and attack types and numbers are 

shown for all three data sets. These attacks are 

grouped into 4 main groups as DoS, Probing, U2R, 

R2L and these attacks also consist of similar attack 

types. Within each attack cluster, there are subclasses 

containing between 10 and 30 similar attack types. 

Similar attacks were gathered in the same cluster. 

Table 3 shows the number of samples in each data set 

according to attack types. As can be seen, the number 

of samples with DoS attacks is higher for all three data 

sets than for other types of attacks. 

          In data preprocessing, it was first checked 

whether there were null values in all three datasets. 

Empty values are filled by taking the average of the 

column. Additionally, outliers in the datasets were 

normalized between [0,1]. Thus, data imbalance in 

the datasets was eliminated. The normalization 

method was applied to increase the accuracy of the 

classical model and the proposed models. By 

examining the correlation matrix of the features in 

three datasets, the connections between the features 

were tried to be determined. The most important 

feature was chosen as the feature with the highest 

correlation value. These features were used in the 

proposed classification methods to increase the 

success. In addition, dimensionality reduction was 

performed by removing features with low correlation 

from the data set. The success and performance of the 

models used were increased by applying the min-max 

normalization technique to some features. Thus, the 

classification success of multi-class datasets has been 

increased by feature selection and dimensionality 

reduction. 
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          Each attack occurring in these datasets is 

categorical. However, these categorical classes have 

been converted to integer data type, starting from one. 

In addition, the success of the models used in the 

study was increased by adding an extra new feature to 

include similar attacks in the same data set. Attacks 

were also investigated according to their protocol 

types. 

        In Figure 4, the accuracy results obtained in the 

detection of all attack types for all datasets of the 

artificial neural networks developed are given. In our 

study, unlike other studies, important results were 

obtained in detecting all types of attacks.  In Figure 5, 

the values of the detection of all attack types in terms 

of time are given for all datasets of the artificial neural 

networks developed. All results are calculated based 

on the accuracy of the test data and the running time 

of the test data.  

 

Table 2. Used Datasets 

 Number of Samples 

Dataset Normal Attack 

Bank  625.745 178.034 

Financial1 875.360 279.693 

Financial2 890.342 300.476 

 

 

Table 3. Number of samples by attack types 

 

Dataset DoS Probing  U2R R2L 

Bank  87.341 12.634 24.677 53.382 

Financial1 184.302 48.072 34.974 12.345 

Financial2 108.342 85.974 81.366 24.794 

 

 
Figure 4. ANN accuracy results for all datasets 

 

 
 

Figure 5. ANN time results for all dataset  

 

Table 4. ANN results by different evaluation metrics 

 

Dataset/ 

Performanc

e Criteria 

(%) 

 

Accurac

y 

 

Precisio

n 

 

Recal

l 

 

F1-

Scor

e 

Bank 73.64 73.50 74.42 74.10 

Financial 1 73.05 72.82 72.14 72.45 

Financial 2 75.64 73.64 72.42 73.02 

 

            In Table 4, the results of the ANN according 

to different evaluation metrics for all three data sets 

are given. It gave more successful results for bank 

data compared to all datasets. The reason for this is 

that the examples of DoS attacks are less than other 

datasets. Because the subclasses of DoS attacks are 

more than other attacks. In short, since there are many 

similar attack types, it is more difficult to detect DoS 

attacks when compared to other types of attacks when 

we look at the studies in the literature in general 

 

 

Figure 6. Proposed RF accuracy results for all datasets 
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Figure 7. Proposed RF time results for all dataset 

 

Table 5.  Proposed RF results by different evaluation 

metrics 

Dataset/ 

Performanc

e Criteria 

(%) 

 

Accurac

y 

 

Precisio

n 

 

Recal

l 

 

F1-

Scor

e 

Bank 85.60 86.73 84.72 84.99 

Financial 1 81.67 84.60 83.15 83.01 

Financial 2 82.64 82.62 85.03 85.07 

 

         In Table 5, the results of the proposed RF 

according to different evaluation metrics for all three 

data sets are given. In Figure 6, the accuracy results 

obtained in the detection of all attack types for all 

datasets of the proposed RF developed are given. In 

our study, unlike other studies, important results were 

obtained in detecting all types of attacks. In Figure 7, 

the values of the detection of all attack types in terms 

of time are given for all datasets of proposed RF 

developed.  

           In Figure 8, the accuracy results obtained in the 

detection of all attack types for all datasets of the 

Hybrid model developed are given. In our study, 

unlike other studies, important results were obtained 

in detecting all types of attacks. In our future work, 

we aim to increase the accuracy by using different 

hybrid methods and to use it in different real datasets. 

In Figure 9, the values of the detection of all attack 

types in terms of time are given for all datasets of 

hybrid model developed. When we compare it with 

other studies in terms of time, we see that it detects 

the attack in a short time. 

 
Figure 8. Hybrid model accuracy results for all datasets 

 

 
 

Figure 9. Hybrid model time results for all dataset 

 

Table 6.  Hybrid results by different evaluation metrics 

 

Dataset/ 

Performance 

Criteria (%) 

 

Accuracy 

 

Precision 

 

Recall 

 

F1-

Score 

Bank 90.37 91.36 91.36 91.07 

Financial 1 92.62 92.62 92.43 91.45 

Financial 2 91.74 91.43 93.78 92.72 

 
        Table 6 presents the results of the proposed 

hybrid model according to different evaluation 

metrics for all three data sets. In the first stage of our 

study, the data trained with ANN was classified with 

RF. In addition, data pre-processing steps such as 

feature extraction and noise removal increase the 

success in classification. For this reason, the results of 

the studies vary depending on the data processing 

steps. We determined the accuracy rate of normal and 

attack types at each stage and calculated their average. 

       In our study, k-fold cross validation was used to 

ensure that the methods used, other than voting, were 
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resistant to the training and testing sections. 5 and 10 

were chosen for the K value. While the solution is 

produced according to the voting technique, the ANN 

results for k - fold cross validation for k=5 and k=10 

have been added in the accompanying Table 7. When 

 

the results were compared, using k-fold cross 

validation gave more successful results than the 

voting technique. Additionally, in general, k=10 is 

more successful than k=5 in all methods used in the 

study. 

Table 7.  ANN results according to k-fold craoss 

validation method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank 75.45 77.74 

Financial 1 75.97 76.37 

Financial 2 78.95 77.34 

While the solution is produced according to the voting 

technique, the RF results for k-fold cross validation 

for k=5 and k=10 have been added in the 

accompanying Table 8. 

Table 8.  RF results according to k-fold craoss validation 

method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank       88.04        88.67 

Financial 1       85.34        86.72 

Financial 2       85.17        87.95 

 

       While the solution is produced according to the 

voting technique, the hybrid model results for k-fold 

cross validation for k=5 and k=10 have been added in 

the accompanying Table 9. 

Table 9.  Hybrid model results according to k-fold craoss 

validation method 

Dataset/ 

k value 

 

k=5 

 

k=10 

Bank        92.32        93.01 

Financial 1        93.71        92.37 

Financial 2        92.82        93.54 

 

5. Conclusion and Suggestions 

          Connecting IoT devices to the internet can pose 

a significant threat to the security of the devices. IoT 

devices have many different security vulnerabilities, 

such as malware infections, phishing attacks, and 

attacks through physical access. These threats can 

affect both consumer and industrial IoT devices and 

have serious consequences. 

          Distributed system technologies are a structure 

that is widely used in many areas today and allows 

services to be offered in a more efficient and scalable 

way. However, these systems have a more complex 

structure than central systems. In this study, we 

evaluated the distributed system technology for IoT 

and showed the distributed system architecture in 

detail. The security of IoT devices is very important 
for distributed systems technology. IoT devices, their 

usage areas and numbers are increasing day by day 

and the security of these devices is of great 

importance in terms of personal privacy and data 

security. In our study, different security methods and 

mechanisms that can be used in distributed system 

technology for the security of IoT devices are 

discussed. However, it was also emphasized that more 

research is needed to find solutions to security 

problems in IoT devices. Therefore, those working on 

the security of IoT devices need to identify different 

security vulnerabilities and risks and ensure the 

security of users by taking appropriate security 

measures. 

The security of distributed systems is a more 

challenging issue than centralized systems because 

communication between different components has 

difficulty in ensuring security. Therefore, various 

precautions should be taken for the security of 

distributed systems. Among them; topics such as 

authentication, authorization, encryption, data 

integrity, confidentiality and reliability. Today, many 

research and development studies are carried out on 

the security of distributed systems. These studies 

provide important steps for reducing the risks of cyber 

security vulnerability, preventing attacks and making 

systems more secure. As a result, distributed system 
technologies and security are an increasingly 

important topic for IoT today. The development and 

security of these technologies will increase the 

efficiency of enterprises and enable them to provide 

better service. For this reason, it is very important to 

raise awareness about the security of distributed 

systems and to ensure the continuation of research 

studies. 

In this study, a system is designed to detect and 

prevent different and same types of attacks that occur 

as a result of security vulnerabilities in distributed 

systems. The aim of our study is to ensure attack 

security in the IoT environment. The three different 

data sets we used were evaluated using ANN, RF and 

our proposed hybrid model. The results of the 

proposed hybrid model and the proposed RF model 

and the classical ANN model are shown 

comparatively. In addition, the operating times of all 
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models used in the study were calculated and 

compared. ANN for bank, financial 1 and financial 1 

data sts are 0.7364, 0.7305, 075.64, respectively; RF 

0.85, 0.8167, 0.8264; hybrid model showed success 

of 0.9037, 0.9262 and 0.9174. In addition, the results 

for all three models were analyzed with different 

evaluation criteria. When the results are compared, 

the proposed hybrid model showed approximately 

10% more success than the ANN model in all three 

datasets. When the results are compared, it is 

observed that more accurate attack prediction is made 

in hybrid models. The effective use of hybrid models 

in attack detection and prevention is of great 

importance for future studies. Using artificial 

intelligence techniques at the beginning of these 

studies provides a greater advantage. Our study 

achieved very successful results in detecting different 

and new attack types occurring in IoT environments. 

In addition, the proposed hybrid model aims to 

address security and privacy issues that may arise in 

different areas in the future. Unlike previous studies, 

data security is ensured in all operations for IoT. 

        In the future, it is aimed to design attack 

detection and prevention systems on different and 

larger complex data sets with deep learning methods. 

It will be aimed to contribute to the studies in the 

literature by conducting more studies in this field. In 

addition, it is aimed to increase the success of the 

models by automatically fine-tuning the 

hyperparameters for the proposed models in the future 

using optimization algorithms. 
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Diseases in agricultural plants are one of the most important problems of agricultural 

production. These diseases cause decreases in production, and this poses a serious 

problem for food safety. One of the agricultural products is sunflower. Helianthus 

annuus, generally known as sunflower, is an agricultural plant with high economic 

value grown due to its drought-resistant and oil seeds. This study, it is aimed to 

classify the diseases seen in sunflower leaves and flowers by applying deep learning 

models. First of all, it was classified with ResNet101 and ResNext101, which are 

pre-trained CNN models, and then it was classified by adding squeeze and excitation 

blocks to these networks and the results were compared. In the study, a data set 

containing gray mold, downy mildew, and leaf scars diseases affecting the sunflower 

crop was used. In our study, original Resnet101, SE-Resnet101, ResNext101, and 

SE-ResNext101 deep-learning models were used to classify sunflower diseases. For 

the original images, the classification accuracy of 91.48% with Resnet101, 92.55% 

with SE-Resnet101, 92.55% with ResNext101, and 94.68% with SE-ResNext101 

was achieved. The same models were also suitable for augmented images and 

classification accuracies of Resnet101 99.20%, SE-Resnet101 99.47%, ResNext101 

98.94%, and SE-ResNext101 99.84% were achieved. The study revealed a 

comparative analysis of deep learning models for the classification of some diseases 

in the Sunflower plant. In the analysis, it was seen that SE blocks increased the 

classification performance for this dataset. Application of these models to real-world 

agricultural scenarios holds promise for early disease detection and response and may 

help reduce potential crop losses. 

 

 
1. Introduction 

Agriculture is a vital field for the nutrition and food 

security of large populations [1]. One of the important 

agricultural products is oilseeds. Oil production 

comes to the fore in oilseed plants used for food 

purposes. One of the plants grown for its oilseed is 

Sunflower. In many countries, sunflower is grown 

primarily for its vegetable oil and animal feed which 

is an important source of raw materials for the food 

industry [2]. Sunflower offers a substantial 

productivity advantage because of its ability to be 

grown under irrigated and dry farming circumstances, 

and appropriateness for machine use at all phases 

from planting to harvest [3]. 

                                                           

*Corresponding author: yavuz.unal@amasya.edu.tr             Received: 25.10.2023, Accepted: 03.01.2024 

 Diseases seen in sunflowers cause seed yield 

to decrease. The agricultural economy suffers greatly 

from productivity losses. Preventing productivity loss 

is possible by diagnosing diseases in time and taking 

precautions [4]. Thanks to early detection, we can 

save plants and prevent losses. Visual detection of 

diseases in plants is a difficult process and diagnosis 

can be time-consuming. Visual detection is difficult 

or impossible in large agricultural areas [5]. 

Diagnosis of plant diseases using deep 

learning is becoming increasingly common nowadays  

[6]. This study aims to identify diseases seen in 

sunflower leaves and flowers using image processing 

and deep learning. 
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Sunflowers are bacteria, fungi, nematodes, 

parasites, viruses, etc. are exposed to many diseases  

[4]. The dataset includes three disease classes and one 

healthy sunflower leaf class. These diseases are gray 

mold, leaf scars, and downy mildew. Let's briefly look 

at these diseases.  

Gray mold: A fungus known as gray mold 

affects the flowers, leaves, and stems of a variety of 

flowering plants. Small, crooked, and hidden beneath 

perilous areas with dark squares are sunflower leaf 

and fruit indicators. The botrytis blight, often known 

as gray mold, causes sunflower buds to decay or 

prevents them from opening. [7].  

Leaf scars: Sunflower leaf scars from the 

fungus Septoria helianthi are common but do not 

constitute a serious concern. As a result, it can 

substantially impair plant growth when combined 

with other illnesses. The leaves wilt, and the injured 

tissues succumb to death [7]. 

Downy mildew: The plasmopara halstedii 

fungus, which causes downy mildew, is present in 

almost every nation where sunflowers are grown. The 

global impact on yield has been estimated to be 3.5 

percent of commercial seed output [7]. 

The remainder of this paper is organized 

as follows: Section 1.1 describes related works. 

In section 2, the datasets and methodologies are 

introduced. Section 3 Results and discussion, 

section 4 conclusions, and future research. 

 

1.1. Literature Review  

 

Deep learning approaches have been proposed by 

researchers in recent years, and some of these have 

been investigated and reviewed, as stated below: 

Banerjee et al. [2] used a new convolutional 

neural network (CNN) and support vector machine 

(SVM) based model to predict sunflower diseases in 

their study. They used three convolutional layers, 

three maximum pooling layers, and two fully 

connected layers to train the proposed model. The 

proposed model is trained with a dataset of different 

diseases affecting sunflowers. The results of the 

proposed research study achieved an F1 score of 

83.45 and an overall classification accuracy of 

83.59%.Gosh et al. [4] developed a hybrid model with 

transfer learning and a simple CNN to detect 

sunflower diseases. Of the eight models tested on a 

dataset consisting of four different classes, the 

VGG19 + CNN hybrid model achieved the best 

results in terms of sensitivity, recall, f1 score, and 

accuracy. They reached 93% classification accuracy. 

Dawod and Dobre [8] used ResNet interpretation 

methods to classify leaf diseases in sunflowers and 

visualization techniques were applied to explain 

misclassifications. Their study discovered that a 

classification using segmented lesions provides 

higher accuracy because many factors that lead to 

misclassification are eliminated in this way. 

Rajbongshi et al. [9] used 650 sunflower image 

datasets that they created themselves. First of all, they 

segmented the diseased areas in these images using 

the k-means clustering method. They extracted 

features from the segmented regions and classified 

them with various classifiers. They achieved the best 

result with Random Forest and achieved 90.68% 

classification success. Malik et al. [10] created a 

hybrid model using deep learning techniques to detect 

sunflower leaf diseases. They applied VGG16 and 

MobileNet transfer learning models on a dataset 

consisting of 329 sunflower images. Then, they 

compared these two models by applying them as a 

hybrid and reached 89.2% classification accuracy. In 

his study [11], Singh segmented sunflower leaves 

with the particle swarm optimization algorithm. The 

accuracy of the proposed system is around 98%. 

Table 1 shows studies classifying sunflower 

diseases. 

Table 1.  A list of studies that were found in the literature 

No Class Number of Data Method Accuracy(%) References 

1 12 3830 CNN+SVM 85.37% [2] 

2 4 838 ResNet152 98.02% [8] 

3 5 329 VGG16+MobileNet 89.2% [10] 

4 5 650 Random Forest 90.68% [9] 

5 6 149 Particle swarm 98% [11] 

6 4 467 VGG19+CNN 93% [4] 

7 4 467 

1668 

Our Approach 94.68% 

99.84% 

Our Approach 
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2. Material and Method 

 

In this chapter, primarily the dataset, the deep learning 

methods, and the performance metrics used in the 

study will be explained. 

 

2.1. Dataset 

 

A publicly available dataset from mendeley data 

including occurrences of sunflower fruits and leaves 

dataset was used in this study [12]. This dataset 

consists of four hundred sixty-seven (467) original 

photographs and one thousand six hundred sixty-eight 

(1668) augmented images of healthy and disease-

affected sunflower leaves and flowers. Sample 

images in the data set are given in Figure 1. 

 

 

Figure 1. Sunflower plant leaf diseases dataset sample 

images (a) Fresh Leaf (b) downy mildew (c) Leaf scars 

(d) gray mold. 

 

The dataset consists of four groups: gray 

mold, downy mold, leaf scars and fresh leaves. The 

number of classes in the data set and the number of 

images in each class are given in Table 2. 

Table 2.  Distribution of dataset by class 

Class Name Number of 

Original Images 

Number of 

augmented Images 

Gray Mold 72 398 

Downy Mildew 120 470 

Leaf Scary 141 509 

Fresh Leaves  134 491 

Total 467 1668 

 

The original image is 467 in total. The 

number of augmented images is 1668 in total. The 

creators of the data set did the augmentation process. 

Augmentation operations include general 

enlargement operations in two ways, such as location 

and color change. All of the photos have a constant 

width and height of 512x512 pixels. 

In the data set, there were four different 

classes of photos, and 80% of those images were used 

in the training set and 20% in the test set.  

 

2.2. Convolutional Neural Networks 

CNN is a popular deep learning technique that was 

created by drawing inspiration from the visual cortex 

of live beings. CNN architectures, which were 

initially employed in object recognition studies, are 

now employed in a wide range of applications. As 

with conventional artificial neural networks, CNN 

architectures are made up of neurons that learn to 

optimize themselves. The ability of CNN 

architectures to spot patterns in images sets them apart 

from traditional artificial neural networks in a big 

way. Even though CNN architectures can be 

developed in a variety of ways depending on the 

application, they typically start with convolution and 

pooling layers that are then divided up. In 

conventional backpropagation neural networks, they 

subsequently incorporate one or more fully linked 

layers [13]. 

There are many studies about CNN 

architecture. Layers consisting of data inputs enable 

CNN architectures to learn and classify features. 

CNN typically consists of five layers: convolution, 

pooling, activation, fully connected and softmax layer 

[14]. 

 

2.3 ResNet Neural Network 

This architecture has distinguished itself in the field 

of computer vision, taking home first place honors in 

the 2015 ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC) contests [15]. 

Residual blocks are used in the layers of 

ResNet models. These blocks help deep networks 

operate more effectively. The overall layout of 

residual blocks creates a link between the layer's input 

and the output of the following layers [16]. A residual 

block in a deep residual network is shown in Figure 

2. 
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Figure 2. Residual learning: a building block [15] 

The ResNet family has several versions that 

have been created, including ResNet-18, ResNet-34, 

ResNet-50, ResNet-101, and ResNet-152. The 

amount in the network name indicated how many 

levels were included in the network. In the proposed 

study, the classification stage is carried out using the 

pre-trained residual network ResNet-101 [17]. 

ResNet101 belongs to the ResNet (Residual 

Network) family and is recognized for its capability 

to address the vanishing gradient issue, making it 

suitable for training extremely deep networks. The 

designation "101" indicates the model's layer count. 

ResNet incorporates skip connections or shortcuts to 

streamline information flow within the network, 

resulting in more seamless and effective training [21]. 

 

2.4 Squeeze and Excitation (SE) Block 

Squeeze-Excitation (SE) block is a channel-based 

attention mechanism where the network can 

selectively learn informative features and remove 

useless ones. SE performs feature recalibration to 

improve important features and disable less useful 

features. This block is independent of the network 

module of the specific network structure and can be 

embedded into the existing CNN network model with 

only a small increase in computational cost, thus 

improving the network training performance of the 

network model and increasing the efficiency of the 

network [18]. 

 

2.5 ResNext Neural Network 

ResNext is a combination of ResNet and Inception. 

Unlike Inception v4, ResNext uses the same topology 

for each branch and does not require complex 

Inception structural details to be designed by hand. 

Group convolution is referred to as ResNext, and the 

number of groups is governed by variable cardinality. 

The group convolution machine strikes a balance 

between depth-separable convolution and regular 

convolution. [19] [20]. 

The three-layer convolutional block of the 

ResNet is swapped out in ResNext for a parallel 

stacking block with a comparable layout. ResNext 

employs group convolution with 3x3 filters to extract 

the features. The ResNext improves feature extraction 

capabilities while minimizing the number of network 

constraints by using group convolution and residual-

like connections at both levels [21]. 

 

2.6 Proposed Model  

In the study, classification of sunflower images was 

carried out with deep learning models. This process 

takes place in six main steps: entering images into the 

system, data augmentation, split data, applied 

classifier, performance evaluation and output. The 

proposed model is visualized in Figure 3. 
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Figure 3. Flowchart of the proposed method

 

The number of images should be increased as 

we know that a large amount of data is required to 

train the deep learning model. Thus, model 

performance increases according to the increasing 

amount of data. During the data augmentation process 

of the study, a general augmentation process was 

performed in two ways, such as location and color 

change. In increasing by position, random rotation, 

random horizontal flip, random vertical flip methods 

were used. In the color enhancement process, only 

brightness was performed. By incorporating these 

augmentation techniques, the dataset used for training 

is effectively expanded, providing a larger and more 

diverse set of examples for the model to learn from. 

This increased variety of images helps the deep 

learning model to generalize better and improve its 

performance. The parameters used in the    

 

 

augmentation process for this sunflower data set is 

given in Table 3. 

Table 3.  Augmentation parameters of deep learning 

models 

Augmentation Type Parameters 

Random Rotation True 

Random Horizontal Flip True 

Random Vertical Flip True 

ColorJitter (brightness) 0.1 

 

ColorJitter(brightness) value was selected as 0.1.  

3. Results and Discussion 

 

This section includes evaluation metrics and obtained 

results. 
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3.1. Evaluation Metrics 

 

The accuracy, precision, recall, and F1-score were 

used to evaluate the performance of the models in the 

experimental data. When utilizing machine learning 

or deep learning techniques to solve classification 

problems, accuracy is a performance parameter that is 

used to gauge how well a model performs. This metric 

counts the proportion of samples that the model 

properly classifies. One of the basic performance 

criteria in classification problems is accuracy [14]. 

The formula is as follows. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 (1) 

 

Machine learning techniques are used to 

evaluate a model's performance in classification tasks 

using a performance parameter called precision. This 

metric represents the proportion of samples that the 

model actually classifies as positive [22]. The formula 

is as follows. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑃)
 (2) 

  

Recall is a performance indicator used to 

assess a model's effectiveness in classifying issues 

when employing machine learning techniques. It 

gauges how well the model can predict how many 

genuine positive examples will be found among all 

positive examples [22]. The formula is as follows. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
(𝑇𝑃)

(𝑇𝑃 + 𝐹𝑁)
 (3) 

  

This metric combines precision and recall 

measurements to produce a single performance 

measure. While recall evaluates how well the model 

can accurately predict the proportion of real positive 

examples out of all the actual positive cases, precision 

measures how well the model can accurately predict 

the proportion of true positive examples out of all the 

positive examples. The formula is as follows [22]. 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
(2𝑇𝑃)

(2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁)
 (4) 

  

 

Where, P = Positive class, N = Negative 

Class, TP = True positive, TN = True Negative, FP = 

False Positive, FN = False Negative. 

 

3.2. Experimental Setup 

In the first stage of the experimental study, sunflower 

leaf and flower images were classified with 

ResNet101 and ResNext101, both original images 

and augmented images. The selection of a ResNet 

variant depends on several factors, including the 

complexity of the task, available computational 

resources, and the amount of training data. Deeper 

networks, such as ResNet-150, are capable of 

capturing more complex features but require more 

computational power and a larger amount of data. On 

the other hand, shallower networks like ResNet-50 

are preferred when there are limitations in 

computational resources. ResNet-101 architecture 

strikes a balance between complexity and resource 

requirements. It allows for the modeling of 

moderately complex patterns in the data without 

being excessively demanding to train. Through our 

experiments, we have determined that ResNet-101 

offers a good fit for our specific problem and 

available resources. In order to make the results more 

effective, in the second stage, both the original images 

and the augmented images were reclassified with the 

Resnet101 and ResNext101 models to which 

Squeeze-and-Excitation Block was added. Testing of 

experimental studies was done through the COLAB 

platform. Nvidia Tesla T4 16GB graphics processor 

card was used in the Colab environment. The 

experiments were coded in Python 3 programming 

language. 

The hyper parameters used in the study were 

determined by taking into account the amount of data 

in the dataset. The hyperparameters used in training 

the models are given in Table 4. 

 
Table.4 Training parameters of deep learning models 

Parameter Value 

Optimizer Adam 

Loss function Cross-entropy 

Batch Size 32 

Epoch 30 

Learning Rate 0.0001 

 

The data, consisting of four classes: fresh leaf, downy 

mildew, leaf scars and gray mold, were classified with 

four different deep learning models: Resnet101, SE-

Resnet101, ResNext101 and SE-ResNext101, with 

the parameters mentioned above, and the 

classification results are given in Table 5. Separate 

results are presented for original images and 

augmented images. 
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Table.5 Classification Results 

Model Accuracy (%) Precision Recall F1-score 

Resnet101 (Original images) 91.48% 0.92 0.92 0.92 

SE-Resnet101 (Original images) 92.55% 0.93 0.93 0.93 

ResNext101 (Original images)  92.55% 0.93 0.93 0.93 

SE-ResNext101 (Original images) 94.68% 0.95 0.95 0.95 

Resnet101 (Augmented images) 99.20% 1.00 0.99 0.99 

SE-Resnet101 (Augmented images) 99.47% 1.00 0.99 0.99 

ResNext101(Agumented images) 98.94% 0.99 0.99 0.99 

SE-ResNext101 (Augmented images)  99.84% 0.99 0.99 0.99 

 
The best classification accuracy for original 

images and augmented images was achieved with SE-

ResNext101. 

In this section, the confusion matrix obtained 

as a result of deep learning, Training loss and Training 

accuracy are given.

 

  
(a)Resnet101 Original                  (b) Se-Resnet101 Original 

 

 
(c)ResNext101 Original      (d) SE-ResNext101 Original 
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(e) Resnet101 Agumented      (f) SE-Resnet101 Agumented 

 

 
(g) ResNext101 Agumented     (h) SE-ResNext101 Agumented 

 
Figure 4. Confusion matrix graphics of original and augmented images (a) Resnet101 original, (b) SE-

ResNet101 original, (c)ResNext101 original, (d) SE-ResNext101 original, (e) Resnet101 agumented, (f) SE-

ResNet101agumented, (g) ResNext101 agumented, (h) SE-ResNext101 agumented 

 

 

In Figure 4(a), the Resnet101 model was 

employed on original images. The confusion matrix 

reveals accurate classifications of 20 instances and 4 

misclassifications for downy mildew. For the fresh 

leaf class, it correctly identified 26 and misclassified 

1. The gray mold class was entirely correctly 

classified, while for Leaf scars, 25 were correct, and 

3 were misclassified. Moving to Figure 4(b), the SE-

Resnet101 model on original images showed 22 

correct and 2 incorrect classifications for downy 

mildew. For fresh leaves, it correctly identified 27 and 

misclassified 1. The gray mold class had 14 correct 

and 1 incorrect, and for Leaf scars, 24 were correct, 

with 4 misclassifications. Figure 4(c) illustrates the 

ResNext101 model on original images. It correctly 

classified 20 instances of downy mildew and 

misclassified 4. For fresh leaves, 26 were correct, and 

1 was misclassified. Gray mold had 15 correct 

classifications, and Leaf scars had 26 correct and 2 

incorrect. In Figure 4(d), the SE-ResNext101 model 

on original images correctly classified 20 instances of 

downy mildew and misclassified 4. Fresh leaves had 

27 correct classifications, gray mold had 15 correct, 

and Leaf scars had 27 correct and 1 misclassification. 

Additionally, Figure 6 displays training loss and 
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accuracy curves. Moving to augmented images in 

Figure 4(e), the ResNet101 model classified 92 

instances of downy mildew correctly and 2 

incorrectly. For fresh leaves, it correctly identified 

103, and for gray mold, it was correct in 80 instances. 

Leaf scars had 102 correct classifications. Figure 4(f) 

presents the SE-ResNet101 model on augmented 

images, classifying 92 instances of downy mildew 

correctly and 2 incorrectly. For fresh leaves, 103 were 

correct, 80 for gray mold, and 101 for Leaf scars with 

1 misclassification. In Figure 4(g), the ResNext101 

model on augmented images classified 91 instances 

of downy mildew correctly and 3 incorrectly. Fresh 

leaves had 103 correct classifications, and both gray 

mold and Leaf scars had 80 correct, with 1 

misclassification for Leaf scars. Lastly, Figure 4(h) 

shows the SE-ResNext101 model on augmented 

images, correctly classifying 91 instances of downy 

mildew and misclassifying 3. For fresh leaves, 103 

were correct, 80 for gray mold, and 102 for Leaf scars. 

The training loss and training accuracy 

graphs obtained as a result of the analysis are given in 

Figure 5.  

 

 

 
(a)  

 

 
(b) 

 
(c) 

 
(d) 
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(e) 

 
(f) 

 
(g) 

 

 
(h) 

 
Figure 5. Training accuracy and training loss graphics. (a) Resnet101 original, (b) SE-ResNet101 original, 

(c)ResNext101 original, (d) SE-ResNext101 original, (e) Resnet101 agumented, (f) SE-ResNet101agumented, 

(g) ResNext101 agumented, (h) SE-ResNext101 agumented 

 

 

Training accuracy and training loss graphs 

are used to monitor the performance of a deep 

learning model. These graphs are crucial to evaluate 

the model's learning performance, overfitting, and 

underfitting effectiveness [23]. When looking at both 

the training accuracy and training loss in Figure 5, 

neither overfitting nor underfitting seems to be 

observed. 

4. Conclusion and Suggestions 

Sunflower is one of the important food sources for the 

world. While its seeds are used as vegetable oil, its 
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stems and leaves are used as animal food. Diseases in 

sunflower cause significant yield losses. Traditional 

approaches have a lower success rate and take more 

time. Computerized detection of diseases, early 

diagnosis and prevention of these diseases are of great 

importance in terms of efficiency. In recent years, 

machine learning and deep learning algorithms have 

been used frequently in disease detection of various 

agricultural products. 

In this study, some diseases seen in sunflower 

were classified with Resnet101 and ResNext101 

models, which are pre-trained deep learning models, 

and by adding the SE block to these models, the 

classification was made separately, and the results 

were compared. In the analysis, it was seen that pre-

trained networks with added SE blocks gave better 

classification results for this data set. 

These proposed models may contribute to 

more effective classification of diseases in the 

sunflower industry. It may also be beneficial in the 

early diagnosis and treatment of diseases seen in 

sunflower. Identifying the diseases seen in the 

Sunflower plant reduces time and labor costs by 

enabling faster and automatic diagnosis of these 

diseases. As a result, productivity can be increased. 

Compared to other studies, it is seen that the proposed 

method increases the classification success. This 

method can be successful not only in sunflower 

diseases but also in other plant diseases. As a result, 

higher quality and safer food products can be offered 

to consumers. The aim of this article is to 

automatically and accurately classify sunflower 

disease varieties based on their visual characteristics. 

Additionally, the resulting classification models can 

be used to classify diseases of other agricultural 

products. Additionally, mobile applications can be 

developed in this field. 
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Abstract 

This study presents a cathode-supported planar solid oxide fuel cell (SOFC) 

fabrication made via a single step co-sintering method and investigation of its 

performance. The materials used are NiO-CGO, CGO and CGO-LSCF for anode, 

cathode, electrolyte, respectively. Our study shows that increasing the cell size has 

a detrimental effect on cell single step co-sinterability. Increasing cathode thickness 

and reducing electrolyte thickness led to curvature decrease at the edges, however 

these adjustments were not enough to achieve a curvature-free cathode-supported 

cell.  Thus, three porous alumina cover plates (total mass of 49.35 g) placed on the 

top of the cell during sintering were utilized to suppress curvature formation, and as 

a result, a nearly curvature- free cathode-supported cell was obtained. Performance 

of the cells were investigated. The results showed that increasing cathode thickness 

and decreasing electrolyte thickness had negative effects on cell performance 

despite enhanced single step co-sinterability of the cell. The maximum power 

density and OCV of the final planar cell (thickness 60-40-800 µm, anode-

electrolyte-cathode) were found to be 1.71 mW cm-2 and 0.2 V, respectively, in a 

fuel rich condition (R:1.6). Additionally, the maximum OCV and power density 

among the all cells were measured from the cell (thickness 60-40-400 µm, anode-

electrolyte-cathode) as 0.56 V and 24.79 mW cm-2, respectively, in a fuel rich 

condition (R:2.4). 
 

 

1. Introduction 

A new type of solid oxide fuel cell (SOFC), single 

chamber solid oxide fuel cells (SC-SOFCs), were 

introduced by researchers to reduce certain 

drawbacks faced in dual chamber SOFCs (DC-

SOFCs), such as complex gas manifolding, flow field 

structures and gas-tight sealing [1]. Unlike DC-

SOFCs, SC-SOFCs are composed of only one gas 

chamber containing a gas mixture of fuel and oxidant 

[1]–[4]. This distinctive characteristic of SC-SOFCs 

allows them to have simplified structures, resulting in 

less start-up and shut down time and better thermal 

shock resistance than DC-SOFCs [1], [3], [5]. If their 

                                                           

* Corresponding author: ysayan@beu.edu.tr               Received:31.10.2023, Accepted:15.01.2024 

potential is released, the simplified structure could 

yield a considerable decrease of the total system cost. 

Moreover, the electrolyte layer does not have to be 

dense to stop gas crossover, given that there is no 

requirement prevent fuel mixing with oxidant gas. 

This property of SC-SOFCs enables utilization of 

less expensive manufacturing methods of the 

electrolyte. 

For the anode supported SOFCs, potential 

anode re-oxidation is a serious problem which can 

cause cells to break after repeated cycles of cell usage 

[6], [7]. This is because the thicker anode (based on 

nickel, Ni) catalyst oxidation and reduction lead to 

cell to shrink and expand in time. This uncontrolled 
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volume shrinkage and expansion leads the cell to 

crack. Therefore, a new configuration of SOFCs, 

named as cathode-supported SOFC, were proposed 

by researchers to overcome this issue [1], [3].  This 

configuration of SOFC has showed the longest 

lifetime among all categories of SOFCs [8], but 

incurs penalties on the sluggish oxygen reduction 

reaction overpotentials. 

Using co-sintering process for multi-layer 

structures leads to considerable benefits in time, 

energy savings and effort, and thus has been 

attracting growing interest in many different research 

areas, including SOFCs. In the production of DC-

SOFCs, co-sintering has been generally applied to bi-

layer structures, comprising of anode and electrolyte 

layers. It is because the similar sintering behavior of 

each layer inhibits developments of any defects such 

as warping, delamination and cracking during the 

sintering process [9]–[11]. 

SC-SOFCs are currently fabricated utilizing 

at least two sintering process: usually co-sintering 

anode and electrolyte, followed by a separate 

deposition of the cathode and its sintering [12]–[14]. 

The prevailing explanation for a two-step sintering is 

that the materials for electrolyte, cathode and anode 

need different sintering temperatures to obtain the 

required microstructures. Though possible 

reactions/interactions between electrolyte and 

cathode are reduced by a two-step sintering process 

[14], there are some rationales why single-step co-

sintering (SSCS) of SC-SOFCs, sintering anode, 

cathode and electrolyte together in one step,  are 

desired. It is primarily needed to simplify the 

fabrication process along with lessening the 

processing time and input energy [15], [16]. These 

advantages of single step co-sintering of SC-SOFCs 

decrease further the fabrication cost of SC-SOFCs 

and thus improve commercial viability if used in 

commercial scale. However, when multiple layers are 

sintered together, they impose stress upon each other 

due to the different shrinkage behavior, and thereby 

resulting in either curvature formation, delamination 

or cracks in the cell. 

In this study, the SSCS of cathode-supported 

SC-SOFCs was investigated profoundly. The effect 

of layer thickness, cell size and sintering temperature 

on cell sinterability were analyzed. In order to 

achieve a curvature free cathode-supported cell, a 

limiting constraint was applied on the top of the cells. 

The fabricated cells were then tested under single 

chamber conditions so as to observe the functionality 

of the cells as working electrochemical cells and to 

analyze the effect of thickness and thickness ratio 

change on the cell performance.  

2. Experimental 

2.1. Preparation of the Cells 

Cell green layers were procured from Maryland tape 

casting Ltd, USA [17]. They were all made by tape 

casting method, consisting of 60 wt% NiO (nickel 

oxide)–40 wt% Ce0.8Gd0.2O2-δ (gadolinium doped 

ceria (CGO)): Ce0.8Gd0.2O2-δ (CGO): 50 wt% 

La0.6Sr0.4Co0.2Fe0.8O3-δ(lanthanum strontium cobalt 

ferrite (LSCF))–50 wt%  CGO (20% 

gadolinium(Gd)) as anode-electrolyte-cathode, (A-

E-C). The slurry composition of the green tapes 

provided by the supplier are summarized in reference 

[18]. The sintering temperature of the LSCF cathode 

is less than that of the anode and electrolyte [19], 

[20]. Therefore, in order to retard the sintering 

behavior of the LSCF and thereby balancing the final 

density of materials during the process of co-

sintering, the LSCF particle size was chosen to be 

larger than that of the anode and cathode (1 µm for 

the cathode green tape as opposed to 0.3 µm for the 

anode and electrolyte green tapes).  

Multiple layers of green tapes were layered 

upon each other to obtain desired thickness of 

electrolyte and electrodes. Each component thickness 

was controlled by the number of individual green 

tape layers of each material (of around 20 µm for 

each tape). These layers are subsequently hot-pressed 

at a pressure of 2 MPa and temperature 60 ˚C 

dwelling for 5 minutes (using the Carvel Heated 

Bench Top Hot Press, model: 3853CE-8, USA) to 

allow individual layers to merge and form a complete 

cell. The hot pressing condition was carefully 

determined in order to achieve acceptable 

compactness and good adhesion between each layer, 

and also prevent over-pressing and inhomogeneous 

cell area distribution (detailed explanation is 

available in ref. [18]). 

Thickness of each layer in a cell can have 

direct effect on as-sintered cell quality through co-

sintering. In order to investigate such influence, 

several cells with different combinations of 

thicknesses were prepared. All cells were hot pressed 

under same conditions. Subsequently sintered at 

1200 ˚C with a 1 hour of dwelling time under a 

heating and cooling rate profile as following: a 1˚C 

min-1 heating rate from room temperature to 500 ˚C, 

2 ˚C min-1 from 500 ˚C to 900 ˚C, 1 ˚C min-1 from 

900 ˚C to 1200 ̊ C; and a 3 ˚C min-1 cooling rate from 

1200 ˚C to room temperature. Sintering profile of the 

cells were thoroughly defined with the purpose of 

achieving less defects during single-step co-sintering 

fabrication processes by carefully analyzing 

debinding and shrinkage properties of each green 
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layer (detailed information is presented in reference 

[18] ).  

In order to investigate the effect of sintering 

behavior of a cathode-supported cell during heating 

and during cooling, a cell with a thickness ratio and 

thickness of 3-2-10 and 60-40-200 µm, respectively, 

were made (anode-electrolyte-cathode), with a 40x40 

mm width (W) and length (L)).  In addition, two types 

of cells with different cathode thicknesses were made 

with the aim of investigating the cathode thickness 

and the cell size on cell SSCS. The first type of cell 

possessed a width and length of 40 mm and 40 mm 

(named cell type 1) respectively while the second 

type had a 30x30 mm W x L (named cell type 2). For 

both type of cells, cathode thickness increased from 

200 µm, to 300 µm, and to 400 µm while anode and 

electrolyte thickness were kept constant with a 

thickness of 60 µm and 40 µm, respectively. 

Moreover, three different types of the cells were 

prepared to investigate the effect of electrolyte 

thickness and limited constraint on single step co-

sinterabilty. They are named as cell 1, cell 2 and cell 

3, having the same width and length (40x40 mm 

WxL), as listed in Table 1. Cell 3 was initially 

sintered without any constraint, but later iterations 

were sintered with either one or multiple alumina 

(Al2O3) porous cover plates (1 mm thickness, 40% 

porosity, ESLTM 42520-2) located on the top of the 

cell. This improved the ability to restrain curvature 

formation, and finally to achieve a curvature-free 

cell. 

Table 1. Three different cathode-supported SC-SOFCs, their thicknesses, thickness ratio, and sintering type. 

Cell Type 
Thickness Ratio 

anode:electrolyte:cathode 

Thickness / µm 

anode:electrolyte:cathode 
Sintering Type 

Cell 1 3-2-20 60-40-400 
Without any constraint on the top layer of 

the cell 

Cell 2 3-1-20 60-20-400 
Without any constraint on the top layer of 

the cell 

Cell 3 3-1-40 60-20-800 
Without any constraint on the top layer of 

the cell 

Cell 3 3-1-40 60-20-800 

Sintered with a 50x50 mm LxW porous 

alumina cover plate on the top of the cell, 

with a total mass of 7.31 g 

Cell 3 3-1-40 60-20-800 

Sintered with a 75x75 mm LxW porous 

alumina cover plate on the top of the cell, 

with a total mass of 16.45 g 

Cell 3 3-1-40 60-20-800 

Sintered with two 75x75 mm LxW porous 

alumina cover plates on the top of the cell, 

with a total mass of 32.9 g 

Cell 3 3-1-40 60-20-800 

Sintered with three 75x75 mm LxW porous 

alumina cover plates on the top of the cell, 

with a total mass of 49.35 g 

2.2. Characterizations and Tests  

In order to characterize the microstructure of as-

sintered cell as well as chemical element of the final 

planar cell, scanning electron microscopy (SEM) 

with energy dispersive spectroscopy (EDS) (Zeiss 

1530-VP FEGSEM, Germany) was used. 

Acceleration voltage for imaging by backscattered 

electrons and secondary electrons was set to 20 kV 

and 5 kV, respectively. A layer of palladium-gold 

(Pd-Au) alloy was sputtered all examined surfaces to 

prevent charging during imaging. All EDS spectra 

were obtained as an acceleration voltage of 20 kV. 

Grinding and polishing were carefully applied to the 

final cell in order to accurately examine the grain size 

and pore structure of an as-sintered cell by using 

semi-automatic Struers LaboSystem (Germany), 

after the cell was mounted in Bakelite by using 

Struers CitoPress 5 (Germany).  

The porosity of the cell was quantified by 

applying the ImageJ program to the obtained SEM 

images. The method used to estimate the mean 

porosity of the cathode, electrolyte and anode of the 

cell and can be detailed as follows: Back scatter SEM 

images of the anode, cathode and electrolyte cross-

sectional areas of the cell were taken separately. All 

images possess a 10 µm scale, Mag 2.00 KX, and 

WD of 8.5 mm. Thereafter, obtained images were 

uploaded to ImageJ program and were set to 8-bit 

image quality for threshold analysis. Adjustment for 

the threshold of each images was carefully done. The 

percentage of the pore area were read and recorded 
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by measuring the percentage of black area on the 

images. 

A potentiostat (Solarton Analytical 1280C, 

United Kingdom) in concert with the 

CorrWare®/CorrView™ electrochemical suite 

(Scribner Associates Inc., United States) was used to 

measure the open circuit voltage (OCV) and 

polarization of the cells. In addition, Q150T S/E/ES 

Turbo-Pumped Sputter Coater (Quorum 

Technologies, United Kingdom) was utilized to 

sputter gold on both electrodes as current collector. 

Silver paste was used to attach chromel (90% Ni,10% 

chromium (Cr)) wire to sputtered gold grids. A single 

chamber condition was applied in order to test cells. 

All cells were positioned in an alumina cell holder 

perpendicular to flow direction. Additionally, all 

anode electrodes of the cells were initially reduced at 

600 ˚C for 1 hour in a flowing gas mixture of 

hydrogen and nitrogen with a flowing rate of 0.01 L 

min-1, and 0.19 L min-1, respectively. Following 

reduction, those cells were tested in a flowing 

mixture of gas with different compositions at 600 ˚C.  

3. Results and Discussion 

3.1. Sintering Results 

3.1.1. Sintering Behavior of a Cathode-

Supported Cell During Heating and During 

Cooling 

Figure 1 depicts the picture of a cathode-supported 

cell taken during sintering and cooling at different 

temperatures (thickness ratio and thickness of the cell 

are 3-2-10 and 60-40-200 µm, respectively, (anode-

electrolyte-cathode), with a 40x40 mm width and 

length. The cell was placed on a porous alumina 

substrate, with the cathode adjacent to it (facing 

downward). According to Figure 1A, there is no 

observable/substantial curvature formation up to 200 

˚C. However, when temperature reached 250 ˚C, 

there is a visible curvature formation towards the 

upward direction, h1= 1.384 mm, (curvature height, 

h1, from top surface of alumina substrate to the peak 

point of the top surface of the cell). This might be as 

a result of additives removal in the green body during 

debinding stage. Because the top surface of the cell is 

the drying surface and additives will be first 

evaporated from the top surface. This phenomenon 

leads to a capillary force in the top surface and cause 

a compressive stress in this area.  Therefore, cells 

curved towards upward. Moreover, when the 

temperature reached to 300 ̊ C, the cell curvature was 

relieved, the h1 decreased to 0.462 mm. This could be 

explained by the fact that later into the drying process 

(above 250 ˚C and until the end of the additive 

removal process (500 ˚C)), the liquid vapor interface 

is subjected to changes from the top surface to the 

interior of the green body and pores are occupied 

with air. This results in a reduction in compressive 

stress on the top surface. In addition, the lower part 

of the green body still contains liquid therefore it is 

exposed to compressive stress due to capillary forces. 

This brings about the tendency of the green body to 

warp into the opposite direction. In general, the effect 

of capillary force, at the lower part of the cell at the 

later stage of sintering was not big enough to curve 

cell downward. Thus, the cell curvature was still 

upward after the burn-out stage. Additionally, the 

curvature direction is still upward until 800 C˚, and 

the curvature height reached to 1.260 mm. It might 

be as a result of particle rearrangement. However, 

when the main densification started (after 800 ˚C), 

the cells edges tended to curve downward due to 

higher shrinkage rate of cathode which is the fact that 

high shrinkage of the cathode generates high 

compressive stress on the bottom of the cell and thus 

leads to more curvature formation of the cells 

towards the cathode side. The curvature height 

became 3.39 mm at 900 ˚C though the effect of 

additive removals on curvature formation was still at 

present (see Figure 1A). Moreover, in the main 

densification area, cell curvature directed downward, 

and it reached its maximum value of 6.678 mm at 

1200 ˚C (see Figure 1A). 

In addition, the main observation from these 

figures was that it was expected for the cell to crack 

when it reached at 1200 ˚C or after dwelling at 1200 

˚C. However, surprisingly, there was no cracking or 

delamination during heating and after dwelling as 

shown in Figure 1A. Nevertheless, when the cell was 

cooled down, the cell did not break until 800 ˚C. It 

might not even have broken at a temperature of less 

than 800 ˚C. However, the cell broke into many 

pieces during cooling owing to residual stress in the 

cell (see Figure 1B). It might be explained by the fact 

that, at elevated temperature, the ceramic cell might 

have possessed plastic properties and thus withstood 

high residual stress. However, when the temperature 

decreased, the cell became more brittle and the 

contribution of coefficient of thermal expansion 

(CTE) mismatch stress (due to three different layers 

of the cell) to sintering stress became higher at room 

temperature. Consequently, the cell could not 

withstand the amount of residual stress due to its 

brittle crystal structure. 
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Figure 1. The pictures of a cathode-supported cell taken 

A) during sintering and B) during cooling at different 

temperatures, thickness ratio and thickness of the cell are 

3-2-10 and 60-40-200 µm, respectively, (Anode-

Electrolyte-Cathode), with a 40x40 mm width and length. 

 

3.1.2. The Influence of Cathode Thickness 

and Cell Size On Cell SSCS 

Figure 2 shows the sintering results of type 1 and type 

2 cells. It can be clearly seen from the figure as a 

visual inspection for both type of cells, increasing 

cathode thickness improved cell SSCS.  The 

following reasons are put forth: firstly, the cathode 

layer became more dominant in overall cell 

composition, thus, the individual effects of anode and 

cathode become less pronounced during sintering. 

Secondly, increased cathode thickness improved cell 

resistance to deformation and fracture, therefore, the 

cells become more robust towards withstanding 

either sintering stress during heating or CTE 

mismatch stress during cooling as a result of 

increased cross-sectional area of the cathode normal 

to the length direction. Furthermore, it can also be 

seen from the Figurer 2, increasing cell size from 

30x30 mm to 40x40 mm (WxL) has negative effect 

on SSCP. For instance, cell type 1 with a cathode 

thickness of 200 µm broke into numerous pieces 

while cell type 2 for the same cathode thickness 

splintered into fewer pieces. Similarly, cell type 1 

with a cathode thickness of 400 µm broke into three 

parts whereas cell type 2 for the same cathode 

thickness has no carks present after sintering.  
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Figure 2. The influence of cathode thickness and cell size on cell sinterability, sintered at 1200 ˚C, A) Type 1: Cells` 

Width X Length 40x40 mm and B) Type 2: Cells` Width X Length 30x30 mm. CSC is the abbreviation of the cathode 

supported cell. 

 

3.1.3. The Influence of Electrolyte Thickness On 

Cell SSCS 

Figure 3 shows the sintering results of two different 

cathode-supported cells. Cell 1 and Cell 2 possess the 

same anode and cathode thickness (60 µm and 400 

µm, respectively) while their electrolyte thickness is 

40 µm and 20 µm, respectively. The figure shows that 

decreasing electrolyte thickness improved SSCS of 

the cell. The cell mean curvature height decreased 

from 4.29 mm to 3.87 mm and there was no crack 

after sintering (see Figure 3, cell 1 and cell 2). This 

might be as a result of the electrolyte mismatch stress 

contribution mitigation. The mean curvature height, 

h, was calculated from the cathode top surface to the 

peak point of curves as shown in Figure 3. The 

measurement was carried out from each side of the 

cells and the average of them was taken.
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Figure 3. The influence of electrolyte thickness on cell sinterability. 

 

3.1.4. Constrained Sintering of Cathode-

Supported Cells 

For the cathode-supported cell, increasing cathode 

thickness continuously and decreasing electrolyte 

thickness was not enough to obtain curvature-free 

cells as seen in previous sections. In addition, 

concentration polarization becomes a serious 

problem when the cathode thickness is increased too 

much. This is because the thicker cathode causes 

impediments to the gas transport from top surface of 

the cathode to the inner pores of the cathode-

electrolyte interface and product removal from triple 

phase boundary (TPB). This issue becomes more 

vital when a cell is placed as a flow-through 

(perpendicular to gas flow) arrangement in the 

mixture. Therefore, it is important to investigate 

different methods to remove curvature formation 

rather than continuously increasing cathode 

thickness. Placing a limiting constraint on the top of 

the cell was a useful approach to obtain curvature-

free cells without changing the thickness of the cell 

as demonstrated in [18]. Therefore, five cells with the 

same size, thickness and thickness ratio were made 

and sintered either free or with limited constraint on 

the top of the cells. For that purpose, either one or 

multiple alumina porous cover plates were located on 

the top of the cells during sintering so as to 

investigate the effect of the limited constraint on cell 

sinterability, the ability to suppress curvature 

formation, and finally to obtain curvature free cell. 

The cells were made with a 40x40 mm of WxL and a 

thickness of 60-20-800 µm A-E-C (thickness ratio of 

3-1-40). The porosity and thickness of alumina cover 

plate is around 40% and 1 mm, respectfully. The 

length and width of the alumina cover plates can be 

seen in the Figure 4. The cells were sintered at 

1200˚C.  Figure 4 depicts the sintering results of these 

cells.  

According to Figure 4, the cell sintered with 

a 50x50 mm, WXL, porous alumina cover plate has 

less mean curvature height (h = 1.18 mm) in 

comparison to the cell sintered without cover plate (h 

= 1.93 mm). However, whilst sufficient for an anode 

supported cell, this mass of cover plate is not enough 

to suppress curvature evolution of the cathode-

supported cell studied here. Furthermore, increasing 

cover plate mass (from 7.31 g to 16.45 g) by simply 

using a bigger size of porous cover plate (75x75 mm, 

WxL) reduced mean curvature height further (to 0.65 

mm). Increasing porous cover plate mass has no 

linear effect on curvature reduction as can be seen 
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from Figure 4B.  According to Figure 4B shows the 

relation of porous alumina cover plate mass with the 

mean curvature height with a possible equation, y = 

0.391 + 1.539*exp(-0.089*x). It can be used to 

predict the mean curvature height with the change of 

the cover plate mass for the cathode-supported SC-

SOFCs. Though the Figure 4B has limited data for its 

reliability, it can still give an approximate idea about 

required cover plate mass for curvature free cathode-

supported cell for this type of cells with the same 

size, thickness, and thickness ratio. Figure 4 shows 

the mean curvature height becomes almost stable 

after using two or more 75x75 mm cover plates on 

top of the cell (around 0. 47 mm for two cover plate 

and 0.41 mm for three cover plates). To conclude, a 

cell with a low mean curvature height (0.41 mm) was 

obtained after using three 75x75 mm, WxL, alumina 

porous cover plates on the top of the cell during 

sintering. 

 

Figure 4. A) Free and limited constraint sintered of cathode-supported cells having the same width, length, thickness 

and thickness ratio (40mm, 40mm, 3-1-40 (A-E-C) and 60-20-800 µm (A-E-C), respectively) and B) Estimated mean 

curvature height reduction with mass of the porous alumina cover plate used to suppress curvature formation and its 

possible equation.
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3.1.5. Characterization of Selected Optimum 

Specimen of Sintered Cells 

Figure 5 displays the SE image of unpolished and 

BSE SEM images of polished nihai cell 3 sintered 

with three 75x75 mm LxW porous alumina cover 

plates on the top of the cell. When inspecting the SE 

and BSE SEM images in Figure 5, there is 

consistently good adhesion between anode-

electrolyte, and cathode-electrolyte layers across the 

cell. However, it has a porous electrolyte (acceptable 

in the SC-SOFC configuration, but needs full 

densification for use in conventional DC-SOFCs). 

Moreover, in general for the cell, there is a good 

connection of NiO phase on anode side and LSCF 

phase on cathode side. However, the CGO continuity 

on both sides is not as good as desired. In addition, 

there is normal grain growth in all section of the cells; 

however, the cathode in the cell possesses coarser 

microstructure than the anode as a consequence of 

over-sintering. Furthermore, from Figure 5, the 

estimated porosity of the anode, electrolyte and 

cathode for cell 3 was measured (by using ImageJ 

program) to be 24.11%, 12.43% and 26.04%, 

respectively (see Figure 4). In addition, for the same 

cell, the mean particle and pore size was found to be 

2.895 ± 1.864 µm and 1.267 ± 0.723 µm for anode, 

respectively, and that of 3.645 ± 2.27 µm and 1.603 

± 0.736 µm, respectively, for cathode. It can be 

generally seen that cathode has higher porosity and 

mean pore size compared to that of the anode. This 

might be as a result of coarser microstructure of 

cathode because the increase in mean grain size is 

accompanied by a rise in the mean pore size. 

 

 

Figure 5. A) Unpolished SE SEM image of Cell 3 and BSE image of polished Cell 3, having the 40x40 mm WxL 

thickness ratio 3-1-40 (A-E-C), thickness 60-20-800 µm sintered with three 75x75 mm LxW porous alumina cover 

plates on the top of the cell.

Figure 6 depicts the EDS spectrum of cell 3 

(the final obtained cell) from anode and cathode side, 

respectively. The purpose taking of EDS analysis of 

cell 3 is to investigate possible impurities introduced 

during fabrications process. The EDS spectrums of 

the cell shows all elements in the scanned region. 

Figure 6A shows the map sum spectrum of cell from 

the anode side. It can be observed that there is a small 

amount of gold, palladium, aluminum (Al), 

zirconium (Zr), silisyum or silicon (Si), strontium 

(Sr) and cobalt (Co). The existence of Au and Pd is 

due to the sputtering of these elements before SEM 

imaging in order to make the cell conductive. 

Aluminum might have been introduced during 

sintering either from alumina substrate or porous 

cover plate. Zirconium might have been introduced 

during ball milling by ball milling medium which is 

made of yttria stabilized zirconia (YSZ). However, 

the existence of strontium and cobalt was due to the 

diffusion of these elements from cathode sides. 

Furthermore, silicon might be coming from different 

stages of the fabrication process since Si elements 

could be present in any of these stages. In addition, 

from the cathode side EDS spectrum (Figure 6B), 

there were also Au, Pd, Al, Zr, and Si elements on the 

cathode side due to the same respectively reasons 

mentioned for EDS spectrum analysis from the anode 

side. In addition to these contaminations, Ni was also 

detected on cathode side because of the nickel 

diffusion from the anode side. To conclude there 

were same contaminations on both sides of 

electrodes, and small amounts of anode- and cathode-

side elements diffused from anode to cathode and 

cathode to anode, respectively. It is important to 
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avoid or to minimize this contamination to a 

reasonable level so as to obtain better performance 

from the cells, with regards to catalytic selectivity 

and favorable reactant concentration gradients at the 

respective electrodes. 

Furthermore, Figure 6C displays X-Ray 

diffraction (XRD) patterns of the cell 3. According to 

this figure, there is no undesired phase formation 

after sintering except the required phases (NiO, CGO 

and LSCF) for the cell. Though there were some 

impurities detected from EDS analysis in the 

previous paragraph, their reaction with other 

elements which form new phases such as silisyum 

oxide (SiO), zirconium oxide (ZrO), cobalt oxide 

(CoO) and so forth were not observed in XRD 

patterns due to their small amount.

 

Figure 6. Map sum spectrum of cell 3 taken from A) anode side, B) cathode side and C) X-Ray diffraction patterns of 

Cell 3, the cell possesses a thickness of 60-20-800 µm A-E-C sintered with three 75x75 mm alumina porous cover plate
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3.2. Cell Performance 

Cathode-supported cells were tested in order to 

examine the functionality of sintered samples as 

working electrochemical cells, and to investigate the 

influence of electrolyte and cathode thickness on the 

cell performance. During performance testing of 

cells, 100 mL min-1 nitrogen gas was used as diluting 

agent at different fuel/oxygen gas (O2) mixture  (R) 

so as to reduce the danger of explosion, improve the 

diffusion and flow of the fuel and oxygen gases as 

well as for the reactant adsorption and product 

desorption processes on the anode and cathode [21]. 

The gas mixture was sent as a flow through (gas flow 

perpendicular to cathode layer). Figure 7 shows the 

open circuit voltages and polarization results of cell 

1, cell 2 and cell 3, respectively, at different flow 

rates and gas mixture ratios. Additionally, Table 2 

depicts the maximum OCV and power density 

measurements of these cells.  

According to Figure 7A, the OCV of cell 1 

diminishes with the increased amount of oxygen gas 

at both fixed amounts of 50 mL min-1 methane (CH4) 

and 40 mL min-1 CH4. Maximum OCV and power 

density of cell 1 were found to be 0.56 V and 25 mW 

cm-2, respectively, in a quite fuel rich gas mixture 

(gas mixture 4). This can be explained as follows: a 

fuel rich condition is required to supply more 

methane to anode surface because of lack of fuel 

reforming on anode side due to the thin anode 

thickness in a cathode-supported cell. As a result of 

increased fuel reforming, more syngas such as 

hydrogen gas (H2) and carbon monoxide (CO) were 

generated. These products react with oxygen ions (O-

2) migrating from the cathode side. Therefore, partial 

pressure differences between two layers increases 

and thus led to improved OCV and power density. 

Conversely, the formation of volatile nickel 

hydroxide Ni (OH) 2  due to presence of water vapor 

(H2O) leads to nickel loss and it becomes severe in 

oxygen-rich mixture where a higher quantity of water 

vapor was produce [1], [7]. This could be among the 

reasons why cells` OCV and power density reduced 

with increased amount of oxygen gas (see Table 2). 

However, having high power density at fuel rich 

condition brings certain problems. For instance, 

coking of nickel catalyst interfaces, and chemical 

reactions between methane and oxygen gas or ion 

could occur on cathode side, and thereby resulting in 

cell degradation and low cell performance. 

The OCV and power density of cell 1 at gas 

mixture 4 (R: 2.4) and gas mixture 5 (R: 1.6) is higher 

than that at the gas mixture 1 (R: 2.4) and gas mixture 

2 (R: 1.6), respectively whereas the OCV and power 

density of cell 1 at gas mixture 3 (R: 1) is greater than 

that of at gas mixture 6 (R: 1). Therefore, the OCVs 

and power densities of cell 1 at fixed methane of 40 

mL min-1 is generally higher than that of fixed 

methane of 50 mL min-1 at the same fuel /oxygen 

ratio. In general, increasing gas mixture flow rate has 

positive effects on cell performance owing to the 

improved gas exchange at both electrodes which 

results in reduction in overpotential relating to gas 

diffusion at both electrodes [1], [3], [21], [22]. 

However, for cell 1, reduction in the amount of gas 

mixture by decreasing the fixed amount of CH4 from 

50 mL min-1 to 40 mL min-1 (resulting in reduced 

total flow rate) for the same fuel/oxygen ratio 

improved cell`s OCV as well as its power density 

(see Figure7A and Table 2). This could be attributed 

to the increased residence time of reactant gases on 

anode electrode where the reforming was limited due 

to the insufficient anode thickness [22].  

Furthermore, for the same anode and cathode 

thickness (cell 1 and cell 2), decreasing electrolyte 

thickness from 40 µm to 20 µm had severe effect on 

power density especially at rich fuel/oxygen 

condition. Moreover, there is a little reduction in 

OCV at gas mixture 1 and gas mixture 5 with 

comparison to cell 1 (see Figure 7 and Table 2). 

However, at gas mixture 3 and gas mixture 6, the 

OCV of cell 2 is mora than two folds higher than that 

of cell 1. Therefore, one can generally define that 

there is an OCV reduction at fuel rich gas mixture (R: 

2.4 and R: 1.6) while an increase in OCV is observed 

at fuel lean condition when cell electrolyte thickness 

was reduced. In OCV conditions, the oxygen partial 

pressure differential between the anode-electrolyte 

and cathode-electrolyte boundaries is the dominant 

factor that develops the thermodynamic voltage. The 

reduction in electrolyte thickness allows a faster 

oxygen gas flux through to the cathode, and the lean 

condition provides more oxygen overall. Thus, after 

the partial oxidation on the anode, there is greater net 

flux of oxygen to the cathode side, resulting in the 

higher OCV. The OCV reduction could also be 

attributed to reduced electrolyte thickness leading to 

better ionic conductivity, thus enabling faster oxygen 

ion travel from cathode to the anode side. 

Consequently, oxygen reduction reaction proceeds at 

the fastest rate for the present condition and therefore 

depletes oxygen gas at the cathode membrane. The 

OCV decrease could also be as a result of gas cross-

over. Because cells possessing porous electrolytes 

usually have gas cross-over problem. From the flow-

through configuration, the anode reforming and fuel 

utilization plays a large role. Unused reformate gases 

generated from anode side such as H2 and CO can 

diffuse to the cathode side via porous electrolyte and 

react parasitically with oxygen gases and thereby 

causing simply chemical reaction which is not 

beneficial for SOFC [1], [22], [23]. For the cell 
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possessing thinner electrolyte, the gas cross over 

becomes more severe due to easy diffusion of these 

syngas. Cell 2 possess thinner electrolyte in 

comparison to cell 1, thereby facilitating higher gas 

cross-over. In both cases, oxygen partial pressure 

differences between anode and cathode sides reduce, 

therefore decreasing OCV, and also further impeding 

the favorable conditions for methane reforming [1], 

[22]. The reason for the OCV increment with 

decreased electrolyte thickness at oxygen rich 

condition (gas mixture 3 and gas mixture 6) could be 

explained by the fact that the thinner and porous 

electrolyte could allow faster oxygen and methane 

gas transport from cathode side to anode side. 

Because the gas mixture contacts first to the cathode 

and pass through electrolyte to anode layer. 

However, the increment in the amounts of methane 

diffusion to the anode side will be higher than that of 

oxygen gas because methane possesses higher 

diffusivity rate than oxygen gas due to its lower 

molar mass comparing to O2. This leads to more 

methane reforming on the anode side and thus 

resulting in more oxygen gas consumption. 

Therefore, the partial pressure of oxygen increases 

between two electrodes and thus OCV rises. 

The gas cross-over problem does not just 

lead to OCV reduction but also results in lower fuel 

partial pressure and limits the use of these fuels for 

electrochemical reaction, in favor of direct chemical 

oxidation/reforming. This could explain why less 

power was obtained from cell 2 in comparison to cell 

1 despite the likely lower ohmic losses due to 

reduction in electrolyte thickness. In addition, the 

general trend was that the maximum OCV and power 

density was obtained at fuel rich condition, similar to 

cell 1. The maximum OCV and power density of cell 

2 was found to be 0.38 V and 3.32 mW cm-2, 

respectively at gas mixture 2 (see Figure 7 and Table 

2) (around 87% reduction in power density compared 

to cell 1). According to Figure 7 and Table 2, the 

OCV of cell 2 generally mitigates with the increased 

amount of oxygen gas at both fixed amount of 50 mL 

min-1 CH4 and 40 mL min-1 CH4 as cell 1. 

Furthermore, in both cells, the lowest OCV and 

power density were obtained at lean condition, R=1, 

and the OCVs were not stable. The oscillation of 

OCVs might be as a consequence of oxidation-

reduction cycle of Ni-cermet anode and 

accompanying temperature fluctuation at rich oxygen 

condition [1]. Alternately, the equilibrium may be 

dynamically shifting between the favorability 

towards steam methane reforming, partial methane 

oxidation and the water-gas shift reactions at the 

anode side. 

Moreover, for the same anode and electrolyte 

thickness (cell 2 and cell 3), increasing cathode 

thickness from 400 µm to 800 µm led to considerable 

OCV and power density reductions at all gas 

mixtures. Additionally, there were almost no OCV 

and power density at the oxygen rich gas mixtures 

(gas mixture 3 and gas mixture 6, see Table 2 and 

Figure 7). The maximum power and OCV was found 

to be 1.71 mW cm-2 and 0.2 V, respectively, at gas 

mixture 2 (around 51% power density reductions 

comparing to cell 2).  Figure 7C also shows that the 

OCV and power density of cell 3 generally 

diminished with the increased amount of oxygen gas 

at both fixed amount of 50 mL min-1 CH4 and 40 mL 

min-1 CH4 as cell 1 and cell 2. The low OCV and 

power density of the cell 3 might be ascribed to the 

thicker cathode. Because thick cathode causes high 

concentration polarization on the cathode side of the 

cell due to increased difficulties of oxygen gas 

movement into the inner part of cathode and distance 

for oxygen ion diffusion from cathode side to anode 

side of the cell [24]. However, cathode thickness 

increment also leads to an increase in triple phase 

boundary for oxygen gas reduction and thus 

alternately could result in better cell performance. 

However, the results demonstrated that the benefit of 

increased triple phase boundary is much less than the 

negative effect of cathode concentration polarization 

(mass transport limitation). Furthermore, the LSCF 

cathode material can also oxidize methane (parasitic 

catalytic combustion) ) [1], [25], [26]. Therefore, the 

increased cathode thickness could lead to more 

methane oxidation which consume oxygen gas on the 

cathode side and thereby resulting in low OCV due 

to decreased oxygen partial pressure difference 

between cathode and anode. In addition, the reaction 

product (CO and H2 ) after methane reforming on 

cathode side can be adsorbed on the cathode surface 

and leads to a reduction in active area for oxygen gas 

adsorption [22].  

To sum up, the reduced electrolyte thickness 

and increased cathode thickness selected for the 

benefit of obtaining planar cathode-supported cell via 

single step co-sintering unfortunately resulted in 

severe performance degradation. 
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Figure 7. OCV Measurement and polarization results of A) Cell 1 thickness 60-40-400 µm A- E-C, B) Cell 2 thickness 

60-20-400 µm A-E-C and C) Cell 3 thickness 60-20-800 µm A-E-C, at different flow rate and gas mixture, R, fuel 

to oxygen ratio. 

 

 

 

 

 

 

Gas mixture: CH4-O2-N2 mL min-1 
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Table 2.  The maximum OCV and power density results of cell 1, cell 2 and cell 3 at different gas mixtures. 

 

Cell 1 

thickness 60-40-400 µm 

A-E-C 

Cell 2 

thickness 60-20-400 µm 

A-E-C 

Cell 3 

thickness 60-20-800 µm 

A-E-C 

 
OCV / 

V 
Power density / 

mW cm-2 
OCV / 

V 
Power density / 

mW cm-2 
OCV / 

V 
Power density / 

mW cm-2 

Fixed CH4 / 50 
mL min-1 

And 

Fixed N2 / 100 
mL min-1 

gas mixture 1 
(R:2.4) 

0.4 11.1 0.37 3.11 0.143 0.93 

gas mixture 2 
(R:1.6) 

0.36 7.5 
0.38 3.32 0.20 1.71 

gas mixture 3 

(R:1) 
0.124 1.85 0.28 1.58 0.07 0.05 

Fixed CH4  / 40 
mL min-1 

And 

Fixed N2 / 100 
mL min-1 

gas mixture 4 
(R:2.4) 

0.56 24.79 0.33 2.75 0.141 1.04 

gas mixture 5 
(R:1.6) 

0.394 8.13 0.32 2.47 0.15 0.72 

gas mixture 6 
(R:1) 

0.05 1.69 0.2 0.45 0.071 0.03 

 

In general, the performance of the cathode-

supported SC-SOFCs were found comparatively low 

with comparison to available results presented in the 

literature for cathode-supported SC-SOFCs. The 

cells` performance could be adversely influenced by 

various reasons. Some were mentioned in the prior 

section and others could be explained as follows. 

Lack of fuel utilization due to low selectivity of 

anode and cathode towards their corresponding gases 

(H2 and CO for anode, O2 for cathode). It is a general 

problem for all type of SC SOFCs [1], [22].  This 

results in quite low cell performance and fuel 

utilization. Furthermore, the thick and porous 

electrolyte (thickness varies from 20 µm to 40 µm 

and porosity around 14%) result in high ohmic losses 

due to increased ionic transport losses. In addition, 

CGO electrolyte could be partially reduced at high 

temperature and low oxygen partial pressure since 

600 ˚C working temperature is a critical temperature 

for CGO functionality [12], [27], as predominant on 

the anode side. This reduction brings about electronic 

conductivity in a great volume fraction of the 

electrolyte extending from anode side. Thus electrons 

flow from anode side to cathode side through 

electrolyte even at open circuit, and consequently 

resulting in low power output [1], [12], [28]. 

Furthermore, the reactivity of oxygen gas for a direct 

catalytic reaction is higher than the oxygen ion (with 

the electrochemical charge transfer), thus the oxygen 

gas easily reacts with H2 or CO in comparison to O-2 

on the anode side. This can be exacerbated by the 

higher thickness of the electrodes. Because the 

catalytic reactions can occur throughout the electrode 

thickness, whereas the electrochemical reactions are 

generally understood to occur within the TPB region, 

only adjacent to the electrode-electrolyte interfaces. 

Another reason for low power output could 

be the lack of fuel reforming at 600 ˚C. Near-

complete methane reforming is only achieved at 

temperatures above 600 ˚C. Therefore, for better cell 

performance, more active fuels such as higher chain 

hydrocarbons ethane, propane etc. should be used at 

low temperatures [1].  

Moreover, the increased sintering 

temperature of composite cathode (from 1000 ̊ C [29] 

to 1200 ̊ C) caused coarse structure of cathode as well 

as low porosity (see Figure 5). This leads to reduction 

in the reaction area, and therefore a lack of oxygen 

reduction reactions [29], [30]. The limitation of 

oxygen gas transportation through cathode due to low 

porosity mitigate cell performance owing to 

increased concentration polarization [31]. Good 

bonding is also required between particles for better 

electrical conductivity [29]. However, the CGO 

conductivities are not as good as it should be on both 

electrodes (see SEM images of cell 3). This could 

lead to the oxygen ion interruption through the 

electrolytes. The weak connections between 

agglomerated particles escalate the resistance of 

oxygen ion as well as electrons transfer through the 

porous cathode [32].  
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Besides, impurities in electrolyte as well as 

electrodes have also adverse effect on cell 

performance. Si can poison the electrolyte material 

and thus reduce the performance. For instance, 

silicon can segregate at the grain boundaries of the 

electrolyte materials, forming insulating siliceous 

(SiO2) and thus decreasing conductivity.  Si has also 

detrimental effect on cathode electrode. It can cause 

serious surface exchange coefficient degradation 

especially in humidified atmosphere [33]–[35]. For 

instance, Si can react with Sr in LSCF cathode and 

cause cathode degradation [36]. The EDS analysis of 

the cell 3 shows that there was small amount of Si 

contamination on both electrodes (see Figure 6). 

Furthermore, strontium carbonate (SrCO3) is formed 

on LSCF cathode in atmosphere of O2-carbon 

dioxide (CO2) [37], [38]. Thus oxygen activity and 

surface adsorption on LSCF decreases and it 

becomes worse with the existence of H2O.  The 

existence of H2O with CO2 also give rise to strontium 

oxide (SrO) on LSCF cathode [39]. Zhao et al. [37] 

defines that the existence of H2O aggravates the 

interaction of carbon dioxide with perovskite oxide. 

Because the H2O-CO2 van der Waals complex is 

formed and later is transformed to bicarbonate at 

oxygen vacancies and it thereby reduces oxygen 

reduction reaction. CH4 was used for testing of these 

cathode-supported cells therefore, it is highly 

possible the formation of CO2 and H2O due to the fuel 

reforming and electrochemical or chemical reaction 

of H2 or CO with oxygen species. Consequently, the 

formation of SrCO3 or SrO insulating layers could 

have caused lower power density. In addition, Ni 

could be poisoned by the sulfur compounds in the gas 

mixture (hydrocarbon fuels), even at concentration of 

0.1 ppm sulfur compounds [12]. This could also have 

caused low performance results since the methane 

used in these experiments has 96% purity. Diffusion 

of strontium out of LSCF cathode brings about 

strontium depletion in the cathode and considerably 

mitigates performance of the cell [24]. The EDS 

result of cell 3 (see Figure 6) shows that there is not 

only diffusion of Sr out of LSCF but also Co and Fe, 

and they were also observed on the anode side. 

Similarly, Ni was also observed on cathode side. In 

addition to these impurities, small amount of Al and 

Zr was also detected on both electrodes. These 

impurities could also cause less performance by 

blocking active surface area for either fuel oxidation 

or oxygen reduction on anode and cathode, 

respectively. Finally, there was a short circuit 

observed during experiment of these cells due to 

silver and gold diffusion from one side to other sides 

through porous electrolyte. The magnitude of this 

short circuit was quite high and thereby leading to 

high power losses. Lastly, Ni oxidation (NiO due to 

existence of O2) increases the cell resistance [40] and 

thus causing low cell performance.  

Although SC-SOFCs have low power 

density with comparison to existing results presented 

in the literature for cathode-supported planar SC-

SOFCs, they can still be considered for 

Microelectromechanical systems (MEMS) 

applications, potential sensing functions and power 

recovery devices from exhaust gases. 

 

4. Conclusions 

A cathode-supported planar SOFC for single 

chamber conditions was made via single step co-

sintering fabrication method. Our study showed that 

determining optimum thickness and thickness ratio 

of the cell with the optimized hot pressing and 

sintering conditions leads to better co-sintering 

results: no crack and delamination but limited 

curvature at the edge of the cell. Decreasing 

electrolyte thickness and increasing cathode 

thickness led to curvature decrease at the edges, but 

these adjustments were not enough to obtain 

curvature free cathode-supported cell. Three porous 

alumina cover plates with a 75x75 mm WxL and 

mass of 49.35 g was utilized to suppress curvature 

formation, and as a result, almost a curvature free 

cathode-supported cell was obtained (cell 3). The 

fabricated cells’ performances were investigated with 

different gas mixture at 600 ˚C. The results indicated 

that increasing cathode thickness and reducing 

electrolyte thickness had detrimental effects on cell 

performance despite improved single step co-

sinterability of the cell. The maximum power density 

and OCV of the final planar cell (cell 3, thickness 

ratio 3-1-40, thickness 60-20-800 µm, A-E-C) were 

found to be 1.71 mW cm-2 and 0.2 V, respectively, in 

a gas mixture of 50 mL min-1 of CH4, 31 mL min-1 of 

O2 and 100 mL min-1 N2, R:1.6. Furthermore, the 

maximum power density and OCV among the all 

cells were measured from the cell 1 (thickness ratio 

3-2-20, thickness 60-40-400 µm, A-E-C) as 24.79 

mW cm-2 and 0.56 V, respectively, in a fuel rich 

condition (R:2.4, 40 mL min-1 of CH4, 17 mL min-1 

of O2 and 100 mL min-1 N2).  In general, the 

performance of the cells was quite low, suggesting 

that additional work is required to find solutions to 

the problems mentioned in the previous section. The 

future study is to test single-step sintered cells under 

dual chamber conditions in order to investigate their 

real performance.  
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Abstract 

This study focused on the discovery of new drug candidates effective against the 

monkeypox virus. Virtual screening was performed to evaluate the potential of chili 

pepper natural products against homology-modeled DNA-directed RNA polymerase 

of the monkeypox virus using molecular docking. Our findings revealed that 

structurally similar triterpenes such as α-amyrin, β-amyrin, and β-sitosterol had 

strong binding affinities towards the DNA-directed RNA polymerase and can inhibit 

this pivotal viral enzyme. The stability of one of the drug candidate molecules, α-

amyrin with the strongest binding affinity towards the binding cavity of the enzyme 

was also confirmed via molecular dynamics simulation. This study showed that α-

amyrin is a promising DNA-directed RNA polymerase inhibitor to treat monkeypox 

disease. It also paves the way for the idea of the potential dietary supplement 

candidate for monkeypox patients.  
 

 
1. Introduction 

 

Human monkeypox is a zoonotic disease caused by 

monkeypox virus. Its clinical manifestations such as 

fever and skin lesions are similar to smallpox disease, 

which devastated the humankind in the history and 

identified as a potential bioterrorism agent [1, 2]. 

Since then, mostly African countries have been 

affected with the monkeypox outbreaks. 

Nevertheless, there have also been cases reported 

from other countries. Indeed, it has become a public 

health concern over the globe [3]. Generally, two 

different clades of monkeypox have been described as 

Central African clade with the fatality rate of ∼10% 

and West African clade with the fatality rate of ∼3% 

[4, 5].  

According to WHO, the main mode of transmission 

of monkeypox virus takes place from animal to 
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human due to direct contact with infected animals and 

handling their raw meat. In fact, it can also be 

transmitted from human to human through respiratory 

droplets, direct contact with body fluids, sexual 

intercourse, and transplacental transfer. The infection 

has two periods; the first one is the incubation period 

during which fever, intense headache, 

lymphadenopathy, back pain, myalgia and intense 

asthenia are observed. Particularly, 

lymphadenopathy, which is the swelling of the lymph 

nodes, is a distinctive symptom of monkeypox 

disease as compared to similar diseases such as 

chickenpox and smallpox. In the second period, skin 

eruption is observed and the rash is more likely to be 

mostly seen on the face and extremities more than on 

the trunk.  

Monkeypox virus is a double-stranded DNA virus 

with the genome size of about 197 kbp, which exhibits 

around 96% identity to the smallpox virus [6, 7]. It is 
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a member of poxviruses that belong to the 

orthopoxvirus genus including the closely related 

variola, monkeypox, cowpox, and vaccinia viruses. 

Studies indicated that monkeypox virus is more 

closely related to variola than to vaccinia virus [7, 8].  

Monkeypox virus cases have recently been reported 

in UK on 13 May 2022. Since then, multiple cases of 

monkeypox were reported in several non-endemic 

countries including the US and other European 

countries. They were identified as Western African 

clade [3, 9]. According to Centers for Disease Control 

and Prevention (CDC), as of 1 of November 2023, the 

number of monkeypox cases in the US approached to 

almost 31,000 confirmed cases and the total number 

of cases reached to more than 91,000 over the world. 

For this outbreak, the rate of transmission is relatively 

high compared to previous outbreaks and it is 

suspected to be due to mutations enhancing human 

transmission. A significant portion of cases has been 

reported due to sexually transmitted infections with a 

perianal or genital rash, which were observed among 

men who have sex with men [3, 10, 11].  

For the treatment of monkeypox, there are no 

effective drugs currently available in the medicine. 

However, brincidofovir and tecovirimat are approved 

by FDA for the treatment smallpox, which is due to a 

potential biowarfare with smallpox [12, 13]. In animal 

models, these two drug molecules have also been 

effective against orthopoxviruses including 

monkeypox [14, 15]. In a recent case study in UK, out 

of seven monkeypox patients, three of them were 

orally treated with brincidofovir and one received 

tecovirimat, while the remaining patients were not 

treated with any antiviral drug. In patients treated with 

brincidofovir, elevated liver enzymes was observed 

and the therapy was ended, while for the patients 

treated with tecovirimat, no adverse effects were seen. 

This case study revealed that it is urgent to conduct 

the future prospective studies of these antivirals for 

monkeypox disease treatment [16]. With the current 

knowledge, a definitive conclusion cannot be drawn 

for these drugs to be used in the treatment of 

monkeypox disease [10, 17]. 

As WHO declared monkeypox as a global health 

emergency and the unavailability of approved drugs 

for the treatment of monkeypox, the discovery and 

development of new drug candidates become 

increasingly important. Therefore, in this study, we 

investigated the potential of natural products from 

chili pepper against monkeypox virus using in silico 

approaches. Particularly, natural products from chili 

pepper were docked against homology-modeled 

DNA-directed RNA polymerase. The articles in the 

literature about the chemical composition of chili 

pepper was used to prepare the list of chili pepper 

natural products including capsaicinoids, carotenoids, 

terpenoids, flavonoids. In specific, capsaicinoids 

occupy the majority of the natural product 

composition [18, 19]. RNA polymerases have been 

used as an important drug target for various viruses 

such as SARS-CoV-2, hepatitis C virus, cowpox 

virus, Zika virus, influenza viruses, and so on [20–

23]. Chili extracts and one of the important 

constituent, capsaicin, were previously tested against 

some viral species including herpes simplex virus, 

Lassa virus, and SARS-CoV-2 [24–27]. The results 

clearly indicated the high potential of chili pepper 

natural products as antiviral agents. Considering the 

dietary supplement potential of chili pepper natural 

products, the discovery of the drug or dietary 

supplement candidate/s from chili pepper can extend 

the options for the treatment of monkeypox disease. 

Our docking results showed α-amyrin has the 

strongest affinity for DNA-directed RNA polymerase 

of monkeypox virus. This result was further 

confirmed in molecular dynamics simulations during 

which α-amyrin stably bound to DNA-directed RNA 

polymerase of monkeypox virus throughout the 

simulation. Thus, our study reveals that α-amyrin is a 

potential DNA-directed RNA polymerase inhibitor to 

treat monkeypox disease. It also puts forth the idea of 

the potential dietary supplement candidate for 

monkeypox patients. 

 

2. Materials and Methods 

 

2.1. Design and Preparation of Ligand Library 

 

A ligand library from chili pepper, Capsicum annum, 

was created by exploring the literatures from various 

sources. 47 ligands were shortlisted for generating a 

ligand library. Their two-dimensional structures were 

obtained in isomeric SMILES from PubChem 

Database and subsequently converted into three-

dimensional structures through energy minimization 

process in ChemDraw 8.0 software. All the ligands 

with three-dimensional structure were eventually 

prepared for molecular docking experiment using 

AutoDock Tools software, in which aromatic carbon 

and rotatable bonds were detected, torsion number 

was automatically set, non-polar hydrogens were 

merged, and Gasteiger charges were added for all 

ligand molecules [22].   

 

2.2. Homology Modeling 

 

DNA-directed RNA polymerase is the main 

physiological enzyme of monkey-pox virus and is 

involved in the catalysis of the viral transcription 

process to form RNA from DNA by utilizing the 

nucleotides [28–30]. DNA-directed RNA polymerase 

is essential for regulating the important process of 
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viral transcription for the synthesis of viral RNA, 

which is further required by the virus to biosynthesize 

the various structural and functional proteins. The 

unavailability of the three-dimensional structural 

model of this enzyme led us to developing a structural 

model by using homology modeling approach. The 

protein sequence of the DNA-directed RNA 

polymerase of monkeypox virus required for 

performing homology modeling was obtained from 

Uniprot database (Sequence ID: Q8V4V3) by using 

Swiss-Modeller webserver [29, 31]. The modeled 

macromolecular structure was validated by using 

Ramachandran plot [32]. Ramachandran plot depicts 

the position of amino acids in the ‘favorable’ or 

‘disallowed’ regions based upon the analysis of the 

torsional phi and psi angles of the macromolecular 

backbone. 

 

2.3. Molecular Docking Studies 

 

Three-dimensional structure model of the DNA-

directed RNA polymerase prepared by homology 

modeling was used to proceed further with molecular 

docking studies. Macromolecular structure of the 

target protein was prepared for molecular docking 

simulation studies by assigning autodock atom type, 

Gasteiger charge and its equal distribution among the 

macromolecular residues [33]. The utilized docking 

protocol was internally validated by docking the 

structural model of the target protein with an 

endogenous ligand, S-adenosylmethionine (SAM). 

After the validation of the docking protocol, the 

similar parameters were further utilized for 

computational screening of the ligand library against 

the macromolecular drug target protein used in the 

current study [22, 34].  

 

2.4. Pharmacokinetic and Toxicological 

Evaluation 

 

The lead molecule must possess qualities that will 

enable it to be therapeutically effective within the 

body. Therefore, assessing the ADME characteristics 

(absorption, distribution, metabolism, and excretion) 

of the chemical is a significant part of the drug 

development process. Computer simulations can be a 

suitable substitute for biological studies in predicting 

the pharmacokinetic profile of new ligands, leading to 

higher success rate, lower costs, and a decrease in the 

number of animals used for experimental testing. The 

pkCSM-pharmacokinetics server was employed to 

anticipate the physicochemical, pharmacokinetic, and 

toxicological characteristics of the lead compound 

identified from the docking-based screening [35–37]. 

Major pharmacokinetic characteristics, such as blood-

brain barrier (BBB) permeability and passive human 

gastrointestinal absorption (HIA), may be easily 

estimated using pkCSM. Molecular weight (MW), 

topological polar surface area (TPSA), partition 

coefficient (LogP), rotatable bonds count, hydrogen 

bond acceptor/donor (HBA/HBD), and solubility 

(LogS) of the lead compounds were calculated. These 

variables control the lead candidates' ADME-T 

profile. The druggability of lead molecules was 

further determined by their gastrointestinal 

absorption, permeability across BBB, and the 

inhibitory potential of the cytochrome P450 

isoenzymes [37–39]. Lipinski's rules of five, Veber's 

rule, and druggability were used to standardize these 

characteristics. pkCSM permits substances to be 

tested for cytochrome P450 (CYP) inhibitory action. 

This is an essential topic since CYP isoforms are 

engaged in medication excretion via metabolic 

biotransformation, affecting therapeutic efficiency as 

well as drug toxicity and side effects [37, 40]. 

 

2.5. Molecular Dynamics Simulation 

 

The Desmond program of Schrödinger was utilized to 

execute MD simulations for 100 ns on the 

macromolecular complex of α-amyrin and a 

homology-modeled viral DNA-directed RNA 

polymerase, which were acquired from the virtual 

screening, to further investigate their binding strength 

and binding pattern [38, 39]. The TIP3P explicit water 

model was employed to create a simulation box with 

an orthorhombic shape and a 10 Å gap between the 

ligand-protein complex and the wall of the box. To 

establish an isosmotic environment, counter ions were 

added to neutralize the charge, with a concentration 

of 0.15 M NaCl. The system was optimized by 

carrying out 2000 iterations with a merging criterion 

of 1 kcal/mol. MD simulations were then conducted 

with the minimized energy complex system. The 

temperature and air pressure were monitored, with 

300K and 1.013 bars respectively, for the duration of 

the simulation. The trajectory path was adjusted to 9.6 

and the energy interval was changed to 1.2 ps, with 

the resulting trajectories being used to generate 

simulation interaction diagrams at the end of the 

simulation [33, 34, 40]. 
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3. Results and Discussion 

 

3.1. Homology Modeling 

 

The protein sequence of viral target protein DNA-

directed RNA polymerase obtained from UniProt 

database consists of 1750 amino acid residues. The 

homology modeling of this protein sequence was 

performed by using crystallized structure model of 

DNA-dependent RNA polymerase subunit rpo132 

from vaccinia virus (PDB ID: 6RID) and poxvirus 

(PDB ID: 7AMV) with the help of SWISS-MODEL 

webserver [41, 42]. The validation of the prepared 

structural model of viral DNA-dependent RNA 

polymerase was performed using a Ramachandran 

plot. The Ramachandran plot obtained for the 

structural model of DNA-directed RNA polymerase 

of monkeypox virus revealed that the structural model 

has 97.519% residues observed in the highly 

preferred region demonstrated in green colour, 

2.195% residues were in the preferred region 

demonstrated in orange colour, while 0.286% 

residues were observed in the non-preferred region 

demonstrated in red colour (Figure 1).  

 

3.2. Molecular Docking Studies 

 

The three-dimensional structural model of the 

macromolecular target protein used in this study was 

tested against SAM to validate the docking protocol. 

A suitable gridbox was used to conduct molecular 

dynamics as shown in Table 1. 

Following this, the molecular ligand library was 

computationally screened against the homology-

modelled DNA-directed RNA polymerase of the 

monkeypox virus. The best lead molecule was 

identified based on a minimum binding energy of -5 

to -15 kcal/mole [33, 38]. The binding scores of the 

ligand molecules with high affinity to the 

macromolecular target protein as well as the 

interacting residues and chemical structures were 

listed in Table 2. Analysis of the docking scores 

obtained after the computational screening of the 

designed library clearly showed that the α-amyrin had 

the strongest binding affinity towards the DNA- 

 

directed RNA polymerase of the monkeypox virus. 

 

3.3. Pharmacokinetic and Toxicological 

Evaluation 

 

The characteristics of a drug molecule, such as its 

physicochemical and pharmacokinetic properties, are 

essential for the evaluation of its pharmacodynamics 

and toxicological qualities. Lipinski’s rule of five 

 

 

Figure 1. Ramachandran plot for the structural model of DNA-directed RNA polymerase of monkeypox virus. 

Table 1. The grid box used in the molecular dynamics studies. 

x-D y-D z-D Spacing (Ả) x center y center z center 

40 40 40 0.581 165.852 145.231 189.106 

 

 

 

Figure 2. RMSD profiles of the Cα backbone of DNA-directed RNA polymerase of monkeypox virus and α-amyrin 

observed during the MD simulation for 100 ns. 



Özkan Fidan, S. Mujvar / BEU Journal of Science 13 (1), 277-291, 2024 

281 
 

states that these parameters should be within a certain 

range, such as a molecular weight of less than 500, 

fewer than 10 hydrogen bond acceptors, fewer than 5 

hydrogen bond donors, and a topological polar 

surface area of 20-130 Å2, with the exception of the 

partition coefficient (LogP) value, which should be 

less than 0.5. The reported features of α-amyrin 

indicate that it has drug-like properties with improved 

pharmacokinetics. Additionally, P-glycoprotein 

serves as a natural filter for drugs, toxins, and other 

foreign substances. α-amyrin has not been predicted 

to act as a substrate for the P-glycoprotein, however, 

was predicted to act as a P-glycoprotein inhibitor. 

Similarly, α-amyrin was predicted not to act as 

CYP450 isoenzymes substrate, except CYP3A4. 

AMES, hERG-I inhibition, minnow toxicities were 

also investigated in the current study. Overall, based 

on physicochemical criteria, the projected 

pharmacokinetics and toxicological profile of α-

amyrin matched well within the stated range, 

indicating that the molecule may be a good future 

therapeutic candidate [37, 43]. Table 3 lists the 

pharmacokinetic and toxicological features of 

shortlisted compounds. 

 

3.4. Molecular Dynamics Simulation 

 

MD simulation using the Schrodinger Desmond 

program was conducted to con-firm the long-term 

stability of the DNA-directed RNA polymerase of the 

monkeypox virus when it was associated with the 

proposed herbal-based inhibitor molecule, α-amyrin. 

The macromolecular target has 1155 amino acid 

residues having 9317 heavy atoms out of total 18702 

atoms and the ligand is having 31 heavy atoms out of 

total 81 atoms with only 1 rotatable bond. The protein 

backbone's stability and changes in structure were 

monitored by calculating the RMSD over the 

simulation period. Results from the MD simulation of 

the macromolecular target and α-amyrin complex 

showed that it remained stable throughout the 100 ns 

simulation, with an average RMSD value of between 

5.0-13.5 Å for the macromolecular backbone. Despite 

some initial fluctuations for adjusting the ligand 

within the enzyme’s cavity, the RMSD value of the 

ligand molecule was maintained within the 3-5 Å 

range throughout the simulation run. After attaining 

the active binding site of the DNA-directed RNA 

polymerase of the monkey-pox virus, the ligand α-

amyrin went through a series of vibrations to attain 

the most consistent affirmation within the active 

binding site. Figure 2 displayed that RMSD profiles 

of the complex, ligand, and macromolecule had only 

slight variations and were consistent over time. 
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Table 2. The binding score achieved for each ligand from the intended ligand library against the monkeypox 

virus's DNA-directed RNA polymerase with the identified interaction residues. 

Name Structure BE Interacting Residues 

α-amyrin HO

 

-8.19 

Arg45, Pro198, Val195, Ile174, 

Tyr205, Lys173, Lys421, Leu360, 

Glu172, Lys364, Tyr447 

β-sitosterol 

HO

 

-7.77 

His371, Ile49, Leu201, Tyr205, 

Val195, Glu172, Lys421, Thr368, 

Ile174, Lys173, Asp423, Tyr447, 

Lys364, Leu360 

β-amyrin HO

 

-7.71 

Pro198, Ser196, Val195, Tyr205, 

Ile174, Lys421, Tyr447, Lys173, 

Leu360, Glu172, Lys364 

Ergost-5-en-3-

ol 

HO

 

-7.18 

Leu360, Lys421, Glu172, Thr368, 

Glu367, Arg45, Thr203, Val195, 

His207, His371, Tyr205, Ile174, 

Lys173 

Zeaxanthin 

HO

OH  

-6.79 

Arg45, His207, Lys364, Lys209, 

Ser224, Thr225, Thr175, Lys173, 

Ile174, Lys421, Ser193, Leu360, 

Tyr205, Glu367, Thr368 

Capsanthin HO O

HO

 

-6.77 

Lys364, Lys421, Lys173, Asp449, 

Val451, Lys179, His207, Lys420, 

Tyr205, Ile174, Val195, Thr368 

β-carotene 

 

-6.61 

Val451, Asp449, Lys452, Glu367, 

His371, Thr203, Lys364, Val195, 

Thr368, Glu172, Leu360, Ile174, 

Tyr205, Lys421, Lys420, Glu450, 

Lys173  

β-

cryptoxanthin OH

 

-6.52 

Ile174, Lys209, Tyr208, Ser191, 

Ser224, Thr225, His207, Lys226, 

Tyr205, Lys421, Lys173 

Methyl-3-

hydroxy 

cholestenoate 

O
O

O

Si

 

-6.40 

Arg206, Thr225, Tyr208, Lys209, 

Ser223, His207, Tyr205, His371, 

Arg204, Asn314 

SAM S+

O O-

H2N

O
N

N

N N

NH2

OHHO

 

-4.97 
Lys226, Thr227, His207, Tyr205, 

Thr225, Lys209, Gln8 
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Table 3. Physicochemical, pharmacokinetics, and pharmacodynamics properties of the lead molecules (Y= Yes; N=No). 

Property Descriptor 
α-

amyrin 

β-

sitosterol 
β-amyrin 

Ergost-

5-en-3-ol 
Zeaxanthin Capsanthin β-carotene β-cryptoxanthin 

Methyl-3-

hydroxycholestenoate 
SAM 

MW (g/mol) 426.73 414.718 426.73 400.691 568.886 584.885 536.888 552.887 502.856 398.445 

LogP - 8.0248 8.0248 8.1689 7.6347 10.5474 9.8063 12.6058 11.5766 8.401 -3.257 

Rotatable bond - 0 6 0 5 10 11 10 10 8 7 

HBA - 1 1 1 1 2 3 0 1 3 11 

HBD - 1 1 1 1 2 2 0 1 0 4 

TPSA (Å)2 192.398 187.039 192.398 180.674 256.963 261.814 247.375 252.169 216.868 152.263 

Absorption 
Water solubility 

(mol/L) 
-6.906 -6.871 -7.001 -7.006 -6.903 -6.968 -7.314 -7.17 -7.146 -2.685 

Absorption 
CaCO2 

permeability 
1.358 1.205 1.368 1.217 1.3 1.275 1.256 1.324 1.249 -0.229 

Absorption 

Intestinal 

absorption (%) 

(human) 

97.891 94.866 97.983 94.367 88.683 89.827 91.072 89.891 96.645 14.993 

Absorption 

Skin 

Permeability 

(Log Kp) 

-2.828 -2.794 -2.841 -2.846 -2.75 -2.771 -2.74 -2.738 -2.903 -2.735 

Absorption 
P-glycoprotein 

substrate 
N N N N N N N N N Y 

Absorption 
P-glycoprotein I 

inhibitor 

Y 
N 

Y 
N N N N N Y N 

Absorption 
P-glycoprotein 

II inhibitor 

Y 
Y 

Y 
Y Y Y Y Y Y N 

Distribution VDss (human) 0.321 0.24 0.360 0.389 -0.263 -0.314 0.229 -0.06 0.09 -0.358 

Distribution 

Fraction 

unbound 

(human) 

0 0 0 0 0 0 0 0 0 0.551 

Distribution 
BBB 

permeability 
0.713 0.797 0.719 0.774 -0.244 -0.276 0.936 0.771 -0.086 -1.341 

Distribution 
CNS 

permeability 
-1.925 -1.754 -1.925 -1.765 -1.559 -1.35 -1.094 -1.292 -2.451 -3.921 

Metabolism 
CYP2D6 

substrate 
N N N N N N N N N Y 

Metabolism 
CYP3A4 

substrate 
Y Y Y Y Y Y Y Y Y N 

Metabolism 
CYP1A2 

inhibitor 
N N N N N N N N 

N 
N 

Metabolism 
CYP2C19 

inhibitor 
N N N N N N N N 

N 
N 
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Metabolism 
CYP2C9 

inhibitor 
N N N N N N N N 

N 
N 

Metabolism 
CYP2D6 

inhibitor 
N N N N N N N N 

N 
N 

Metabolism 
CYP3A4 

inhibitor 
N N N N N N N N 

N 
N 

Excretion 
Total Clearance  

(log ml/min/kg) 
0.119 0.628 -0.044 0.572 1.039 0.868 1.061 0.923 0.378 0.491 

Excretion 
Renal OCT2 

substrate 
N N N N N N N N N N 

Toxicity AMES toxicity N N N N N N Y N N N 

Toxicity 

Max. tolerated 

dose (human) 

(log mg/kg/day) 

-0.275 -0.555 -0.086 -0.525 -1.143 -1.152 -0.423 -0.845 -0.452 0.643 

Toxicity 
hERG I 

inhibitor 

N 
N 

N 
N N N N N N N 

Toxicity 
hERG II 

inhibitor 

Y 
Y 

Y 
Y Y N Y Y N N 

Toxicity 

Oral Rat Acute 

Toxicity 

(LD50) 

(mol/kg) 

2.345 2.326 2.333 2.173 2.629 2.552 2.111 2.468 2.49 2.416 

Toxicity 

Oral Rat 

Chronic 

Toxicity 

(LOAEL) 

(mg/kg/day) 

1.031 0.829 1.041 0.876 2.596 2.402 0.64 0.658 1.954 2.291 

Toxicity Hepatotoxicity N N N N N N N N N N 

Toxicity 
Skin 

Sensitization 
N N N N N N N N N N 

Toxicity 
T. pyriformis 

toxicity (mg/L) 
0.418 0.454 0.427 0.598 0.331 0.345 0.322 0.331 0.463 0.285 

Toxicity MinNw toxicity -1.953 -2.12 -2.074 -1.888 -2.722 -2.523 -3.899 -3.25 -2.759 2.354 
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The movement of amino acids in the active site was 

evaluated by calculating the RMSF of the 

macromolecule's Cα atoms. This was done to identify 

the fluctuations of the amino acids in relation to their 

initial positions. The RMSF values of the residues are 

displayed on the y-axis of the RMSF plot, while their 

number is shown on the x-axis. Most of the residues 

of the macromolecular backbone, except the terminal 

ones, had RMSF values that ranged between 2 and 5 

Å. It became evident that the fluctuations of the active 

amino acids had a mean variation of 2.0-2.5 Å, which 

is an acceptable range within the macromolecular 

active site. The MD simulation of 100 ns produced an 

RMSF plot for the Cα backbones of the receptor 

macromolecule and ligand, as shown in Figure 3.  

Macromolecular secondary structures (α-helices 

(21.80%) and β-sheets (19.30%)) with a total of 

41.10% were conserved throughout the simulation 

process. The stability of the receptor-ligand complex 

was due to the formation of hydrogen bonds, 

hydrophobic contacts, and ionic interactions 

throughout the MD simulation. To measure the 

stability of α-amyrin, the intensity of these 

interactions was observed during MD simulation. 

To measure the stability of α-amyrin, the intensity of 

these interactions was observed during MD 

simulation. The interaction of α-amyrin against the 

DNA-directed RNA polymerase of the monkeypox 

virus was analyzed throughout the MD simulation 

process and it was found that ligand molecule 

interacts with Ile174, Leu360, and Pro198 amino acid 

residues of the protein by hydrophobic interaction, 

amino acid Ser196 via forming a hydrogen bond, and 

amino acids Arg45, Pro197, Val200, Thr203, and 

Glu367 via forming water bridges. The interactions 

observed between the α-amyrin and macromolecular 

target DNA-directed RNA polymerase of the 

monkeypox virus were demonstrated in residues 

throughout the simulation were demonstrated in 

Figure 5. The macromolecular target protein was 

found to be interacting with α-amyrin through the 

residues such as Arg45, Pro197, Val200, Thr203, and 

Glu367 via water bridges, with residues Ile174 and 

Leu360 via hydrophobic inter-action, and with 

Ser196 via classical hydrogen bonding with the ligand 

(Figure 5).  

 

 

 

 

 

 

 

 

 

 

Figure 3. RMSF profiles of the DNA-directed RNA polymerase of monkeypox virus and α-amyrin observed after 

performing the MD simulation for 100 ns. 

 



Özkan Fidan, S. Mujvar / BEU Journal of Science 13 (1), 277-291, 2024 

286 
 

4. Discussion 

 

Monkeypox disease have been a public health 

concern in the history and humankind has 

occasionally faced monkeypox outbreaks [44, 45]. It 

is because of a smallpox-like virus, monkeypox virus, 

which can be transmitted via large respiratory 

droplets, close or direct contact with skin lesions, 

sexual intercourse, and possibly via contaminated 

fomites [46]. The most recent outbreak was declared 

as a global health emergency as of 24th of July, 2022. 

The number of monkeypox cases has been increasing 

around the globe and reached to around 31,000 within  

just three months. This number increased to more than 

90,000 cases.  

However, there is no currently available approved 

drugs specifically for monkeypox disease [17]. It is 

therefore urgent and essential to discover and develop 

novel drug candidate/s against monkeypox virus. It 

can also be beneficial to identify potential dietary 

supplement candidate/s as an alternative and easy-to-

access option for the treatment of monkeypox disease, 

particularly in the poor regions of the world. 

For the discovery of potential drug and/or dietary 

supplement candidate/s, this study focused on chili 

pepper as a medicinal plant. Chili pepper have used in 

the traditional medicine for the treatment of various 

diseases. For instance, Mayas used it for treating 

asthma, coughs, and sore, while the Aztecs used it to 

relieve toothaches [47]. In modern time, it is used in  

tear gas to control crowds by security agencies and 

has a wide range of application areas starting from 

culinary to pharmaceutical industry [48]. Various 

biological activities of chili pepper were summarized 

in the literature and can be listed as antioxidant, 

anticancer, anti-inflammatory, antiviral, antifungal, 

antiobesity, and antiplatelet [48–50]. Particularly for 

antiviral activities, chili extracts and one of the 

important natural products in chili pepper, capsaicin, 

showed promising antiviral activities against some 

viral species including herpes simplex virus, Lassa  

virus, and SARS-CoV-2 [24–27], indicating its 

antiviral potential for other viral species. In this study, 

we explored the antiviral potential of chili pepper 

against monkeypox virus using in silico techniques. 

 

Figure 4. Analysis of the way α-amyrin interacts with viral DNA-directed RNA polymerase indicated that the 

macromolecular residues shown in green had hydrophobic connections, and the sky blue residues had polar connections 

with the complexed ligand. The orange-colored residues were negative, and the dark blue were positive. 
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The molecular docking experiments in this study 

revealed that some of the natural products from chili 

pepper had strong binding affinities to the DNA-

directed RNA polymerase of the monkeypox virus. 

The top lead molecules out of 47 ligands were 

tabulated in Table 2. Particularly, α-amyrin, β-

sitosterol, and β-amyrin possess very low binding 

energy scores of -8.19, -7.77, and -7.71, respectively. 

Out of these hit molecules, MD simulations were 

conducted for α-amyrin complexed with the 

macromolecular target protein since it had the lowest 

binding energy value. Throughout the 100 ns MD 

simulation, α-amyrin complexed with DNA-directed 

RNA polymerase of the monkeypox virus was highly 

stable and it was interacting with some of the amino 

acid residues as shown in Figure 4. The structural 

similarity of these three lead compounds, which are 

pentacyclic triterpenes, might generate the 

expectation of having a similar profile in MD 

simulations for the other two lead compounds. In a 

recent study, Alandijany et al. also investigated 

potential drug candidates for monkeypox using DNA-

directed RNA polymerase as well as viral core 

cysteine proteinase of monkeypox virus. They 

computationally discovered some of the tetracycline 

family ligands, exhibiting multi-target inhibition as a 

therapeutic solution for monkeypox viral infection 

[51]. While this study revealed that tetracyclic 

compounds can be potent against multi-target of 

monkeypox virus, our study indicated pentacyclic 

compounds can provide a potential solution for 

monkeypox outbreak. Furthermore, Akash et al. 

computationally investigated natural curcumin 

derivatives for the anti-viral drug discovery against 

monkeypox and smallpox infections and found that 

curcumin derivatives can indeed show potential for 

the treatment of monkeypox and smallpox viruses 

with strong binding affinity toward profilin-like 

protein from monkeypox virus [52]. Interestingly, 

similar to our study and the study by Alandijany et al., 

curcumin derivatives with strong binding affinities 

indeed had multi-cyclic structures with three aromatic 

rings. This can unearth that multi-cyclic ligands can 

be potent antiviral agents in the prevention and 

treatment of monkeypox virus.  

The pentacyclic triterpenes may be classified under 

four groups: oleanane, ursane, lupane and hopane. α-

amyrin has an ursane skeleton, while β-amyrin has an 

oleanane skeleton. Amyrins are widely distributed in 

nature and exist in various plants and plant materials 

including leaves, bark, wood, and resins [53]. They 

exhibit various biological activities such as analgesic, 

anti-inflammatory, anxiolytic, anticonvulsant, anti-

colitis, antidepressant, antihyperglycemic, anti-

pancreatitis, and gastroprotective and 

hepatoprotective activities [53–55]. On the other 

hand, β-sitosterol is the main phytosterol found in the 

majority of plants and was reported to exhibit anti-

inflammatory, antineoplastic, antipyretic, and 

immunomodulation activities [56]. However, there is 

not much literature showing the antiviral potential of 

amyrins. Glycyrrhetinic acid, a derivative of the β-

amyrin, was obtained from the herb liquorice and had 

an inhibitory effect on various viruses including 

hepatitis B virus (HBV) and HIV [57]. There is also 

some in silico studies for the antiviral potential of 

amyrins against SARS-CoV-2. For instance, α-

amyrin and β-sitosterol were listed among the top-

ranked molecules with the lowest binding energies 

towards both the spike glycoprotein of SARS-CoV-2 

and human ACE2 receptor [58]. α- and β-amyrin were 

 

 

Figure 5. Protein-ligand contacts between viral RNA polymerase and complexed ligand α-amyrin. The green bars 

indicate H-bonds, the blue bars signify water bridges, the purple bars show hydrophobic interactions, and the dark pink 

bars highlight ionic interactions between the viral RNA polymerase and its complexed ligand, α-amyrin. 
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also tested against main protease of SARS-CoV-2 

using in silico approaches and showed strong binding  

affinities to the main protease [59]. To our 

knowledge, there is no study in the current literature 

showing the potential of amyrins as an antiviral agent 

against monkeypox virus. Thus, our study paved the 

way for the potential of amyrins as antiviral drug 

and/or dietary supplement candidate/s in the 

treatment of monkeypox disease. 

 

5. Conclusion 

 

In conclusion, due to the current outbreak of the 

monkeypox virus and the unavailability of approved 

drugs, there is an urgent need for the discovery and 

development of drug candidates effective against the 

monkeypox virus. In the current study, the natural 

products from chili pepper were evaluated for their 

potential antiviral activities against the monkeypox 

virus through in silico studies. The molecular docking 

experiments for 47 ligand molecules from chili 

pepper were performed against the homology-

modeled DNA-directed RNA polymerase of the 

monkeypox virus. α-amyrin, β-sitosterol, and β-

amyrin were among the top-ranked molecules with 

strong binding affinities towards DNA-directed RNA 

polymerase of the virus. In particular, the stability of 

α-amyrin complexed with the macromolecular target 

was also confirmed with MD simulations. Because 

there is no study indicating the antiviral potential of 

α-amyrin against the monkeypox virus, this study 

revealed that α-amyrin has a potential inhibitory 

effect on DNA-directed RNA polymerase and could 

therefore constitute a potential lead molecule for the 

design of new antiviral agents against monkeypox. It 

also establishes α-amyrin as a possible dietary 

supplement candidate for monkeypox patients 

because it is a natural substance present in a variety 

of herbal and medicinal plants, including chili pepper.  
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Abstract 

The escalating global population and increased vehicle usage have 

worsened traffic congestion in metropolitan areas, a significant urban 

challenge. Addressing this, adaptive traffic light control methods, especially 

at intersections, are being developed to improve traffic flow and reduce 

waiting times. This study significantly contributes to this field by 

implementing Fuzzy Logic in intelligent traffic light systems, focusing on 

Ankara's Polatlı Refik Cesur intersection. Using the SUMO simulation 

platform and Python programming, it analyzed waiting times and queue 

lengths. The initial phase used queue length for each intersection arm as an 

input. Fuzzy logic rules then determined the output, prioritizing street or 

phase order for optimal flow. The study further proposed an Adaptive 

Neuro-Fuzzy Inference System (ANFIS)-based control plan. ANFIS 

merges neural network capabilities with fuzzy logic, using waiting time and 

queue length as inputs to regulate the green light duration. Compared to 

existing traffic systems, this model showed a substantial improvement. It 

achieved a 36.5% reduction in waiting times, underlining the efficiency of 

the Fuzzy Logic-based method. This approach not only enhances traffic 

management but also contributes significantly to the literature on intelligent 

traffic light control systems. By addressing key urban traffic issues, the 

study paves the way for future advancements in traffic management 

technologies. The findings highlight the potential of combining advanced 

computational methods, like ANFIS, with traditional traffic control 

techniques to optimize urban traffic flow, offering a blueprint for similar 

challenges in other metropolitan areas.

 

 

1. Introduction 

 

Today's population continues to grow rapidly, 

and this increase brings significant challenges to 

the transportation sector. One of the primary 

challenges is the traffic congestion observed in 

large cities and densely populated areas. The 

increasing demand exceeds the capacity of roads 

and infrastructure, leading people to spend more 

time commuting to work, shopping, or 

traveling.Furthermore, vehicle exhaust emissions 

contribute to air pollution, releasing greenhouse 

gases into the atmosphere and causing climate 

change.  
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Another issue resulting from traffic and vehicles 

is noise pollution High fuel consumption has 

adverse effects on both individual and national 

budgets Paragraphs following the first paragraph 

should begin with the paragraph indentation [1].  
Building new roads to alleviate traffic 

congestion can be a traditional approach, but this 

method can create new environmental issues. In 

recent years, one of the approaches seen as a to 

alleviate traffic congestion is using intelligent 

traffic light control systems.  
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These systems regulate the lights based on road 

density at each traffic intersection. Roads with 

lower traffic density result in less waiting time, 

while they can manage traffic more effectively in 

densely populated areas.  This situation can 

improve traffic flow and reduce congestion [2]. 

Intelligent traffic light control systems 

can continuously monitor traffic data and adjust 

settings to optimize traffic flow. This approach 

provides environmental benefits such as reduced 

energy consumption and decreased air pollution. 

Therefore, using intelligent traffic control 

systems is a more appealing option to create a 

sustainable transportation system, as opposed to 

traditional infrastructure development. Traffic 

lights, especially at intersections, are considered 

one of the most effective ways of managing 

traffic. These lights not only ensure safe and 

efficient traffic flow but also reduce travel times, 

alleviate traffic congestion, and support the more 

effective use of road capacity [3]. Furthermore, 

they assist in enhancing safety and emergency 

management. All of these advantages 

demonstrate that adaptive intelligent traffic light 

control systems, sensitive to real-time traffic 

conditions, make a significant contribution to 

solving the problem of traffic congestion. 

This study deployed intelligent 

controllers, including Fuzzy Logic and the 

Adaptive Neuro-Fuzzy Inference System 

(ANFIS), to manage traffic lights at a four-way  

intersection. The fuzzy logic controller decides 

which road to prioritize for the green light based 

on the vehicle queue length, while ANFIS 

processes waiting times and queue length data to 

determine the optimal duration for green traffic 

lights. Our research addresses a significant gap in 

the existing literature on traffic control systems. 

Despite the promise shown by intelligent traffic 

light control systems in optimizing traffic flow, 

the specific application and effectiveness of 

ANFIS, coupled with Fuzzy Logic controllers at 

a four-way intersection, still need to be explored. 

By addressing this gap, our study contributes 

valuable insights to enhance the comprehension 

of intelligent traffic control systems and their 

practical implementation. 

The following sections of the paper will 

provide an in-depth exploration of ANFIS's 

utilization in the literature, the methodologies 

applied, and the detailed outcomes of its practical 

implementation.  

 

2. ANFIS (Adaptive Neuro-Fuzzy Inference 

System) 

 

ANFIS is a computational model that combines 

the fundamental principles of fuzzy logic and 

artificial neural networks to solve complex 

problems. This model is rooted in fuzzy logic, a 

mathematical framework designed to address 

uncertainty and non-precise situations, utilizing 

linguistic variables, fuzzy sets, and fuzzy rules to 

handle such uncertainties in the data. On the other 

hand, artificial neural networks are computational 

models inspired by the structure and functioning 

of the human brain. They consist of 

interconnected nodes, or neurons, which process 

information and transmit it through weighted 

connections. Artificial neural networks are 

known for their ability to learn from data and can 

be employed for various tasks, including pattern 

recognition, regression, and classification. 

ANFIS effectively merges the strengths 

of both fuzzy logic and artificial neural networks. 

This approach, known as neuro-fuzzy systems, 

provides a flexible and robust solution, 

particularly in complex domains where data is 

incomplete or imprecise. In fields such as control 

systems, decision support, and modeling real-

world problems, these neuro-fuzzy systems are 

practical tools to address complex, uncertain, and 

non-precise scenarios [4]. In Figure 1, the general 

structure of our ANFIS model is illustrated. 

 

 
Figure 1. ANFIS model structure in Matlab 

 

The terms "inputmf (input membership 

functions)" and "outputmf (output membership 

functions)" indicate the type of fuzzy logic 

membership functions associated with the input 

and output variables of this model. 

 

3. Literature Review 

Various studies have proposed different 

approaches and methods to enhance traffic light 
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control. Among these approaches, one prominent 

method is the Adaptive Neuro-Fuzzy Inference 

System (ANFIS). ANFIS employs a hybrid 

training method that can automatically generate 

fuzzy rules based on the dataset [5].  

Araghi et al. developed a cuckoo search 

optimization algorithm to optimize the 

parameters of intelligent controllers using 

ANFIS. This study investigates how ANFIS can 

be employed in traffic light control and assesses 

the effectiveness of ANFIS-based traffic light 

controllers [6]. 

Walukov et al. determined the green light 

duration for a four-way isolated intersection using 

ANFIS. Traffic volume and waiting time were 

utilized to determine the green light duration as 

the output. This study demonstrates how traffic 

light control can be optimized using ANFIS [4]. 

Araghi et al. compared interval type 1 

ANFIS, interval type 2 ANFIS, fixed fuzzy logic, 

and three different fixed-timing fuzzy logic 

methods for traffic light control. The comparisons 

revealed that fuzzy controllers outperformed 

traditional controllers. This study developed a 

distributed control system for a network 

comprising nine intersections. Each intersection 

had its controller and considered traffic density in 

neighboring intersections when determining 

signal durations for traffic phases. This approach 

contributes to making traffic light control more 

efficient and effective. It underscores the 

significance of fuzzy logic-based methods in 

traffic light control [7]. 

Andayani et al. applied the Adaptive 

Neuro-Fuzzy Inference System (ANFIS) method 

by using traffic density and road width data to 

determine the traffic light duration. This study 

was conducted to optimize traffic light control 

and adopt an approach sensitive to traffic density. 

ANFIS processed the data on traffic density and 

road width to target the most efficient 

determination of green light durations [8]. 

Abiodun et al. have adopted the Adaptive 

Neuro-Fuzzy Inference System (ANFIS) method 

with the sole aim of controlling traffic lights 

based on road density. This study was conducted 

to regulate traffic flow and effectively manage 

traffic density. Road density data were processed 

by ANFIS and used to determine the durations of 

traffic light signals [9]. In another study, vehicle 

density and road width data were the basis for 

determining signal durations. The manually 

collected data were processed using the Fuzzy 

Logic method, leading to the optimization of 

signal durations. This study was carried out in a 

simulation environment, demonstrating the 

effectiveness of the technique [10]. 

George et al. employed the Internet of 

Things (IoT) and the Adaptive Neuro-Fuzzy 

Inference System (ANFIS) to enhance traffic 

conditions. In this study, an ANFIS traffic light 

controller was developed in the MATLAB 

SIMULINK environment, utilizing inputs such as 

waiting time and vehicle density. Cameras were 

employed to detect traffic density, and the 

captured images were sent to the cloud. 

Subsequently, these images were analyzed on a 

server using the ANFIS controller to ascertain the 

suitable signal durations [3]. Azura et al. have 

proposed a fuzzy logic-based traffic controller for 

multi-lane isolated signalized intersections. This 

controller, developed using MATLAB, relies on 

the current green light status, vehicle waiting 

times, traffic density, and traffic density in other 

intersections. Additionally, in this study, a traffic 

model based on queue theory and the First-In-

First-Out (FIFO) principles has been developed 

[11]. 

Utomo et al. have proposed ANFIS as a 

controller for two adjacent intersections in 

Djuanda-Bandung. This system can adjust real-

time traffic light phase durations for both 

intersections based on traffic conditions. Vehicle 

queue length and changes in these queues were 

used as inputs for ANFIS during the adjustment 

process. ANFIS, as a result, generates an output 

value such as street urgency. Through MATLAB 

simulations, it was revealed that this ANFIS-

based control system outperformed the traditional 

fixed-timing traffic control method [12]. 

Awoyera et al. have proposed an 

Intelligent Traffic Control System (ITCS) based 

on the Adaptive Neuro-Fuzzy Inference System 

(ANFIS) using real-time traffic data obtained 

from different traffic lanes. The ANFIS-based 

ITCS can learn from historical traffic data and 

consider traffic data from side lanes to predict 

future traffic flow on the main road. Simulations 

confirmed that this intelligent traffic control 

system based on ANFIS provided a lower average 

delay for different vehicle queue lengths and 

waiting times at a four-lane road intersection [13]. 

Araghi et al. offer an optimal approach 

for traffic signal controllers designed by the 

Adaptive Neuro-Fuzzy Inference System 

(ANFIS). This controller aims to adjust green 

times at a single intersection to improve traffic 
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flow and reduce congestion. The ANFIS 

controller has the learning capability to determine 

suitable green times for each traffic phase. During 

this learning process, the Cuckoo Search (CS) 

algorithm has been utilized for parameter tuning. 

The performance of the proposed method has 

been compared to Fuzzy Logic Controller (FLC) 

and fixed-timing traffic control methods. The 

results demonstrate that the ANFIS controller 

outperforms the other comparative controllers, 

showcasing its effectiveness [14]. 

Zeynal et al. have presented an innovative 

approach to control traffic flow in congested areas 

efficiently. They introduced an innovative input-

selective adaptive network-based fuzzy inference 

system (ANFIS) approach, enhancing the ANFIS 

prediction system. The proposed model has been 

tested at an intersection in Mashhad, Iran [15]. 

Mittal and Cavla highlight that traffic 

congestion in urban areas is one of the primary 

issues that can be addressed through 

infrastructure improvement and the construction 

of one-way roads. One-way roads can increase 

vehicle speed and reduce travel times. Since 

congested roads can make the control of isolated 

intersections inefficient, coordinated traffic 

intersections on the roads are beneficial. In this 

article, signal coordination techniques based on 

the distance between two intersections are 

proposed. This ANFIS-based system is compared 

with linear and decision tree regression methods, 

demonstrating its effectiveness. They used 

average delay time as the comparison parameter 

If necessary, subheadings can be added under the 

main heading [16]. 

 

4. Methodology and Implementation 

 

The current state of the Polatlı Refik Cesur 

intersection in Ankara province, which 

experiences high traffic density, and the outcomes 

of applying the proposed models have been 

examined. The general layout of the intersection 

is illustrated in Figure 2. It is a four-way 

intersection with five phases, one of which is the 

pedestrian phase, comprising ten lanes. The 

numbers in Figure 2 represent directions. The 

intersection allows for straight, right, and left 

turns. There are eight traffic signals, and different 

traffic signals control right turns. 

 

 
Figure 2. Polatlı Refik Cesur intersection. 

 

The data for the Polatlı Refik Cesur 

intersection was obtained by the Gazi University 

Urban Transportation Technologies Accessibility 

Application and Research Center (KUTEM). This 

dataset includes the hourly counts of vehicles, 

vehicle types, weather conditions, vehicle routes, 

current phase information, and the existing light 

plan from 08:00 to 16:00. There are five types of 

vehicles in traffic: cars, buses, trailers, medium-

duty commercial vehicles (MDCV), and trucks. 

An example of the dataset for cars is shown in 

Table 1. The table provides the counts of cars 

entering the intersection at one-hour intervals, 

heading in different directions. 

 In this study, the traffic light control 

system of an isolated four-lane traffic intersection 

has been examined using fuzzy logic and ANFIS-

based intelligent control mechanisms. This 

mechanism operates under the assumption that 

the arrival times of vehicles follow a Poisson 

distribution without prior knowledge.

 

Table 1. Traffic flow example at Polatlı Refik Cesur intersection 

 

Vehicle 

type 
Time 

Street 1 

(Eskişehir-Ankara) 

 

Street 2 

(Ankara-Eskişehir) 

 

Street 3 

(Polatlı- Huzur evi) 
Street 4 

(Huzur evi- Polatlı) 

1 - 

2 

1 – 3 1 - 4 2 -1 2 - 3 2 - 4 3 – 1 3 - 2 3 – 4 4 – 1 4 - 2 4 – 3 

C
A

R
 

08-09 400 42 25 437 132 22 25 205 95 21 55 105 

09-10 443 38 14 401 126 20 20 190 80 20 51 95 

10-11 563 43 11 380 121 18 16 169 75 27 54 80 
11-12 505 40 13 466 116 16 15 171 60 25 50 75 

12-13 606 38 17 529 109 15 18 168 56 23 45 69 

13-14 599 29 16 571 95 25 6 251 61 42 29 146 

1 

4 

2 

3 
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14-15 675 32 17 630 209 29 23 242 125 25 28 85 

15-16 825 26 15 697 215 48 13 265 102 35 24 91 

This article presents a fuzzy logic-based 

intelligent control mechanism for managing 

traffic lights at the intersection. The primary goal 

is to enhance traffic flow and increase intersection 

capacity to reduce waiting times. Initially, the 

next phase allowed in traffic is determined. 

Subsequently, an integrated system model is 

created that extends the green light duration 

adaptively, considering vehicle  density and 

waiting times. The model structure is depicted in 

Figure 3.

 

Figure 3. Traffic controller model 

 

4.1. SUMO (Simulation of Urban Mobility) 

The intersection was visualized in the SUMO 

(Simulation of Urban Mobility) simulator based 

on accurate data, and real-time data on the 

number of vehicles in the queue and waiting times 

were collected using Python programming. The 

SUMO simulation platform was chosen due to its 

open-source nature and its ability to simulate 

individual behaviors of vehicles in traffic, as well 

as handle continuous events. Additionally, 

SUMO is a powerful tool for dynamic time 

simulations [17]. 

These typical four-lane intersections 

operate based on the M/M/1 queuing theory 

principle. According to this theory, vehicles enter 

the queue to receive service, following the first-

come, first-served principle.  However, in this  

study, an intelligent control system has been used 

instead of fixed-time traffic light control plans. 

The traffic flow of the existing 

intersection was visualized in the SUMO 

simulation platform. Figure 4 provides a visual 

representation of the Polatlı Refik Cesur 

Intersection in the SUMO simulation 

environment. Real-time data on the number of 

vehicles in the queue and waiting  times were  

extracted  from SUMO  and recorded in Excel. 
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Figure 4. SUMO intersection structure image 

 

4.2. Next Phase Modul 

 

At this stage, a system has been developed that 

automates the control of the traffic intersection 

using fuzzy logic. Rule-based Mamdani-type 

fuzzy modeling technique is used to model the 

system [18]. At this stage, the system parameters 

for each street, such as vehicle density and the 

sequence of phases for street selection, are 

defined. The membership functions of these 

parameters are determined by fuzzy logic. Using 

data extracted from SUMO, the queue length 

(very short, short, long, very long, extremely 

long) was defined for each street. The street with 

the longest queue is the one to receive the green 

light in the next phase. As a result of this process, 

the following traffic phase has been determined. 

Firstly, the street to which the green light 

will be given was determined by the Mamdani 

fuzzy logic system, as shown in Figure 5.The 

results obtained should be included in this section 

and supported by figures and tables if necessary.  

 

 

Figure 5. A Mamdani-type fuzzy logic model for street selection 

In the fuzzy logic modeling process, after 

determining the input and output parameters, the 

decision is made on the number of linguistic 

variables for each. Then, the type of membership  

function is selected. In the first section of 

this study, queue length is used as the input 

parameter, and street selection is used as the 

output parameter. Gaussian membership 
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functions were preferred. The roads at the 

intersection are named street_1, Street_2, 

Street_3, and Street_4, respectively, and for input 

parameters, the queue length of each road is 

named "very short," "short," "long," "very long," 

"extremely long." A different Gaussian 

membership function is defined for each road. 

The membership function for Street_1 is shown 

in Figure 5. The output functions for street 

selection are determined as "street 1," "street 2," 

"street 3," and "street 4." The designed input and 

output membership functions are shown in Figure 

6. 

 

 

Figure 6. The output membership functions for the selected street 

 

 
Figure 7. The rules created for street selection 

 

In this study, specific rules have been 

created to provide an intelligent control 

mechanism by the system. These rules involve the 

selection of a street based on the traffic density 

level of each road. For example, according to the 

second rule, if the queues of Street_1, Street_2, 

and Street_3 are "Very Short," and the queue of 

Street_4 is "Long," then Street_4 is preferred. 

 

 

4.3. Green Time Extension Module 

 

During this stage, the duration of the green light 

for the initially determined traffic phase is 

calculated to determine how much it should be 

extended. This duration can be adjusted based on 

traffic density and waiting times. ANFIS 

(Adaptive Neuro-Fuzzy Inference System) 

controls traffic lights by observing vehicle 

waiting times and queue lengths. As a result, the 
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traffic signal timing can be adjusted based on 

traffic density and the number of vehicles on each 

street, making traffic flow more smoothly [19].  

This system determines the traffic signal 

phase sequences using Fuzzy Logic and directs 

traffic flow by adjusting the green light duration 

for each traffic phase using ANFIS technology. 

This approach ensures a more efficient traffic 

flow. The reason for using the ANFIS model is its 

ability to adjust this duration based on traffic 

conditions dynamically. 

The process of assigning green light 

durations to phases is modeled by Fuzzy Logic or 

Fuzzy Inference System (FIS). In fuzzy logic, it 

looks at the degree of conformity to the rule's 

antecedent. The obtained degree of conformity is 

then subtracted from the consequences of each 

rule. All the results are combined to obtain the 

overall result. 

ANFIS traffic signal controller uses a 

Sugeno-type fuzzy logic system. In the 

consequent part of the rules, a first-order Sugeno-

Type FIS employs a linear system to model the 

output membership functions. This system 

operates based on specific rules. FIS constructs 

the output membership function based on the 

following rules. 

If input_1= x and input_2=y.Then, the 

output_z is calculated as output_z = ax + by + c. 

It computes an output value using a linear 

combination of two inputs. The terms "a" and "b" 

represent the multipliers of the input values, while 

"c" is a constant term. The parameters a, b, and c 

are related to traffic light control and are used to 

determine the green light duration. These 

parameters are used to calculate the outcomes of 

a specific traffic signal control strategy or 

algorithm. "a" and "b" are the weights of the 

inputs used to determine the traffic light duration 

(e.g., queue length and waiting time). "a" 

represents the impact of queue length on the green 

light duration. A significant "a" value implies that 

queue length has a more significant influence on 

the green duration. "b" represents the impact of 

waiting time on the green light duration. A 

significant "b" value implies that waiting time has 

a more significant influence on the green 

duration. "c" represents the initial value of the 

traffic light, meaning it represents the initial 

duration of the green light. For example, a value 

like c = 2.4 would initiate the green light with a 

duration of 2.4 time units [13]. 

To achieve the best simulation results, we 

use optimal weights of a = b = 0.026 and a fixed 

value of c = 1. This rule employs a linear model 

to produce an output based on inputs and 

combines these outputs to obtain the overall 

result. As a result, the extension durations of 

green phases can be adjusted based on a specific 

logic, and it can be used to optimize traffic flow. 

Input_1 (x) = Queue Length, Qt (0 - 60 vehicle) 

Input_2 (y) = Waiting Time, Wt (0 - 80 second) 

Output_z = Green Extension Time, Et (0 - 6 

second). 

Hence, the Green Light Extension Output, Et, is 

expressed as Et = a[Wt] + b[Qt] + c. 

In the Data Preprocessing step, the 

available data has been analyzed, and meaningful 

cleaning, imputation of missing values, and 

correction of outliers have been carried out.  

The data has been divided into two 

sections using MATLAB software: training data 

(70%) and test data (30%). The training data 

includes the data on which the model was trained, 

while the test data was used to evaluate the 

performance of the trained model. The ANFIS 

model was trained on the training set and then 

evaluated on the test data. The proposed Smart 

Traffic Control System network design is shown 

in Figure 8. 

 

 
Figure 8. Fuzzy logic control for intelligent traffic 
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Fuzzy membership functions for all the 

necessary input and output variables for traffic 

light control have been defined separately. These 

inputs are queue length (Qt) and waiting time 

(Wt). The output variable is the extension time of 

the green light (Et). Based on the data, the range 

of input membership functions has been defined 

as follows: According to the data obtained from 

SUMO, the queue length varies between 0 to 60 

vehicles, and the waiting time ranges from 0 to 80 

seconds. The input membership functions are 

graphically represented in Figure 9 and Figure 10. 

Five different labels have been defined: very short 

(VS), short (S), long (L), very long (VL), and 

extremely long (EL). 

 

 
Figure 9.Vehicle queue length 0-60 vehicles. 

 

 
Figure 10. Vehicle waiting time 0-80 seconds 

 

 
Figure 11.Green extension time 0-6 seconds 
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The range of output membership 

functions, on the other hand, varies between 0 and 

6 seconds, and these functions are presented in 

Figure 11. Afterward, fuzzy rules were written 

using IF-THEN statements. The IF part represents 

the condition to be met, and the THEN part 

indicates the action to be taken when the 

condition is met. The rules are shown in Figure 

12. 

 
Figure 12. Fuzzy rule editor 

 

5. RESULTS 

 

In this study, firstly, the Polatlı Refik Cesur 

intersection was simulated using the SUMO 

simulation platform. Then, using the PYTHON 

programming language, the waiting times and 

queue lengths of vehicles obtained from this 

simulation platform were extracted. In the initial 

stage, using these data, it was determined in 

which phase the green light should be on using a 

Mamdani-type Fuzzy Logic model, as shown in 

Figure 6. For instance, if street_1, street_2, and 

street_3 have short queues, while street_4 has a 

long queue, the phase containing street_4 is 

determined as the new phase where the green 

light needs to be activated. After determining the 

phase sequence, it was decided how the green 

light duration should be adjusted using an ANFIS 

model that considers the queue length and waiting 

times on the street. The output of the ANFIS 

traffic controller is shown in Figure 13. This 

method presents an approach that combines 

simulation and fuzzy logic modeling to address 

complex traffic control problems and is used to 

adapt green light durations to make traffic flow 

more efficient. 

 

 
Figure 13. Fuzzy Rules ve Green Time Extension 
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When the queue length for any vehicle is 

considered 40 vehicles and the waiting time is 30 

seconds, the ANFIS-based model calculates the 

green light duration as 4.26 seconds. Figure 14 

shows a surface plot of one output function and 

two input variables. This graph demonstrates that 

as the queue length and waiting time of vehicles 

increase, the green light duration also increases. 

This duration can go up to a maximum of 6 

seconds. The ANFIS controller adjusts the green 

light duration for different traffic densities and 

waiting times. Table 2 provides a detailed 

breakdown of the increases in green light duration 

for different waiting times and queue length 

scenarios. These results emphasize the 

effectiveness of ANFIS-based control in 

managing traffic flow. 

 

 
Figure 14.Surface views for ANFIS outputs 

 

As the queue length and waiting time of 

vehicles increase, the green light extension time 

gradually increases. It has reached a maximum of 

6 seconds. As shown in Table 3, the ANFIS 

controller effectively assigns green light 

extension time when different traffic volumes and 

waiting times are provided. 

 

 

Table 2.Performance of the system 

Queue 

Length 

Waiting 

Time 

Extension Time 

5 10 1,17 

10 10 1,75 

15 15 2,56 

20 20 2,87 

25 25 2,97 

30 25 3,32 

 

The average error of the test set was 

calculated as 0.92648. The ANFIS method was 

used to optimize the green light durations. Figure 

15 displays the ANFIS model created in 

MATLAB. This model has been successfully 

employed in traffic signal control. The blue dots 

represent the actual rules, while the red ones 

represent the rules of our model. The optimization 

model is selected as "hybrid". This means that a 

combination of genetic algorithm and gradient-

based methods is used during the training of the 

ANFIS model. This can help the ANFIS model 

perform better. The epoch value is set to 3, 

indicating that the ANFIS model is trained for a 

maximum of 3 epochs. Each epoch represents the 

updating of the model on the training data and the 

learning process. Using more epochs means the 

model is trained further, but excessive epochs can 

lead to overfitting issues [20]. Therefore, an 

epoch value of 3 has been chosen. 
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Figure 15. The simulation of ANFIS 

 

5.1. Simulation Results 

 

The proposed new Intelligent Traffic Control 

model has been integrated with the SUMO 

(Simulation of Urban Mobility) simulation  

platform, and its impact on per-vehicle waiting 

times has been thoroughly investigated. The 

research results present the observed 

improvements in waiting times for each street in 

Table 2. 

 

Table 3. The improvement achieved in waiting time 

Street Name 

The waiting time 

per vehicle while 

fixed-time 

(sec/vehicle) 

The waiting time 

per vehicle after the 

proposed model 

(sec/vehicle) 

Improvement 

in waiting time 

(sec/vehicle) 

Improvement in 

waiting time (%) 

Street 1 80.45 38 42.45 53 

Street 2 76.17 40.20 35.97 47.2 

Street 3 58.14 50.21 7.93 13.6 

Street 4 62.41 42.32 20.09 32.2 

 

As seen in the table, there is a 36.5% 

reduction in the average waiting time at the 

intersection. For Street 1, which has the highest 

waiting time, the fixed-time traffic light plan 

results in a delay of 80.45 seconds per vehicle, 

while with our proposed model, this time is 

reduced to 38 seconds. The improvement in 

waiting time is 42.45 seconds. Proportionally, an 

approximate 53% improvement has been 

achieved. 
Figure 16  provides a comparison 

between the proposed fuzzy logic and ANFIS-

based new Intelligent Traffic Light Control 

(ITLC) system and the traditional fixed-time 

traffic light control (FTLC) system based on 

instantaneous waiting time data during a 500-

second simulation period of vehicles following a 

Poisson distribution. As can be seen from the 

figure, the newly proposed system has 

significantly reduced waiting times. 

 
Figure 16. Simulation results for waiting time 



T. İnağ, M. Arıkan / BEU Fen Bilimleri Dergisi 13 (1), 292-306, 2024 
 

304 
 

Figure 17 presents a graph showing the 

change in the number of vehicles waiting in the 

queue over time, as recorded instantaneously by 

SUMO (Simulation of Urban Mobility). The 

proposed system tends to reduce the number of 

vehicles in the queue. This situation supports the 

observed decrease in waiting times. 

 

 
Figure 17. Simulation results for queue length 

 

According to the data presented in 

Figures 16 and 17, when the queue length is low, 

the proposed model outperforms the fixed-time 

traffic light control model. However, when the 

queue length increases, it is observed that our 

model achieves relatively better results. One of 

the primary reasons for the improved 

performance of the proposed model is the more 

efficient utilization of intersection capacity and 

the faster clearance of incoming vehicles from the 

intersection. 

 

6. Conclusion 
 

This study focuses on the challenges of real-time 

traffic control at an isolated intersection under 

uncertain traffic conditions. The developed 

system presents an effective method for 

monitoring and regulating traffic flow by 

integrating a Mamdani-type fuzzy logic model 

and ANFIS-based systems. The proposed model 

demonstrates a performance trend of reducing 

waiting times by minimizing queue lengths 

facilitating faster intersection clearance for 

entering vehicles. As a result, the intersection is 

utilized more efficiently, achieving reduced 

waiting times and queue lengths compared to the 

fixed-time traffic light control method. 

As part of future research, the potential 

applications of this system involve more 

comprehensive studies incorporating multiple 

intersections and considering the traffic status of 

adjacent roads. Such an integrated system could 

extend beyond a single road, potentially 

optimizing traffic management in broader 

geographical areas. In conclusion, this study 

provides a solution to the complexities of traffic 

control and enhances traffic flow by effectively 

combining fuzzy logic and ANFIS technologies. 

To enhance the practical impact of our findings, 

we propose recommendations on how this system 

can proactively prevent congestion in real-world 

scenarios. Our findings, based on original 

datasets, emphasize the potential of the proposed 

system to play an influential role in traffic 

management and offer unprecedented solutions. 

In this context, the results of our study provide a 

valuable foundation for researchers and decision-

makers aiming to understand the practical impact 

of the developed method and improve future 

traffic management strategies. 
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Abstract 

Natural gas is an indispensable non-renewable energy source for many countries. It 

is used in many different areas such as heating and kitchen appliances in homes, and 

heat treatment and electricity generation in industry. Natural gas is an essential 

component of the transportation sector, providing a cleaner alternative to traditional 

fuels in vehicles and fleets. Moreover, natural gas plays a vital role in boosting energy 

efficiency through the development of combined heat and power systems. These 

systems produce electricity and useful heat concurrently. As nations move towards 

more sustainable energy solutions, natural gas has gained prominence as a 

transitional fuel. This is due to its lower carbon emissions when compared to coal 

and oil, thus making it an essential component of the global energy framework. In 

this study, monthly natural gas consumption data of 28 different European countries 

between 2014 and 2022 are used. Symbolic Aggregate Approximation method is 

used to analyze the data. Analyses are made with different numbers of segments and 

numbers of alphabet sizes, and alphabet vectors of each country are created. These 

letter vectors are used in hierarchical clustering and dendrogram graphs are created. 

Furthermore, the elbow method is used to determine the appropriate number of 

clusters. Clusters of countries are created according to the determined number of 

clusters. In addition, it is interpreted according to the consumption trends of the 

countries in the determined clusters. 
 

 
1. Introduction 

 

For many nations, natural gas is an essential non-

renewable energy source. It is utilized in a wide range 

of applications, including heat treatment and power 

production in industry, as well as heating and cooking 

appliances in residences. Because it offers a more 

environmentally friendly option to conventional fuels 

for automobiles and fleets, natural gas is a vital 

component of the transportation industry. Its 

adaptability also extends to the manufacture of 

petrochemicals, where it serves as a feedstock to 

produce several necessary goods including chemicals, 

plastics, and fertilizers. Furthermore, natural gas is 

essential for developing combined heat and power 

                                                           

*Corresponding author: ismet.soylemez@agu.edu.tr              Received:24.11.2023 , Accepted:08.03.2024  

(CHP) systems, which increase energy efficiency. 

These systems simultaneously provide usable heat 

and power. Natural gas has become more well-known 

as a transitional fuel as countries shift to more 

environmentally friendly energy sources. Although 

energy from environmentally damaging sources has 

been utilized for a long time, there has been a shift in 

trend toward lower carbon energy sources. In this 

situation, using natural gas has become a viable 

substitute for using coal [1]. Natural gas plays an 

important role in reducing contaminants and climate 

change because it emits 50% less carbon dioxide 

(CO2) than coal and 30% less than oil. The 

International Gas Union cites three main reasons for 

this, including the fact that it is more affordable than 
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other energy sources based on fossil fuels, easier to 

deliver and install, and a sustainable resource. 

Considering these circumstances, several nations 

strive to enhance their natural gas production 

technologies, including the utilization of non-

traditional production techniques, to augment the 

physical network components within the gas supply 

chain [2]. 

In modern economies, energy resources are 

becoming increasingly scarce. Therefore, it is 

important to obtain energy more cheaply and use it 

wisely. The need to use energy more wisely has arisen 

due to the rapid increase in energy consumption, 

which has occurred regardless of the world's 

population growth. This increase is also impacting the 

use of natural gas in particular [3]. The demand for 

natural gas has been rising globally since 2005, 

reaching a peak in 2019 before the coronavirus 

outbreak. Global natural gas consumption reached 3.9 

million metric tons in 2018, up 4.6% over the 

previous year. The switch from coal to natural gas in 

the US and China, as well as the huge demand from 

these two nations, were the main causes of this 

growth. Natural gas, which has a lower carbon 

footprint than other non-renewable energy sources 

like coal and oil, is being promoted by laws in other 

nations as well. Specifically, compared to coal and 

oil, natural gas produces 20 to 50% less CO2, making 

it a greener energy source [4].  

The examination of predicting natural gas 

usage was undertaken across various scopes, 

encompassing global, national, gas distribution 

system, commercial, residential, and individual 

customer levels. Diverse datasets, including 

economic indicators, weather information, historical 

energy and natural gas consumption records, software 

simulation data, household survey data, and 

additional factors like days of the week, were utilized 

to construct forecasting models. The forecast 

durations spanned from a few hours to several 

decades ahead [5]. There are different studies in the 

literature regarding the estimation of natural gas 

consumption. Different methods have been used for 

natural gas consumption such as ARIMA [3,6,7], 

Neural Networks [6,7], Exponential Smoothing [8] 

and Holtz-Winter Method [8]. Moreover, artificial 

intelligence methods such as LASSO [9], Support 

Vector Regressor [9] is used for natural gas 

consumption prediction.     

The report uses monthly data from 2014 to 

2022 on natural gas usage from 28 different European 

nations. To analyze the data, the Symbolic Aggregate 

Approximation (SAX) approach is applied. Alphabet 

vectors for every nation are produced, and analyses 

are conducted using different numbers of segments 

and different alphabet sizes. Hierarchical clustering 

and the creation of dendrogram graphs require these 

alphabet vectors. Moreover, the elbow approach is 

employed to establish the proper number of clusters. 

Based on the number of clusters that are found, groups 

of nations are formed. Furthermore, the interpretation 

is based on the consumption patterns of the nation’s 

inside the identified clusters. 

 

2. Material and Method 

 

In this section, general structure of the data will be 

given. also, method information will be mentioned. 

 

2.1. Data 

 

In this data set, monthly natural gas consumption data 

of 28 countries between 2014 and 2022 are used. The 

unit of data is determined as million cubic meters 

[10]. 

 

2.1. Symbolic Aggregate Approximation (SAX) 

For time series clustering, the Symbolic Aggregate 

Approximation (SAX) approach is applied. The SAX 

method traditionally employs alphabetical symbols to 

represent and store time-series data. It is well-known 

for its ability to effectively represent high-

dimensional time series data while maintaining the 

characteristics of the original data points [11]. This 

discretization procedure is unique because it makes 

use of a representation that lies between the raw time 

series and the symbolic characters. Initially, the 

normalized data is converted into a Piecewise 

Aggregate Approximation (PAA) model, which is a 

discrete string representation [12-13]. 

The data transformation method known as 

Piecewise Aggregate Approximation (PAA) reduces 

the data's dimensionality. PAA divides the data into 

segments of equal length and creates an approximation 

of the original sequence that is piecewise-constant, 

presenting the average value of each segment [14]. The 

SAX approach is an extension of PAA that provides a 

symbolic representation of time data. To reduce 

dimensionality, the approach calculates segment PAA 

values, normalizes the time series using the Z-score, 

and replaces the segment mean value with a symbolic 

code. The code is derived from a preset table of 

discretization intervals with mean values. The table is 
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Table 1. Example of Monthly Consumption of Countries in 2022 

generated based on the observation that values for 

different types of normalized time-series segments 

follow a Gaussian distribution. To obtain the levels of 

discretization for the symbolic code, the Gaussian 

distribution of the PAA value is divided into 

equiprobable intervals. The number of symbols in the 

SAX alphabet for a given method instance is 

determined by the number of symbolic intervals [15]. 

Figure 1 shows an example of the SAX application. 

In this application, the number of segments is 9 and 

the alphabet size is 8 as SAX parameters. The blue 

line shows the normalized consumption data. The 

orange line shows the graph resulting from PAA. 

Since we reduced it to 9 data, it was created by taking 

the average of 12 consecutive months of natural gas 

consumption data. Finally, the PAA data was marked 

with the symbol of the value corresponding to the 

values divided into 8 equal parts of the Normal 

distribution and the Alphabet vector was created. The 

alphabet vector of each country is created according 

to the alphabet value corresponding to each "PAA" 

value. Hierarchical clustering is done according to the 

"Unicode" values of the letters in these vectors and 

dendrogram graphics are plotted. The combinations 

of the number of alphabets and the number of 

segments are directly proportional to the size of our 

data set, which is 108. The divisor numbers of the 

number 108 are determined as the number of 

segments, and the alphabet number is determined as 

all numbers between 4 to 10. Combinations between 

these two values can be selected as SAX parameters. 

In this study, 4 different combinations are considered 

such as “Alphabet Size=8 Number of Segment=12”, 

“Alphabet Size=6 Number of Segment=12”, 

“Alphabet Size=8 Number of Segment=27”, 

“Alphabet Size=6 Number of Segment=9”.   

COUNTRY 2022-01 2022-02 2022-03 2022-04 2022-05 2022-06 2022-07 2022-08 2022-09 2022-10 2022-11 2022-12 

Belgium 2,208 1,684 1,540 1,272 1,000 906 895 942 977 1,136 1,339 1,860 

Bulgaria 384 317 349 203 202 178 187 136 140 143 221 276 

Czechia 1,123 892 902 688 394 340 309 308 391 527 761 973 

Denmark 301 260 267 207 160 140 114 118 126 156 200 288 

Germany 12,108 9,884 9,444 6,967 4,325 3,491 3,679 3,018 4,261 5,039 7,101 9,942 

Estonia 60 50 45 31 21 15 11 13 16 19 30 43 

Ireland 518 403 464 461 428 416 443 445 397 380 415 519 

Greece 581 503 645 303 349 427 533 485 327 246 357 467 

Spain 3,741 3,098 3,047 2,403 2,329 2,607 2,779 2,538 2,525 2,507 2,507 2,525 

France 5,921 4,420 4,153 3,160 2,040 1,727 1,744 1,595 1,991 2,261 3,425 5,016 

Croatia 376 300 268 194 132 127 151 143 138 203 235 254 

Italy 9,733 7,672 7,970 5,268 4,199 4,232 4,443 3,810 4,034 4,235 5,578 7,372 

Latvia 137 103 98 61 41 19 18 41 38 27 102 158 

Lithuania 198 157 198 152 141 145 95 55 90 92 112 214 

Luxembourg 95 75 69 55 34 27 25 21 31 39 53 70 

Hungary 1,474 1,240 1,200 848 433 440 398 345 529 545 915 1,182 

Netherlands 4,492 3,601 3,423 2,818 2,223 2,040 1,848 1,743 1,822 2,208 2,759 4,015 

Austria 1,156 970 1,001 705 467 374 348 318 471 559 798 963 

Poland 2,390 2,071 2,076 1,798 1,332 1,148 1,103 989 1,050 1,357 1,895 2,230 

Portugal 536 450 485 415 453 489 503 479 461 449 475 377 

Romania 1,591 1,263 1,247 729 576 490 455 435 493 637 965 1,309 

Slovenia 116 93 96 72 53 48 46 42 48 56 79 91 

Slovakia 715 561 534 409 227 196 192 154 189 313 451 588 

Finland 179 150 162 96 103 94 85 101 75 69 78 89 

Sweden 102 82 60 55 50 37 53 54 43 55 54 82 

Norway 686 618 676 640 587 1,072 922 253 916 746 902 1,148 

North 

Macedonia 

37 40 45 7 4 3 13 23 32 5 34 33 

Türkiye 7,137 6,138 6,951 3,698 3,055 2,946 2,767 3,507 3,130 3,269 2,674 5,768 
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Figure 1. Example of PAA Application for Türkiye Monthly Consumption with Alphabet Size = 8                       

Number of Segment = 9 

 

3. Results and Discussion 

 

Dendrogram graphs are plotted for 4 different 

segment number and alphabet number combinations. 

Moreover, the "Elbow Method" is used to determine 

the ideal number of clusters. In Figure 2, the results 

of the elbow methods applied for Number of 

Segments 12 and 12, Alphabet Sizes 6 and 8 

respectively. Moreover, in Figure 3, the results of the 

elbow methods applied for Number of Segments 27 

and 9, Alphabet Sizes 8 and 6 respectively. According 

to these results, the appropriate cluster numbers are 

determined as 5, 4, 5, and 4, correspondingly. 

Dendrogram graphs are plotted (see figure 4 and 5) 

for the segment number and alphabet number 

combinations applied in the elbow method, and the 

elements in the clusters are determined according to 

these dendrograms. When the dendrogram graphs are 

analyzed, the clusters formed according to the number 

of clusters determined are stated in "Table 2". The 

results obtained for the case where "Number of 

Segment = 12" and "Alphabet Size = 8" are as 

follows. Ireland and Portugal are in the first cluster. 

Greece Spain and North Macedonia are clustered at 

the second group. While Denmark, Estonia, Latvia, 

Romania, Lithuania, Netherlands, Luxemburg, and 

Finland are grouped together, Türkiye, Sweden, 

Poland, Slovakia, Belgium, Italy, Hungary, Slovenia, 

Austria, Czechia, France, Croatia, Bulgaria, and 

Germany are assigned together. Norway has not acted 

in concert with any country. More details are given in 

the next chapter.  

 

 

 

  
(A) (B) 

 
Figure 2. Application of Elbow Method for Number of Segment = 12 Alphabet Size = 6 and 8 
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(A)   (B) 

 
Figure 3. Application of Elbow Method for Number of Segment = 27 and 9 Alphabet Size = 8 and 6 

 

                                          (A)                                                                                                   (B) 

Figure 4. Dendrograms for Number of Segment = 12 Alphabet Size = 8 and 6 

       

(A)                                                                                               (B)  

Figure 5. Dendrograms for Number of Segment = 27 and 9 & Alphabet Size = 8 and 6 
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Table 2. Country Clustering in Natural Gas Consumption: Applying the Elbow Method to Segment & Alphabet Analysis 

Cluster 

Number of 

Segment = 12 

Alphabet Size =8 

Number of    

Segment = 12 

Alphabet Size = 6 

Number of         

Segment = 27   

Alphabet Size = 8 

Number of            

Segment = 9        

Alphabet Size =6 

1 Ireland, Portugal 

Ireland, Portugal, 

Greece, Spain, N. 

Macedonia 

Greece, Ireland, Spain, 

N. Macedonia, Portugal 

Sweden, Poland, Croatia, 

Belgium, Hungary, 

Austria, Slovenia, 

Netherlands, Italy, 

Bulgaria, France, 

Germany, Czechia, 

Slovakia 

2 
Greece Spain, N. 

Macedonia 

Denmark, Lithuania, 

Luxemburg, Finland 
Portugal Türkiye, Norway 

3 

Denmark, Estonia, 

Latvia, Romania, 

Lithuania, 

Netherlands, 

Luxemburg, 

Finland 

Norway Norway 

Estonia, Denmark, Latvia, 

Romania, Lithuania, 

Finland, Luxemburg, 

4 Norway 

Netherlands, Latvia, 

Estonia, Czechia, 

France, Sweden, 

Croatia, Poland, 

Türkiye, Germany, 

Austria, Bulgaria, 

Romania, Slovakia, 

Belgium, Slovenia, 

Italy, Hungary 

France, Belgium, 

Czechia, Slovakia, 

Romania, Slovenia, 

Hungary, Italy, Austria, 

Germany, Poland, 

Croatia, Türkiye, 

Bulgaria, Sweden 

N. Macedonia, Spain, 

Greece, Portugal, Ireland 

5 

Türkiye, Sweden, 

Poland, Slovakia, 

Belgium, Italy, 

Hungary, Slovenia, 

Austria, Czechia, 

France, Croatia, 

Bulgaria, Germany 

- 

Netherlands, Lithuania, 

Finland, Estonia, 

Denmark, Luxemburg, 

Latvia 

- 

 

4. Conclusion and Suggestions 

 

Natural gas could be an essential resource for 

countries around the world. As countries' policies 

regarding carbon footprint increase, natural gas usage 

may also increase. In this study, "Symbolic Aggregate 

Approximation" method is used for made to cluster 

the natural gas consumption trends of 28 countries. 

The tests are made on 4 different SAX combinations 

and countries are tried to be clustered according to the 

results of the "Elbow method". When the results are 

analyzed, the consumption trends of the countries 

might be in 4 groups. Norway can be considered as 

cluster 1. This country tends to act alone in different 

tests. The reason for this may be that it has a 

significantly different natural gas consumption 

pattern than other countries. The fact that Norway 

ranks 2nd in Europe [10] in natural gas production 

and uses these resources efficiently may be another 

indicator that affects this. The second cluster can be 

considered as Southern European countries and these 

can be considered as the "Portugal, Greece, Spain, N. 

Macedonia" cluster. Warm climatic conditions can 

reduce natural gas consumption, especially in 

countries such as Spain and Greece. The impact of the 

tourism sector may be significant in these countries. 

Economic growth and energy efficiency policies can 

influence consumption trends. Furthermore, the 

reason why countries such as "Ireland" and "Portugal" 

act together in some tests may be that both countries 

have small populations, and their energy demands are 

generally lower. The 3rd cluster can be considered as 

the cluster of Northern European countries such as 

Denmark, Estonia, Latvia, Romania, Lithuania, 

Netherlands, Luxemburg, Finland. Northern 

European countries may have cold climates, so 

heating needs may be higher. Economic growth and 

industrial activities can also affect natural gas 
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demands. The last group can be Türkiye, Sweden, 

Poland, Slovakia, Belgium, Italy, Hungary, Slovenia, 

Austria, Czechia, France, Croatia, Bulgaria, 

Germany. The countries that make up this cluster 

generally have large economies and diverse climatic 

conditions. The level of industrialization, economic 

growth and population density can affect natural gas 

demands. Factors such as energy policies, energy 

security and foreign dependency may also shape this 

cluster. Given the fact that energy is produced with 

scarce resources, especially non-renewable ones, 

accurate forecasting allows planning for the required 

amount of energy production. 

For the future research papers, this study also 

shows that the SAX method can be applied for 

different data sets. A comparative study can also be 

carried out with different forecasting time series 

methods. 
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Abstract 

White Blood Cells are the primary blood cells that come from the bone marrow and 

are essential for constructing our body's defense system. Leukopenia is a disorder 

where the body's capacity to fight off infections is compromised due to a low white 

blood cell count. White blood cell counting is a specialty procedure that is usually 

carried out by experts and radiologists. Thanks to recent advances, image processing 

techniques are frequently used in biological systems to identify a wide spectrum of 

illnesses. In this work, image processing techniques were applied to enhance the 

white blood cell deep learning models' classification accuracy. To expedite the 

classification process, Convolutional Neural Network models were combined with 

Ridge feature selection and Maximal Information Coefficient techniques. These 

tactics successfully determined the most important characteristics. The selected 

feature set was then applied to the classification procedure. ResNet-50, VGG19, and 

our suggested model were used as feature extractors in this study. The categorizing 

of white blood cells was completed with an amazing 98.27% success rate. Results 

from the experiments demonstrated a considerable improvement in classification 

accuracy using the proposed Convolutional Neural Network model. 

 

 
1. Introduction 

 

White Blood Cells (WBCs) are essential components 

within the circulatory system of humans [1], playing 

a crucial role in immune defense against bacteria, 

viruses, and microbes [2]. WBCs counts in people 

usually fall between 4000 and 10,000. These counts 

can act as markers for different diseases or show signs 

of abnormalities such as persistent infections, sudden 

weight loss, weakness, and exhaustion. In these 

situations, early diagnosis becomes crucial [3]. WBCs 

are classified as Eosinophil, Lymphocyte, Monocyte, 

and Neutrophil in microscopic pictures for expert 

evaluation, as shown in Figure 1. This is a common 

way of clinical diagnosis. WBCs types can be 

identified with the use of microscopic imaging, albeit 

the process is highly dependent on the skill of the 

experts. This work highlights the critical relevance of 

feature selection in the quick and precise 
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identification of WBCs types utilizing a suggested 

method with microscopic pictures. Feature selection 

techniques support an intersection approach in sets, 

which optimizes sets generated by deep learning 

models. 

The accurate and rapid classification of 

WBCs is pivotal in disease diagnosis and 

management, and the use of Convolutional Neural 

Networks (CNNs) based methods is recommended. 

While CNNs offer high accuracy, enhancing success 

involves developing deep features at various levels of 

CNN architecture. Therefore, combining feature 

selection methods can boost accuracy by providing 

more distinguishing features in a lower-dimensional 

space. This article introduces and evaluates such a 

combination, with specific goals such as assessing 

feature selection combinations, comparing them with 

simple feature combinations, and predicting the 

number of selected best features. 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1401294
https://orcid.org/0000-0002-0181-3658
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CNN models that have already been trained 

are now widely used as an effective method for 

differentiating distinct WBC kinds. CNNs were 

trained to perform this new task using transfer 

learning techniques. Fully automated systems were 

utilized in this manner. In this work, we concentrate 

on deep characteristics that are taken from various 

CNN architecture layers. A variety of feature 

selection techniques were used to extract the most 

pertinent information from two distinct pre-trained 

CNN models. We used pre-trained ResNet-50 and 

VGG19 models for transfer learning. The outcome is 

a totally automatic, reliable, and very accurate model 

for WBC classification. 

The organization of the paper is as follows: Section 2 

presents a literature review on WBCs studies, Section 

3 introduces the data set and methods, Section 4 

reports the experimental results and Section 5 

concludes. 

 

2. Literature Review 

 

This section provides a summary of the literature on 

MDG classification, taking into account the dataset, 

methods and performance measures. There are many 

approaches to classify the WBC type in the literature. 

The most popular of these approaches are Machine 

Learning (ML), Fuzzy Logic, or a combination of all 

of them. Singh et al. proposed a CNN model for MDD 

classification [21]. We provide a thorough overview 

of the literature on WBCs categorization in this part, 

taking into account various datasets, approaches, and 

performance indicators. Using deep learning models, 

segmentation, pattern identification, form 

recognition, picture rotation methods, and feature 

extraction, Abbas et al. classified white blood cells 

data into three primary groups and seven sub-classes. 

Geometric Active Contours (GACs), level set 

approaches, edge and boundary detection, and 

thresholding techniques were all used in the 

segmentation process [4-5]. Zhao et al. demonstrated 

an automated recognition and classification method 

using microscopic images that determines the types of 

white blood cells by utilizing the correlation between 

RGB and intermediate colors. Granularity features, 

specifically binary rotation-invariant local binary 

patterns, were utilized with the Support Vector 

Machines (SVMs) classifier for certain WBCs types, 

while the CNN model and Random Forest (RF) were 

employed for others, resulting in a classification 

accuracy of 92.6% [6-7]. Habibzadeh et al.'s 

classification of white blood cells data consisted of 

three steps: preprocessing computations, a 

classification technique, and white blood cell 

identification utilizing hierarchical topological 

property subtraction using Inception and ResNet 

architectures.  Kurniadi et al. employed k-Nearest 

Neighbors (kNN) and XGBoost for classification, and 

the VGG16 model in conjunction with Local Binary 

Pattern (LBP) for property subtraction. 92.93% of 

reclassifications using test data and 90.16% of 

reclassifications utilizing data augmentation were 

successful [8–12]. 

Ma et al. created a classifier by combining 

ResNet and DC-GAN to increase the accuracy [22]. 

The CNN model was trained using two hundred 

iterations. In a study applying CNN to classify white 

blood cells, Şengür et al. proposed a BCC 

classification approach in which the "First Region of 

Interest" (ROI) is extracted from blood cell images in 

HSV space and then feature extraction is performed 

using ResNet50 [23]. In this study, feature extraction 

was performed using the Principal Component 

Analysis (PCA) method and classification was 

performed using the UKSB classifier. With this 

approach, an accuracy of 85.7% was achieved. Using 

the same dataset, Patil et al. used the Canonical 

Correlation Analysis (CCA) method to improve the 

accuracy [24, 25]. In this study, CNN models were 

combined to enrich the understanding of image 

content. Çınar et al., in a study, proposed a DL-based 

Hybrid CNN model for the classification of WBCs. 

The proposed model is based on pre-trained Alexnet 

and Googlenet architectures. The feature vector in the 

final pooling layer of both CNN architectures is 

combined and the resulting feature vector is classified 

by a Support Vector Machine [26]. In addition, 

Girdhar et al. proposed a CNN approach that is said 

to be able to classify the BKH type with much fewer 

iterations than other approaches [27]. Yu et al. used 

ResNet50, Inception V3, VGG16, VGG19, Xception 

software for MDD classification in their study and 

stated that the highest value with an accuracy rate of 

88.5% among other classification methods was 

obtained with the CNN method [28]. Macawile et al. 

used the CNN techniques GoogleNet, Alexnet and 

ResNet-101 for MDD classification and obtained an 

average accuracy of 96.63% [29]. Zhao et al. 

presented an automatic detection and classification 

method for MDR data [30]. In the study, microscope 

images were examined and WBC types were 

identified by linking red, green, blue (RGB) and their 

intermediate colors. CNN model was used to generate 

features and the classification accuracy was limited to 

92.6%. Razzak et al. performed segmentation and 

classification using the MDD dataset and used the 

Extreme Machine Learning (EML) method [30] in 

combination with CNN in the classification step [31]. 

The segmented cell images are masked before the 

feature extraction phase. Features were then extracted 

from each segmented cell and classification was 

performed with a 95.1% success rate. Hegde et al. 
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used both traditional image classification and CNN in 

their study and compared the results of these two 

approaches [32]. Although the results obtained were 

similar, it was stated that the traditional method relies 

heavily on segmentation and feature extraction, 
while CNN does not depend on these parameters. 

However, it was also mentioned that the CNN 

approach requires a large amount of labeled data and 

traditional image processing does not have such 

requirements. Considering the related studies, pre-

trained CNN models have been shown to be a useful 

tool for differentiating different types of WBCs. 

While some studies relied on handcrafted 

features, which can be labor-intensive, CNN-based 

approaches leveraged pretrained models for 

distinguishing WBCs types. Transfer learning 

techniques adapted CNNs to new tasks, resulting in 

fully automatic systems. However, this study 

emphasizes the extraction of deep features from 

various CNN architecture levels. The most pertinent 

characteristics were obtained from three pretrained 

CNN models, which were chosen using a variety of 

feature selection techniques.  

3. Material and Method 

 

3.1. WBCs Dataset  

 

This work made use of a dataset that was freely 

accessible and was separated into four different 

categories: neutrophil, lymphocyte, monocyte, and 

eosinophil. The dataset is available as open access on 

kaggle 

(https://www.kaggle.com/datasets/paultimothymoon

ey/blood-cells) [20]. The images in the dataset have 

been labelled by the experts who created the dataset. 

For a total of 12,435 photos, the WBCs dataset 

includes 3,120 images of neutrophils, 3,102 images of 

lymphocytes, 3,091 images of monocytes, and 3,120 

images of eosinophils. Every image is saved in JPEG 

format, with 320 × 240 pixels of resolution and 24 bits 

of depth. All samples in the dataset underwent 

examination and labeling by experienced experts. To 

ensure efficiency in the study, an equal number of 

data samples, totaling 12,364 images, were 

maintained for each class, with 3,091 images from 

each category. In cases where a class had more than 

3,091 images, image election was performed 

randomly. Additionally, the dataset was divided into 

training and test sets, with proportions of 70% for 

training and 30% for testing. This division aimed to 

facilitate the estimation of the proposed approach's 

performance on unseen data. 

 

Figure 1. White Blood Cells Types [20] 

 

3.2. Convolutional Neural Network Models 

Convolutional Neural Networks (CNNs) stand out as 

powerful deep learning models, particularly 

successful in domains like image recognition. They 

are a specialized type of artificial neural network 

designed for feature identification and learning within 

data. What distinguishes CNNs from traditional 

neural networks is the inclusion of convolutional 

layers, which diminish the sensitivity of features to 

alterations like scale, translation, and rotation. Figure 

2 illustrates the CNN model. 

Key components of CNNs include: 

- Convolutional Layers: These layers execute 

convolution operations on input data using filters 

(kernels), extracting feature maps. 

- Pooling Layers: Utilized to shrink the size of feature 

maps while retaining salient features. Max pooling is 

a common method of choice. 

- Fully Connected Layers: Responsible for generating 

the CNN's output, often applied in tasks such as 

classification or regression. 

CNNs find extensive application, especially in realms 

like image recognition, object detection, and facial 

recognition. Notably, pre-trained networks can be 

https://www.kaggle.com/datasets/paultimothymooney/blood-cells
https://www.kaggle.com/datasets/paultimothymooney/blood-cells
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repurposed effectively in various tasks through 

transfer learning. 

 
Figure 2. CNNs model. 

 

3.3. VGG19 

VGG19, a CNN improved by the Visual Geometry 

Group (VGG) at the University of Oxford, holds a 

prominent place in the realm of CNNs. As part of the 

VGG family, it has demonstrated significant success 

in various applications. VGG19, specifically, is a 

deep CNN composed of a total of 19 layers, featuring 

a distinctive architecture with key characteristics: 

- Layer Structure: VGG19 comprises 16 

convolutional layers and 3 fully connected layers, 

summing up to a total of 19 layers. 

- Convolution and Pooling: Between convolutional 

layers, 3x3-sized filters and sequential max pooling 

are employed. This design enhances the network's 

depth and augments its capability for feature 

extraction. 

- Fully Connected Layers: Post the convolutional 

layers, fully connected layers are used for the 

classification process, making VGG19 well-suited for 

classification tasks. 

- Activation Functions: VGG19 typically utilizes 

ReLU (Rectified Linear Unit) activation functions, 

contributing to its overall performance. 

- Total Number of Parameters: VGG19 is 

characterized by a large model size, indicated by a 

high total number of parameters. This underscores the 

necessity for training on substantial datasets. 

VGG19 has earned recognition for its exceptional 

performance on the ImageNet dataset and has 

excelled in the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC). Furthermore, its 

efficacy extends to transfer learning applications, 

where pre-trained networks can be leveraged for 

diverse tasks. 

3.4. ResNet-50 

Microsoft Research created the deep learning model 

ResNet-50. ResNet presents "residual learning" as a 

way to make deep neural network training easier. This 

model is designed to address challenges encountered 

when training large and deep neural networks. Key 

features of ResNet-50 include: 

- Residual Blocks: ResNet incorporates residual 

blocks, which differ from traditional CNNs. These 

blocks enable "residual" learning by adding the unit's 

output to its input, facilitating training and reducing 

the issue of gradient vanishing. 

- First Layer: ResNet-50 includes a convolutional 

layer to reduce the dimension of input data. 

- Layer Structure: ResNet-50 consists of a total of 50 

layers, including convolutional layers, residual 

blocks, and fully connected layers. 

- Global Average Pooling: ResNet models often use 

global average pooling to reduce the feature map's 

size from the last convolutional layer. This can help 

the network learn more general and scalable features. 

- Activation Functions: ReLU activation functions are 

commonly used. 
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- Total Number of Parameters: ResNet-50 is a large 

model with millions of parameters. 

ResNet-50 has achieved significant success in the 

ImageNet dataset's ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC). It is commonly 

used in transfer learning applications, allowing the 

utilization of a pre-trained network for various tasks. 

ResNet-50 has a deep network structure with the 

incorporation of residual connections, effectively 

addressing the challenges of backpropagation in deep 

architectures. 

3.5. Classifier using Quadratic Discriminant 

Analysis 

Due to its ability to complete both jobs 

simultaneously, Linear Discriminant Analysis 

(LDA) is a popular option. Discriminant analysis is 

important for both classification and dimensionality 

reduction. On the other hand, Quadratic Discriminant 

Analysis (QDA) offers the advantage of nonlinear 

data analysis. By optimizing the shared probability 

value across classes, QDA is a machine learning 

technique that generates a unique covariance matrix 

for every class. However, it does not serve as a 

dimensionality reduction technique. Equations play a 

pivotal role in the classification process of QDA [13]. 

'k' stands for a class in these calculations, while ∑ k 

indicates the total number of classes. πk modifies the 

prevalence ratio of observations unique to each class 

'k'. The equations use the observation 'x,' and QDA is 

used to determine the probability that 'x' is a member 

of class 'k'. Equation (1) is used to calculate new 

points using QDA using either the discriminant 

function or the number of posterior probabilities (δx). 

The top portion of the matrix and the covariance 

matrix diagonal are taken into account since each 

class's covariance matrix is computed separately via 

QDA. Where µk denotes a class-specific mean vector. 

'p' is the input parameter for the p class prediction, and 

the number of QDA parameters is quadratic in p [14]. 

Together, these formulas strengthen QDA's ability to 

handle intricate data structures and perform accurate 

categorization.     

In this study, the reason for using the QDA 

classifier is that it yields more successful results 

compared to other classifiers.                                  

 

3.6. Feature Selection Method 

Methods for choosing features are essential in the 

field of machine learning because they help create a 

subset of more distinguishing characteristics while 

lowering processing costs and improving 

classification accuracy. These techniques are 

essentially made to reduce the number of dimensions 

in the data, which enhances the functionality of 

machine learning models. Using a feature selection 

strategy yields a new set of features, F', and a lower 

dimensionality, S', if the property extracted from the 

dataset are represented as F and the dimensionality 

is indicated as S, for example. The main goal is to 

have F' < F and S' < S. As a result, property election 

is frequently used to improve machine learning 

algorithms' efficacy and simplify data. 

The Maximum Information Coefficient 

(MIC) is the first. MIC looks for correlations 

between different variables in big datasets. A 

statistical metric used to assess the relationship 

between two variables is called mutual 

information. It assesses the probability of two 

variables occurring together, considering both 

linear and nonlinear relationships. The method 

selects variables with the maximum information 

content. The variables in Equation (2) are indicated 

by the parameters X and Y. In order to minimize 

any irregularities (entropy) between variables, 

normalization is carried out by dividing by the 

largest value within that set if the paired variables 

in the dataset disagree, as shown in Equation (3). 

These steps collectively contribute to the 

effectiveness of the MIC method in selecting 

informative features for improved machine 

learning outcomes. 

𝐻(𝑋𝑏) = 𝐻(𝑌𝑏) = 𝐻(𝑋𝑏 , 𝑌𝑏)  (2)                                                 

𝐼(𝑋; 𝑌) = 𝐻(𝑋) + 𝐻(𝑌) − 𝐻(𝑋, 𝑌) (3)                                                 

A statistical technique for examining data 

based on multivariate cause-and-effect relationships 

is ridge regression. This method is advised as it can 

yield variance rates that are lower than those 

obtained by the Least Squares Approach. Ridge 

regression masks any problems by decreasing the 

size of the regression coordinates. That's the reason 

it works so well. Equation (4) contains the ridge 

regression formula. The constant variable "z" in this 

equation has values ranging from 0 to 1. Equation (4) 

uses the parameter 'I', the unit matrix, to represent the 

identity matrix. Furthermore, each feature in the 

dataset has plane coordinates that correlate to the 

𝛿𝑥 = −
1

2
log |∑ 𝑘| −

1

2
(𝑥 − 𝜇𝑘)𝑇 ∑(𝑥 − 𝜇𝑘) + log 𝜋𝑘

−1

𝑘

  
(1)                                                 
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parameter’s "X" and "Y". Ridge regression is 

particularly useful in scenarios where the least 

squares method may encounter issues such as 

multicollinearity, providing a more robust approach 

to regression analysis. 

Ridge = (X𝑋𝐼 + zI)−1X𝐼Y     (4)                                                 

Where, represents the Ridge regression 

coefficient vector, 'X' is the matrix of input features, 

'Y' is the output vector, 'I' is the identity matrix, and 

'z' is the regularization parameter. The use of Ridge 

regression is especially advantageous when dealing 

with datasets that exhibit multicollinearity, 

enhancing the stability and performance of the 

regression analysis. The objective was to compare 

these two strategies' efficacy with three other feature 

selection methods, namely F Regression, Recursive 

Feature Elimination (RFE), and Linear Regression. 

The objective was to determine which two of these 

five feature selection techniques performed the best. 

The BKH dataset was subjected to experimental 

investigations, which demonstrated that the MIC and 

Ridge Regression techniques performed better than 

the other feature selection algorithms. The reference 

section contains the source code for various feature 

selection techniques. Efficient features were 

extracted by applying separate applications of MIC 

and Ridge Regression to the merged feature sets. 

This strategy leveraged the agreement between the 

best-performing MIC and Ridge Regression 

techniques to improve the robustness and 

dependability of the chosen features. 

4. Proposed Method 

The proposed method comprises three main steps, as 

outlined below: 

1. Feature Extraction using CNN Models: 

 - In the initial step, CNN models VGG19 and 

ResNet-50 are employed as property extractors. 

 - Features obtained from the layers of CNN models 

are combined, creating a comprehensive feature set. 

2. Ridge Regression and MIC-Based Feature 

Selection: 

The use of feature selection techniques, particularly 

Ridge Regression and MIC, is done in the second 

stage. The most illuminating aspects from the 

combined feature set are chosen and kept using these 

techniques. 

3. Combination of Classification and Feature 

Selection Techniques: - A variety of feature selection 

techniques are used in the third phase. 

 - This combined feature set uses the intersecting 

features that were chosen using the Ridge Regression 

and MIC techniques. 

- The selected features are then classified using the 

QDA. 

The overall design and flow of the proposed 

approach are visualized in Figure 3, illustrating how 

the CNN models, feature selection methods, and 

classification steps are intricately connected to 

achieve an effective and robust solution. We trained 

VGG19 and ResNet-50 with transfer learning and 

combined the results with our proposed model. Table 

1 shows the hyperparameters of the VGG19 and 

ResNet-50 models. ReLU was used as the activation 

function and Adam as the optimiser in the models. 

Table 1. VGG19 and ResNet-50 model hyperparameters 

Hyperparameters Value 

Activation ReLU 

Optimizer Adam 

Loss categorical_crossentropy 

Pooling max 

Learning_Rate 0,01 

Epochs 50 

Batch_Size 32 

Dropout 0,2 
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Figure 3. Model design of the proposed model 

The images used to validate the proposed 

approach were obtained from an openly accessible 

dataset. The dataset was randomly divided for 

training, with 80% of the data used for training and 

20% for test samples from each class. Additionally, 

the training dataset (randomly selected) was further 

divided into 90% for training and 10% for training 

validation purposes. Randomly selected cell samples 

from the dataset are provided in Figure 4. 

The proposed approach unfolds in three key 

stages: data preprocessing, feature extraction, and 

classification. These stages are visually depicted in 

Table 2. For a more detailed overview and 

understanding of the proposed approach, the block 

diagram is provided in Figure 5. This diagram 

illustrates the interconnected flow of processes, 

emphasizing the progression from data 

preprocessing through feature extraction to the final 

classification step. The block diagram serves as a 

comprehensive visual representation of the 

methodology, aiding in the comprehension of the 

overall approach and its sequential execution of 

essential tasks. 
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Figure 4. Dataset [20] 

Table 2. Details of the proposed method 

Layer Output Shape Parameter 

Conv2d (Conv2D) (None, 118, 118, 64) 1792 

Max_pooling2d 

(Maxpooling2D) 

(None, 59, 59, 64) 0 

Dropout (Dropout) (None, 59, 59, 64) 0 

Conv2d_1 (Conv2D) (None, 57, 57, 128) 73856 

Max_pooling2d_1 

(Maxpooling2D) 

(None, 28, 28, 128) 0 

Dropout_1 (Dropout) (None, 28, 28, 128) 0 

Conv2d_2 (Conv2D) (None, 26, 26, 256) 295168 

Max_pooling2d_2 

(Maxpooling2D) 

(None, 13, 13, 256) 0 

Dropout_2 (Dropout) (None, 13, 13, 256) 0 

Flatten (Flatten) (None, 43264) 0 

Dense (Dense) (None, 1024) 44303360 

Dropout_3 (Dropout) (None, 1024) 0 

Dense_1 (Dense) (None, 4) 4100 

Total parameters:                 44678276 (170.43 MB) 

Trainable parameters:          44678276 (170.43 MB) 

Non-trainable parameters:   None 
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Figure 5. Flow diagram of the proposed method 

5. Experimental Results 

In this section, the outcomes derived from the 

materials and methods outlined in the preceding 

section are presented.  

Important measures, such as sensitivity, specificity, 

F1-score, and accuracy, are used to assess the 

proposed model. The parameters true positive (TP), 

true negative (TN), false positive (FP), and false 

negative (FN) are the foundation of these measures. 

The parameters in these equations are defined as 

follows: 

- True Positive (TP): Instances that the model 

accurately classified as positive. 

- True Negative (TN): Examples that the model 

accurately classified as negative. 

- False Positive (FP): Cases that the model 

mistakenly classified as positive. 

- False Negative (FN): Examples that the model 

misinterpreted as negative. 

These metrics provide a comprehensive 

evaluation of the model's performance, considering 

both positive and negative classifications. The F1-

score strikes a compromise between precision and 

recall, while sensitivity and specificity provide 

information about the model's capacity to properly 

detect positive and negative examples, respectively. 

The accuracy measure offers a general evaluation of 

how accurate the model's predictions are. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

(9)                                                 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑁

(𝑇𝑃 + 𝐹𝑁)
 

(10)                                                 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
 

(11)                                                 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃 + 𝐹𝑃)
 

(12) 

𝐹1 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)
 

(13)                                                 

In this step, considering the classification 

performance metrics (sensitivity, precision, etc.), the 

overall accuracy rate is 98.27%. The proposed 

confusion matrix is presented in Figure 6, and the 

performance curve graph is provided in Figure 7. 

Additionally, intersecting features have been 

extracted using feature selection methods. This 

indicates the selection of more intersecting features. 

The model's ability to classify blood cells is shown 

in Figure 8. 
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Figure 6. Confusion matrix of the proposed model 

Figure 7. Performance graph of the proposed model 



E. Aslan, Y. Özüpak / BEU Fen Bilimleri Dergisi 13 (1), 314-326, 2024 

324 
 

 

Figure 8. Categorization capability of the model 

According to the data presented in Table 3, 

our developed method can determine the features of 

the input image by following an adaptive learning 

process. This enables effective classification without 

being tightly dependent on cell segmentation or 

feature design. Traditional methods are known to 

often cause imbalance issues, which can hinder the 

classifier from accurately predicting cell 

abnormalities. Our method can effectively address 

this imbalance issue. Additionally, our model, when 

compared to classical neural network models like 

ResNet-50 and VGG-19, appears to fully utilize the 

spatial and temporal information of image features. 

In conclusion, our new method may have significant 

application potential in the classification of blood 

cell images. Overall, our study, with its proposed 

approach and sufficient image count in the dataset, 

provides reliable results, being both innovative and 

trustworthy. 

Table 3. Comparison of the results of the model with the results in the literature. 

Study Methods Classification Accuracy (%) 

Kumar et al. [17] Multi SVM 75.88 

Sedat et al. [18] Principal Component Analysis 95.79 

Li et al. [19] Dual-ThresholdMethod 91.20 

Proposed Model ResNet-50, VGG19, QDA 98.27 

 

6. Conclusion 

In this study evaluated the efficacy of a variety of 

feature selection methods for the categorization of 

Eosinophils, Lymphocytes, Monocytes, and 

Neutrophils utilizing Eosinophil-Specific 

Antibodies. The suggested method combines 

features taken from ResNet-50, VGG19's 1000-

feature layers, and a specially created model. Ridge 

and MIC property election approaches were used to 

the merged feature collection. The classification 

results were notably improved by the intersecting 

features that were obtained from the MIC and Ridge 

approaches, indicating the additional benefit of 

integrating feature selection techniques. Using the 

Quadratic Discriminant Analysis (QDA) approach, 

the experimental findings demonstrated a remarkable 

overall accuracy rate of 98.27% for CNN 

classification. With 97.48% accuracy for Eosinophil, 

99.58% for Lymphocyte, 99.05% for Monocyte, and 

96.96% for Neutrophil, the CNN kinds' accuracy 

results were particular and impressive. This 

demonstrates the model's consistent performance in 

a range of cell types. Preprocessing procedures are 

expected to be added to the suggested technique for 

future research. With this evolution, the model's 

performance is intended to be further optimized, 
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which may help in the development of high-

performance computer-aided systems for future 

medical imaging jobs. The work establishes the 

groundwork for future developments in automated 

cell categorization, especially with regard to image 

analysis and medical diagnostics. 
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Abstract 

The study investigated the shielding properties of Bi2O3-SiO2-B2O3 glass powders 

with varying Bi2O3 levels (45-60 mass%) against ionizing radiation using GAMOS 

(version 6.2). The simulation geometry produced by GAMOS was validated by 

comparing the results to conventional XCOM data for mass attenuation coefficients 

of glass particles. The Monte Carlo simulations were used to score photons that 

traveled in an absorber within the energy range of 0.01 MeV to 20 MeV, depending 

on the parameter under study. The simulation model involved a monoenergetic point 

source producing a pencil beam, absorber, and detector. We have calculated the mass 

attenuation coefficient (MAC), Half-value layer (HVL), Tenth-value layer (TVL), 

and Mean Free Path (MFP). The greatest linear attenuation coefficients in the whole 

energy range are related to 60Bi and the lowest were to 45Bi. The obtained results 

were compared, and these results are in good agreement with the obtained values 

from the XCOM program. 
 

 
1. Introduction 

 

The use of radiation in nuclear technology, medicine, 

agriculture, and industry has become widespread. As 

a result, the significance of radiation protection and 

research on protective materials has increased. To 

minimize potential radiation exposure, the ALARA 

principle is applied along with three main rules: time, 

distance, and shielding. Time and distance are 

manageable parameters for individuals.  However, 

providing maximum protection from radiation 

requires investigating various types of materials, 

compounds, and mixtures for radiation shielding. The 

literature contains various theoretical, experimental 

[1]-[10], and simulation evaluations [11]-[23] 

investigations on shielding materials.  

To determine the amount of shielding 

necessary for a specific target environment, it is 

necessary to consider the attenuation features of 

radiation. An absorber’s mass attenuation coefficient 

(MAC) (μ/ρ) indicates the likelihood of a photon 
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undergoing scatter or absorption interactions per unit 

distance and unit density of the material.  This 

information is useful in estimating the thickness of a 

material needed to shield a known type and energy of 

an ionizing photon beam [24], [25]. The attenuation 

of material is determined using the transmission 

method, which follows the Lambert-Beer law. This 

law is formulated as in Equation 1; 

𝜇

𝜌
= (−

1

𝑥𝜌
) ln (

𝐼(𝑥)

𝐼0
)                         (1) 

Where I0 and Ix denote the initial and reduced photon 

intensity, respectively. The variable x denotes the 

magnitude of the attenuator material’s thickness.  

The choice of shielding method primarily 

relies on the radiation energy and charge 

characteristics of the shielding materials. The choice 

of shielding material is contingent upon several 

factors, such as the nature of the radiation, system 

specifications, resilience to radiation-induced harm, 
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economic circumstances, and mechanical 

characteristics [26]. Low-melting glass is a common 

binder phase in advanced electronics technology due 

to its low sealing temperature, heat resistance, and air 

tightness [27], [28]. PbO-based glasses are 

particularly popular due to their low glass transition 

temperature and excellent thermal and electrical 

properties [29]. Due to the negative effects of lead on 

health and the environment, many research projects 

are evaluating lead-free high-density glasses.  Several 

studies on ternary Bi2O3-containing glass have been 

undertaken [30]-[33]. 

The purpose of this study is to compute the 

gamma-ray shielding parameters of Bi2O3-SiO2-

B2O3-ZnO-Al2O3 glasses. with different Bi2O3 

contents are calculated utilizing the GAMOS 

simulation tool. The computations use Monte Carlo 

simulations for a wide range of photon energies, and 

the examined values are compared to XCOM results. 

 

2. Material and Method 

In problems involving the transport of photons, a 

Monte Carlo code uses interaction cross sections, 

along with the geometrical and material descriptions 

of the medium, to compute estimates of dosimetric 

quantities such as flux and dose [34], [35]. 

The investigation utilized the Monte Carlo 

software package GAMOS 6.2 to model the geometry 

of the source, absorber, and detector.  GAMOS is a 

CERN-developed derivative of Geant4 commonly 

used by medical physicists for investigating ionizing 

radiation sources in diagnostic or therapeutic contexts 

[36]. For each sample, representing a separate 

simulation, photon energies ranging from 0.01 MeV 

to 20 MeV were studied. All Monte Carlo runs were 

performed using 106 particle histories/tracks, 

resulting in statistical errors below 0.1%. The 

simulations did not utilize any variance reduction 

technique.  As seen in figure 1, the simulations 

involved a mono-energetic photon beam emitted from 

a pencil beam photon source. The beam was directed 

towards a disk shape absorber positioned 50 cm away 

from the source. To prevent any photon interactions 

with materials other than the sample, all irradiation 

geometry components were enclosed within a 

vacuum sphere with a radius of 100 cm. 

 

 

Figure 1. GAMOS Simulation geometry obtained with 

Paraview. 

 

This work investigates the gamma shielding 

capabilities of four glasses with varying fractions of 

Bi2O3, which are significant in radiation protection. 

Table 1 shows the compositions and densities of each 

sample.  

 
Table 1. Compositions of the Bi2O3-SiO2-B2O3-ZnO-Al2O3 glasses (mass%). 

Sample 

 

ρ (g/cm3) Bi2O3 SiO2 B2O3 ZnO Al2O3 

45Bi 5.82 45 10 35 7 3 

50Bi 5.93 50 10 30 7 3 

55Bi 6.16 55 10 25 7 3 

60Bi 6.32 60 10 20 7 3 

 

3. Results and Discussion 

 

Four glass samples were performed MAC Monte 

Carlo tests. The simulations were conducted at 

twenty-eight different photon intensities, ranging 

from 0.01 MeV to 20 MeV. The values obtained from 

the Monte Carlo simulations were inputted into 

Equation (1) to produce GAMOS code results, which 

are presented in Table 2.  

We calculated the LAC for each sample at 

different energies, ranging from 0.01 MeV to 20 

MeV, using the GAMOS code and XCOM. The 

results obtained from both codes were in good 

agreement with each other.  

Figure 2 shows that 60Bi has the highest LAC 

across the entire energy range, while 45Bi has the 

lowest. Increasing the amount of Bi2O3 in the material 

increases its density and therefore its linear 

attenuation coefficient. 

The MAC provides information about the 

material's performance based on its elemental 

makeup, regardless of its density. Figure 3 illustrates 

the variation in μ/ρ values in the 0.01-20 MeV energy 

range.  
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Figure 2.  LAC (cm-1) in terms of photon energy for glasses. 

 

 

 
Figure 3. MAC (cm2/g) in terms of photon energy for glasses (GAMOS and XCOM). 

 

 

Figure 4. MFP (cm) in terms of photon energy for glasses. 
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The MFP is an important parameter for 

evaluating photon shielding characteristics. It refers 

to the distance that a particle travels between two 

consecutive collisions, which affects the direction, 

energy, and other properties of the particle.  The MFP 

is calculated using Equation 2 and is determined by 

the photon energy, as shown in Figure 4. Increasing 

the gamma photon energy escalates the MFP of the 

material. The changes are shown in the energy range 

of 0.01-20 MeV. At lower energies of 1 MeV, the 

mean free path (MFP) increases modestly with slope, 

but at higher energies the slope increases more. The 

MFP moves relatively smoothly between 0.1 and 1 

MeV. As shown in figure 4, 45Bi and 50Bi have a 

higher average free distance than other materials. This 

indicates that their materials have less interaction 

with atoms and may not be the best option for use in 

shields. 

𝑀𝐹𝑃 = (
1

𝜇
)                                          (2) 

The shield thicknesses that reduce the 

intensity of the incident beam by 50% and 10% are 

referred to as HVL and TLV, respectively. Equations 

3 and 4 are related to LAC. 

𝐻𝑉𝐿 = (
𝑙𝑛2

𝜇
)                                                               (3) 

𝑇𝑉𝐿 = (
𝑙𝑛10

𝜇
)                                                             (4) 

 

Radiation shielding is considered adequate when the 

HVL value is low.  Figure 5 shows that HVL and TVL 

values increase with energy, with 45Bi and 50Bi 

having the highest values compared to other 

materials. 60Bi has the lowest value compared to 

other materials due to its MFP. 

Table 2. MAC (cm2/g) of glasses at various photon energies determined by GAMOS simulation. 

                          45Bi 50Bi 55Bi 60Bi 

Energy 

(MeV)  XCOM GAMOS XCOM GAMOS XCOM GAMOS XCOM GAMOS 

0.01 1.03E+02 1.04E+02 1.06E+02 1.07E+02 1.09E+02 1.10E+02 1.12E+02 1.13E+02 

0.015 5.02E+01 5.01E+01 5.29E+01 5.27E+01 5.56E+01 5.54E+01 5.83E+01 5.81E+01 

0.02 3.07E+01 3.05E+01 3.28E+01 3.26E+01 3.49E+01 3.47E+01 3.70E+01 3.67E+01 

0.03 1.05E+01 1.05E+01 1.13E+01 1.12E+01 1.20E+01 1.19E+01 1.27E+01 1.27E+01 

0.04 4.93E+00 4.88E+00 5.28E+00 5.22E+00 5.63E+00 5.56E+00 5.97E+00 5.91E+00 

0.05 2.76E+00 2.72E+00 2.95E+00 2.91E+00 3.14E+00 3.09E+00 3.34E+00 3.28E+00 

0.06 1.74E+00 1.71E+00 1.85E+00 1.83E+00 1.97E+00 1.95E+00 2.09E+00 2.06E+00 

0.08 8.69E-01 8.58E-01 9.25E-01 9.12E-01 9.80E-01 9.66E-01 1.04E+00 1.02E+00 

0.1 1.44E+00 1.43E+00 1.58E+00 1.56E+00 1.71E+00 1.69E+00 1.84E+00 1.82E+00 

0.15 5.78E-01 5.75E-01 6.24E-01 6.21E-01 6.70E-01 6.67E-01 7.16E-01 7.11E-01 

0.2 3.28E-01 3.25E-01 3.49E-01 3.46E-01 3.71E-01 3.68E-01 3.92E-01 3.89E-01 

0.3 1.74E-01 1.74E-01 1.82E-01 1.81E-01 1.89E-01 1.89E-01 1.96E-01 1.96E-01 

0.4 1.25E-01 1.25E-01 1.29E-01 1.28E-01 1.32E-01 1.32E-01 1.36E-01 1.35E-01 

0.5 1.03E-01 1.02E-01 1.04E-01 1.04E-01 1.06E-01 1.06E-01 1.08E-01 1.08E-01 

0.6 8.90E-02 8.89E-02 9.02E-02 9.01E-02 9.13E-02 9.13E-02 9.25E-02 9.25E-02 

0.8 7.32E-02 7.34E-02 7.37E-02 7.39E-02 7.42E-02 7.44E-02 7.47E-02 7.49E-02 

1 6.38E-02 6.37E-02 6.40E-02 6.41E-02 6.42E-02 6.44E-02 6.45E-02 6.46E-02 

1.5 5.07E-02 5.06E-02 5.07E-02 5.06E-02 5.08E-02 5.07E-02 5.08E-02 5.07E-02 

2 4.41E-02 4.39E-02 4.41E-02 4.40E-02 4.42E-02 4.40E-02 4.43E-02 4.41E-02 

3 3.73E-02 3.71E-02 3.75E-02 3.72E-02 3.77E-02 3.74E-02 3.79E-02 3.77E-02 

4 3.41E-02 3.39E-02 3.44E-02 3.41E-02 3.47E-02 3.44E-02 3.49E-02 3.47E-02 

5 3.23E-02 3.22E-02 3.27E-02 3.26E-02 3.31E-02 3.30E-02 3.35E-02 3.33E-02 

6 3.13E-02 3.12E-02 3.18E-02 3.17E-02 3.22E-02 3.22E-02 3.27E-02 3.27E-02 

8 3.05E-02 3.05E-02 3.11E-02 3.11E-02 3.17E-02 3.17E-02 3.23E-02 3.23E-02 

10 3.04E-02 3.05E-02 3.12E-02 3.11E-02 3.19E-02 3.19E-02 3.26E-02 3.26E-02 
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12 3.07E-02 3.06E-02 3.15E-02 3.15E-02 3.23E-02 3.23E-02 3.32E-02 3.32E-02 

15 3.14E-02 3.12E-02 3.23E-02 3.23E-02 3.33E-02 3.31E-02 3.42E-02 3.42E-02 

20 3.27E-02 3.24E-02 3.38E-02 3.35E-02 3.49E-02 3.45E-02 3.60E-02 3.57E-02 

 

  
Figure 5. HVL and TVL (cm) in terms of photon energy for glasses. 

 

Figure 6 shows that for the four cases 

analyzed in this study, the results obtained from 

GAMOS and XCOM agree with each other by <0.5%. 

  

  

Figure 6. MAC (cm2/g) of glasses obtained from Monte Carlo simulations (GAMOS) plotted against data from 

XCOM database. 
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4. Conclusion and Suggestions 

 

This study presents a Monte Carlo method to 

calculate the MAC of Bi2O3-SiO2-B2O3 glass with 

varying quantities of Bi2O3. The shielding properties 

of ionizing radiation, such as LAC, MAC, HVL, TVL 

and MFP, were investigated for glasses in the photon 

energy range of 0.01-20 MeV. The Monte Carlo 

simulations yielded results that are in excellent 

agreement with theoretical data, suggesting that this 

technique can be used for calculating interaction 

parameters for materials of interest. Increasing the 

Bi2O3, even in small amounts, had a significant effect 

on the attenuation of radiation performance. The 

attenuation coefficients of the selected materials, 

namely HVL, TVL, and MFP, increase with photon 

energy. Therefore, these materials are more effective 

in attenuating low-energy photons.  

This approach can serve as an alternative 

when measuring attenuation coefficients is 

challenging due to the unavailability of certain 

gamma energies or difficulties in producing physical 

samples. This tool enables the generation of 

attenuation coefficient data for any given photon 

energy and material thickness.   
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Abstract 

Stock commission rates of banks and brokerage firms are a critical factor for 

investors. These rates affect the cost of stock investments. It's crucial to highlight the 

significance of stock commission rates in brokerage firms and banks, as well as the 

factors that influence their determination. This article aims to draw attention to the 

study's focus on customer churn and commission rates within the financial industry. 

Previous research has mainly focused on identifying the key variables affecting 

customer churn without considering its impact on forecast accuracy. This work has 

two primary research goals: first one is to investigate how commission rates affect 

the accuracy of customer churn prediction in brokerage firms and the banking sector 

using machine learning models, and second one is to compare and evaluate the most 

effective machine learning approaches for predicting customer churn. The customer 

churn management approach was enhanced through the analysis of a data set 

obtained from a bank and brokerage firm. This data set, comprised of 7816 entries 

and 14 columns, reflects the firm's transactions and was sourced from a publicly 

accessible database. The analysis employed Decision Tree, Random Forest, K-NN, 

Gaussian NB, and XGBoost algorithms to evaluate performance using three accuracy 

measures. Two approaches are included for model creation. According to the first 

analysis results, the Gaussian NB, for second approach the K-NN algorithms gave 

the best result. 

 

 
1. Introduction 

 

Institutions can gain valuable insights by analyzing 

customer data and behavior to identify potential 

churn risks. Utilizing predictive analytics and 

machine learning algorithms, institutions can 

proactively pinpoint at-risk customers and take 

necessary actions to prevent churn. 

Churn analysis refers to the process of 

identifying customers who may leave a company 

and implementing appropriate marketing 

precautions.  

Brokerage firms and banks typically earns a 

portion of the commissions sale of stocks that the 

makes for an investor. Anticipating and mitigating 
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customer churn presents a significant opportunity 

for additional revenue generation for both brokerage 

firms and banks. In the banking and brokerage 

sectors, various machine learning algorithms are 

commonly used for analyzing customer churn.  

Stock commission is a fee that investors 

incur when they buy or sell stocks, charged by 

brokerage firms or banks involved in stock 

transactions. Typically, stock commission is 

calculated as a percentage of the investment amount. 

It's worth noting that commission rates can vary 

among brokerage firms, banks, and countries. 

Moreover, these rates may differ based on factors 

such as the type and amount of the transaction, as 

well as the investor's client status. In addition to the 
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commission, exchange fees and a 5% Banking and 

Insurance Transactions Tax (BITT) are collected 

based on the commission amount. Commission rates 

are automatically deducted from the accounts of 

investors engaging in stock transactions. 

What are some common machine learning 

algorithms used to analyze customer churn in the 

banking and brokerage industry? Can you provide 

examples of successful customer churn prevention 

strategies implemented by businesses using 

predictive analytics? answers to these questions 

were sought. Additionally, how businesses can use 

predictive analytics and machine learning 

algorithms to identify at-risk customers and prevent 

customer churn is discussed. 

With the rapid advancements in machine 

learning, it has become increasingly valuable to 

develop predictive models that can determine 

whether a customer will leave a specific bank. In 

this study, we aim to perform data analysis and 

develop a churn prediction model to forecast which 

customers are likely to churn based on historical 

data and various features. Machine learning 

techniques such as Decision Trees, Random Forests, 

K-NN, Gaussian NB, and XGBoost algorithms are 

utilized to identify churn patterns [1]. These ML 

methods are not only employed in the banking 

sector but also applied across various industries 

including insurance [2], medical systems [3], 

cyberbullying [4], retail marketing [5], automobile 

and gaming industry [3], and telecommunication 

[6]. Therefore, the significance of this study can be 

summarized in three aspects: i) gathering churn 

customer data from approximately 8,000 

institutions, ii) overcoming class imbalance issues 

by using a combination of SMOTE data sampling 

and the K-NN classifier during the initial stage of 

analysis, and iii) conducting a comprehensive 

assessment of five models to facilitate informed 

model selection and evaluation [1].  

Many machine learning techniques can 

research customer churn analysis. In this study, 

banking was compared with brokerage firms. Here 

is a brief overview of the related work on the 

available methods: A recent study employed [7] on 

utilizing methods such as stochastic gradient 

boosting, random forest, logistic regression, and k-

nearest neighbors to predict early customer churn 

and develop effective retention strategies. In another 

study [8] developed an approach for customer churn 

prediction utilizing three intelligent models: 

AdaBoost, Random Forest (RF), and Support 

Vector Machine (SVM). To address the issue of an 

unbalanced dataset, the team applied the Synthetic 

Minority Oversampling Technique (SMOTE) along 

with a combination of undersampling and 

oversampling. Another study conducted [9] the 

topic of customer churn prediction across various 

domains such as telecommunications, energy 

sectors, retail banking, e-banking, and insurance 

was explored. The modelling techniques utilized in 

this field include Logistic Regression, Neural 

Network Model, Random Forest, Decision Tree, 

Support Vector Machine, and Rough set approach. 

These methods have been implemented to detect 

churn among customers. Other work in the literature 

[10] SHapely Additive exPlanations (SHAP) values 

to improve the assessment and interpretability of the 

machine learning model. The research aimed to 

develop an interpretable machine learning model 

using authentic banking industry data and assess 

various machine learning models using test data. A 

similar study [11] explored the techniques such as 

k-means clustering for customer segmentation, as 

well as logistic regression, k-nearest neighbors, 

random forest, decision tree, and support vector 

machine algorithms to analyze the dataset. The 

literature [12] took a slightly different approach to 

customer churn management by analyzing a dataset 

obtained from a real-world telecommunication firm. 

To analyze the dataset, the researchers employed 

Artificial Neural Network (ANN), Support Vector 

Machines (SVM), and Naive Bayes (NB) 

algorithms. The performance of the analysis was 

evaluated using four accuracy measures. In the 

given study [13] emphasized the prediction of 

customer churn within the banking sector using a 

distinctive customer-level dataset acquired from a 

prominent Brazilian bank. The researchers 

compared various machine learning models 

including decision trees, elastic net, k-nearest 

neighbors, logistic regression, random forests and 

support vector machines. For example, in one study 

in the literature [6] provides offer readers a general 

understanding of the commonly used data mining 

methods, their results, and performance, while also 

highlighting the need for further research in the 

Telecommunication Industry. In contrast, another 

study [14] the analysis involved examining the 

customer behavior data of a real water purifier rental 

service within an electronics company in Korea to 

create and validate a churn prediction model. The 

model's performance was assessed using the F-

measure and area under curve (AUC) metrics. 

The rest of this paper is structured as 

follows: Section 2 outlines the research 
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methodology. The experimental findings are 

presented in Section 3. Finally, Section 4 concludes 

the paper and recommendations to the instutions to 

captures the development of a predictive model to 

pinpoint influential factors contributing to customer 

churn, encompassing the testing of different 

machine learning algorithms, the use of SMOTE to 

address class imbalance, and the subsequent 

repetition of the initial approach's steps. 

 

2. Material and Method 

 

This research focused on analyzing brokerage firms 

and banks in Turkey, specializing in stock 

commission rates. A dataset of 7816 observations 

was utilized. The study initially evaluated the 

weights of fourteen features and then proceeded to 

predict non-churn and churn customers using 

Decision Tree, Random Forest, K-NN, Gaussian 

NB, and XGBoost machine learning methods. The 

performance metrics considered in this study 

included Accuracy, Recall, Precision, and F1-Score.  

The research was conducted using 

anonymous data from brokerage firms and banks, 

ensuring that only data from customers with 

permission to process data was anonymized and 

made available for analysis under the scope of 

Personal Data Protection Authority. Prior to 

creating and training the model, the dataset's 

features were extracted and formatted appropriately 

for model creation and prediction.  

 

2.1. Used Algorithms 

 

2.1.1.Decision Tree 

A decision tree is a flowchart-like structure with 

nodes representing features, branches 

representing decision rules, and leaf nodes 

indicating the outcome or class label.  

The algorithm recursively divides the 

data based on selected features, creating subsets 

with shared class labels. This process continues 

until a stopping condition is met, such as 

reaching a maximum depth or having a 

minimum number of instances in each leaf [18]. 
 

2.1.2.Random Forest 

 

Random Forest is a popular machine learning 

algorithm that combines decision trees with an 

ensemble learning approach. It can handle 

classification and regression tasks effectively, 

offering high accuracy and robustness.  

In Random Forest, multiple decision trees 

are built, each trained on a different subset of data 

and a random subset of features. This randomness 

helps prevent overfitting and improves the model's 

ability to generalize to new data. During training, 

each tree is grown similarly to traditional decision 

trees, but with only a random subset of features 

considered for splitting at each node [19]. To make 

predictions, the algorithm combines the individual 

tree predictions through voting (for classification) or 

averaging (for regression). 

 

2.1.3.K-NN 

 

K-Nearest Neighbors (K-NN) is a popular machine 

learning algorithm used for both classification and 

regression tasks. It makes predictions based on the 

similarity of data points.  

In K-NN, the "K" represents the number of 

nearest neighbors considered for predictions. To 

determine proximity, K-NN uses distance measures 

like Euclidean or Manhattan distance. The 

algorithm calculates distances between the new data 

point and all others in the training set, selecting the 

K nearest neighbors. Choosing the right K value is 

crucial to avoid overfitting, where the model 

becomes too sensitive to noise in the data [20]. 

 

2.1.4.Gaussian NB 

 

Gaussian Naive Bayes (GNB) is a popular machine 

learning algorithm for classification tasks. It 

assumes that features follow a Gaussian distribution 

and are independent of each other.  

GNB estimates the mean and standard 

deviation of each feature for each class during 

training. To make predictions, it calculates the 

conditional probability of each class given the 

feature values using Bayes' theorem. GNB is 

computationally efficient, works well with high-

dimensional data, and handles missing values 

effectively [21]. However, if features are strongly 

correlated, GNB may not perform as well as other 

algorithms. 

 

2.1.5.XGBoost 

 

XGBoost, short for Extreme Gradient Boosting, is a 

powerful and efficient machine learning algorithm 

that belongs to the gradient boosting framework. It 

combines weak prediction models, usually decision 
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trees, to create a robust and accurate model. The 

algorithm iteratively trains and adds new models to 

improve upon the errors made by the previous ones, 

using a technique called gradient boosting [17].  

To enhance its speed and efficiency, 

XGBoost incorporates various optimizations. These 

include parallel computing, column block loading, 

and approximate algorithms for finding splits. These 

optimizations make XGBoost one of the fastest and 

most scalable gradient boosting frameworks 

available. 

 

2.2.Used Performance Metrics 

 

Here are the definitions of the four terms related to 

binary classification: 

True negatives (TN): These are the 

instances that are correctly predicted as negatives 

(zeros). 

True positives (TP): These are the instances 

that are correctly predicted as positives (ones). 

False negatives (FN): These are the 

instances that are incorrectly predicted as negatives 

(zeros) when they are actually positives (ones). 

False positives (FP): These are the instances 

that are incorrectly predicted as positives (ones) 

when they are actually negatives (zeros). 

 

2.2.1.Accuracy 

Accuracy can be defined as the proportion of correct 

predictions to the total number of predictions made 

by the system [15]. 

 

Accuracy = (TP+TN) / (TP+TN+FN+FP) (1) 

 

2.2.2.Precision 

 

Precision is a measure of success when predicting 

positive outcomes. It is calculated as the ratio of true 

positives (TP) to the sum of true positives and false 

positives (TP + FP).  

Precision represents the classifier's ability to 

correctly identify samples as positive and not falsely 

label negative samples as positive. 

 

Precision = TP / (TP + FP)                                   (2) 

 

2.2.3.Recall 

 

Recall is a metric that measures the success of 

predicting positive outcomes [16]. It is calculated as 

the ratio of true positives (TP) to the sum of true 

positives and false negatives (TP + FN).  

Recall represents the classifier's ability to 

identify all positive samples, capturing the 

proportion of positive instances correctly detected 

by the model. 

 

Recall = TP / (TP + FN)                                        (3) 

 

2.2.4.F1-Score 

 

The F1-Score is a metric that combines the recall 

and precision into a single value. It is calculated as 

the harmonic mean of the recall and precision 

values.  

The F1-Score provides a balanced measure 

of a classifier's performance, taking into account 

both the ability to correctly identify positive 

samples (recall) and the ability to avoid false 

positives (precision). The F1 score can be computed 

by using the formula: 2 * (Precision * Recall) / 

(Precision + Recall) 

 

3. Results and Discussion 

 

To gain a deeper understanding and improve our 

ability to predict customer attrition, our primary 

focus will be on the target variable "Exited." This 

variable serves as a vital indicator of churn and will 

guide our efforts in building a robust churn model. 

 

3.1. Categorical Variables 

 

3.1.1.Exited 

 

The variable "Exited" serves as an important 

indicator, distinguishing between existing 

customers (0) and churned customers (1), and 

providing valuable insights into customer retention. 

The dataset exhibits with around 80% of the 

data representing existing customers and the 

remaining 20% representing churned customers.  

 

 
 

Figure 1. Customer Churned Disribution 
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3.1.2.Institutions 

 

The dataset includes customer churn data from two 

types of institutions: Banks and Brokerage Firms, 

providing a comprehensive view of customer 

behavior within these industries. 

In terms of customer distribution, banks 

represent 60% of the customer base, while 

Brokerage Firms make up the remaining 40% of 

institutions. This distribution allows for a well-

rounded analysis and understanding of churn 

patterns in both banks and brokerage firms, enabling 

us to develop insights and strategies that cater to the 

specific characteristics of each type of institution. 

 
Table 1. Distribution of Customer in Institutions 

Banks 60.22262 

Brokerage Firms 39.77738 

 

Interestingly,  the findings of both analyses 

are remarkably similar to one another on churn 

analysis. 
 

Table 2. Distribution of Customer Churn in Institutions 

Brokerage Firms 0 79.125121 

 1 20.87487 

Banks 0 79.498619 

 1 20.501381 

 

 

Figure 2. Financial Institutions and Customer Churn 

Distribution 

 

3.1.3.Gender 

 

The customer base is divided between male and 

female customers, with males representing 54% and 

females making up 46% of the total customer 

population. 

 
Table 3. Distribution of Customer Gender 

Male 54.183726 

Female 45.816274 

 

Churn rates by gender is intriguing to note 

that 26% of female customers have churned, 

indicating a higher attrition rate in this group. On the 

other hand, the churn rate for male customers is 

16%, suggesting relatively lower customer churn 

within this segment. 

 
Table 4. Distribution of Customer Churn Rates between 

Genders 

Female 0 74.280927 

 1 25.719073 

Male 0 83.636364 

 1 16.363636 

 

 
Figure 3. Gender and Customer Churn Distribution 

 

3.1.4.Tenure 

 

The duration of customer tenure ranges from 0 to 10 

years, with an average tenure of 5 years. This 

suggests a wide spectrum of customer relationships 

established with the institutions over time. 

 
Table 5. Distribution of Tenure 

count 7816.000000 

mean 5.013946 

std 2.882681 

min 0.000000 

25% 3.000000 

50% 5.000000 

75% 7.000000 

max 10.000000 

 

The majority of customers, accounting for 

around 90%, maintain a tenure that spans from 1 

year to 9 years. This concentration signifies a strong 

sense of customer loyalty within this timeframe, 

underscoring the importance of fostering long-term 

relationships with clients. 

 
Table 6. Distribution of Concentrated Tenure Range 

0 4.183726 

1 10.273797 

2 10.248209 

3 10.158649 

4 9.992323 

5 10.145855 
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6 9.608495 

7 10.427329 

8 10.491300 

9 9.825998 

10 4.644319 

 

3.1.5. Number of Products 

 

Customers exhibit a diverse range of product 

ownership, typically ranging from 1 to 4 products. 

This indicates varying levels of engagement with 

the bank's offerings, showcasing the breadth of 

options available to cater to individual needs and 

preferences. 
 

Table 7. Distribution of Number of Products 

count 7816.000

000 

mean 1.527764 

std 0.584068 

min 1.000000 

25% 1.000000 

50% 1.000000 

75% 2.000000 

max 4.000000 
 

1 4002 

2 3551 

3 215 

4 48 
 

No. 

Of 

Prod. 

Exited 

1 0 71.91 

 1 28.09 

2 0 92.59 

 1 7.41 

3 0 83.26 

 1 16.74 

4 1 100.00 
 

 

Churned customers are worth mentioning 

that all customers who had 4 card products have 

churned, suggesting a strong likelihood of attrition 

within this particular group. Furthermore, a 

substantial percentage (83%) of customers with 3 

card products has also churned, underscoring the 

significance of conducting a thorough analysis of 

churn patterns specific to each product.  

  

 
 

Figure 4. Number of Products and Customer Churn 

Distribution 

 

3.1.6. Has Credit Cards 

 

Around 70% of customers are found to possess a 

credit card, highlighting a substantial portion of the 

customer base actively utilizing this financial 

product. This demonstrates the widespread adoption 

and popularity of credit cards among the customer 

community. 

 
Table 8. Distribution of Has Credit Cards 

count 7816.0000

00 

mean 0.702789 

std 0.457059 

min 0.000000 

25% 0.000000 

50% 1.000000 

75% 1.000000 

max 1.000000 
 

0 2323 

1 5493 
 

Has 

Credit 

Cards 

Exited 

0 0 78.82 

 1 21.18 

1 0 79.57 

 1 20.43 
 

 

 
 

Figure 5. Has Credit Card and Customer Churn 

Distribution 

 

3.1.7. Is Active Member 

Roughly 52% of customers are actively enrolled as 

members, indicating a significant portion of the 

customer base actively participating in the bank's 

membership program. 

Within the group of active members, 

approximately 14% have churned, while among 

non-active members, the churn rate stands at around 

28%. The number of active and non-active 

customers is approximately equal. However, it is 

noteworthy that the churn rate among non-active 

customers is nearly double compared to active 

customers. This suggests that customers who are not 

actively engaged in the institutions's offerings are 

more likely to deactivate their banking facilities. 

 
Table 9. Distribution of Is Active Member 

count 7816.000

000 

mean 0.512027 

std 0.499887 

min 0.000000 

25% 0.000000 

50% 1.000000 

75% 1.000000 

max 1.000000 
 

0 3814 

1 4002 
 

IsActive

Member 

Exited 

0 0 72.65 

 1 27.35 

1 0 85.73 

 1 14.27 
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Figure 6. Is Active Member and Customer Churn 

Distribution 

 

3.1.8. Credit Score 

 

The credit scores of customers span a range from 

350 to 850, indicating the diversity in their 

creditworthiness. 

 
Table 10. Distribution of Credit Score 

count 7816.000000 

mean 650.099667 

std 96.826809 

min 350.000000 

25% 583.000000 

50% 652.000000 

75% 717.000000 

max 850.000000 

 

A noteworthy observation is that all 

customers with credit scores below 300 have 

churned. This underscores the importance of credit 

scores as a potential factor contributing to customer 

attrition. It emphasizes the significance of 

addressing credit-related issues in order to enhance 

customer retention and mitigate churn risk. 

 

Figure 7. Credit Score and Customer Churn 

Distribution 

3.1.9. Age 

The age range of customers extends from 18 to 92, 

with an average age of approximately 38. This 

signifies a diverse customer base encompassing a 

wide range of age groups. 

 

 

 

 
Table 11. Distribution of Age 

count 7816.000000 

mean 38.946392 

std 10.517831 

min 18.000000 

25% 32.000000 

50% 37.000000 

75% 44.000000 

max 92.000000 

 

It has been observed that customers in the 

age range of 50 to 58 have shown a higher churn 

rate. This highlights the necessity of implementing 

targeted retention strategies specifically tailored for 

customers within this age group. 

Additionally, the distribution of customer 

age is right-skewed (positively skewed), indicating 

that there are relatively fewer customers in older age 

groups. This skewness emphasizes the importance 

of considering age as a potential factor in predicting 

churn and underscores the need to implement 

suitable measures to retain customers across all age 

ranges. 

 

 
Figure 8. Age and Customer Churn Distribution 

 

3.1.10. Balance 

 

Currently, there are over 2300 customers who have 

a balance of zero in their accounts. When excluding 

these customers with zero balances, the distribution 

of account balances follows a normal distribution 

pattern. It is worth noting that customers with a zero 

balance are more prone to deactivating their 

accounts. 

 
Table 12. Distribution of Balance 

count 7816.000000 

mean 76762.958515 

std 62418.094005 

min 0.000000 

25% 0.000000 

50% 97703.005000 

75% 127811.165000 

max 250898.090000 
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This implies that the remaining customers, 

who maintain a positive balance, exhibit a more 

typical distribution of account balances. This 

enables the bank to gain a clearer understanding of 

their financial status and effectively manage their 

accounts. 

 

 

Figure 9. Balance and Customer Churn Distribution 

3.1.11. Estimated Salary 

 

The salary range of our customers is quite diverse, 

with estimates ranging from $11 to 199k. This 

indicates a significant variation in income levels 

among our customer base. 

 
Table 13. Distribution of Estimated Salary 

count 7816.000000 

mean 100239.979496 

std 57463.265346 

min 11.580000 

25% 51413.442500 

50% 100405.680000 

75% 149216.320000 

max 199992.480000 

 

The salary distribution among our 

customers shows a relatively equal spread across the 

entire range, indicating a balanced representation of 

customers across various income levels. 

Additionally, the distribution of customer churn is 

also evenly distributed, suggesting that salary alone 

is not a significant factor in customer churn. 

 
Figure 10. Estimated Salary and Customer Churn 

Distribution 

 

3.2. Model Creation 

 

This section covers two approaches, and as a result, 

a Predictive Model was developed to identify the 

key factors that have a significant impact on 

customer churn. The research method involves 

phases from data collection to data preparation and 

pre-processing to make it usable in the model. This 

includes commission rates to validate the hypothesis 

and addressing imbalanced data using SMOTE, a 

common technique for enhancing the sample size of 

the minority group when there is an imbalance. 

 
 

Figure 11. Architecture of the Proposed Method 

 

3.2.1 Approach 1 

The dataset was split into 80% for training (6252) 

and 20% for testing (1564) purposes. This 

separation allowed us to create distinct sets for 

training and testing the models. To evaluate various 

models and determine the best performing one, 

cross-validation was employed.  

The Gaussian NB models were utilized to 

generate predictions on the test data. Furthermore, it 

was noted that the dependent variable (Exited) 

exhibited an imbalance in its distribution. 

 

Table 14. Tested Classifiers and Performance Metrics 

Classifier 
Average 

Accuracy Precision Recall 

Decision Tree 0.6731 0.5042 0.5049 

Random Forest 0.6737 0.5042 0.5047 

K-NN 0.7570 0.5066 0.5025 

Gaussian NB 0.7935 0.3968 0.5000 

XGBoost 0.7833 0.4986 0.5007 

Table 15. Gaussian NB Models Evaluation using 

Different Metric Values 

 
precision recall 

f1-

score 
support 

0 0.79 1.00 0.88 1241 

1 0.00 0.00 0.00 323 

accuracy   0.79 1564 

macro avg 0.40 0.50 0.44 1564 

weighted 

avg 

0.63 0.79 0.70 1564 
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Figure 12. Model Evaluation using Confusion Matrix of 

Gaussian NB 

 

3.2.2. Approach 2 

 

To address the issue of unbalanced datasets, the 

Synthetic Minority Oversampling Technique 

(SMOTE) was employed. SMOTE selects instances 

that are close in the feature space and creates 

synthetic samples along the line connecting those 

instances. By applying SMOTE, the class imbalance 

in the target variables was mitigated, resulting in 

2481 balanced instances. Following this, the steps 

outlined in approach 1 were executed. 

 
Table 16. Tested Classifiers and Performance Metrics 

Using the SMOTE Technique 

Classifier 
Average 

Accuracy Precision Recall 

Decision Tree 0.5557 0.5557 0.5557 

Random Forest 0.5732 0.5760 0.5742 

K-NN 0.6123 0.6130 0.6123 

Gaussian NB 0.5060 0.5066 0.5060 

XGBoost 0.6024 0.6029 0.6024 

 

Table 17. K-NN Model Evaluation using Different 

Metric Values 

 
precision recall 

f1-

score 
support 

0 0.64 0.58 0.61 1241 

1 0.61 0.67 0.64 1240 

accuracy   0.62 2481 

macro avg 0.63 0.62 0.62 2481 

weighted 

avg 0.63 0.62 0.62 2481 

 

Figure 13. Model Evaluation using Confusion 

Matrix of K-NN 

Several key factors have been identified as 

significant contributors to the deactivation of 

customers' facilities. These factors include 

institutions, gender, is active member, age and 

number of products. 

The model used to predict customer 

deactivation achieved impressive results, with F1 

score, recall, and precision values, all approximately 

0.71. This suggests that the model has a acceptable 

ability to correctly identify positive cases while 

minimizing false positives and maximizing true 

positives. 

Overall, the model exhibits strong 

performance across multiple evaluation metrics, 

showcasing its effectiveness in accurately 

predicting customer deactivation and capturing the 

desired outcomes. 

 

4. Conclusion & Recommendations 

 

The focus of the study is to draw attention to 

customer churn and commission rates in financial 

institutions. The analysis of the impact of stock 

commission rates on customer churn in financial 

institutions reveals vital insights into the dynamics 

of customer retention.  

This article analyzes five different machine 

learning algorithms to identify key factors that 

influence customer deactivation in the brokerage 

firms and banks institutions. The Decision Tree, 

Random Forest, K-NN, Gaussian NB, and XGBoost 

algorithms are commonly used in churn analysis due 

to their ability to perform comprehensive analysis 

by combining different data types. While each 

algorithm operates differently, they excel at 

capturing complex relationships and interactions 
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within the data, making them valuable for churn 

analysis.  

The predictive model aimed to identify the 

critical factors influencing customer churn. In the 

initial approach, five distinct machine learning 

algorithms were tested as classifiers using various 

performance metrics. The Gaussian NB model 

demonstrated a 0.7935% higher accuracy compared 

to the other models. Subsequently, in the second 

approach, 2481 balanced samples were generated by 

employing SMOTE to address the class imbalance 

in the target variables. The KNN model exhibited a 

0.6123% higher accuracy compared to the 

alternative models. Following this, the steps 

outlined in the first approach were executed once 

again. 

The study highlights that institutions, 

gender, active membership, age, and the number of 

products significantly impact churn rates. To 

address this, targeted initiatives and tailored 

retention strategies are recommended for specific 

segments, such as the 50-58 age group.  

When examining the impact of stock 

commission rates on customer churn in financial 

institutions, some concepts to consider are: 

Proactive strategies can be implemented to identify 

and target customers at risk of churn. It can leverage 

predictive analytics and machine learning 

algorithms to predict customer behavior and 

intervene before churn occurs. To validate your 

findings and optimize your models, consider pilot 

testing your approach with a smaller group of 

customers before full implementation. Continuously 

evaluate the correlation between commission 

adjustments, customer retention, and revenue 

generation to strike an optimal balance. 

Tailoring commission structures to 

individual customer needs is crucial for increasing 

satisfaction and loyalty. By offering customized 

pricing models that align with each customer's 

unique needs and behaviors, financial institution can 

significantly boost satisfaction and loyalty. Focus 

on enhancing overall customer satisfaction through 

personalized service, transparent communication, 

and value-added offerings. Invest in customer 

support resources and educational materials to 

empower customers and foster long-term 

relationships. 

In this research presents a powerful 

approach to combating customer churn in financial 

institutions using a combination of proactively 

targeting, personalizing, and measuring. In research 

paves the way for a future-proof customer retention 

strategy in the financial sector. 
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Abstract 

Tuned mass dampers (TMDs) are passive vibration control devices that are attached 

to a primary system to reduce the dynamic vibrations under exciting motion. The 

Voigt-type TMD, which is the most widely used one, is known as a standard model 

of dynamic vibration absorber (DVA). The purpose of this study is to improve the 

vibration control performance of passive control devices by using viscoelastic-type 

tuned mass dampers (V-TMDs). The study adopts the Zener model to represent the 

viscoelastic behavior of V-TMD. In this study, the fixed-point method is used to 

determine the optimum parameters of a V-TMD. The displacement amplification 

factor (DAF) of the coupled system is obtained in the frequency domain. The optimal 

parameters of the V-TMD system attached to an undamped single degree-of-freedom 

(SDOF) main system are obtained by minimizing the DAF (symbolized with 𝛽) 

under the effect of base excitation. The optimum parameters, such as damping ratio 

(ξ) and stiffness ratio (𝜅) of the coupled system are derived, and explicit expressions 

corresponding to the optimum parameters are presented for engineering design. 

Moreover, the change in DAF values for different mass ratios (µ) is also discussed. 

It is proven that V-TMD is very effective in reducing the amplitudes of vibration. 

The study also provides valuable insights for engineering practitioners who want to 

design and implement V-TMDs for vibration control applications because accurate 

expressions, which are simple and easy to use, are derived in order to obtain optimum 

parameters, and step-by-step procedures are explained. 
 

 
1. Introduction 

 

Vibration control is an important engineering field to 

improve the performance and safety of structural 

systems. To reduce the dynamic vibrations of the 

structure, several techniques are available. The 

concept of using tuned mass dampers (TMDs) is one 

of the several techniques, and it is a recent one. TMDs 

are secondary oscillators that are attached to the 

primary structure by parallel springs and viscous 

dampers. The main purpose is to transfer the 

vibrational energy of the primary oscillator to the 

secondary oscillator to increase the damping capacity 

of a structural system. It is usually assumed that the 

parameters of the primary oscillator are known. 

Therefore, the mathematical problem of tuning the 

                                                           

*Corresponding author: gulcint@yildiz.edu.tr             Received: 31.12.2023, Accepted: 28.02.2024 

mass damper is to select the parameters appropriately 

through proper calibration of the damping ratio and 

tuning frequency. 

 In the nineteenth century, the concept of the 

TMD was proposed by [1] which considers a 

vibration control device without any inherent 

damping. [2] extended Frahm’s absorber by 

introducing a certain amount of damping. Details 

regarding the design and theory of TMDs and closed-

form expressions for optimum absorber parameters 

are presented in [3]. The dynamic analyses of 

structures equipped with the conventional Voight 

type vibration absorber are presented in many papers 

in order to obtain optimum parameters. The optimum 

damping and tuning frequency ratios of the 

conventional TMD are obtained by [4] using the 

https://dergipark.org.tr/tr/pub/bitlisfen
https://doi.org/10.17798/bitlisfen.1412550
https://orcid.org/0009-0002-8823-7944
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numerical searching technique. Various mean square 

responses, such as relative displacement, velocity of 

the main mass, and force transmitted to the support, 

are minimized. Simple expressions for optimum 

absorber parameters are derived in [5, 6] for 

undamped and damped SDOF main systems under 

harmonic and white noise random excitations.  

Minimization of various response parameters is 

considered. The optimum tuning frequency and 

damping ratio of the TMD system are obtained by 

[7,8] using a numerical iteration searching technique. 

The steady-state response of damped systems is 

minimized to a minimum level through a curve-fitting 

method. [9] proposed a method for determining the 

optimum parameters of TMD by selecting the tuning 

and damping ratios that result in equal and large 

damping ratios in the first two modes of vibration. 

The responses of several single and multiple degree-

of-freedom structures, with or without TMDs, 

subjected to different ground excitations are 

presented. Exact algebraic solutions are derived by 

[10] for the optimum tuning ratio and damping 

coefficient, assuming an undamped primary system 

and a hysterically damped primary system. Algebraic 

exact expressions for the resonance and antiresonance 

frequencies have been obtained. [11] derived the 

approximate optimum stiffness and a damping ratio 

using an extension of design formulas for H∞ 

optimization under the assumption of damped 

structures. Ground and force excitations are 

considered. [12] derived explicit expressions for the 

optimum mass ratio, damper damping, and tuning 

frequency of the TMD system attached to a viscously 

damped SDOF primary system. An algorithm for 

particle swarm optimization (PSO) is presented, 

covering both external force and base acceleration. A 

hybrid passive optimal control method is proposed to 

find the optimal damping coefficients of viscous 

dampers (VDs) and a TMD in shear building 

structures by [13]. In the optimization problem, the 

damping coefficients of TMD and VDs are taken as 

design variables. The variation of the upper limits of 

damping coefficients, the variation of story mass and 

stiffness are investigated for a six-story shear building 

model with VD&TMD. 

 The classical Maxwell or Kelvin-Voight 

models are the most popular DVA models, where the 

spring and viscous damper are arranged in series or in 

parallel, respectively. In recent years, various types of 

viscoelastically damped DVAs have attracted much 

attention in order to obtain a considerably reduced 

structural response to wind or earthquake motions. 

The design of structures with viscoelastic tuned mass 

dampers (V-TMDs) together with the optimization of 

parameters is an important problem from a practical 

viewpoint. There is little research about the optimum 

design of V-TMDs. [14] presented a semi-analytical 

iterative approach to obtain the optimal parameters of 

a viscoelastically damped TMD. The primary 

structure is assumed to be linear and undamped. It has 

been demonstrated that superior vibration absorption 

is obtained by using a viscoelastically damped TMD 

compared to an equivalent viscously damped TMD. 

[15] developed a numerical approach, which is called 

a generalized optimality criteria approach, to 

minimize the maximum amplitude magnification 

factor of a three-element DVA. The proposed method 

handles the primary system damping. Simultaneous 

equations for the design problem are solved using 

numerical computing software. As reported, the 

three-element DVA is more effective than a 

conventional DVA of twice its mass. Exact solutions 

for the optimum parameters of the three-element 

DVA are derived by [16] through numerical analysis. 

It has been demonstrated that the optimized three-

element type of DVA is more advanced than the 

conventional Voigt type of DVA. Using algebraic 

manipulation, the optimum tuning and damping 

parameters are obtained for the three-element type of 

DVA. The H2 optimization problem for a damped and 

undamped primary system with a three-element type 

of DVA is discussed by [17]. The Newton-Raphson 

method is used as a numerical approach for the 

solution of a damped primary system. It has been 

proven that the three-element type of DVA is superior 

to the conventional Voight type of DVA. [18] studied 

the three-element DVA for the damped primary 

system. The criteria of the equivalent linearization 

method are utilized, and the damped structure is 

replaced by an equivalent undamped one. The 

approximate analytical solution of the DVA's 

parameters is obtained from the results of the 

undamped structure. [19] also demonstrated that the 

three-element TMD produces better performance than 

the TMD. Optimum tuning, damping, and stiffness 

ratios are selected as the design variables for the 

three-element TMD, including the damped primary 

system. A simulated annealing algorithm is utilized 

for the solution. 

 This study investigates the application of the 

fixed-point approach to the Zener type of V-TMD. 

The Zener model (sometimes called the standard 

linear solid model and/or three-element model) is 

more accurate than the Maxwell or Kelvin-Voight 

models in predicting real viscoelastic material 

response. The standard Voight or Maxwell models are 

not adequate to describe the rheological behavior of 

viscoelastic dampers [20].  The Zener model is a 

combination of a viscous damper and two springs. 

The objective of the present study is to consider the 

dynamic analysis of a structure equipped with Zener 

type V-TMD and the optimization analysis of the 
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structure, including parameter optimization. 

Numerous studies have been conducted on the Voigt 

type of TMD, and the analytical expressions for the 

optimum tuning and damping parameters have 

already been obtained. However, there are only a few 

papers that have been published on the viscoelastic 

Zener type of TMD. A literature review reveals that 

published works deal with the issue of parameter 

optimization in V-TMDs. The present study uses 

simplified mathematical operations, which in turn 

give rise to the simple analytical expressions of the 

optimum parameters of the V-TMD. In addition, 

accurate expressions that are simple and easy to use 

have not been derived until now for the optimum 

damping and stiffness ratios. The maximum DAF is 

efficiently minimized, and precise approximate 

solutions are obtained for the case where the primary 

oscillator is undamped. Precise expressions for the 

optimum parameters of a V-TMD, such as damping 

and stiffness ratios, are derived. In addition, the 

change in DAF values for different mass ratios is also 

discussed. The proposed procedure clearly explains 

the step-by-step instructions that are used to obtain 

optimum parameters and informs the readers 

associated with the process. 

 

2. Methodology 

 

2.1. Derivation of Equations of Motion for the 

Coupled System 

 

Figure 1 shows a Zener type of V-TMD attached to 

an undamped SDOF main structure. It is assumed that 

the secondary oscillator is connected to the primary 

oscillator through the Zener model. By considering 

base excitation (y0), the equations of motion are 

derived. 

 

Figure 1. Zener type of V-TMD connected to an 

undamped structure. 

 

 The mass and stiffness parameters of the main 

structure are m1 and k1, respectively, and m2 is the mass 

of the viscoelastic vibration absorber. Damping for the 

main structure is not considered here as it would help 

to reduce vibration and thus hide any additional 

damping that we expect to arise due to the viscoelastic 

damper. In order to develop and solve problems with 

the existence of fixed points, this assumption is a 

necessary condition.  

 The dynamic behavior of the system can be 

expressed by the following ordinary differential 

equations: 

 

2

1
2 2 1 1 2 1 0 12

( )  a a a

d y
y k y k y k k k m y k

dt
        (1) 

 
2

2 2
2 2 2 2 12

( ) ( ) 0adyd y dy
m c k y y

dt dtdt
      (2) 

 

2

2 1( ) ( ) 0a

a a

dy dy
c k y y

dt dt
     (3) 

 

where y1 and y2 are the displacements of the masses of 

the main structure and viscoelastic vibration absorber, 

respectively. The viscosity of the dashpot component is 

c2, ka and k2 are the elasticity parameters in the model. 

An additional internal degree of freedom ya is 

introduced, connected by a spring with a coefficient ka 

and by a dashpot with a coefficient c2. 

 ya(ω) and y2(ω) are obtained after frequency 

domain transformation of Eqns. (1) and (3) as follows: 
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 (5) 

 

 Substituting Eqns. (4) and (5) into the Fourier transform of Eqn. (2), the DAF expression can be 

obtained with complex numbers as follows:  

 

2 2

1 2 2 2 2 2

2 2 2 2

2 2 2 1 1 1 2 1 2 1 2 1 2

( ( ) ( ))
( )

( ( ))( ) ( ( ) ( ))

a a

a a a a

k k k ω m iωc k k ω m
β ω

i ik k ωc k k k ω m ω k k k ω m iωc k k k ω m m

    

               

(6) 

 

where  is the circular frequency. The absolute value of the equation, which is in terms of the complex 

numbers, is obtained as follows: 

 

2 2 2 2 2 2 2 2

1 2 2 2 2 2

2 2 2 2 2 2 2 2 2 2 2

2 1 1 1 2 1 2 2 2 1 1 1 2 1 2

( ( ) ( )
( )

( ( ) ( ) ) (( )( ) ( ) )

a a

a a a

k k k ω m ω c k k ω m
β ω

k k k ω m ω k k ω m m ω c k k k ω m ω k k k ω m m

   


            

 (7) 

 

 

The following non-dimensional parameters are 

introduced for convenience: 

Squared ratio of the excitation: 

2 2

1/ω ωΩ  

Mass ratio: 

2 1/m mμ
 

Damping ratio: 

2 2 2/ (2 )c m ωξ  
 Using these notations, DAF can be expressed 

as follows: 

 

 
2 2 2 2

1 2 1 2 1 2

2 2 2 2

1 2 1 2 1 2

((( Ω ) 4 Ω ( Ω ) )
(Ω)

(( ( 1 Ω)Ω ( 1 Ω Ω) ) 4 Ω ( ( 1 Ω)Ω ( 1 Ω Ω)( )) ))

a a

a a

μ k k k μζ k k μ k k k
β

μ k μ k k μζ k k μ k μ k k

     


             
 (8) 

 
 

 

2.2. Derivation of Tuning Parameters 

 

The DAF function is plotted in Figure 2 for different 

damping ratios. In the example, the mass ratio is 0.1, 

and the stiffness values are k1=1 N/m, k2=0.0545 N/m 

and ka=0.0578 N/m. 
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Figure 2. DAF function for different damping ratios  

 

 As can be seen from Figure 2, the response 

amplitude is independent of the damping ratio at three 

points (each one is represented by a solid circle). For 

classical TMDs, such fixed points have also been 

detected, and their number is two. For extracting the 

optimum parameter values of the traditional TMDs, 

classical methods are based on these fixed points. For 

the Zener type of V-TMD, there are three fixed points. 

The procedure for optimization is summarized 

through step-by-step instructions as follows: 

Step 1: 

Determine the optimum value for spring stiffness k2 

according to the three fixed points at which the curves 

intersect. 

Step 2:  

Determine the optimum value for spring stiffness ka 

with respect to the k2 value, which is calculated in 

Step 1. 

Step 3: 

Determine the damping ratio that gives the best 

symmetric DAF curve regarding the central fixed 

point. 

 

2.2.1. Determination of Optimum k2 Stiffness 

 

In order to determine the three fixed points, the 

squared frequencies for which the DAF has the same 

values have been searched. For ξ = 0 and ξ = +∞, the 

DAF yields the following equations: 

 

0

2

1 2

2

1 2

( Ω )
(Ω )

( ( 1 Ω)Ω ( 1 Ω Ω) )
ζ

μ k k
β
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 (9) 

 

 
2

1 2

2

1 2

( Ω )
(Ω )

( ( 1 Ω)Ω ( 1 Ω Ω)( ))

a

ξ

a

μ k k k
β
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 (10) 

 

 

 According to [16], the fixed points are 

settled at the same height with the following 

relation: 

 

, ,

1
(Ω )l c r

μ
β

μ


  (11) 

 

 By considering the equality of Eqn. (9) and 

(11), the explicit expression for the optimum k2 

stiffness value is derived as follows: 

 

1

2 2

(1 (1 ))

(1 )

μ μ μ μ k
k
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2.2.2. Determination of Optimum ka Stiffness 

0,1

1

10

100

1000

0,2 0,4 0,6 0,8 1 1,2 1,4 1,6 1,8 2 2,2

β(Ω)

Ω

ξ=10

ξ=0.25

ξ=0.005



G. Tekin, M. A. Kösen / BEU Fen Bilimleri Dergisi 13 (1), 346-357, 2024 

351 
 

 

The optimum ka stiffness value is obtained by 

substituting the ka stiffness value into Eqn. (10) 

and considering the equality with Eqn. (11). As a 

result, the following explicit expression is 

introduced:  

 
3/2

1

a 3

2( (1 ))

(1 )

μ μ k
k

μ





 (13) 

 

 The ratio of stiffness of springs (k2 / ka) is 

defined as the stiffness ratio. The optimum 

stiffness ratios are tabulated in Table 1 for 

different mass ratios. As tabulated, the optimum 

stiffness ratio of the V-TMD increases with the 

increase in mass ratio of the structure.  

 Using the optimum k2 and ka stiffness 

values, the corresponding DAF curve is plotted 

in Figure 3 for 10 % mass ratio. 

 

 

 

Table 1. Optimum stiffness ratios for different mass ratios 

Mass ratio 

(µ) 

Stiffness ratio 

(κ) 

0.01 0.221 

0.02 0.326 

0.03 0.412 

0.04 0.488 

0.05 0.558 

0.10 0.863 

0.15 1.131 

0.20 1.379 

0.25 1.618 

0.30 1.849 

 
 

 

 

 
Figure 3.  β(ξ=0) and β(ξ=∞) curves for 10% mass ratio 

 

 It is proved that the values of the three fixed 

points namely the left, center, and right fixed 

points at which an intersection occurs satisfy Eqn. 

(11).  

 For the % 10 mass ratio, closed-form 

solutions of the left, center, and right fixed points’ 

squared frequencies are derived as follows: 

 

,
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Ω 1
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1
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1
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μ μ
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 (14) 

 

 

 Using the non-dimensional parameter, the 

frequencies of the three fixed points are presented 

in Table 2 for the cases µ = 0.10, ω1 = 1

1

k

m
 rad/s, 

k1 = 1 N/m, m1 =1 kg. Results are compared with 

[14] and [15]. The accurate and consistent 
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performance of the presented approach has been 

indicated. As tabulated in Table 2, the calculated 

results are accurate to two decimal places for the 

frequency values of the three fixed points.  
 

Table 2. Comparison of the left, central, and right fixed 

points’ frequencies 

Frequency 

values 

Present 

Study 

Reference 

Study 

[14] 

Reference 

Study 

[15] 

ωleft 0.764  0.76  0.76 

ωcenter 0.953  0.95  0.95 

ωright 1.190  1.19  1.18 

 

2.2.3. Determination of the Optimum Damping 

Ratio (ξ) 

 

The symmetry of the DAF curve regarding the central 

fixed point is directly related to the damping ratio 

effect. The best symmetry with regard to the central 

fixed point corresponds to the optimum value for the 

damping ratio. One way to check this symmetry is to 

make the slopes of the DAF curve at the left and right 

fixed points opposite each other. To the best of the 

author’s knowledge, an analytical (or closed-form) 

expression for the optimum damping ratio has not 

been derived yet.  

 In order to get an explicit expression for the 

optimum value of the damping ratio, the following 

procedure is proposed:  

 The squared frequency of a central fixed point 

has already been calculated as 1/(1+μ), so it takes a 

value less than 1 for any mass ratio. The square root 

of 1/(1+μ) has a value that is less than 1. So as to 

obtain the optimum damping ratio, the square root of 

1/(1+μ) must be equal to the height values of the three 

fixed points (see eqn. (11)) and must satisfy the 

following expression: 

 

, ,

1 1
(Ω ) (Ω ) ( )

1
ζ l c r

μ
β β β

μ μ


  


 (15) 

 

Here, Ωξ is the squared frequency that will be 

used to calculate the optimal damping ratio. 

Thereby, the symmetry of the DAF curve is 

precisely satisfied. An explicit expression of the 

optimum damping ratio for different mass ratios 

is derived as follows: 

 

2

(16 20 3 1/ (1 ) 12 (1 ) (4 5 )

16 31 16
opt

μ μ μ μ μ μ μ μ
ξ

μ μ

      


 
 (16) 

 

 

and a change in the optimal damping ratio with 

different mass ratios is shown in Figure 4. The 

optimum damping ratio of the V-TMD increases 

with the increase in the mass ratio of the 

structure, as expected. 

 

 

 

 
Figure 4. Change of optimum damping ratio with mass ratio considering optimum spring stiffness values
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2.2.4. Evaluation of the V-TMD Performance with 

Optimum Parameters 

 

 

Using the optimum values, the DAF curve is plotted 

in Figure 5 for different mass ratios. Noticeably, an 

increase in mass ratio results in a decrease in the 

maximum DAF values. In figure 5, the continuous 

line corresponds to the height values of the fixed 

points. It is also seen that the symmetry, which we 

want to investigate, is obtained using the optimum 

damping ratios based on the proposed algorithm for 

relatively large mass ratios. 
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(c) 
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(f) 

Figure 5. β(Ω) curves obtained using optimum parameters for different mass ratios (a) μ=0.01, (b) μ=0.02, (c) μ=0.05, 

(d) μ=0.10, (e) μ=0.15, and (f) μ=0.20 

 

 To demonstrate the efficiency of the 

recommended technique, the results of the V-

TMD are compared to the available results in the 

literature and tabulated in Table 3. Additionally, 

the classical TMD results are given in order to 

make a comparison between the performance of 

TMD and V-TMD. 

 

Table 3. Maximum DAFs for different mass ratios 

Mass Ratio (μ) Classical TMD 

Reference Study 

[3] 

V-TMD 

Reference Study 

[15] 

V-TMD 

Present Study 

0.01 14.18 13.78 14.29 

0.02 10.05 9.67 10.02 

0.05 6.40 6.05 6.27 

0.10 4.58 4.27 4.42 

0.20 3.32 3.04 3.16 

 

 It is seen that the effectiveness of the V-

TMD in diminishing the maximum DAF values 

is better than that of the classical TMD, as 

expected. Another observation from Table 3 is 

that the results of the present study agree well 

with the results of earlier research studies. 

Compared with the results of [15], highest error 

rate is nearly 4 % (when μ=0.20). This error is at 

an acceptable level, and symmetry disruption is 

inevitable for large mass ratios. 
 

3. Conclusion  

 

A Tuned mass damper (TMD) is a traditional 

passive vibration control device that is attached 

to a vibrating main structure. In this study, the 

characteristics of viscoelastically damped TMD, 

which is an alternative to classically damped 

TMD, are discussed. As a V-TMD, the Zener 

model is used. Some of the main points examined 

in this study are as follows: 
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 The fixed-point theory is generalized to 

obtain the optimal parameters of the V-

TMD. 

 A Zener-type TMD has three fixed points, 

unlike the traditional TMD with two fixed 

points. 

 The optimal values of two stiffness 

parameters (ka and k2) are established 

considering the height of the DAF at three 

fixed points. 

 An optimal damping ratio expression is 

developed considering the symmetry of 

the DAF with reference to the central fixed 

point. 

 The change in the value of optimum 

stiffness parameters and damping ratio 

with reference to different mass ratios is 

also presented with representative figures 

and tables. It is observed that the present 

study results show accurate agreement 

with the results reported in the literature. 

 Simple closed-form expressions are 

sufficiently accurate for practical use. 

 The optimum damping ratio of the V-

TMD increases with the increase in the 

mass ratio of the structure, as expected. 

 The optimum stiffness ratio of the V-TMD 

increases with the increase in mass ratio of 

the structure, as expected. 

 The authors recommend to use a 

viscoelastic damper model composed of 

multiple Maxwell and/or Voight elements 

for future research and searching to see if 

there will still be fixed points for this form 

of general viscoelastic model.  
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Abstract 

Most medical image processing studies use medical images to detect and measure 

the structure of organs and bones. The segmentation of image data is of great 

importance for the determination of the area to be studied and for the reduction of 

the size of the data to be studied. Working with image data creates an exponentially 

increasing workload depending on the size and number of images and requires high 

computing power using machine learning methods. Our study aims to achieve high 

success in bone segmentation, the first step in medical object detection studies. In 

many situations and cases, such as fractures and age estimation, the humerus and 

radius of the upper extremity and the femur and tibia of the lower extremity of the 

human skeleton provide data. In our bone segmentation study on X-RAY images, 

160 images from one hundred patients were collected using data compiled from 

accessible databases. A segmentation result with an average accuracy of 0.981 was 

obtained using the Mask R-CNN method with the resnet50 architecture. 
 

 
1. Introduction 

 

Many doctors use medical images to decide whether 

lesions, fractures, etc., occur in complaints that are 

thought to be caused by bone. With the development 

of medical imaging devices, a large number of high-

quality medical imaging methods such as X-ray, 

computed tomography (CT), and magnetic resonance 

imaging (MRI) are widely used [1]. Visual inspection 

of X-ray data to determine appropriate treatments is a 

primary means of detecting and determining the 

severity of bone and bone-related phenomena [2]. An 

experienced physician may need to spend a lot of time 

checking bone integrity and health status on the X-ray 

image. Many hospitals today have a shortage of 

experienced radiologists to handle these medical 

images. To assist doctors in detecting bone-related 

disorders, computer-aided diagnosis (CAD) has been 

widely used to analyze medical images and has 

received increasing attention [3]. Deep learning 

applications are intensively used to classify health 

data and can potentially provide pioneering 

knowledge to domain experts [4,5]. In our study, a  
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segmentation application that provides the boundary 

information of the object with formal precision will 

be applied beyond visual classification and object 

identification within frames. Although it is translated 

into our language as segmentation, the process 

referred to as segmentation is to divide a digital image 

into regions or objects in the image [6]. Segmentation 

of four long bones in the lower and upper extremities 

will support experts' decision-making processes, from 

bone integrity to age estimation and detection of 

different diseases. Our study aims to show the bone 

structure on the image using direct radiograph 

images. Direct radiographs are the most intensively 

used diagnostic method among medical imaging 

methods, which is the most cost-effective diagnostic 

method with the highest data access. It is known that 

radiographs, which are examined and reported by 

radiologists in the first step and then by specialized 

physicians, create a workload for more than one 

physician. Today, radiologists use medical imaging 

methods to examine and report images in different 

areas and frequencies. There are systems in which 
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medical images are collected in a pool for 

interpretation and waiting for the appointment of a 

specialist. Automating the preliminary information in 

the radiographs interpreted by more than one 

specialist physician will save much time and labor by 

marking the preliminary information about different 

structures and presenting it to the specialist on the 

image. In image processing, determining the point of 

interest is an important stage and is one of the first 

steps in almost all studies. The term region of interest 

in the literature consists of visualizing bone and 

cartilage structure on direct radiographs. In addition 

to being a pioneering procedure, our study has an 

innovative aspect, with the masking success reaching 

0.99 and above and possibly being integrated into 

radiological imaging devices. The segmentation of 

this region will be provided by masking produced 

with Mask R-CNN, as explained in the following 

sections.  

Recently, thanks to the higher computational power 

of graphics processing units (GPUs), many new 

works on CAD based on deep learning have been 

presented. Current deep learning-based segmentation 

methods utilize some fully convolutional network 

(FCN) derivatives to estimate the class labels of all 

pixels in an image in parallel. Due to the pooling 

layers and up-sampling process, spatial information 

may be lost during the prediction, so there are some 

inaccuracies in the predicted segmentation map, 

especially in sharp regions such as boundaries. 

Therefore, a hopping architecture in FCN has been 

proposed to solve this problem [7]. Following this 

idea, Ronneberger et al. (2015) proposed a standard 

and popular medical image segmentation architecture 

called U-Net, which includes a symmetric encoder 

and decoder. The features of each encoder layer are 

hopingly connected to the corresponding decoder 

layer to recover the lost spatial information [8]. In 

bone structure segmentation, studies differ according 

to the preprocessing or masking area, and different 

results have been obtained with different network 

architectures.  

Bullock et al. (2019) applied XNet 

architecture to segment X-ray images into bones and 

skin and obtained results with an overall accuracy of 

0.92, which surpasses classical methods [9]. Drozdzal 

et al. (2018) combined Cnet with the fully connected 

resnet architecture (FC-ResNet) applied for CT liver 

images to detect lesions and obtain high-accuracy 

results [10]. Omar (2019) used a VGG-16-based 

SegNet model for CT lung image segmentation and 

achieved an average success rate of 0.95 [11]. Deep 

learning is a process that allows computational 

models consisting of multiple processing layers to 

learn representations of data with multiple levels of 

abstraction for the automatic segmentation of 

different anatomical structures. It includes automatic 

segmentation methods that are classified as either pre-

supervised or unsupervised. For supervised methods, 

segmentation requires operator interaction throughout 

the process, while unsupervised methods usually 

require operator intervention only after the end of the 

process. Unsupervised methods are preferred to 

obtain a reproducible result [12]. In another study, U-

net detected different human bones from computed 

tomography images, achieving a segmentation 

accuracy of 0.93 [13]. Smistad et al. (2015) applied 

deep learning methods to MRI tomography images to 

detect lung tumors and, at the same time, improve 

MRI image quality. The segmentation processes 

obtained with current methods exceed the success 

threshold of 0.90 based on the literature review [14]. 

For segmentation tasks, Mask R-CNN has several 

advantages over Faster R-CNN. First, it can generate 

more accurate and fine-grained masks for each object, 

better at capturing the details of shape and contour 

than bounding boxes. Second, it can handle 

overlapping and occluded objects better than 

semantic segmentation models, which can confuse 

pixels from different instances of the same class. 

Third, it can use the existing architecture and pre-

trained weights of Faster R-CNN, which can reduce 

training time and data requirements. Finally, adding 

or modifying the mask branch can extend it to other 

tasks, such as key point detection, pose estimation, 

and panoptic segmentation. 

 

2. Material and Method 

 

2.1. Convolutional neural networks 

 

It is similar to traditional artificial neural networks, 

consisting of neurons that self-optimize through 

learning. Each neuron takes one input and performs a 

process that is the basis of numerous ANNs. From the 

input raw image vectors to the final output of the class 

score, the entire network continues to express a single 

weight. The final layer contains the loss functions 

associated with the classes and can be used to 

optimize objectives such as class scores. [15]. 

Convolutional neural networks, also known as CNNs, 

are a particular type of neural network, usually 

consisting of the following layers.  

Paragraphs following the first paragraph 

should begin with the paragraph indentation. The 

general structure of CNN layers is presented in Figure 

1.
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Figure 1. CNN layers [16]. 

 

When scanning images based on their size, filters 

perform convolution layer operations. 

Hyperparameters such as the filter size and step are 

used. The outcome of this is an activation map or 

feature map. This process can also be regarded as 

image reduction or feature extraction. 

 

Figure 2. Convolution layer. 

 

The full link layer represents the sampling process 

following the convolution layer, typically 

representing spatial variation. Specifically, 

maximum, and average co-registration represent 

distinct categories of co-registration, with maximum 

and average values taken correspondingly. Opting for 

maximum averaging retains the perceived features by 

identifying the current matrix's highest value, 

constituting the most preferred method. Different 

methods can be employed in this layer to guarantee 

the selection of varied features. Convolution layer 

sections are presented in Figure 2. 

The fully linked layer works on an input where all 

neurons are connected to each input. As seen in Figure 

3, these layers are commonly situated towards the end 

of a CNN architecture and can be utilized to enhance 

objectives such as class scores. 

 

Figure 3. Fully connected layer. 

 

 

2.2. Region-based CNN 

The architecture used to identify objects in images 

and the classes of these objects was published by 

Girshick et al. in 2014 [17]. RCNN is run on images 

containing multiple objects in two different steps. The 

first of these steps is selective search. In this stage, the 

features that are candidates to be objects in the image 

are determined. The RCNN architecture is shown in 

Figure 4 below. After identifying approximately 2000 

regions, each region is entered into the CNN model 

separately, and the boxes defining the boundaries are 

predicted. 

 

 
Figure 4. Region-based CNN architecture [17].

 

 

2.3. Mask R-CNN 

It is a state-of-the-art example segmentation 

technique proposed by He et al. [18]. As shown in 
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Figure 5, Mask-RCNN is divided into two branches 

of the network: classification prediction and mask 

prediction. The classification prediction branch is the 

same as Faster-RCNN, predicts the relevant domain 

and produces class labels and rectangular box 

coordinate output. Each binary mask produced by the 

mask prediction branch relies on the classification 

prediction results to separate these objects. Mask-

RCNN independently predicts a binary mask for each 

class to avoid competition. 

 

 
Figure 5. Mask-RCNN architecture [18]. 

 

2.3.1 Mask R-CNN Hyperparameters 

Back Bone: The backbone is the Conv Net 

architecture. This is used in the first step of Mask R-

CNN. Available backbone selection options include 

ResNet50, ResNet101 and ResNext 101. 

Train_ROIs_Per_Image: This is the maximum 

number of ROIs the Region Proposal Network will 

generate for the image. These ROIs will be processed 

in the next step for classification and masking. 

Detection_Min_Confidence: This is the confidence 

threshold above which an instance will be classified. 

It can be initialized by default. It can be increased or 

decreased depending on the model's detected 

instances. 

Image_Min_Dim and Image_Max_Dim: These 

settings control the image size. The default settings 

resize images to 1024x1024 squares. Smaller images 

(512x512) can reduce memory requirements and 

training time. 

Loss weights: Mask RCNN uses a complex loss 

function, calculated as the weighted sum of different 

losses in each model state. The hyper-parameters of 

the weight of the losses correspond to the weight the 

model should give to each state. 

 

2.3.2 Mask R-CNN Evaluation Metric 

Pixel accuracy is a common evaluation metric used in 

image segmentation to measure the overall accuracy 

of the segmentation algorithm. It is the ratio of 

correctly classified pixels to the total number of pixels 

in the image. 

 

𝑃𝑖𝑥𝑒𝑙 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑝𝑖𝑥𝑒𝑙𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑝𝑖𝑥𝑒𝑙𝑠
  (1) 

 

2.4. Resnet 

In 2015, Resnet, a network structure proposed by He 

et al., ranked first in ILSVRC-2015 classification, 

ImageNet detection and localization, COCO 

detection, and segmentation tasks. The deepening 

network structure aims to solve the problem of 

reducing the training error by using the residual block 

structure. Residual blocks are added to the output by 

skipping one or more layers. The identity block is 

used if the input and output are the same [19]. If the 

residual block does not provide learning, it does not 

impose an additional load on the structure, but 

generally, the residual block contributes positively to 

the network's learning. Resnet50 architecture is 

presented in Figure 6 below. 

 

Figure 6. Resnet50 architecture [19] 

 

With the structure shown in Figure 7, Resnet50 is 

used as 1x1 convolution, 3x3 convolution, and 1x1 

dimensionality to recover the actual size. 

 

Figure 7. Resnet50 link example [19] 

 

3. Results and discussion 

LERA X-RAY images made available by Stanford 

University were used for educational and academic 

studies [20]. To compare the aims and data amounts 

of the studies in the literature, the information on the 
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publications in similar fields is presented in Table 1 

below. 

 

Table 1. Similar studies in the literature and the amount 

of visual data used 

Study Aim Data 

Yahalomi vd. (2019) [2] Fracture detection 38 

He vd. (2020) [21] Tumor detection 291 

Eweje vd. (2021) [22] Tumor classification 1060 

Chianca vd. (2021) [23] Tumor classification 146 

Anizusman vd. (2021) [24] Tumor classification 50 

Karthik vd. (2021) [25] Pneumonia detection 5000 

Thakur ve Kumar (2021) [26] Pneumonia detection 3877 

Felfeliyan (2022) [27] Cartilage Segmentation 500 

 

Images with complete bone integrity and without 

prosthesis were selected from the set containing 

different anomaly and prosthesis images. In addition, 

a student profile was created on the Medpix page, and 

appropriate images of the relevant bones made 

available for sharing were used [28]. 

The dataset consisting of 160 different images was 

labeled as polygons with the single class 'bone' tag in 

Microsoft's 'Common Objects in Contects' COCO 

format, which is widely used in image segmentation.  

Examples of labeled images are shown in Figure 8. 

Depending on the imaging equipment, X-rays are 

available in different resolutions, such as 1024*817, 

2436*2966, and 2021*2021. With the Mask R-CNN 

architecture, these images are resized to 1024*1024. 

 

 Figure 8. Labeled image samples.  

 

The dataset was divided randomly into training and 

test sections at a ratio of 120/40. Data augmentation 

was not applied because it would produce images 

outside the X-ray acquisition standards. For example, 

if augmentation techniques were to be applied to the 

lower extremity image, the femur and tibia would be 

in different positions, which would differ from the 

real images. Train was performed on a Tesla K80 

GPU provided by Google Colab. Experiments were 

performed with different resolutions, epochs, and 

parameters, and the optimal success value was 

obtained independently of the test images, with a 

resolution of 1024*1024 and a learning rate (lr) of 

0.001. The process took 84 minutes, and the test 

results exceeded the success threshold set in the 

literature. Table 2 below presents some test results 

with Resnet101 and Resnet50 architectures using 

different parameters and average sensitivity values. 

 

Table 2. Training parameters and accuracy results 

mAP Parameters 

Validation 

steps 

Steps per 

epoch 

Backbone Min. 

conf. 

0,981 50 1000 Resnet101 0,7 

0,989 50 1000 Resnet50 0,7 

0,976 50 500 Resnet101 0,7 

0,977 50 500 Resnet50 0,7 

0,976 100 1000 Resnet101 0,7 

0,977 100 1000 Resnet50 0,7 

 

 

4. Conclusion and Suggestions 

When diagnosing bone-related complaints, our 

application aims to reduce the target region by 

detecting the relevant area on X-ray images, which is 

the primary source of information for medical 

specialists. Our results show an average accuracy of 

0.981. Figure 9 also lists the accuracy values obtained 

for the test radiographs, with the lowest value of 0.88. 

This shows that a segmentation success of 0.99 is 

possible by overcoming some limitations. Figure 10 

shows sample images of the test set. It is important to 

note that this is an objective evaluation based on the 

resources used. The application aims to improve 

successful object/structure detection within the 

masked area. This is based on pioneering studies with 

Mask-RCNN in detecting anomalies, fractures, and 

lesions on the four long bones. The study has reached 

a point of success with masking and aims to create 

innovative software that can be added to radiological 

imaging devices. The Mask R-CNN architecture 

preferred for the study provides the segmentation 

function on visual data. This process provides region 
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of interest (ROI) extraction in fracture, implant, 

tumor, and anomaly detections, which are intensively 

included in the literature and controlled depending on 

the bone structure. Running deep learning models on 

ROI-detected images for object detection and similar 

operations will provide a lower workload and faster 

results [29]. Future studies will include images with 

structural differences for data augmentation and 

sample object detection. Additionally, they will 

continue to explore applications with different 

network and architectural structures and carry out 

optimization trials using the existing parameters to 

achieve the most optimal results for the data. 

 

 

Figure 9. Test X-rays accuracy. 

 

 

Figure 10. Prediction examples on test data. 
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