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Department of Mathematics
Faculty of Science, Sakarya University
Sakarya-TÜRKİYE
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Abstract

This study focused on “Extension of synthetic division and its applications”. The study was
designed to show synthetic division and its extension and to point out the applications of
synthetic division and its extension. The study found out that the concepts of polynomial
and rational expressions in single variables are basic concepts to deal extension of synthetic
division and its applications. Using the preliminary concepts, the concept of synthetic
division is extended in this study. Also, the study found out that an extension of synthetic
division is used for finding the oblique asymptote of the graph of a rational function,
evaluating the integration of some rational functions, representing polynomial expression
by factorial function in numerical analysis, and so on.

1. Introduction

Division is one of the arithmetic operations [1]. The division of two real numbers, saying a and b, is denoted by a÷b or a
b provided that

b is different from zero. From this expression, a and b are said to be dividend and divisor, respectively [2]. The task of division of real
numbers(a÷b; b 6= 0) is finding real numbers k and t that satisfy the equation a = kb+ t [3]. From this equation, k and t are said to be
quotient and remainder of the division, respectively [4]. Since human beings use the concept of division of real numbers for their day − to
−day activities frequently, they upgraded this concept beyond the set of real numbers. Polynomial division is one of this upgrading. In this
division, the quotient and the remainder are polynomial expressions [5]. There are different techniques to perform polynomial division.
Among these techniques, long division and synthetic division are the most known techniques. Long division uses variable − wise division
whereas synthetic division uses coefficient − wise division [6]. This study is mainly focused on extension of synthetic division as well as its
applications.
The main objectives of this study are

• to show synthetic division.
• to show the extension of synthetic division.
• to point out the applications of synthetic division and its extension.

2. Preliminaries

Polynomial and rational expressions in single variable are the preliminary concepts to deal synthetic division and its extension [7].

Definition 2.1 ( [8]). A polynomial expression in a single variable x of degree n is an expression in the form of

anxn +an−1xn−1 + . . .+a1x+a0, (2.1)

where n is a whole number and an 6= 0.

Remark 2.2. From equation (2.1),

• an, an−1, . . . , a1 and a0 are said to be coefficients of a polynomial expression.
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• anxn is said to be the leading term of a polynomial expression.
• an is said to be the leading coefficient of a polynomial expression.
• a0 is said to be the constant term of a polynomial expression.
• For any doing in this paper, we use the set of complex numbers as a domain of a polynomial expression.

Example 2.3. x3 +1 and 3 are polynomial expressions in x of degree 3 and 0, respectively but 0 is a polynomial expression in x with no
degree.

Definition 2.4 ( [9]). A complex number r is said to be a zero of a polynomial expression P(x) if P(r) = 0.

Theorem 2.5 (Linear Factorization Theorem, [10]). Let an 6= 0 be a leading coefficient of a polynomial expression P(x) and the zeros of
P(x) with their multiplicities are listed in the following table (k is a natural number). Then the factorization form of
P(x) is P(x) = an (x− r1)

m1 (x− r2)
m2 (x− r3)

m3 . . . (x− rk)
mk .

zeros Multiplicities
r1 m1
r2 m2
r3 m3
...

...
rk mk

Table 1: The zeros of P(x) with their multiplicities.

Definition 2.6 ( [11]). A rational expression in a single variable x is an expression in the form of

P(x)
Q(x)

, (2.2)

where P(x) and Q(x) are polynomial expressions in x and Q(x)6=0.

Remark 2.7. From equation (2.2),

• P(x) is said to be numerator of rational expression.
• Q(x) is said to be denominator of rational expression.
• If the degree of P(x) is less than the degree of Q(x), then the rational expression is said to be proper rational expression.
• If the degree of P(x) is greater than or equal to the degree of Q(x), then the rational expression is said to be improper rational

expression.

Example 2.8. x3+1
x−1 and x2 +3 are rational expressions in x but x0.5

x−1 is not rational expression because x0.5 is not a polynomial expression.

Theorem 2.9 ( (Polynomial Division Theorem), [12]). Let f(x) and d(x) are polynomial expressions such that d(x) 6=0, and f (x)
d(x) is improper

rational expression. Then there exist unique polynomial expressions q(x) and r(x) such that

f (x) = q(x)d(x)+ r(x) , (2.3)

where r(x) = 0 or the degree of r(x) is less than the degree of d(x).

Remark 2.10. From equation (2.3), q(x) and r(x) are the quotient and remainder of f (x)÷d(x), respectively.

3. Synthetic Division

Synthetic division is a way to divide a polynomial expression in x by the binomial x− c, where c is a constant [13]. In synthetic division, we
follow the following steps

Step 1: Set up the synthetic division.
Step 2: Bring down the leading coefficient to the 2nd cell of the bottom row.
Step 3: Multiply c by the value just written on the 2nd cell of the bottom row, and then write this result on the 3rd cell of the 3rd row.
Step 4: Add the column created in Step 3, and then write this result on the 3rd cell of the bottom row.
Step 5: Repeat Steps 3 and 4 until done.
Step 6: Write out the answer [14].

The numbers in the bottom row make up our coefficients of the quotient and remainder. The final value on the last cell of the bottom row is
the remainder and the rests are the coefficients of the quotient [15].

Example 3.1. Consider a rational expression x3+1
x−2 .

x3 +1 means x3 +0x2 +0x+1 and the zero of x−2 is 2.

• Write the coefficients of x3 +0x2+0x+1 and the zero of x−2 in the following manner.

Zero of the divisor
2 1 0 0 1

Table 2: Step-1 of synthetic division for Example 3.1.
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• Bring down the leading coefficient, 1 to the 2nd cell of the bottom row. That is

Zero of the divisor
2 1 0 0 1

1

Table 3: Step-2 of synthetic division for Example 3.1.

• Multiply 1 by the zero of the divisor, 2. This is equal to 2. Then write 2 on the 3rd cell of the 3rd row. That is

Zero of the divisor
2 1 0 0 1

2
1

Table 4: Step-3 of synthetic division for Example 3.1.

• Add 0 and 2. This is equal to 2. Then write 2 on the 3rd cell of the bottom row. That is

Zero of the divisor
2 1 0 0 1

2
1 2

Table 5: Step-4 of synthetic division for Example 3.1.

• Multiply 2 by the zero of the divisor, 2. This is equal to 4. Then write 4 on the 4th cell of the 3rd row. That is

Zero of the divisor
2 1 0 0 1

2 4
1 2

Table 6: Step-5 of synthetic division for Example 3.1.

• Add 0 and 4. This is equal to 4. Then write 4 on the 4th cell of the bottom row. That is

Zero of the divisor
2 1 0 0 1

2 4
1 2 4

Table 7: Step-6 of synthetic division for Example 3.1.

• Multiply 4 by the zero of the divisor, 2. This is equal to 8. Then write 8 on the 5th cell of the 3rd row. That is

Zero of the divisor
2 1 0 0 1

2 4 8
1 2 4

Table 8: Step-7 of synthetic division for Example 3.1.

• Add 1 and 8. This is equal to 9. Then write 9 on the 5th cell of the bottom row. That is

Zero of the divisor
2 1 0 0 1

2 4 8
1 2 4 9=r

Table 9: Step-8 of synthetic division for Example 3.1.

Therefore, 9 is the remainder and 1, 2, and 4 are the coefficients of the quotient of the given polynomial division. That is, r(x) = 9 and
q(x) = x2 +2x+4.
Let f (x)

d(x) be improper rational expression such that d(x) = t(x− c); t 6= 0. Assume that the quotient and remainder of this rational expression
are q(x) and r(x), respectively.

f (x)
d(x)

=
f (x)

t(x− c)
= q(x)+

r(x)
t(x− c)

=⇒ 1
t

f (x)
x− c

=
1
t

[
tq(x)+

r(x)
x− c

]
=⇒ f (x)

x− c
= t q(x)+

r(x)
x− c

From the preceding equation, we can conclude that

• The quotient of f (x)
x−c is t times of the quotient of f (x)

t(x−c) .

• The remainder of f (x)
x−c is the same as the remainder of f (x)

t(x−c) .

Remark 3.2. Two proportional improper rational expressions have the same quotient but not the same remainder.
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4. Extension of Synthetic Division

Let P(x)
Q(x) be improper rational expression and Q(x) = (x−a1)(x−a2)(x−a3) . . . (x−an); each ai

′s is a constant.

• P(x)
x−a1

= q1(x) + r1
x−a1

where q1(x) and r1 are the quotient and remainder of P(x)
x−a1

, respectively.
• Multiply the preceding equation by 1

x−a2
. Then we get

P(x)
(x−a1)(x−a2)

=
q1(x)
x−a2

+
r1

(x−a1)(x−a2)
=⇒ P(x)

(x−a1)(x−a2)
= q2(x)+

r2

x−a2
+

r1

(x−a1)(x−a2)
,

where q2(x) and r2 are the quotient and remainder of q1(x)
x−a2

, respectively.

=⇒ P(x)
(x−a1)(x−a2)

= q2(x)+
r2(x−a1)+ r1

(x−a1)(x−a2)
,

• Multiply the preceding equation by 1
x−a3

. Then we get

P(x)
(x−a1)(x−a2)(x−a3)

=
q2(x)
x−a3

+
r2(x−a1)+ r1

(x−a1)(x−a2)(x−a3)

=⇒ P(x)
(x−a1)(x−a2)(x−a3)

= q3(x) +
r3

x−a3
+

r2(x−a1) + r1

(x−a1)(x−a2)(x−a3)
,

where q3(x) and r3 are the quotient and remainder of q2(x)
x−a3

, respectively.

=⇒ P(x)
(x−a1)(x−a2)(x−a3)

= q3(x) +
r3(x−a1)(x−a2) + r2(x−a1) + r1

(x−a1)(x−a2)(x−a3)

• Using similar pattern

P(x)
(x−a1)(x−a2)(x−a3) . . . (x−an)

= qn(x) +
r1 + r2(x−a1) + r3(x−a1)(x−a2) + . . . + rn(x−a1)(x−a2) . . . (x−an−1)

(x−a1)(x−a2)(x−a3) . . . (x−an)

Hence, q(x) = qn(x) is the quotient of P(x)
Q(x) and r(x) = r1 + r2(x−a1) + r3(x−a1)(x−a2) + . . . + rn(x−a1)(x−a2) . . . (x−an−1)

is the remainder of P(x)
Q(x) . To find q1(x), q2(x), . . . , qn(x), r1, r2, . . . , and rn, we use synthetic division successively in the following

manner.

Zeros of the divisor
a1 Coefficients of P(x)

This line consists numbers which are obtained using steps of synthetic division
Coefficients of q1(x) and r1

a2 Coefficients of q1(x)
This line consists numbers which are obtained using steps of synthetic division

Coefficients of q2(x) and r2
...

...
Coefficients of qn−1(x) & rn−1

an Coefficients of qn−1(x)
This line consists numbers which are obtained using steps of synthetic division

Coefficients of qn(x) and rn

Table 10: Steps of extension of synthetic division.

Hence, such type of successive use of synthetic division is called extension of synthetic division.

Remark 4.1. The order of a1, a2, . . . & an in the preceding table does not affect the desired results.

Example 4.2. Let us find the quotient and remainder of rational expressions x5 + x + 1
(x2−1)(x + 2) ,

x4 + x
x2 + 1 and x4 + x

x2 + x using extension of synthetic
division.

(a) x5 + x + 1
(x2−1)(x + 2) = x5 + 0x4 + 0x3 + 0x2 + x + 1

(x + 2)(x + 1)(x−1) . Hence, the coefficients of a polynomial expression in the numerator of this rational
expression are 1, 0, 0, 0, 1 & 1, and the zeros of a polynomial expression in the denominator of this rational expression are − 2, − 1 &
1. Now let us construct a table.
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Zeros of the divisor
-2 1 0 0 0 1 1

− 2 4 − 8 16 − 34
1 − 2 4 − 8 17 − 33 = r1

-1 1 − 2 4 − 8 17
− 1 3 − 7 15

1 − 3 7 − 15 32 = r2

1 1 − 3 7 − 15
1 − 2 5

1 − 2 5 − 10 = r3

Table 11: Steps of synthetic division for Example 4.2 (a).

Therefore,

– the quotient is q(x) = x2−2x+5.
– the remainder is

r(x) = r1 + r2(x + 2) + r3(x + 2)(x + 1) = −33 + 32(x + 2)−10(x + 2)(x + 1)

=⇒ r(x) = −10x2 + 2x + 11

(b) x4 + x
x2 + 1 = x4 + 0x3 + 0x2 + x + 0

(x + i)(x−i) . Hence, the coefficients of a polynomial expression in the numerator of this rational expression are 1,
0, 0, 1 & 0, and the zeros of a polynomial expression in the denominator of this rational expression are −i & i. Now let us construct a
table.

Zeros of the divisor
− i 1 0 0 1 0

−i −1 i 1−i
1 −i −1 1 + i 1−i = r1

i 1 −i −1 1 + i
i 0 −i

1 0 −1 1 = r2

Table 12: Steps of synthetic division for Example 4.2 (b).

Therefore,

– the quotient is q(x) = x2−1.
– the remainder is r(x) = r1 + r2(x+ i) = 1-i+1(x+ i) =⇒ r(x) = x + 1

(c) x4 + x
x2 + x = x4 + 0x3 + 0x2 + x + 0

x(x + 1) . Hence, the coefficients of a polynomial expression in the numerator of this rational expression are 1,
0, 0, 1 & 0, and the zeros of a polynomial expression in the denominator of this rational expression are 0 & − 1. Now let us construct
a table.

Zeros of the divisor
0 1 0 0 1 0

0 0 0 0
1 0 0 1 0 = r1

− 1 1 0 0 1
− 1 1 − 1

1 −1 1 0 = r2

Table 13: Steps of synthetic division for Example 4.2 (c).

Therefore,

– the quotient is q(x) = x2− x + 1.
– the remainder is r(x) = r1 + r2x = 0+ 0x =⇒ r(x) = 0. Hence, a polynomial expression in the denominator of the given

rational expression is a factor of a polynomial expression in the numerator of the given rational expression.

Remark 4.3. Let f (x)
d(x) be improper rational expression such that d(x) = (a1x− c1)(a2x− c2)(a3x− c3) . . . (anx− cn); each ci

′s is a
constant & each ai

′s is a non − zero constant, then

• the quotient of f (x)
d(x) is 1

a1 a2 a3 ... an
of the quotient of f (x)

(x− c1
a1
)(x− c2

a2
)(x− c3

a3
)...(x− cn

an
)
.

• the remainder of f (x)
d(x) is the same as the remainder of f (x)

(x− c1
a1
)(x− c2

a2
)(x− c3

a3
)...(x− cn

an
)
.
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5. Applications of Extension of Synthetic Division

Extension of synthetic division has applications for

• finding the oblique asymptote of the graph of a rational function
• evaluating the integration of some rational functions
• representing polynomial expression by factorial function in numerical analysis
• finding an equation of a line tangent to a graph of polynomial function at a point
• finding the greatest common factor of two polynomial expressions.

5.1. Oblique asymptote of the graph of a rational function

Extension of synthetic division is applicable to find oblique asymptote of the graph of a rational function. The graph of a rational function
has oblique asymptote if the degree of a polynomial expression in the numerator exceeds the degree of a polynomial expression in the
denominator by one.
Let f (x) =

P(x)
Q(x) be a rational function. If the degree of P(x) exceeds the degree of Q(x) by one, then the oblique asymptote of the graph of

f (x) is a liney = q(x) where q(x) is a quotient of P(x) ÷Q(x).

Example 5.1. Let us find the oblique asymptote of the graph of f(x) = x3

x2−25 using extension of synthetic division.

Since the degree of x3 exceeds the degree of x2−25 by 1, then the graph of f (x) has oblique asymptote.
x3 = x3 + 0x2 + 0x + 0 and x2−25 = (x+5)(x−5).

Zeros of the divisor
−5 1 0 0 0

−5 25 −125
1 −5 25 −125 = r1

5 1 −5 25
5 0

1 0 25 = r2

Table 14: Steps of synthetic division for Example 5.1.

From the preceding table, q(x) = x. Hence, the oblique asymptote of the graph of the given function is a line y = x.

5.2. Integration of some rational functions

If the integrand of a given integration is improper rational expression, then extension of synthetic division has application in a time of
evaluation of the given integration using a method of integration by partial fractions.

Example 5.2. Consider
∫ x4

x2−2x−3 dx.

To evaluate this integral using a method of integration by partial fractions, the integrand must be expressed as the sum of polynomial
expression and proper rational expression. To do this, we apply extension of synthetic division.
x4 = x4 + 0x3 + 0x2 + 0x + 0 and x2−2x−3 = (x+1)(x−3).

Zeros of the divisor
−1 1 0 0 0 0

−1 1 −1 1
1 −1 1 −1 1 = r1

3 1 −1 1 −1
3 6 21

1 2 7 20 = r2

Table 15: Steps of synthetic division for Example 5.2.

From the preceding table,

• the quotient of x4

x2−2x−3 is q(x) = x2 + 2x + 7.

• the remainder of x4

x2−2x−3 is r(x) = 1+20(x+1) = 20x+21.

Hence,

x4

x2−2x−3
= x2 + 2x + 7+

20x + 21
x2−2x−3

=⇒ x4

x2−2x−3
= x2 + 2x + 7+

81/4
x−3

+
−1/4
x+1

since 20x + 21
x2−2x−3 is decomposed as 81/4

x−3 + −1/4
x+1 using the concept of partial fraction decomposition.∫ x4

x2−2x−3
dx =

∫
(x2 + 2x + 7)dx+

∫ 81/4
x−3

dx+
∫ −1/4

x+1
dx.

After this, the evaluations of these integrals are too simple.
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5.3. Representation of polynomial expression by factorial function

Extension of synthetic division has application in a time of expression of a polynomial expression by factorial function.
A product of the form x(x− h)(x− 2h)(x− 3h) . . .(x− (n− 1)h) is called factorial function and denoted by x(n). The name of h is
step size of {x,x− h,x− 2h,x− 3h, . . . ,x− (n− 1)h}. Thus x(n) = x(x− h)(x− 2h)(x− 3h) . . .(x− (n− 1)h). If h = 1, then x(n) =
x(x−1)(x−2)(x−3) . . .(x− (n−1)).

Example 5.3. Let us represent a polynomial expression x4− 12x3 + 42x2− 30x+ 9 by factorial function using the help of extension of
synthetic division(assuming h = 1).

Suppose

x4−12x3 +42x2−30x+9 = Ax(4)+Bx(3)+Cx(2)+Dx(1)+E

=⇒ x4−12x3 +42x2−30x+9 = Ax(x−1)(x−2)(x−3)+Bx(x−1)(x−2)+Cx(x−1)+Dx+E

Let us divide both sides of the preceding equation by x(x−1)(x−2)(x−3)(x−4). Then we get

x4−12x3 + 42x2−30x + 9
x(x−1)(x−2)(x−3)(x−4)

=
Ax(x−1)(x−2)(x−3) + Bx(x−1)(x−2) + Cx(x−1) + Dx + E

x(x−1)(x−2)(x−3)(x−4)
.

Thus, 0 and Ax(x−1)(x−2)(x−3)+Bx(x−1)(x−2)+Cx(x−1)+Dx+E are the quotient and the remainder of x4−12x3 + 42x2−30x + 9
x(x−1)(x−2)(x−3)(x−4) ,

respectively. To find all the unknown coefficients, let us apply extension of synthetic division.

=⇒ A = r5, B = r4, C = r3, D = r2 and E = r1.

Zeros of the divisor
0 1 −12 42 −30 9

0 0 0 0
1 −12 42 −30 9 = r1 = E

1 1 −12 42 −30
1 −11 31

1 −11 31 1 =r2 = D

2 1 −11 31
2 −18

1 −9 13 = r3 = C

3 1 −9
3

1 −6 = r4 = B

4 1

1 = r5 = A

Table 16: Steps of synthetic division for Example 5.3.

From the preceding table, the factorial representation of the given polynomial expression is x(4)−6x(3)+13x(2)+ x(1)+9.

5.4. Equation of a line tangent to a graph of polynomial function at a point

Extension of synthetic division has application to find the equation of a line which is tangent to the graph of a polynomial function f (x) at a
point (r, f (r)).
The equation of a line which is tangent to the graph of a polynomial function f (x) at a point (r, f (r)) is y = r(x) where r(x) is the remainder
of f (x)÷ (x− r)2.

Example 5.4. Let us find the equation of a line which is tangent to the graph of a polynomial function f (x) = x5−1 at a point (1, f (1))
using the concept of extension of synthetic division.

The equation of a line which is tangent to the graph of a given polynomial function f (x) at a point (1, f (1)) is the remainder of f (x)÷(x−1)2.

Zeros of the divisor
1 1 0 0 0 0 −1

1 1 1 1 1
1 1 1 1 1 0 = r1

1 1 1 1 1 1
1 2 3 4

1 2 3 4 5 = r2

Table 17: Steps of synthetic division for Example 5.4.

From the preceding table, r(x) = 0+5(x-1) = 5x−5 . Hence, the equation of a line which is tangent to the graph of a polynomial function
f (x) = x5−1 at a point (1, f (1)) is y(x) = 5x−5.
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5.5. Greatest common factor (GCF) of two polynomial expressions

Using the concept of Euclidean algorithm theorem and extension of synthetic division, we can find GCF of two polynomial expressions.
Euclidean algorithm theorem: Let f (x) and g(x) are polynomial expressions such that g(x) 6= 0 and degree of f (x) ≥ degree of g(x).
Apply polynomial division theorem successively as follows

f (x) = q0(x)g(x)+ r0(x) with degree of g(x)> degree of r0(x)

g(x) = q1(x)r0(x)+ r1(x) with degree of r0(x)> degree of r1(x)

.........................................................................................................

rn−2(x) = qn(x)rn−1(x)+ rn(x) with degree of rn−1(x)> degree of rn(x)

rn−1(x) = qn+1(x)rn(x)+0.

Therefore, GCF [ f (x),g(x)] = 1
c rn(x) where c is the leading coefficient of rn(x) [6].

We use extension of synthetic division to find q0(x),q1(x),q2(x), . . . ,qn+1(x),r0(x),r1(x),r2(x), . . . and rn(x).

Example 5.5. Consider polynomial expressions x4− x3 and x3− x.

Firstly Let us find the quotient and the remainder of x4− x3 ÷ x3− x using extension of synthetic division.

Zeros of the divisor
0 1 −1 0 0 0

0 0 0 0
1 −1 0 0 0 = r1

−1 1 −1 0 0
−1 2 −2

1 −2 2 -2 = r2

1 1 −2 2
1 −1

1 −1 1 = r3

Table 18: Step-1 of synthetic division for Example 5.5.

From the preceding table, x− 1 and x(x− 1) are the quotient and the remainder of x4 − x3 ÷ x3 − x, respectively. Hence,
x4− x3 = (x−1)(x3− x)+ x(x−1).

Secondly Let us find the quotient and remainder of x3− x ÷ [x(x−1)] using extension of synthetic division.

Zeros of the divisor
0 1 0 −1 0

0 0 0
1 0 −1 0 = r1

1 1 0 −1
1 1

1 1 0 = r2

Table 19: Step-2 of synthetic division for Example 5.5.

From the preceding table, x + 1 and 0 are the quotient and remainder of x3 − x ÷ [x(x − 1)], respectively. Hence,
x3− x = (x+1)[x(x−1)]+0. Therefore, the GCF of the given two polynomial expressions is 1

1 x(x−1) = x2− x since the leading
coefficient of x(x−1) is 1.

6. Conclusion

Using variable − wise division(long division), we can able to find the quotient and remainder of improper rational expression P(x)
Q(x) .

Sometimes, this division is more complex and tedious. To find the quotient and remainder of P(x)
Q(x) in easiest and shortest way, we need to

have an easiest and simplest way. Extension of synthetic division is among of them. To deal the extension of synthetic division, we need to
have the concepts of polynomial and rational expressions as preliminary concepts. This division has great applications in different ares of
Mathematics as stated earlier. We would like to recommend that mathematics teachers should use the extension of synthetic division for
polynomial divisions in their teaching-learning tasks.
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Abstract

This article studies the bidimensional versions of four number sequences: balancing, Lucas-
balancing, Lucas-cobalancing and cobalancing. Some of the identities and generating
functions were presented.

1. Introduction

The study of numerical sequences has been the subject of a lot of research in recent years. Much emphasis has been placed on the Fibonacci,
balancing, Lucas-balancing, cobalancing and Lucas-cobalancing sequences, among others. In [1], some identities were deduced for the Pell,
Pell-Lucas and balancing numbers and some relationships between them. Some formulas for sums, divisibility properties, perfect squares
and Pythagorean triples involving these numbers were also studied. In [2], some combinatorial expressions of balancing and Lucas-balancing
numbers were established and some of their properties were investigated. Finally, in [3], a brief study was made of the limits for reciprocal
sums involving terms from balancing and Lucas-balancing sequences. Many properties and identities of sequences are established using
the so-called Binet formula for these sequences. This formula is known to be an explicit formula used to determine any term of a specific
numerical sequence without having to resort to its previous terms. In 1985, the mathematician Levesque, in [4], deduced this formula
for a linear recurrence of m-th order (m ∈ N). Binet’s formula for the sequence of balancing numbers Bn, Lucas-balancing numbers Cn,
Lucas-cobalancing numbers cn and cobalancing numbers bn, is given, respectively, by:
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2.
In this article, our objective is to study the bidimensional versions of these four number sequences, presenting some identities and generating
functions.
There are already many works on the bidimensional, tridimensional and n-dimensional versions of some number sequences. For example,
in [5], we can find a brief approach to the Leonardo sequence, as well as a discussion related to the bidimensional recurrence relations of this
type of number from its unidimensional model. In [6], we have a study of bidimensional and tridimensional recursive relations defined from
the unidimensional recursive model of the Narayana sequence. In [7], we can find a study of bidimensional and tridimensional identities for
the Fibonacci numbers in complex form. In [8], the authors introduced the gaussian Fibonacci numbers and the bidimensional recurrence
relations of this sequence. In [9], we have a brief study on the bidimensional extensions of the balancing and Lucas-balancing numerical
sequences and, in particular, in this study, the authors define, respectively, the bidimensional recurrence relations of these two numerical
sequences, as follows:
• The bidimensional numerical sequence balancing B(n,m) satisfies the following recurrence conditions, where n and m are non-negative
integers:{

B(n+1,m) = 6B(n,m)−B(n−1,m),

B(n,m+1) = 6B(n,m)−B(n,m−1),
(1.1)

with the initial conditions B(0, 0) = 0, B(1, 0) = 1, B(0, 1) = i, B(1, 1) = 1+ i, where i2 =−1.
• The bidimensional numerical sequence Lucas-balancing C(n,m) satisfies the following recurrence conditions, where n and m are non-negative
integers:{

C(n+1,m) = 6C(n,m)−C(n−1,m),

C(n,m+1) = 6C(n,m)−C(n,m−1),

with the initial conditions C(0, 0) = 1, C(1, 0) = 3, C(0, 1) = 1+ i, C(1,1) = 3+ i, where i2 =−1.
Finally, in [10], we have the introduction of a new bidimensional version of the cobalancing and Lucas-cobalancing numbers, where we can
find the study of some properties and identities satisfied by these new bidimensional sequences. In this study, the authors define, respectively,
the bidimensional recurrence relations of these sequences, as follows:
• The bidimensional numerical sequence Lucas-cobalancing c(m,n) satisfies the following recurrence conditions, where n and m are
non-negative integers:{

c(n+1,m) = 6c(n,m)− c(n−1,m),

c(n,m+1) = 6c(n,m)− c(n,m−1),
(1.2)

with the initial conditions c(0,0) = 1, c(1,0) = 7, c(0,1) = 1+ i, c(1,1) = 7+ i, where i2 =−1.
• The bidimensional sequence of the cobalancing numbers b(m,n), satisfies the recurrence relation

b(n,m) =
1
8

c(n+1,m)−
3
8

c(n,m)−
1
2
, ∀n,m ∈ N0, (1.3)

with the initial conditions b(0,0) = 0, b(1,0) = 2, b(0,1) =− 1
4 i, b(1,1) = 2+ 1

4 i, where i2 =−1.

It was, therefore, these and other works that served as motivation for our study, which consists of continuing to approach the bidimensional
version of balancing and cobalancing numbers, investigating topics related to these sequences.
The following results are included in [9] and they are one of the main tools of this work, being used in the various proofs of this paper. To
clarify this article, we have decided to include these results in what follows. Thus:

Lemma 1.1 (Lemma 3.2 in [9]). The following properties are true for every non-negative integers n and m:

1. B(n,0) = Bn;
2. B(0,m) = Bmi;
3. B(n,1) = Bn +(Bn−Bn−1) i;
4. B(1,m) = (Bm−Bm−1)+Bmi.

Lemma 1.2 (Theorem 3.3 in [9]). For non-negative integers n, m, the bidimensional balancing numbers are described as follows:

B(n,m) = Bn (Bm−Bm−1)+(Bn−Bn−1)Bmi. (1.4)

Lemma 1.3 (Theorem 5.3 in [9]). For non-negative integers n, m, the bidimensional Lucas-balancing numbers are described as follows:

C(n,m) =Cn (Bm−Bm−1)+(Bn−Bn−1)Bmi. (1.5)

This article is structured as follows: in the next section, the Catalan and Cassini identities of the bidimensional versions of the balancing,
Lucas-balancing, Lucas-cobalancing and cobalancing numerical sequences will be presented. Section 3 is dedicated to the study of the
generating functions of these four sequences. Finally, Section 4 presents a brief conclusion on this subject.

2. Some Identities

In this section we study some identities involving the bidimensional sequences already mentioned in the previous section. These identities are
the Catalan identity (sometimes called the Simson identity) and the Cassini identity. It should be noted that Cassini’s identity is a particular
case of Catalan’s identity. Each subsection is dedicated to one of the bidimensional versions of the sequences mentioned above.



70 Universal Journal of Mathematics and Applications

2.1. For the sequence {B(n,m)}n,m≥0

In this subsection we present the results for the bidimensional balancing sequence relating to Catalan’s identity and Cassini’s identity.

Proposition 2.1 (Catalan’s identity). For any nonzero positive integer r and for all positive integers n,m, the following identity concerning
the numerical sequence balancing in the bidimensional version is valid:

B(n−r,m)B(n+r,m)−
(

B(n,m)

)2
=−B2

r X2
m−drB2

m + erXmBmi, (2.1)

where dr = Xn+rXn−r−X2
n e er = Xn+rBn−r +Xn−rBn+r−2BnXn.

Proof. Applying Lemma 1.2 (Theorem 3.3 in [9]) to the expressions B(n−r,m) and B(n+r,m), calling Xi = Bi−Bi−1, i≥ 0, multiplying both
terms and using expression (2.1) from Proposition 2.1 in [?], we get

B(n−r,m)B(n+r,m) =
(

B2
n−B2

r

)
X2

m−Xn+rXn−rB2
m +(Xn+rBn−r +Xn−rBn+r)XmBmi. (2.2)

Once again, taking into account Lemma 1.2 (Theorem 3.3 in [9] and using the perfect square trinomial, we obtain(
B(n,m)

)2
= B2

nX2
m−X2

n B2
m +2BnXnXmBmi. (2.3)

Subtracting the identities (2.2) and (2.3), the result follows.

As we have already mentioned, Cassini’s identity is a particular case of Catalan’s identity, making r = 1. So we get:

Corollary 2.2 (Cassini’s identity). When r = 1, for the bidimensional balancing sequence, we have Cassini’s identity which consists of the
following identity:

B(n−1,m)B(n+1,m)−
(

B(n,m)

)2
=−X2

m−d1B2
m + e1XmBmi, (2.4)

where d1 = Xn+1Xn−1−X2
n and e1 = Xn+1Bn−1 +Xn−1Bn+1−2BnXn.

2.2. For the sequence {C(n,m)}n,m≥0

In this subsection, we present results similar to those in the previous subsection for the bidimensional Lucas-balancing sequence related to
the Catalan’s identity and Cassini’s identity.

Proposition 2.3 (Catalan’s identity). For any nonzero positive integer r and for all positive integers n,m, the following identity related to
the bidimensional Lucas-balancing number is true:

C(n−r,m)C(n+r,m)−
(

C(n,m)

)2
=
(

C2
r −1

)
X2

m−drB2
m + ẽrXmBmi,

where dr has already been previously defined and ẽr =Cn−rXn+r +Cn+rXn−r−2CnXn.

Proof. Using Lemma 1.2 (Theorem 3.3 in [9]) in the expressions B(n−r,m) and B(n+r,m), considering Xi = Bi−Bi−1, i≥ 0, multiplying both
terms and taking into account expression (2.2) of Proposition 2.1 in [?], we obtain

C(n−r,m)C(n+r,m) =
(

C2
n +C2

r −1
)

X2
m−Xn−rXn+rB2

m +XmBmi. (2.5)

Considering Lemma 1.3 (Theorem 5.3 in [9]) and using the perfect square trinomial, we get(
C(n,m)

)2
=C2

nX2
m−X2

n B2
m +2CnXnXmBmi. (2.6)

The result follows, subtracting identities (2.5) and (2.6).

The Cassini’s identity for this sequence of numbers is defined by:

Corollary 2.4 (Cassini’s identity). When r = 1 we have the Cassini’s identity for the bidimensional Lucas-balancing sequence:

C(n−1,m)C(n+1,m)−
(

C(n,m)

)2
= 8X2

m−d1B2
m + ẽ1XmBmi,

where d1 has already been defined and ẽ1 =Cn−1Xn+1 +Cn+1Xn−1−2CnXn.
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2.3. For the sequence {c(n,m)}n,m≥0

In this subsection we present results similar to those in the previous subsections on the bidimensional Lucas-cobalancing sequence involving
Catalan’s and Cassini’s identities. We will omit the respective proofs, since they are similar to the previous ones.

Proposition 2.5 (Catalan’s identity). For any nonzero positive integer r and for all positive integers n,m, the following identity related to
bidimensional Lucas-cobalancing numbers is valid:

c(n−r,m)c(n+r,m)−
(

c(n,m)

)2
= frX2

m−drB2
m +grXmBmi,

where fr = cn−r+1cn+r+1− c2
n+1, dr already known and gr = cn−r+1Xn+r + cn+r+1Xn−r−2cn+1Xn.

Cassini’s identity for this numerical sequence is given by:

Corollary 2.6 (Cassini’s identity). When r = 1 we have the identity for the bidimensional Lucas-cobalancing sequence:

c(n−1,m)c(n+1,m)−
(

c(n,m)

)2
= f1X2

m−d1B2
m +g1XmBmi,

where f1 = cncn+2− c2
n+1, d1 already presented and g1 = cnXn+1−2cn+1Xn + cn+2Xn−1.

2.4. For the sequence {b(n,m)}n,m≥0

In this subsection we present the results for the bidimensional cobalancing numerical sequence involving Catalan’s and Cassini’s identities.

Proposition 2.7 (Catalan’s identity). For any nonzero positive integer r and for all positive integers n,m, the following identity for
bidimensional cobalancing numbers is true:

b(n−r,m)b(n+r,m)−
(

b(n,m)

)2
=

1
64

srX2
m−

1
8

trXm−
1

64
urB2

m +
1

32
vrXmBmi− 1

8
zrBmi,

where

sr = (cn−r+2−3cn−r+1)(cn+r+2−3cn+r+1)− cn+2 +3cn+1;

tr =
cn−r+2cn+r+2−3(cn−r+1 + cn+r+1)

2
− cn+2 +3cn+1;

ur = (Xn−r+2−3Xn−r)+(Xn+r+2−3Xn+r)− (Xn+2−3Xn)
2 ;

vr =
(cn−r+2−3cn−r+1)(Xn+r+2−3Xn+r)+(cn+r+2−3cn+r+1)(Xn−r+2−3Xn−r)

2
− (cn+2−3cn+1)(Xn+2−3Xn)

and

zr =
Xn−r+2 +Xn+r+2−3(Xn−r +Xn+r)

2
−Xn+2 +3Xn.

Proof. Using the identity (1.3) for the expressions b(n−r,m) and b(n+r,m), making Xi = Bi−Bi−1, i≥ 0 and multiplying both terms, we get

b(n−r,m)b(n+r,m) =
1

64
hrX2

m−
1
16

jrXm−
1

64
lrB2

m +
1

64
prXmBmi− 1

16
qrBmi+

1
4
, (2.7)

where

hr = (cn−r+2−3cn−r+1)(cn+r+2−3cn+r+1) ;

jr = cn−r+2cn+r+2−3(cn−r+1 + cn+r+1) ;

lr = (Xn−r+2−3Xn−r)+(Xn+r+2−3Xn+r) ;

pr = (cn−r+2−3cn−r+1)(Xn+r+2−3Xn+r)+(cn+r+2−3cn+r+1)(Xn−r+2−3Xn−r)

and

qr = Xn−r+2 +Xn+r+2−3(Xn−r +Xn+r) .

Once again, taking into account expression (1.3) and applying the perfect square trinomial, we obtain(
b(n,m)

)2
=

1
64

h̃rX2
m−

1
8

j̃rXm−
1
64

l̃rB2
m +

1
32

p̃rXmBmi− 1
8

q̃rBmi+
1
4
, (2.8)

where h̃r = (cn+2−3cn+1)
2 , j̃r = cn+2−3cn+1, l̃r = (Xn+2−3Xn)

2 , p̃r = (cn+2−3cn+1)(Xn+2−3Xn) and q̃r = Xn+2−3Xn.
Subtracting (2.7) from (2.8), the result follows.

The Cassini’s identity for this number sequence is given by:



72 Universal Journal of Mathematics and Applications

Corollary 2.8 (Cassini’s identity). When r = 1 we have the identity for the bidimensional cobalancing sequence:

b(n−1,m)b(n+1,m)−
(

b(n,m)

)2
=

1
64

s1X2
m−

1
8

t1Xm−
1

64
u1B2

m +
1

32
v1XmBmi− 1

8
z1Bmi,

where

s1 = (cn+1−3cn)cn+3− (cn+1−3cn +1)cn+2 +3cn+1;

t1 =
cn+2 +(cn+3 +6)cn+1−3cn

2
;

u1 = Xn+3−2Xn+1−3Xn−1− (Xn+2−3Xn)
2 ;

v1 =
(cn+1−3cn)Xn+3−2(cn+2−3cn+1)(Xn+2−3Xn)− (cn+3−3(cn+2− cn+1−3))Xn+1

2
and

z1 =
Xn+3−2(Xn+2 +Xn+1)+3(2Xn−Xn−1)

2
.

3. Generating Functions

In this section we study the generating functions of the four sequences mentioned above, in their bidimensional versions. We use the
definition of the ordinary generating function of any sequence {an}n which is given by G(an;x) = ∑

∞
n=0 anxn, where x is any positive integer

and n is any natural number, except for the case of bidimensional cobalancing numbers. So let’s start with the case of balancing numbers in
their bidimensional version.

Proposition 3.1. For any positive integer x and for all natural numbers m,n, the following generating functions for the balancing numbers
in the bidimensional version are valid:

1. G(B(n,m);x) =
Bmi+((Bm−Bm−1)−5Bmi)x

1−6x+x2 , where m is fixed;

2. G(B(n,m);x) =
Bn−(5Bn−(Bn−Bn−1)i)x

1−6x+x2 , where n is fixed.

Proof. 1 The proof is done by fixing m. By the definition of the ordinary generating function, we obtain

G(B(n,m);x) =
∞

∑
n=0

B(n,m)x
n = B(0,m)x

0 +B(1,m)x+B(2,m)x
2 +

∞

∑
n=3

B(n,m)x
n.

Thus, by Lemma 1.1, items 2 and 4 (Lemma 3.2, items 2 and 4 in [9]) and by (1.1), we get

G(B(n,m);x) = Bmi+((Bm−Bm−1)+Bmi)x+
(

6B(1,m)−B(0,m)

)
x2 + x3

∞

∑
n=3

B(n,m)x
n−3.

Once again, by Lemma 1.1, items 4 and 2 (Lemma 3.2, items 4 and 2 in [9] and the fact that ∑
t
i=s xi = ∑

t+p
i=s+p xi−p, we obtain

G(B(n,m);x) = Bmi+(Bm−Bm−1)x+Bmix+6((Bm−Bm−1)+Bmi)x2−Bmix2 + x3
∞

∑
n=2

B(n+1,m)x
n−2.

Again, by (1.1) and using one of the properties of summation, we get

G(B(n,m);x) = Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 + x3
∞

∑
n=2

(
6B(n,m)−B(n−1,m)

)
xn−2

= Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 +6x3
∞

∑
n=2

B(n,m)x
n−2− x3

∞

∑
n=2

B(n−1,m)x
n−2

= Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 +6x3x−2
∞

∑
n=2

B(n,m)x
n− x3x−1

∞

∑
n=2

B(n−1,m)x
n−1

= Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 +6x

(
∞

∑
n=0

B(n,m)x
n−B(0,m)−B(1,m)x

)
− x2

∞

∑
n=1

B(n,m)x
n.

And once again, by items 2 and 4 of Lemma 1.1 (items 2 and 4 of Lemma 3.2 in [9]), we obtain

G(B(n,m);x) = Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 +6xG(B(n,m);x)−6xBmi−6((Bm−Bm−1)+Bmi)x2

− x2

(
∞

∑
n=0

B(n,m)x
n−B(0,m)

)
= Bmi+(Bm−Bm−1)x+Bmix+6(Bm−Bm−1)x2 +5Bmix2 +6xG(B(n,m);x)−6xBmi−6(Bm−Bm−1)x2−6Bmix2

− x2G(B(n,m);x)+Bmix2.
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Then come:(
1−6x+ x2

)
G(B(n,m);x) = Bmi+(Bm−Bm−1)x−5Bmix.

Therefore,

G(B(n,m);x) =
Bmi+((Bm−Bm−1)−5Bmi)x

1−6x+ x2 .

2 The proof is done by fixing n. Using the definition of the generating function, we obtain

G(B(n,m);x) =
∞

∑
m=0

B(n,m)x
m = B(n,0)x

0 +B(n,1)x+B(n,2)x
2 +

∞

∑
m=3

B(n,m)x
m.

Thus, using items 1 and 3 of Lemma 1.1 (items 1 and 3 of Lemma 3.2 in [9]) and by (1.1), we get

G(B(n,m);x) = Bn +(Bn +(Bn−Bn−1) i)x+
(

6B(n,1)−B(n,0)

)
x2 +

∞

∑
m=3

B(n,m)x
m.

Once again, by items 3 and 1 of Lemma 1 (items 3 and 1 of Lemma 3.2 in [9]), by one of the properties of summations and also by (1.1), we
get

G(B(n,m);x) = Bn +Bnx+(Bn−Bn−1) ix+(6(Bn +(Bn−Bn−1) i)−Bn)x2 + x3
∞

∑
m=3

B(n,m)x
m−3

= Bn +Bnx+(Bn−Bn−1) ix+6Bnx2 +6(Bn−Bn−1) ix2−Bnx2 + x3
∞

∑
m=2

B(n,m+1)x
m−2

= Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 + x3
∞

∑
m=2

(
6B(n,m)−B(n,m−1)

)
xm−2.

Hence,

G(B(n,m);x) = Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 + x3

(
6

∞

∑
m=2

B(n,m)x
m−2−

∞

∑
m=2

B(n,m−1)x
m−2

)

= Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 +6x3x−2
∞

∑
m=2

B(n,m)x
m− x3

∞

∑
m=2

B(n,m−1)x
m−2

= Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 +6x
∞

∑
m=2

B(n,m)x
m− x3x−1

∞

∑
m=2

B(n,m−1)x
m−2

= Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 +6x

(
∞

∑
m=0

B(n,m)x
m−B(n,0)−B(n,1)x

)
−x2

∞

∑
m=2

B(n,m−1)x
m−1.

Once again, using items 1 and 3 of Lemma 1.1 (items 1 and 3 of Lemma 3.2 in [9]) and by one of the properties of summations, we get

G(B(n,m);x) = Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 +6x

(
∞

∑
m=0

B(n,m)x
m−Bn− (Bn +(Bn−Bn−1) i)x

)

− x2
∞

∑
m=1

B(n,m)x
m.

So,

G(B(n,m);x) = Bn +Bnx+(Bn−Bn−1) ix+5Bnx2 +6(Bn−Bn−1) ix2 +6xG(B(n,m);x)−6xBn−6(Bn +(Bn−Bn−1) i)x2

− x2

(
∞

∑
m=0

B(n,m)x
m−B(n,0)

)
.

And once again, by items Lemma 1.1, item 1 (Lemma 3.2, item 1 in [9]), we get

G(B(n,m);x)=Bn−5Bnx+(Bn−Bn−1) ix+5Bnx2+6(Bn−Bn−1) ix2+6xG(B(n,m);x)−6Bnx2−6(Bn−Bn−1) ix2−x2G(B(n,m);x)+Bnx2.

Thus,

G(B(n,m);x) =
Bn− (5Bn− (Bn−Bn−1) i)x

1−6x+ x2 .

The following results concern the generating functions for the cases of the bidimensional versions of the Lucas-balancing and Lucas-
cobalancing numbers.
Since the demonstrations are similar to those in the previous case, we omit their proofs here.
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Proposition 3.2. For any positive integer x and for all natural numbers m,n, the following generating functions related to bidimensional
Lucas-balancing numbers are true:

1. G(C(n,m);x) =
((Bm−Bm−1)+Bmi)−(3(Bm−Bm−1)+5Bmi)x

1−6x+x2 , where m is fixed;

2. G(C(n,m);x) =
Cn+((Bn−Bn−1)−5Cn)x

1−6x+x2 , where n is fixed.

Proposition 3.3. For any positive integer x and for all natural numbers m,n, the following generating functions for bidimensional
Lucas-cobalancing numbers are valid:

1. G(c(n,m);x) =
B(1,m)−(5B(1,m)−6(Bm−Bm−1))x

1−6x+x2 , where m is fixed;

2. G(c(n,m);x) =
Cn+((Bn−Bn−1)−5Cn)x

1−6x+x2 , where n is fixed.

The next result we present concerns the generating functions of cobalancing numbers in the bidimensional version. In this case, let’s consider
that x is a positive integer greater than 1.

Proposition 3.4. For any positive integer x and for all natural numbers m,n, the following generating functions related to cobalancing
numbers in their bidimensional version are valid:

1. G(b(n,m);x) =
1
8x

(
(1−3x)G(c(n,m);x)−B(1,m)

)
− 1

2(1−x) , where m is fixed;

2. G(b(n,m);x) =
1
8

(
G(c(n+1,m);x)−3G(c(n,m);x)+ cn+2

)
− 1

2(1−x) , where n is fixed.

Proof. 1 The proof is done by fixing m. By (1.2),

G(b(n,m);x) =
∞

∑
n=0

(
1
8

c(n+1,m)−
3
8

c(n,m)−
1
2

)
xn.

So,

G(b(n,m);x) =
1
8

∞

∑
n=0

c(n+1,m)x
n− 3

8

∞

∑
n=0

c(n,m)x
n− 1

2

∞

∑
n=0

xn.

By one of the properties of summations and the fact that ∑
∞
k=0 ark = a

1−r for |r|< 1, we get

G(b(n,m);x) =
1
8

∞

∑
n=1

c(n,m)x
n−1− 3

8
G(c(n,m);x)−

1
2

(
1

1− x

)
.

So come: 1 (Lemma 3.2, item 1 in [9]), we get

G(b(n,m);x) =
1
8

x−1
∞

∑
n=1

c(n,m)x
n− 3

8
G(c(n,m);x)−

1
2(1− x)

=
1
8

x−1

(
∞

∑
n=0

c(n,m)x
n− c(0,m)

)
− 3

8
G(c(n,m);x)−

1
2(1− x)

.

By Lemma 2.2, item (b) in [10], we get

G(b(n,m);x) =
1
8

x−1G(c(n,m);x)−
1
8

x−1B(1,m)−
3
8

G(c(n,m);x)−
1

2(1− x)
.

Therefore,

G(b(n,m);x) =
1
8x

(
(1−3x)G(c(n,m);x)−B(1,m)

)
− 1

2(1− x)
.

2 The proof is done by fixing n. By (1.2),

G(b(n,m);x) =
∞

∑
m=0

(
1
8

c(n+1,m)−
3
8

c(n,m)−
1
2

)
xm.

Hence,

G(b(n,m);x) =
1
8

∞

∑
m=0

c(n+1,m)x
m− 3

8

∞

∑
m=0

c(n,m)x
m− 1

2

∞

∑
m=0

xm.

Applying one of the properties of summations and the fact that ∑
∞
k=0 ark = a

1−r for |r|< 1, we obtain

G(b(n,m);x) =
1
8

∞

∑
m=0

c(n+1,m+1)x
m+1 +

1
8

c(n+1,0)−
3
8

G(c(n,m);x)−
1
2

(
1

1− x

)
.

By item (a) of Lemma 2.2 in [10], we get

G(b(n,m);x) =
1
8

G(c(n+1,m+1);x)−
3
8

G(c(n,m);x)−
1

2(1− x)
+

1
8

cn+1.

Thus,

G(b(n,m);x) =
1
8

(
G(c(n+1,m);x)−3G(c(n,m);x)+ cn+2

)
− 1

2(1− x)
.
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4. Conclusion

This article continues work related to the bidimensional version of some numerical sequences. The results presented in this paper are
considered a contribution to the field of mathematics and offer an opportunity for researchers interested in this topic of number sequences to
spend some time studying them. As future work, we plan to study the respective Binet’s formulas.
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Abstract

In the study done here regarding the theory of summability, we introduce some new concepts
in fuzzy normed spaces. First, at the beginning of the original part of our study, we define the
lacunary invariant statistical convergence. Then, we examine some characteristic features
like uniqueness, linearity of this new notion and give its important relation with pre-given
concepts.

1. Introduction and Definitions

First, we note some basic information available in the literature for a better understanding of our work and to use for the definitions of new
concepts that we will give in the original chapter. The convergence of sequences in real numbers was generalized to statistical convergence
by Schoenberg [1] and Fast [2]. Several features have been studied like being subspace of bounded sequence space by Salat [3], statistical
Cauchy sequence by Fridy [4], statistical convergence and its equivalence of strong p-Cesaro summability for bounded sequences by
Connor [5] and so on.
Lacunary convergence with the relation to strong Cesàro summability was studied by Freedman et al. [6]. Also Das and Patel [7] investigated
this issue comprehensively. Fridy and Orhan [8, 9] contributed to the literature about lacunary statistical convergence. Additionally, Ulusu
and Nuray have been studied on this issue [10–12].
Banach limit was first introduced by Banach [13]. In case all Banach limits are equal for a given bounded sequence, Lorentz [14] called
that almost convergence. Later, as a generalization of Banach limit and almost convergence, the notions of invariant mean and invariant
convergence were presented by Raimi et al. [15,16]. Also, it has been studied by several authors [17–21]. Especially, Savaş and Nuray [22,23]
proved important theorems in their studies.
The definitions of concepts such as statistical convergence, Banach limit, invariant mean, invariant convergence, lacunary sequence and
lacunary convergence are not given here, and the references are based on the studies mentioned above.
Zadeh [24] proposed fuzzy set as a new concept to study on imprecise phenomena. A fuzzy set having certain properties was described as a
fuzzy number [25, 26]. The literature includes studies on concepts such as fuzzy topological spaces [27–29], fuzzy metric [30, 31], fuzzy
norm [32, 33].
Now, based on these studies, the definition of a fuzzy number, arithmetic operations on fuzzy numbers, convergence on fuzzy numbers
sequence, and fuzzy norm introduced by Felbin [32] will be given.
A fuzzy number u is a fuzzy set provided that
(i) u is normal, i.e., there exists an x0 ∈ R such that u(x0) = 1;
(ii) u is fuzzy convex, i.e., u(λx+(1−λ )y)≥min{u(x),u(y)} for x,y ∈ R and 0≤ λ ≤ 1;
(iii) u is upper semi-continuous;
(iv) cl{x ∈ R : u(x)> 0} is a compact set.
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We will denote all fuzzy numbers by the set L (R). Every r ∈R is also a fuzzy number denoted by r̃ = r̃(t) and its value is 1 when t = r and
0 otherwise. So, R is included by L (R).
The α-level sets, partial ordering, arithmetic equations and supremum metric on L (R) are very important in fuzzy numbers and will be used
in the operations performed in our study. Now let’s give the definitions and features of these concepts.
The α-level set of u ∈L (R) is given by

[u]
α
=

{
{x ∈ R : u(x)≥ α}, if α ∈ (0,1]

cl {x ∈ R : u(x)> α} , if α = 0.

and is written as a non-empty interval [u]α = [u−α ,u
+
α ] which is also bounded and closed for every α ∈ [0,1]. Here, [−∞,∞] is admissible.

When u(x) = 0 for all x < 0, u ∈L (R) is a non-negative fuzzy number. We will denote all non-negative fuzzy numbers by the set L ∗(R).
It is clearly understood that 0̃ ∈L ∗(R).
For u,v ∈L (R) and all α ∈ [0,1], the partial ordering � in L (R) is given as following

u� v iff u−α ≤ v−α & u+α ≤ v+α .

On L (R), arithmetic equations are defined as follows
(i) (u⊕ v)(t) = sups∈R {u(s)∧ v(t− s)} ,
(ii) (u� v)(t) = sups∈Rs 6=0 {u(s)∧ v(t/s)} ,
(iii) ru(t) = u(t/r) for r ∈ R+ and 0u(t) = 0̃,
for u,v ∈L (R) and t ∈ R.
Using α-level sets, arithmetic equations are given as follows
(i) [u⊕ v]

α
=
[
u−α + v−α ,u

+
α + v+α

]
, for u,v ∈L (R),

(ii) [u� v]
α
=
[
u−α .v

−
α ,u

+
α .v

+
α

]
, for u,v ∈L ∗(R),

(iii) For u ∈L (R),

[ru]α = r[u]α =

{
[ru−α ,ru+α ], if r ≥ 0,
[ru+α ,ru−α ], if r < 0.

On L (R), it is described that a metric known as supremum metric;

D (u,v) = sup
0≤α≤1

max
{∣∣u−α − v−α

∣∣ , ∣∣u+α − v+α
∣∣} ,

for u,v ∈L (R). Obviously,

D
(
u, 0̃
)
= sup

0≤α≤1
max

{∣∣u−α ∣∣ , ∣∣u+α ∣∣}= max
{∣∣u−0 ∣∣ , ∣∣u+0 ∣∣}

and for u ∈L ∗(R), we obtain D
(
u, 0̃
)
= u+0 .

In L (R), the sequence (un) is convergent to u ∈L (R) if lim
n→∞

D(un,u) = 0. This convergence is denoted by D− lim
n→∞

un = u.

Now let’s give the definition and features of fuzzy normed space.
For a vector space X over R, consider ‖.‖ : X →L ∗ (R) . For the symmetric and non-decreasing mappings L,R : [0,1]× [0,1]→ [0,1] ,
let the conditions L(0,0) = 0 and R(1,1) = 1 be satisfied.
If the followings
(i) ‖x‖= 0̃ iff x is zero vector.
(ii) ‖rx‖= |r|�‖x‖ for r ∈ R, x ∈X .
(iii) For all x,y ∈X ,
(a) ‖x+ y‖(s+ t)≥ L(‖x‖(s) ,‖y‖(t)) , if s≤ ‖x‖−1 , t ≤ ‖y‖−1 & s+ t ≤ ‖x+ y‖−1 ,
(b) ‖x+ y‖(s+ t)≤ R(‖x‖(s) ,‖y‖(t)) , if s≥ ‖x‖−1 , t ≥ ‖y‖−1 & s+ t ≥ ‖x+ y‖−1
hold, then ‖.‖ is named fuzzy norm and the quadruple (X ,‖.‖ ,L,R) is fuzzy normed space (FNS).
We substitute min and max for L and R in (iii), then we have

‖x+ y‖−α ≤ ‖x‖−α +‖y‖−α & ‖x+ y‖+α ≤ ‖x‖+α +‖y‖+α ,

for x,y ∈X and all α ∈ (0,1]. Also, ‖.‖−α and ‖.‖+α satisfy the other norm conditions.
From now on, in our study, we take (X ,‖.‖) as a FNS.
Let’s take X as a topological structure. For any ε > 0 and all α ∈ [0,1], the ε(α)−neighborhood of x ∈X is the set

N x
ε(α) = {y ∈X : ‖x− y‖+α < ε}.

Recently, several convergence types have been studied on fuzzy normed spaces by a lot of authors [34–39].
If for each ε > 0, an n0 ∈ N exists and satisfy

D
(
‖xn− x0‖ , 0̃

)
= sup

α∈[0,1]
‖xn− x0‖+α = ‖xn− x0‖+0 < ε

for all n > n0, then the sequence (xn)⊂X is convergent to x0 ∈X and we write xn
FN→ x0. In other words, in terms of neighborhoods, it

can be said this way: for all ε > 0, an n0 ∈ N exists such that xn ∈N x0
ε(0), for n > n0.

The lacunary sequence, which has been studied in many different spaces in the theory of summability in recent years, is well known in the
literature, and its convergence types rather than its basic definition will be noted here.
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Then after this, A lacunary sequence will be taken as θ = {kr}. For the sequence (xn)⊂X , if there is an ` ∈X such that

lim
r→∞

1
hr

(
∑
k∈Ir

D
(
‖xk− `‖, 0̃

))
= 0

holds, then it is lacunary summable to `.
If for every ε > 0, lim

r→∞

1
hr

∣∣{k ∈ Ir : D
(
‖xk− `‖ , 0̃

)
≥ ε
}∣∣ = 0 holds then the sequence (xn) ⊂X is lacunary st-convergent to `, briefly

xn
FSθ−→ `.

The concepts of invariant mean and invariant convergence types are studied in many different spaces in summability theory and are
well-known in the literature. Here, rather than its basic definition, some types of convergence, especially in fuzzy normed spaces, will be
noted.
Now, let

tmn =
xσ(n)+ xσ 2(n)+ · · ·+ xσ m(n)

m
.

The bounded sequence (xn)⊂X is invariant convergent to the ` iff lim
m→∞

tmn = ` uniformly in n, namely (D)− lim
m→∞

‖tmn−`‖= 0̃, uniformly

in n, that is, there exists an m0 ∈ N for every ε > 0 such that

D(‖tmn− `‖, 0̃) = sup
α∈[0,1]

‖tmn− `‖+α = ‖tmn− `‖+0 < ε,

for all m > m0 and every n ∈ N, in other words, in terms of neighborhoods, it can be said this way: There exists an m0 ∈ N for every ε > 0
such that tmn ∈N `

ε(0) for all m > m0 and every n ∈ N. For this convergence, we write xn
σ−FN−→ `.

If for every ε > 0, lim
m→∞

1
m

∣∣∣{k ≤ m : ‖xσ k(n)− `‖+0 ≥ ε

}∣∣∣= 0, uniformly in n, then the sequence (xn)⊂X is invariant statistical convergent

to ` and we write xn
Sσ FN−→ `. The set of sequences that have this convergence is denoted by Sσ FN.

Any (xn)⊂ X is lacunary invariant convergent to ` and denoted by xn
σ−FNθ−→ ` iff

lim
r→∞

D

(∥∥∥∥∥ 1
hr

∑
k∈Ir

xσ k(n)− `

∥∥∥∥∥ , 0̃
)

= lim
r→∞

∥∥∥∥∥ 1
hr

∑
k∈Ir

xσ k(n)− `

∥∥∥∥∥
+

0

= 0,

uniformly in n. By σ −FNθ , we show the set of sequences have this convergence.

Any (xn)⊂X is strongly lacunary invariant convergent to ` and denoted by xn
[σ−FN]θ−→ ` iff

lim
r→∞

1
hr

∑
k∈Ir

D
(∥∥∥xσ k(n)− `

∥∥∥ , 0̃)= lim
r→∞

1
hr

∑
k∈Ir

∥∥∥xσ k(n)− `
∥∥∥+

0
= 0,

uniformly in n. By [σ −FN]θ , we show the set of sequences have this convergence.

2. Main Results

First, in the beginning of the original part of our study, we want to give Sσθ FN-convergence and Sσ FNθ -convergence, which have not been
defined in the literature before.

Definition 2.1. For a sequence (xn)⊂X , if for every ε > 0 and uniformly in n,

lim
r→∞

1
hr

∣∣∣{k ∈ Ir : D
(∥∥∥xσ k(n)− `

∥∥∥ , 0̃)≥ ε

}∣∣∣= lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `

∥∥∥+
0
≥ ε

}∣∣∣∣= 0,

then the sequence (xn)⊂X is lacunary invariant statistically convergent to ` and we write xn
Sσθ FN−→ `. The set of sequences that have this

convergence is denoted by Sσθ FN.

Definition 2.2. Let

trn =
1
hr

∑
k∈Ir

xσ k(n).

For a sequence (xn)⊂X , if for every ε > 0 and uniformly in n,

lim
m→∞

1
m

∣∣{r ≤ m : D
(
‖trn− `‖ , 0̃

)
≥ ε
}∣∣= lim

m→∞

1
m

∣∣{r ≤ m : ‖trn− `‖+0 ≥ ε
}∣∣= 0,

therefore, the sequence (xn)⊂X is statistically lacunary invariant convergent to ` and we write xn
Sσ FNθ−→ `. The set of sequences that have

this convergence is denoted by Sσ FNθ .

Now we will give the theorem examining the relations between [σ −FN]θ and Sσθ FN with its proof.

Theorem 2.3. For 0 < q < ∞ and a sequence (xn)⊂X , the followings hold:

(i) If xn
[σ−FN]θ−→ `, then xn

Sσθ FN−→ `.

(ii) If (xn) is bounded sequence and xn
Sσθ FN−→ `, then xn

[σ−FN]θ−→ `.
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Proof. (i) According to our assumption, uniformly in n, we get

lim
r→∞

1
hr

∑
k∈Ir

∥∥∥xσ k(n)− `
∥∥∥+

0
= 0.

For every ε > 0 and n, from the following inequality

1
hr

∑
k∈Ir

∥∥∥xσ k(n)− `
∥∥∥+

0
≥ 1

hr
∑
k∈Ir

‖x
σk (n)−`‖

+
0 ≥ε

∥∥∥xσ k(n)− `
∥∥∥+

0

≥ 1
hr

ε

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `

∥∥∥+
0
> ε

}∣∣∣∣ ,
we obtain

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `

∥∥∥+
0
> ε

}∣∣∣∣= 0,

uniformly in n. Thus, (xn) is lacunary invariant statistically convergent to `.
(ii) Let’s presume that the bounded sequence (xn)⊂X is lacunary invariant statistically convergent to `. So, an M > 0 exists such that

‖xσ k(n)− `‖+0 < M

for every k ∈ N and all n ∈ N. Also we have for every ε > 0,

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `

∥∥∥+
0
> ε

}∣∣∣∣= 0,

uniformly in n. We know

1
hr

∑
k∈Ir

∥∥∥xσ k(n)− `
∥∥∥+

0
=

1
hr

∑
k∈Ir

‖x
σk (n)−`‖

+
0 ≥ε

∥∥∥xσ k(n)− `
∥∥∥+

0
+

1
hr

∑
k∈Ir

‖x
σk (n)−`‖

+
0 <ε

∥∥∥xσ k(n)− `
∥∥∥+

0

≤ 1
hr

M
∣∣∣∣{k ∈ Ir :

∥∥∥xσ k(n)− `
∥∥∥+

0
> ε

}∣∣∣∣+ ε,

for every n. Therefore, we have

lim
r→∞

1
hr

∑
k∈Ir

∥∥∥xσ k(n)− `
∥∥∥+

0
= 0,

uniformly in n. Hence, (xn) is strongly lacunary invariant convergent to `.

Now, we will prove the theorem about the uniqueness of the limit.We will now prove the theorem about the uniqueness of the limit, which
has an important place in summability theory.

Theorem 2.4. Let (xn)⊂X be a sequence. If xn
Sσθ FN−→ `, in this case ` is unique.

Proof. Let’s presume that xn
Sσθ FN−→ `1, xn

Sσθ FN−→ `2 and `1 6= `2. Then for any given ε > 0,

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `1

∥∥∥+
0
>

ε

2

}∣∣∣∣= 0

and

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `2

∥∥∥+
0
>

ε

2

}∣∣∣∣= 0,

uniformly in n. Put

Nr
1 =

{
k ∈ Ir :

∥∥∥xσ k(n)− `1

∥∥∥+
0
<

ε

2

}
and Nr

2 =

{
k ∈ Ir :

∥∥∥xσ k(n)− `2

∥∥∥+
0
<

ε

2

}
.

We know as r→ ∞,∣∣Nr
1 ∩ Ir

∣∣
hr

→ 1 and

∣∣Nr
2 ∩ Ir

∣∣
hr

→ 1. (2.1)

Since `1 6= `2, ‖`1− `2‖+0 ≥ ε for some ε > 0.
Obviously,

Nr
1 ∩Nr

2 = /0 and Nr
1 ∪Nr

2 ⊆ Ir. (2.2)
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We can write

(Nr
1 ∩ Ir)∪ (Nr

2 ∩ Ir) = (Nr
1 ∪Nr

2)∩ Ir ⊆ Ir

and ∣∣Nr
1 ∩ Ir

∣∣
hr

+

∣∣Nr
2 ∩ Ir

∣∣
hr

≤ |Ir|
hr

, from (2.2).

Because of (2.1) we obtain

1+1≤ 1 as r→ ∞

which is the contradiction. Therefore, `1 = `2.

Now we will give the theorems examining the linearity properties of lacunary invariant statistical convergence and their proofs. We will give
these properties in two parts in the following theorem.

Theorem 2.5. Let x = (xn), y = (yn) be sequences in X and assume that xn
Sσθ FN−→ `1 and yn

Sσθ FN−→ `2. In this case, we obtain the following
hypotheses:

(i) xn + yn
Sσθ FN−→ `1 + `2,

(ii) (cxn)
Sσθ FN−→ c`1 where c is a scaler.

Proof. (i) Let’s presume that xn
Sσθ FN−→ `1 and yn

Sσθ FN−→ `2. Then, we have

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `1

∥∥∥+
0
>

ε

2

}∣∣∣∣= 0

and

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥yσ k(n)− `2

∥∥∥+
0
>

ε

2

}∣∣∣∣= 0,

uniformly in n. From the triangle inequality,∥∥∥(xσ k(n)+ yσ k(n)

)
− (`1 + `2)

∥∥∥+
0
≤
∥∥∥xσ k(n)− `1

∥∥∥+
0
+
∥∥∥yσ k(n)− `2

∥∥∥+
0
,

for any given ε > 0, we have

1
hr

∣∣∣∣{k ∈ Ir :
∥∥(xσ k(n)+ yσ k(n)

)
−
(
`1 + `2

)∥∥+
0 >

ε

2

}∣∣∣∣
≤ 1

hr

∣∣∣∣{k ∈ Ir :
∥∥xσ k(n)− `1

∥∥+
0 +

∥∥yσ k(n)− `2
∥∥+

0 >
ε

2

}∣∣∣∣
≤ 1

hr

∣∣∣∣{k ∈ Ir :
∥∥xσ k(n)− `1

∥∥+
0 >

ε

2

}∣∣∣∣+ 1
hr

∣∣∣∣{k ∈ Ir :
∥∥yσ k(n)− `2

∥∥+
0 >

ε

2

}∣∣∣∣.
So, we concluded that

lim
r→∞

1
hr

∣∣∣∣{k ∈ Ir :
∥∥(xσ k(n)+ yσ k(n)

)
−
(
`1 + `2

)∥∥+
0 >

ε

2

}∣∣∣∣= 0,

that is,

xn + yn
Sσθ FN−→ `1 + `2.

(ii) Let c be a scaler. From the inequality

1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥cxσ k(n)− c`1

∥∥∥+
0
> ε

}∣∣∣∣≤ 1
hr

∣∣∣∣{k ∈ Ir :
∥∥∥xσ k(n)− `1

∥∥∥+
0
>

ε

|c|

}∣∣∣∣ ,
we obtain

(cxn)
Sσθ FN−→ cL.

We give the following lemma without the proof. It can be proved like in [23].

Lemma 2.6. Let (xn)⊂X be a sequence. Presume for given ε1 > 0 and for all ε > 0, n0 and m0 exist such that for all n≥ n0 and m≥m0,

1
m

∣∣∣{k ≤ m : ‖xσ k(n)− `‖+0 ≥ ε

}∣∣∣< ε1,

then (xn) is invariant statistical convergent to `.
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Finally, we will show the relation between invariant statistical convergence and lacunary invariant statistical convergence with the following
theorem.

Theorem 2.7. Sσθ FN = Sσ FN for every lacunary sequence θ .

Proof. Let the sequence (xn) ∈ Sσθ FN. According to definition, for all ε > 0 and for any ε1 > 0, r0 and ` exist such that

1
hr

∣∣∣∣{0 < k ≤ hr :
∥∥∥xσ k(n)− `

∥∥∥+
0
≥ ε

}∣∣∣∣< ε1,

for r ≥ r0 and n = σ kr−1(n
′
) and n

′ ≥ 0. Let m≥ hr, write m = thr + s where 0≤ s≤ hr and t is a integer. Since m≥ hr, t ≥ 1. Now

1
m

∣∣{0 < k ≤ m : ‖xσ k(n)− `‖+0 ≥ ε
}∣∣

≤ 1
m

∣∣{0 < k ≤ (t +1)hr : ‖xσ k(n)− `‖+0 ≥ ε
}∣∣

≤ 1
m

t

∑
i=1

∣∣{ihr < k ≤ (i+1)hr : ‖xσ k(n)− `‖+0 ≥ ε
}∣∣

≤ 1
m
(t +1)hrε1

≤ 2thrε1

m
, (t ≥ 1)

for hr
m ≤ 1 and since thr

m ≤ 1,

1
m

∣∣∣{0 < k ≤ m : ‖xσ k(n)− `‖+0 ≥ ε

}∣∣∣≤ 2ε1.

Then by Lemma, Sσθ FN ⊆ Sσ FN. Also, obviously Sσ FN ⊆ Sσθ FN. We concluded that Sσθ FN = Sσ FN.

3. Conclusion

In the Fuzzy normed spaces, using the lacunary sequence, we introduce some new concepts in summability. In this sense, firstly, we define
the lacunary invariant statistical convergence. Then, we examine some characteristic features like uniqueness, linearity of this new notion
and give its important relation with pre-given concepts. In the future, these studies are also debatable in terms of regularly convergence for
double sequences.
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Abstract

The main goal of this manuscript is to investigate the properties of N(k)-contact metric
manifolds admitting a Z ∗-tensor. We prove the necessary conditions for which N(k)-
contact metric manifolds endowed with a Z ∗-tensor are Einstein manifolds. In this sequel,
we accomplish that an N(k)-contact metric manifold endowed with a Z ∗-tensor satisfying

Z ∗(G1, ζ̂ ) ·
?
R = 0 is either locally isometric to the Riemannian product En+1(0)×Sn(4)

or an Einstein manifold. We also prove the condition for which an N(k)-contact metric
manifold endowed with a Z ∗-tensor is a Sasakian manifold. To validate some of our results,
we construct a non-trivial example of an N(k)-contact metric manifold.

1. Introduction

In 1988, Tanno [1] has initiated the concept of k-nullity distribution of a contact metric manifold. A contact metric manifold with ξ belonging
to the k-nullity distribution is said to be N(k)-contact metric manifold (briefly, N(k)-(CMM)2n+1). Blair et al. [2] generalized this idea on a
contact manifold with ξ belongs to a (k,µ)-nullity distribution, where k and µ are real constants. In particular, if µ=0, then the (k,µ)-nullity
distribution reduces to a k-nullity distribution. For more details see, ( [3]- [11]).

The notion of Ricci soliton (RS) on Riemannian manifold (Θ, ĝ) of dimension m is defined by [12, 13]:

1
2
L ?

V
ĝ+

?
S +λ ĝ= 0, (1.1)

where L ?
V
ĝ is the Lie derivative of the Riemannian metric ĝ along the vector field

?
V ,

?
S is the Ricci tensor and λ is a real constant. In

whole manuscript, an RS is denoted as (Θ, ĝ,
?
V ,λ ). Metrics satisfying (1.1) are interesting and useful in physics and are often referred to

as quasi-Einstein metrics [14, 15]. Compact Ricci solitons are the fixed points of the Ricci flow ∂ ĝ
∂ t =−2

?
S , projected from the space of

metrics onto its quotient modulo diffeomorphisms and scaling. An RS will be expanding, steady, or shrinking depending on λ > 0, λ = 0 or
λ < 0. Ricci solitons have been studied by several authors such as ( [16]- [28]).

According to Mantica and Molinari [29], a generalized symmetric Z ∗-tensor of type (0, 2) is given by

Z ∗ =
?

S + ϕ̇ ĝ, (1.2)

where ϕ̇ is an arbitrary function. In References ( [30]- [36]) various properties of the Z ∗-tensor were pointed out. In particular cases, the
Z ∗-tensor have the several importance on (Θ, ĝ). For example,
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1. if Z ∗
i j=0 (i.e, Z ∗-flat), then (Θ, ĝ) reduces to an Einstein manifold [37],

2. if ∇kZ
∗

i j=λkZ
∗

i j(i.e., Z ∗-recurrent), then (Θ, ĝ) reduces to a GRR manifold,
3. if ∇kZ

∗
i j=∇iZ

∗
kl (i.e., Codazzi tensor), then we find ∇kR̃i j-∇iR̃k j= 1

2(ñ−1) (gi j∇k−gk j∇i)τ [38],
4. the relation between the Z ∗-tensor and the energy-stress tensor of Einstein’s equations with cosmological constant Γ is Z ∗

k j=κ̃T ∗k j
[39], where φ=- τ

2 +Γ and κ̃ is the gravitational constant. In this case, the Z ∗-tensor may be considered as a generalized Einstein

gravitational tensor with arbitrary scalar function φ . The vacuum solution (Z ∗=0) determines an Einstein space Γ=( (ñ−2)
2ñ )τ; the

conservation of TEM (∇lT ∗kl=0) gives (∇ jT
∗

kl=0) then this space-time gives the conserved energy-momentum density.

A new curvature tensor
?
Q of type (1,3) on (Θ, ĝ), n > 2 is defined as

?
Q(G1,G2)G3 =

?
R(G1,G2)G3−

Ψ̆

n−1
[ĝ(G2,G3)G1− ĝ(G1,G3)G2], (1.3)

is known as Q-curvature tensor [40], where Ψ̆ is an arbitrary scalar function. If Ψ̆=
?̆
κ

n , where
?̆
κ is the scalar curvature, then Q-curvature

tensor reduces to concircular curvature tensor
?
C [41]. For more details about Q-curvature tensor, see [42, 43]).

With the help of (1.1) and (1.2), we define:

Definition 1.1. A Riemannian metric ĝ is called a Z ∗-soliton if

1
2
L ?

V
ĝ+Z ∗+λ ĝ= 0, (1.4)

where L is the Lie derivative and λ a real scalar. If
?
V is the gradient of f , Z ∗-soliton is referred to as a gradient Z ∗-soliton and then

equation (1.4) simplifies to

∇
2 f +Z ∗+λ ĝ= 0,

where the Hessian of the function f is ∇2 f .
As per above sequel, we obtain some results by using the Z ∗-tensor on N(k)-(CMM)2n+1 with (RS)2n+1. After the introduction, Section 2,

deals with some basic concept of N(k)-(CMM)2n+1. We also examine N(k)-(CMM)2n+1 with conditions
?
Q(ζ̂ ,G1).Z

∗=0,
?
Q(ζ̂ ,G1).

?
Q=0,

((ζ̂ ∧Z ∗ G1).
?
Q)=0 and Z ∗(G1, ζ̂ ).

?
R=0 in the Sections 3, 4, 5 and 6, respectively. In Section 7, we categorized N(k)-(CMM)2n+1 which

satisfy the conditions
?
Q.h=0, h.

?
Q=0. In the Section 8, we deal with Z ?-recurrent on N(k)-(CMM)2n+1. Finally, an appropriate example

establishes the existence of a Z ∗-soliton on a N(k)-(CMM)3 which validates some of our results.

2. Preliminaries

A contact metric manifold (Θ, ĝ) of dimension m(= 2n+1),(n > 1) is a quadruple (ϕ̂, ζ̂ , η̂ , ĝ), where ϕ̂ is a (1, 1)-tensor field, ζ̂ is a vector
field, η̂ is a 1-form on (Θ, ĝ) and ĝ is a Riemannian metric, such that

ϕ̂
2G1 =−G1 + η̂(G1)ζ̂ , η̂(ζ̂ ) = 1, ϕ̂ ζ̂ = 0, η̂ ◦ ϕ̂ = 0, (2.1)

ĝ(ϕ̂G1, ϕ̂G2) = ĝ(G1,G2)− η̂(G1)η̂(G2), (2.2)

ĝ(G1, ϕ̂G2) =−ĝ(ϕ̂G1,G2), ĝ(G1, ζ̂ ) = η̂(G1) (2.3)

for all vector field G1, G2 ∈ Γ(Θ). On (Θ, ĝ), a (1,1)-tensor field h is defined by h= 1
2Lζ̂

ϕ̂ , which is symmetric and satisfies (see [44, 45])

hϕ̂ =−ϕ̂h, Tr.h = Tr., ϕ̂h = 0, hζ̂ = 0,

∇G1 ζ̂ =−ϕ̂G1− ϕ̂hG1, (2.4)

ĝ(hG1,G2) = ĝ(G1,hG2), (2.5)

η̂(hG1) = 0. (2.6)

In 1995, Blair et al. introduced the notion of N(k,µ)-(CMM), for real numbers k and µ as a distribution [2, 46]

N(k,µ) : p→ Np(k,µ) = [G3 ∈ TpΘ :
?
R(G1,G2)G3

= (kl +µh)(ĝ(G2,G3)G1− ĝ(G1,G3)G2)].
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If µ=0, the (k,µ)-nullity distribution reduces to k-nullity distributions and defined as [1, 47]

N(k) : p→ Np(k) = [G3 ∈ TpΘ :
?
R(G1,G2)G3

= k{ĝ(G2,G3)G1− ĝ(G1,G3)G2}],
(2.7)

where k is constant. In particular, if k=1, then (Θ, ĝ) is Sasakian and if k=0, then (Θ, ĝ) is locally isometric to the product En+1(0)×Sn(4)
for n > 1 and flat for n=1 [2, 47]. In N(k)-(CMM)2n+1, we have

h2 = (k−1)ϕ̂2, k ≤ 1, (2.8)

(∇G1 ϕ̂)G2 = ĝ(G1 +hG1,G2)ζ̂ − η̂(G2)(G1 +hG1),

?
R(G1,G2)ζ̂ = k[η̂(G2)G1− η̂(G1)G2], (2.9)

?
R(G1, ζ̂ )G2 = k[η̂(G2)G1− ĝ(G1,G2)ζ̂ ], (2.10)

?
R(ζ̂ ,G1)G2 = k[ĝ(G1,G2)ζ̂ − η̂(G2)G1], (2.11)

?
S (G1,G2) = 2(n−1)ĝ(G1,G2)+2(n−1)ĝ(hG1,G2)+2(nk− (n−1))η̂(G1)η̂(G2), (2.12)

?
S (ϕ̂G1, ϕ̂G2) =

?
S (G1,G2)−2nkη̂(G1)η̂(G2)−4(n−1)ĝ(hG1,G2),

?
S (G1, ζ̂ ) = 2nkη̂(G1), (2.13)

Z ∗(ζ̂ ,G2) = (2nk+ ϕ̇)η̂(G2), (2.14)

Z ∗(ζ̂ , ζ̂ ) = (2nk+ ϕ̇) (2.15)

for any vector field G1,G2 ∈ Γ(Θ).
Now, we recall some propositions, which will be used later on as follows:

Lemma 2.1 ( [48]). A contact metric manifold Θ(ϕ̂, ζ̂ , η̂ , ĝ) fulfills the criteria
?
R(G1,G2)ζ̂=0 for all G1,G2 is locally isometric to the

Riemannian product of a flat (n+1)-dimensional manifold and an n-dimensional manifold of positive curvature 4, i.e., En+1(0)×Sn(4) for
n > 1 and flat for n = 1.

3. N(k)-(CMM)2n+1 Admitting
?
Q(ζ̂ ,G1).Z

∗=0

The condition
?
Q(ζ̂ ,G1).Z

∗=0 on (Θ, ĝ) implies that

Z ∗(
?
Q(ζ̂ ,G1)G2,G3)+Z ∗(G2,

?
Q(ζ̂ ,G1)G3) = 0. (3.1)

Using (1.3), (2.11), (2.14), and (2.15) in (3.1), we obtain(
k− Ψ̆

2n

)
[(2nk+ ϕ̇)η̂(G3)ĝ(G1,G2)+(2nk+ ϕ̇)η̂(G2)ĝ(G1,G3)− η̂(G2)Z

∗(G1,G3)− η̂(G3)Z
∗(G1,G2)] = 0. (3.2)

Putting G3 = ζ̂ in (3.2) and using (1.2), (2.3) and (2.14), we find(
k− Ψ̆

2n

)
[2nkĝ(G1,G2)−

?
S (G1,G2)] = 0,

which implies that either k= Ψ̆

2n , or
?

S (G1,G2)=2nkĝ(G1,G2). If k 6= Ψ̆

2n , then one can get

?
S (G1,G2) = 2nkĝ(G1,G2). (3.3)

So, we have:
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Theorem 3.1. An N(k)-(CMM)2n+1 admitting Z ∗-tensor fulfills the criteria
?
Q(ζ̂ ,G1).Z

∗=0 is an Einstein manifold provided k 6= Ψ̆

2n .

Corollary 3.2. An N(k)-(CMM)2n+1 admitting Z ∗-tensor satisfying the condition
?
C (ζ̂ ,G1).Z

∗=0 is an Einstein manifold provided

k 6=
?̆
κ

2n(2n+1) .

Again from (1.2), (1.4) and (3.3), we have

1
2
L ?

V
ĝ(G1,G2)+ [2nk+ ϕ̇ +λ ]ĝ(G1,G2) = 0. (3.4)

Taking G1=G2=ei in (3.4) and summing over i, (1≤ i≤ 2n+1), we get

1
2
L ?

V
ĝ(ei,ei)+ [2nk+ ϕ̇ +λ ]ĝ(ei,ei) = 0

which is equivalent to

div(
?
V )+ [2nk+ ϕ̇ +λ ](2n+1) = 0. (3.5)

If
?
V is solenoidal that is, div(

?
V )=0, then (3.5) reduces to

λ =−(2nk+ ϕ̇).

Also if
?
V =grad( f ). So from (3.5), we yield

∇( f ) =−[2nk+ ϕ̇ +λ ](2n+1),

where ∇( f ) is the Laplacian of smooth function f . Thus we conclude:

Corollary 3.3. An N(k)-(CMM)2n+1 admitting gradient Z ∗-soliton fulfills the criteria
?
Q(ζ̂ ,G1).Z

∗=0, then

∇( f ) =−[2nk+ ϕ̇ +λ ](2n+1)

provided k 6= Ψ̆

2n .

Corollary 3.4. An N(k)-(CMM)2n+1 with Z ∗-soliton satisfies the condition
?
Q(ζ̂ ,G1).Z

∗=0, where
?
V is solenoidal, then the soliton is

increasing, stable, or reducing depending on ϕ̇ <−2nk, ϕ̇=2nk, or ϕ̇ > 2nk.

4. N(k)-(CMM)2n+1 With
?
Q(ζ̂ ,G1).

?
Q=0

The condition (
?
Q(ζ̂ ,G1).

?
Q)(G2,G3)G4=0 on (Θ,g) implies that

?
Q(ζ̂ ,G1)

?
Q(G2,G3)G4−

?
Q(

?
Q(ζ̂ ,G1)G2,G3)G4−

?
Q(G2,

?
Q(ζ̂ ,G1)G3)G4−

?
Q(G2,G3)

?
Q(ζ̂ ,G1)G4 = 0. (4.1)

Also from (2.7) and (1.3) we have

?
Q(G1,G2)G3 =

(
k− Ψ̆

2n

)
[ĝ(G2,G3)G1− ĝ(G1,G3)G2], (4.2)

?
Q(ζ̂ ,G2)G3 =

(
k− Ψ̆

2n

)
[ĝ(G2,G3)ζ̂ − η̂(G3)G2], (4.3)

?
Q(ζ̂ ,G1)

?
Q(G2,G3)G4 =

(
k− Ψ̆

2n

)
[ĝ(G1,

?
Q(G2,G3)G4)ζ̂ − η̂(

?
Q(G2,G3)G4)G1], (4.4)

?
Q(

?
Q(ζ̂ ,G1)G2,G3)G4 =

(
k− Ψ̆

2n

)
[ĝ(G1,G2)

?
Q(ζ̂ ,G3)G4− η̂(G2)

?
Q(G1,G3)G4], (4.5)

?
Q(G2,

?
Q(ζ̂ ,G1)G3)G4 =

(
k− Ψ̆

2n

)
[ĝ(G1,G3)

?
Q(G2, ζ̂ )G4− η̂(G3)

?
Q(G2,G1)G4], (4.6)

?
Q(G2,G3)

?
Q(ζ̂ ,G1)G4 =

(
k− Ψ̆

2n

)
[ĝ(G1,G4)

?
Q(G2,G3)ζ̂ − η̂(G4)

?
Q(G2,G3)G1]. (4.7)

Using (4.3), (4.4), (4.5), (4.6) and (4.7) in (4.1), we get(
k− Ψ̆

2n

)
[ĝ(G1,

?
Q(G2,G3)G4)ζ̂ − η̂(

?
Q(G2,G3)G4)G1− ĝ(G1,G2)

?
Q(ζ̂ ,G3)G4

+ η̂(G2)
?
Q(G1,G3)G4− ĝ(G1,G3)

?
Q(G2, ζ̂ )G4 + η̂(G3)

?
Q(G2,G1)G4

− ĝ(G1,G4)
?
Q(G2,G3)ζ̂ + η̂(G4)

?
Q(G2,G3)G1] = 0.

(4.8)

Taking the inner product of (4.8) with ζ̂ and using (4.1), (4.3), we find
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Theorem 4.1. An N(k)-(CMM)2n+1 always fulfills the condition
?
Q(ζ̂ ,G1).

?
Q = 0, provided k 6= Ψ̆

2n .

Corollary 4.2. An N(k)-(CMM)2n+1 always satisfy the condition
?
C (ζ̂ ,G1).

?
C = 0, provided k 6=

?̆
κ

2n(2n+1) .

5. N(k)-(CMM)2n+1 Satisfying ((ζ̂ ∧Z ∗ G1).
?
Q)=0

Let the condition ((ζ̂ ∧Z ∗ G1).
?
Q)(G2,G3)G4=0 holds on (Θ, ĝ). Then we have

Z ∗(G1,
?
Q(G2,G3)G4)ζ̂ −Z ∗(ζ̂ ,

?
Q(G2,G3)G4)G1−Z ∗(G1,G2)

?
Q(ζ̂ ,G3)G4 +Z ∗(ζ̂ ,G2)

?
Q(G1,G3)G4

−Z ∗(G1,G3)
?
Q(G2, ζ̂ )G4 +Z ∗(ζ̂ ,G3)

?
Q(G2,G1)G4−Z ∗(G1,G4)

?
Q(G2,G3)ζ̂ +Z ∗(ζ̂ ,G4)

?
Q(G2,G3)G1 = 0.

(5.1)

Using (1.2) and (2.14) in (5.1), we get

?
S (G1,

?
Q(G2,G3)G4)ζ̂ + ϕ̇ ĝ((G1,

?
Q(G2,G3)G4)ζ̂ − (2nk+ ϕ̇)η̂(

?
Q(G2,G3)G4)G1−

?
S (G1,G2)

?
Q(ζ̂ ,G3)G4

− ϕ̇ ĝ(G1,G2)
?
Q(ζ̂ ,G3)G4 +(2nk+ ϕ̇)η̂(G2)

?
Q(G1,G3)G4−

?
S (G1,G3)

?
Q(G2, ζ̂ )G4− ϕ̇ ĝ(G1,G3)

?
Q(G2, ζ̂ )G4

+(2nk+ ϕ̇)η̂(G3)
?
Q(G2,G1)G4−

?
S (G1,G4)

?
Q(G2,G3)ζ̂ − ϕ̇ ĝ(G1,G4)

?
Q(G2,G3)ζ̂ +(2nk+ ϕ̇)η̂(G4)

?
Q(G2,G3)G1 = 0.

(5.2)

Taking inner product of (5.2) with ζ̂ and using (4.2) and (4.3), we obtain(
k− Ψ̆

2n

)
[
?

S (G1,G2)η̂(G3)η̂(G4)+ ϕ̇ ĝ(G1,G2)η̂(G3)η̂(G4)−
?

S (G1,G3)η̂(G2)η̂(G4)− ϕ̇ ĝ(G1,G3)η̂(G2)η̂(G4)

+(2nk+ ϕ̇)ĝ(G1,G3)η̂(G2)η̂(G4)− (2nk+ ϕ̇)ĝ(G1,G2)η̂(G3)η̂(G4)] = 0.
(5.3)

For, fix G3 = ζ̂ in (5.3) and using (2.3), we get(
k− Ψ̆

2n

)
[
?

S (G1,G2)η̂(G4)−2nkĝ(G1,G2)η̂(G4)] = 0.

So, we mention the result:

Theorem 5.1. An N(k)-(CMM)2n+1 admitting Z ∗-tensor satisfying the criteria ((ζ̂ ∧Z ∗ G1).
?
Q)=0, is an Einstein manifold provided

k 6= Ψ̆

2n .

Corollary 5.2. An N(k)-(CMM)2n+1 admitting Z ∗-tensor satisfying the condition ((ζ̂ ∧Z ∗ G1).
?
C )=0, is an Einstein manifold provided

k 6=
?̆
κ

2n(2n+1) .

Likewise Section 3, we state the followings:

Corollary 5.3. If a gradient Z ∗-soliton (g,
?
V ,λ ) on N(k)-(CMM)2n+1 satisfies the criteria ((ζ̂ ∧Z ∗ G1).

?
C )=0, then

∇( f ) =−[2nk+ ϕ̇ +λ ](2n+1)

provided k 6=
?̆
κ

2n(2n+1) .

Corollary 5.4. If a gradient Z ∗-soliton (g,
?
V ,λ ) on N(k)-(CMM)2n+1 satisfies the condition ((ζ̂ ∧Z ∗ G1).

?
C )=0, where

?
V is solenoidal,

then the soliton is increasing, stable, or reducing depending on ϕ̇ <−2nk, ϕ̇=2nk, or ϕ̇ > 2nk.

Corollary 5.5. An N(k)-(CMM)2n+1 admits gradient Z ∗-soliton (g,
?
V ,λ ) fulfills the criteria ((ζ̂ ∧Z ∗ G1).

?
Q)=0, where

?
V is the gradient

of a smooth function f , then we have

∇( f ) =−[2nk+ ϕ̇ +λ ](2n+1)

provided k 6= Ψ̆

2n .

Corollary 5.6. An N(k)-(CMM)2n+1 with gradient Z ∗-soliton (g,
?
V ,λ ) satisfying the condition ((ζ̂ ∧Z ∗ G1).

?
Q)=0, where

?
V is solenoidal,

then the soliton is expanding, steady or shrinking according as ϕ̇ <−2nk, ϕ̇=2nk, or ϕ̇ > 2nk.
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6. N(k)-(CMM)2n+1 Satisfying Z ∗(G1, ζ̂ ).
?
R=0

We suppose that (Θ, ĝ) satisfies the below the condition

(Z ∗(G1, ζ̂ ).
?
R)(G4,G5)G3 = 0, (6.1)

which implies that

(Z ∗(G1, ζ̂ ).
?
R)(G4,G5)G3 = ((G1∧Z ∗ ζ̂ ).

?
R)(G4,G5)G3, (6.2)

where the endomorphism (G1∧Z ∗ G4)G5 is defined as

(G1∧Z ∗ G4)G5 = Z ∗(G4,G5)G1−Z ∗(G1,G5)G4. (6.3)

Now, from (6.2) we have

(Z ∗(G1, ζ̂ ).
?
R)(G4,G5)G3 = ((G1∧Z ∗ ζ̂ )

?
R)(G4,G5)G3−

?
R((G1∧Z ∗ ζ̂ )G4,G5)G3

−
?
R(G4,(G1∧Z ∗ ζ̂ )G5)G3−

?
R(G4,G5)(G1∧Z ∗ ζ̂ )G3.

(6.4)

Also, in view of (6.1), (6.3) and (6.4) we get

Z ∗(ζ̂ ,
?
R(G4,G5)G3)G1−Z ∗(G1,

?
R(G4,G5)G3)ζ̂ −Z ∗(ζ̂ ,G4)

?
R(G1,G5)G3 +Z ∗(G1,G4)

?
R(ζ̂ ,G5)G3

−Z ∗(ζ̂ ,G5)
?
R(G4,G1)G3 +Z ∗(G1,G5)

?
R(G4, ζ̂ )G3−Z ∗(ζ̂ ,G3)

?
R(G4,G5)G1 +Z ∗(G1,G3)

?
R(G4,G5)ζ̂ = 0.

(6.5)

Using (1.2), (2.9), (2.10), (2.12) and (2.14) in (6.5) and then taking the inner product with ζ̂ , we obtain

k[−η̂(G3)η̂(G5)
?

S (G1,G4)− ϕ̇η̂(G3)η̂(G5)ĝ(G1,G4)+ η̂(G3)η̂(G4)
?

S (G1,G5)

+ ϕ̇η̂(G3)η̂(G4)ĝ(G1,G5)− (2nk+ ϕ̇)η̂(G3)η̂(G4)ĝ(G1,G5)+(2nk+ ϕ̇)η̂(G3)η̂(G4)ĝ(G1,G5)] = 0.
(6.6)

Putting G5 = ζ̂ in (6.6), we get

k[−η̂(G3)
?

S (G1,G4)+2nkη̂(G3)ĝ(G1,G4)] = 0. (6.7)

Again putting G3 = ζ̂ in (6.7), we find

k[−
?

S (G1,G4)+2nkĝ(G1,G4)] = 0,

which implies that either k=0 or,
?

S (G1,G4) = 2nkĝ(G1,G4).

Now, if k=0, then in view of (2.9) and Proposition 2.1, we state the following results:

Theorem 6.1. If an N(k)-(CMM)2n+1 admitting Z ∗-tensor fulfills the criteria Z ∗(G1, ζ̂ ).
?
R=0, then (Θ, ĝ) is either locally isometric to

the Riemannian product En+1(0)×Sn(4) or the manifold is an Einstein.

Corollary 6.2. A Z ∗-soliton (g,
?
V ,λ ) on locally isometric to the Riemannian product En+1(0)×Sn(4), is reducing, stable or increasing

depending upon the sign of scalar curvature.

7. N(k)-(CMM)2n+1 Equipped With
?
Q.h = 0,h.

?
Q=0

The condition (
?
Q(G1,G2).h)G3=0 on (Θ, ĝ) implies that

?
Q(G1,G2)hG3−h(

?
Q(G1,G2)G3) = 0 (7.1)

for any G1,G2,G3 ∈ Γ(Θ). Putting G1 = ζ̂ in (7.1), we have
?
Q(ζ̂ ,G2)hG3−h(

?
Q(ζ̂ ,G2)G3) = 0. (7.2)

Using (2.6), (4.3) in (7.2), we obtain(
k− Ψ̆

2n

)
[ĝ(G2,hG3)ζ̂ + η̂(G3)hG2] = 0. (7.3)

Replacing G3 by hG3 in (7.3) and using (2.1), (2.2), (2.6), (2.8), we obtain

−(k− Ψ̆

2n
)(k−1)ĝ(ϕ̂G2, ϕ̂G3) = 0

and hence(
k− Ψ̆

2n

)
(k−1)dη̂(ϕ̂G2,G3) = 0,

which implies that either k=1, or (k− Ψ̆

2n )dη̂(ϕ̂G2,G3)=0. Thus we state:
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Theorem 7.1. If an N(k)-(CMM)2n+1 satisfies the criteria
?
Q.h=0, then (Θ, ĝ) is Sasakian manifold provided k 6= Ψ̆

2n .

Next, we assume that N(k)-(CMM)2n+1 fits the criteria (h.
?
Q)(G1,G2)G3=0, that is

h(
?
Q(G1,G2)G3)−

?
Q(hG1,G2)G3−

?
Q(G1,hG2)G3−

?
Q(G1,G2)hG3 = 0 (7.4)

for any G1,G2,G3 ∈ Γ(Θ). Putting G1 = ζ̂ in (7.4) and using hζ̂ = 0, we are leads to

h(
?
Q(ζ̂ ,G2)G3)−

?
Q(ζ̂ ,hG2)G3−

?
Q(ζ̂ ,G2)hG3 = 0. (7.5)

Using (2.5), (2.6), (4.3) in (7.5), we find

−2(k− Ψ̆

2n
)ĝ(hG2,G3) = 0. (7.6)

Replacing G2 by hG2 in (7.6) and by making use of (2.1), (2.2), (2.6), (2.8), the equation (7.6) reduces to

2(k−1)(k− Ψ̆

2n
)ĝ(ϕ̂G2, ϕ̂G3) = 0.

So, we conclude the results as:

Theorem 7.2. If an N(k)-(CMM)2n+1 satisfying the condition h.
?
Q=0, then the (Θ, ĝ) is Sasakian manifold, provided k 6= Ψ̆

2n .

In view of Theorem 7.1 and Theorem 7.2, we turn up the below outcome:

Corollary 7.3. In an N(k)-(CMM)2n+1 with k 6= Ψ̆

2n , we have
?
Q.h = h.

?
Q.

8. Z ∗-Recurrent on N(k)-(CMM)2n+1

For Z ∗-recurrent on (Θ, ĝ), we get

(
∗
∇G1Z

∗)(G4,G5) = η̂(G1)Z
∗(G4,G5). (8.1)

Since, we have

(
∗
∇G1Z

∗)(G4,G5) = G1Z
∗(G4,G5)−Z ∗(

∗
∇G1G4,G5)−Z ∗(G4,

∗
∇G1G5). (8.2)

With the help of (8.1) and (8.2) we yield

G1Z
∗(G4,G5)−Z ∗(

∗
∇G1G4,G5)−Z ∗(G4,

∗
∇G1G5) = η̂(G1)Z

∗(G4,G5). (8.3)

Fix G4 = G5 = ζ̂ in (8.3) and using (2.1), (2.4), (2.14) and (2.15), we obtain

G1(2nk+ ϕ̇) = η̂(G1)(2nk+ ϕ̇).

We state the following:

Theorem 8.1. In a Z ∗-recurrent N(k)-(CMM)2n+1, we have

G1(2nk+ ϕ̇) = η̂(G1)(2nk+ ϕ̇),

for all G1 ∈ Γ(Θ).

A Z ∗-recurrent manifold is Z ∗-symmetric if and only if the 1-form η̂ is zero. So we notice:

Corollary 8.2. In a Z ∗-symmetric N(k)-(CMM)2n+1, 2nk+ϕ̇=constant.

Corollary 8.3. If an N(k)-(CMM)2n+1 is Z ∗-recurrent and if 2nk+ϕ̇ is constant, then either 2nk+ϕ̇=0 or, (Θ, ĝ) reduces to a Z ∗-symmetric.

Finally, we consider Z ∗-soliton with
?
V = ζ̂ on N(k)-(CMM)2n+1. Then from (1.4), we have

L
ζ̂
ĝ(G1,G2)+2Z ∗(G1,G2)+2λ ĝ(G1,G2) = 0. (8.4)

Using (2.3) and (2.4), we find

L
ζ̂
ĝ(G1,G2) =−2ĝ(ϕ̂hG1,G2). (8.5)

Now using (1.2), (8.5) in (8.4), we obtain
?

S (G1,G2) =−ĝ(hG1, ϕ̂G2)− (ϕ̇ +λ )ĝ(G1,G2). (8.6)

In view of (2.13) and (8.6) we have

[2nk+ ϕ̇ +λ ]η(G1) = 0,

which implies that

λ =−(2nk+ ϕ̇).

As per above, we mention the result:
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Theorem 8.4. If an N(k)-(CMM)2n+1 admitting Z ∗-soliton, then we have
(i) Z ∗-soliton is expanding if ϕ̇ <−2nk
(ii) Z ∗-soliton is shrinking if ϕ̇ >−2nk
(iii) Z ∗-soliton is steady if ϕ̇ =−2nk

Corollary 8.5. A Z ∗-symmetric N(k)-(CMM)2n+1 admitting Z ∗-soliton is always shrinking.

Corollary 8.6. A Z ∗-soliton on Z ∗-recurrent N(k)-(CMM)2n+1 is always steady if 2nk+ϕ̇=constant.

9. Example

Let a 3-dimensional manifold Θ = {(r,s, t) ∈ ℜ3 : (r,s, t) 6= 0}, where (r,s, t) are standard coordinates in ℜ3. Let (ϑ1,ϑ2,ϑ3) be the
orthogonal system of vector fields at each point of Θ, defined as

ϑ1 = et ∂

∂ r
, ϑ2 = et ∂

∂ s
, ϑ3 =−

∂

∂ t

and

[ϑ1,ϑ2] = 0, [ϑ1,ϑ3] = ϑ1, [ϑ2,ϑ3] = ϑ2.

Let, we define the metric ĝ as follows

ĝi j =

{
0, i 6= j = 1,2,3.
1, i = j

}
.

If η̂ the 1-form have the significance

η̂(G1) = ĝ(G1,ϑ1)

for any G1 ∈ Γ(Θ). Let ϕ̂ be the (1,1)-tensor field defined by

ϕ̂ ϑ1 = 0, ϕ̂ ϑ2 =−ϑ3, ϕ̂ ϑ3 = ϑ2.

Making use of the linearity of ϕ̂ and ĝ we have

η̂(ϑ1) = 1,

ϕ̂
2(G1) =−G1 + η̂(G1)ϑ1,

ĝ(ϕ̂G1, ϕ̂G2) = ĝ(G1,G2)− η̂(G1)η̂(G2),

for any G1,G2 ∈ Γ(Θ). Thus for ϑ1=ζ̂ the structure (ϕ̂, ζ̂ , η̂ , ĝ) leads to a contact metric structure in ℜ3. We recall the Koszul’s formula

2ĝ(∇G1G2,G3) = G1(ĝ(G2,G3))+G2(ĝ(G3,G1))−G3(ĝ(G1,G2))−ĝ(G1, [G2,G3])− ĝ(G2, [G1,G3])+ ĝ(G3, [G1,G2]).

Making use Koszul’s formula we have:
∇ϑ1 ϑ1 =−ϑ3, ∇ϑ1 ϑ2 = 0, ∇ϑ1 ϑ3 = ϑ1,
∇ϑ2 ϑ2 = 0, ∇ϑ2 ϑ3 = ϑ2, ∇ϑ3 ϑ1 = 0,
∇ϑ3 ϑ3 = 0, ∇ϑ2 ϑ1 = 0, ∇ϑ3 ϑ2 = 0.

Also we recall the following formula

∇G1 ϑ1 =−ϕ̂G1− ϕ̂hG1.

Using above formula, one can easily calculate

hϑ2 =−ϑ2, hϑ3 =−ϑ3, hϑ1 = 0.

The non-vanishing component of
?
R as follows:

?
R(ϑ2,ϑ1)ϑ1 = ϑ2,

?
R(ϑ3,ϑ1)ϑ1 = ϑ3,

?
R(ϑ2,ϑ1)ϑ1 = ϑ2,

?
R(ϑ1,ϑ2)ϑ2 = ϑ1,

?
R(ϑ1,ϑ3)ϑ3 = ϑ1,

?
R(ϑ2,ϑ3)ϑ3 = ϑ2,

?
R(ϑ2,ϑ3)ϑ2 =−ϑ3,

?
R(ϑ1,ϑ3)ϑ3 = ϑ1,

?
R(ϑ3,ϑ1)ϑ1 = ϑ3.

We conclude that κ=1 and µ=0. Consequently ϑ1=ζ̂ ∈ N(1,0)-nullity distribution. Also the value of
?

S as below:

?
S (ϑ1,ϑ1) =

?
S (ϑ2,ϑ2) =

?
S (ϑ3,ϑ3) = 2. (9.1)

In this case, equation (8.6) reduces to

?
S (ϑ1,ϑ1) =

?
S (ϑ2,ϑ2) =

?
S (ϑ3,ϑ3) =−(λ + ϕ̇). (9.2)

It is clear that from (9.1) and (9.2) that λ=−(2+ ϕ̇) and hence k=1, for n=1. Therefore, the Theorem 8.4 is verified.
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10. Conclusion

The exploration of the Z ∗-tensor in pseudo-Riemannian manifolds and space-times delves into their geometric characteristics, curvature
patterns, and overall behavior using mathematical methods like differential forms. This research into such manifolds not only enhances our
comprehension of geometric structures with limited symmetries but also has practical implications in various fields, including physics. For
instance, Mantica and Molinari defined the Z ∗-tensor [29] in 2012 and introduced many interesting results and applications in physics.
Thereafter many authors study various properties of these tensors ( [49]- [51]). Inspired by these works we study some geometric properties
of N(k)− (CMM)2n+1, whose metrics are the Z ∗-soliton and deduce some interesting results.
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Abstract

This paper aims to investigate the existence, uniqueness, and stability properties for a class
of fractional weighted Cauchy-type problem in the variable exponent Lebesgue space Lp(.).
The obtained results are set up by employing generalized intervals and piece-wise constant
functions so that the Lp(.) is transformed into the classical Lebesgue spaces. Moreover, the
usual Banach Contraction Principle is utilized, and the Ulam-Hyers (UH) stability is studied.
At the final stage, we provide an example to support the accuracy of the obtained results.

1. Introduction

Lebesgue spaces with variable exponents were originally examined in Orlicz’s work [1] in 1931 and then in Nakano’s papers [2, 3]. More
specifically, [2] provides a precise characterization that describes Musielak-Orlicz spaces, however, it appears that Orlicz is mostly focused
on the completeness of the function spaces. Afterward, a Russian researcher named Sharapudinov in [4] individually improved variable
exponent Lebesgue spaces (VELS) on the real line. In the early 1900s, Kováčik and Rákosnı́k in [5] detailed the essential characteristics of
Lebesgue and Sobolev spaces with variable exponents. Actually, this paper has a major effect on subsequent papers and was accepted as
the norm reference providing the current basic properties. The authors offered a suitable counterpart of the Lebesgue spaces Lp and of the
Sobolev spaces W k,p and proposed the concept of Lp(x) for functions p accepting the values on [1,∞]. They also provide an application of
generalized Sobolev spaces W k,p(x) to partial differential equations involving Dirichlet conditions with coefficients of a variable growth. A
decade later, Fan and Zhao [6] deduced the same features by applying different techniques.
The basic idea behind the VELS Lp(.) is to substitute a variable exponent measurable function (VEMF) p(.) into the traditional constant
exponent p in classical Lebesgue spaces (CLS). As a result, we naturally expect that Lp(.) becomes a generalization for CLS Lp. Though the
concept seems to be complex and challenging, it has substantial effects and implications that perfectly represent several phenomena in image
processing, optimization, electrorheological(ER) fluids, etc. See [7–11] and the references therein.
A lot of papers have been published concerning the existence and uniqueness of solutions of fractional differential equations (FDEs) in the
space of continuous functions C(Λ,R), whereas relatively fewer articles exist studying the existence and uniqueness of solutions of FDEs in
Lp(Λ,R) space of integrable functions. For example; by using the well-known monotone technique combined with the method of upper
and lower solutions, Derbazi et al. [12] find the existence and uniqueness of maximal and minimal solutions in C(J,R) to an initial value
problem involving ψ-Caputo fractional derivative:{

Dα,ψ
a κ(s) = f (s,κ(s)), s ∈ J,

κ(a) = a∗.
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The existence and uniqueness of p-integrable solution in Lp(α,β ) space has been discussed in [13] for Caputo FDE with a boundary
condition having the form:{

Dϖ
a κ(s) = Φ(s,κ(s)), s ∈ [α,β ],

γκ(α)+µκ(β ) = c.

Agarwal et al. [14] proved the existence of Lp solutions of fractional order integral equations with abstract Volterra operators in separable
Banach spaces. Arshad et al. [15] have studied local and global existence results by applying a compactness-type condition for Lp solutions
for fractional integral equations in Banach spaces. The existence of the solutions of FDEs in Lp(.) actually has received little attention since
we are aware of several notable challenges in that space. Dongg et al. [16] employed the Riesz-Kolmogorov theorem to get the existence and
uniqueness of solutions for a Cauchy problem involving FDEs in VELS. Some qualitative properties of a boundary value problem in [17] and
a terminal value problem in [18] involving Riemann-Liouville(R-L) fractional operator were discussed in Lp(.) space with variable exponent.
In a very recent work [19], the results in [17, 18] have been generalized by discussing a multi-term fractional boundary value problem in
VELS. See [20–22] for the most current works regarding the subject.
In this paper, we shall investigate the following problem involving weighted Cauchy type condition in order to obtain some qualitative
properties in Lp(.)(Λ,R):{

Dϖ
0 κ(s) = ϑ(s,κ(ψ(s))), s ∈ Λ := [0,1],

s1−ϖ κ(s)|s=0 = β ,
(1.1)

where 0 < ϖ < 1, ϑ(.,κ(.)) ∈ Lp(.)(Λ×R,R), κ ∈ Lp(.)(Λ,R) and ψ : Λ→ Λ, and Dϖ
0 denotes the left Riemann Liouville (R-L) FDE of

order ϖ in Lp(.) defined as (see [16, 23]):

(Dϖ

0+κ)(s) =
1

Γ(1−ϖ)

d
ds

∫ t

0
(s−ρ)−ϖ

κ(ρ)dρ, (1.2)

where Γ(.) is the gamma function.
On the other hand, left-sided R-L FDE of order ϖ for function κ(s) in Lp(.) is given by

Iϖ

0+κ(s) =
1

Γ(ϖ)

∫ s

0
(s−ρ)ϖ−1

κ(ρ)dρ.

The outline of the paper is as follows: Fundamental concepts and helpful lemmas that are necessary for establishing the main results are
introduced in Section 2. Critical results regarding the existence of solutions in the Lebesgue space of variable exponent for the problem (1.1),
under certain conditions are established in the subsequent section. The UH stability of the solution is demonstrated in the following section.
The last section is dedicated to a demonstrative case that supports the obtained results.

2. Mathematical Preliminaries

Definition 2.1 ( [24], [23]). By Lp([α,β ],R), 1≤ p < ∞, we express the classical space of measurable functions Φ : [α,β ]→R, provided
with the norm

‖Φ‖r =
(∫ β

α

|Φ(s)|pds
) 1

p
< ∞

and

‖Φ‖∞ = ess supα≤s≤β |Φ(s)| i f r = ∞.

Lemma 2.2 ( [23]). Let Φ1,Φ2 ∈ Lp([α,β ],R), 1≤ p < ∞ and ϖ ,β > 0 then the following properties of the left RL fractional integral and
R-L FDE are demonstrated.
(1) Iϖ

α+
Iβ

α+
f1(s) = Iϖ+β

α+
Φ1(s)

(2) Iϖ

α+
[Φ1(s)+Φ2(s)] = Iϖ

α+
Φ1(s)+ Iϖ

α+
Φ2(s)

(3) Dϖ

α+
Iϖ

α+
Φ1(s) = Φ1(s)

(4) ‖Iϖ

α+
Φ1‖p ≤ (β−α)ϖ

Γ(ϖ+1) ‖Φ1‖p.

Lemma 2.3 ( [23]). If Φ ∈ Lp([α,β ],R), 1≤ p < ∞, ϖ > 0, then Iϖ

α+
Φ ∈ Lp([α,β ],R).

Lemma 2.4 ( [23]). Let ϖ > 0, then the differential equation

Dϖ

α+ξ = 0

has a unique solution

ξ (s) = c1(s−α)ϖ−1 + c2(s−α)ϖ−2 + ...+ cn(s−α)ϖ−n

cω ∈R, 1≤ ω ≤ n, here n = [ϖ ]+1.

Lemma 2.5 ( [23]). Let α > 0, ξ ∈ L1(Λ,R), Dϖ

α+ξ ∈ L1(Λ,R), then

Iϖ

α+Dϖ

α+ξ (s) = ξ (s)+ c1(s−a)ϖ−1 + c2(s−α)ϖ−2 + ...+ cn(s−α)ϖ−n

where cω ∈R, 1≤ ω ≤ n, here n = [ϖ ]+1.
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We now recall the known Hölder inequality for integrals.

Lemma 2.6 ( [25]). Let p and ` satisfy 1 < p < ∞,1 < ` < ∞, and 1
p +

1
` = 1. If Φ1 ∈ Lp(Λ,R) and Φ2 ∈ L`(Λ,R), then Φ1,Φ2 belongs

to L1(Λ,R) and satisfies

∫
Λ

|Φ1Φ2|dx≤
[∫

Λ

|Φ1|pdx
] 1

p
[∫

Λ

|Φ2|`dx
] 1

`

.

Definition 2.7 ( [26]). Let Ω⊆Rn be an open set in Rn. By Lp(.)(Ω) we denote all space of measurable functions Φ on Ω such that

Ip(.)(Φ) =
∫

Ω

|Φ(s)|p(s)ds < ∞,

where p(s) is a VEMF on Ω with values in [1,∞). This is a Banach space given with the norm

‖Φ‖p(.) = inf{η > 0 : Ip(.)(Φ/η)≤ 1}.

We use the following notation:

p− = inf
s∈Ω

p(s), p+ = sup
s∈Ω

p(s)

`(.) the conjugate exponent of p(.):

`(.) =
p(.)

p(.)−1
,

P(Ω) is defined as the set of bounded measurable functions p(s) : Ω→ [1,∞) while P log(Ω) designates the set of exponents p ∈P(Ω)
satisfying the local Log condition:

|p(s)− p(ρ)| ≤ Ar

−log|s−ρ|
, |s−ρ| ≤ 1

2
, s,ρ ∈Ω,

where Ap > 0 is independent of t and ρ .
ℑlog(Ω) is the set off bounded exponents ϖ : Ω→R satisfying the local log condition.
Plog(Ω) is a set consisting of exponents p ∈P log(Ω) with 1 < p− ≤ p+ < ∞.
The following lemma is related to Hölder inequality in the variable exponent Lebesgue space Lp(.)(Ω).

Lemma 2.8 ( [27]). Let Ω⊆Rn be an open set in Rn and p(s), `(s) are two VEMF on Ω with values in [1 ∞) where 1≤ p(s)≤ ∞ and
1

p(s) +
1

`(s) = 1. If Φ1 ∈ Lp(.)(Λ) and Φ2 ∈ L`(.)(Λ), we have∫
Ω

|Φ1(s)Φ2(s)|ds≤ p‖Φ1‖p(.)‖Φ2‖`(.),

where p = sups∈Ω
1

p(s) + sups∈Ω
1

`(s) .

Theorem 2.9 ( [16]). Let p(.) ∈P[0,M] and 0 < 1
p− < ϖ < 1, then Iϖ

0+
is bounded in Lp(.)([0,M],R).

Definition 2.10 ( [28]). Let Λ⊂R, Λ is named as a generalized interval if it is either an interval or {a1} or /0.
A finite set P is called a partition of Λ if each x inn Λ lies in exactly one of the generalized intervals E in P .
A function p : Λ→R is named by piece-wise constant as regards to partition P of Λ if for any E ∈P , p is constant on E.

Definition 2.11 ( [29]). The problem (1.1) is Ulam-Hyers(UH) stable if there exists cϑ > 0, such that for any ε > 0 and for each solution
y ∈ Lp(Λ,R) of the following inequality

|Dϖ

0+y(s)−ϑ(s,y(s))| ≤ ε, s ∈ Λ (2.1)

there exists a solution κ ∈ Lp(Λ,R) of problem (1.1) with

|y(s)−κ(s)| ≤ cϑ ε, s ∈ Λ.

3. Existence and Uniqueness of Solutions

Let us begin with the following assumption:

(H1) Let the finite sequence of points {Mω}n
ω=0 satisfy 0 = M0 < Mω < Mn = 1, and Λω be defined as Λω = (Mω−1, Mω ], ω = 1,2, ...,n,

n ∈ N. Then P =
⋃n

ω=1 Λω would be a partition of the interval Λ.
For each ω = 1,2, ...,n, the notation ϒω = Lpω (Λω ,R) denotes the Banach space of VEMF from Λω into R equipped with the norm:

‖κ‖ϒω
=
(∫

Λω

|κ|pω dx
) 1

pω < ∞,

where 1≤ ω ≤ n.
Let p(s) : Λ→ [1,∞) be a piece-wise constant function with regard to P , i.e., p(s) = ∑

n
ω=1 pω Iω (s), where 1≤ pω < ∞ are constants

and Iω is the indicator of the interval Λω , ω = 1,2, ...,n
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Iω (s) =
{

1, f or s ∈ Λω ,
0, f or elsewhere.

So, for any s ∈ Λω , 1≤ ω ≤ n, the left R-L FDE for the function defined by (1.2), can be written as

(Dϖ

0+κ)(s) =
1

Γ(1−ϖ)

d
ds

∫ s

0
(s−ρ)−ϖ

κ(ρ)dρ

=
1

Γ(1−ϖ)

(ω−1

∑
ı=1

d
ds

∫ Mı

Mı−1

(s−ρ)−ϖ
κ(ρ)dρ +

d
ds

∫ s

Mω−1

(s−ρ)−ϖ
κ(ρ)dρ

)
. (3.1)

Thus, the problem (1.1) can be explained for any s ∈ Λω ,1≤ ω ≤ n in the form:

1
Γ(1−ϖ)

(ω−1

∑
ı=1

d
ds

∫ Mı

Mı−1

(s−ρ)−ϖ
κ(ρ)dρ +

d
ds

∫ s

Mω−1

(s−ρ)−ϖ
κ(ρ)dρ

)
= ϑ(s,κ(ψ(s))) (3.2)

Let the function κ ∈ Lpω (Λω ) with κ ≡ 0 on s ∈ [0,Mω−1] and it solves integral equation (3.2).
Then, (3.2) is reduced to

(Dϖ
Mω−1

κ)(s) = ϑ(s,κ(ψ(s))), s ∈ Λω .

For any 1≤ ω ≤ n, we look at the following auxiliary weighted Cauchy type problem of constant order :{
Dϖ

Mω−1
κ(s) = ϑ(s,κ(ψ(s))), s ∈ Λω ,

s1−ϖ κ(s)|s=Mω−1 = b.
(3.3)

Lemma 3.1. Let 1≤ ω ≤ n be a natural number, 0 < ϖ < 1, ϑ ∈ Lpω (Λω ×R,R). A function κω ∈ ϒω is a solution of (3.3) if and only if
κω ∈ ϒω solves the integral equation

κω (s) = bsϖ−1 +
1

Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ,κω (ψ(ρ)))dρ (3.4)

Proof. To show the necessity, we can write from (3.3)

s1−ϖ
κω (s) = b+ s1−ϖ Iϖ

Mω−1
ϑ(s,κω (ψ(s))).

which implies

s1−ϖ
κω (s)|t=Mω−1 = b.

Also, applying I1−ϖ

Mω−1
on both sides of (3.4), then

I1−ϖ

Mω−1
κω (s) = b0 + IMω−1 ϑ(s,κω (ψ(s))).

Differentiating both sides of order one, we achieve

Dϖ
Mω−1

κω (s) = ϑ(s,κω (ψ(s)))

Inversely, let κω be a solution of (3.3), by integrating both sides, then

I1−ϖ
κω (s)− I1−ϖ

κω (s)|t=0 = I1
Mω−1

ϑ(s,κω (ψ(s))).

Operating by Iϖ
Mω−1

on both sides of the last equation, we have

Iκω (s)− IϖC = I1+ϖ

Mω−1
ϑ(s,κω (ψ(s))).

taking the ordinary derivative of the first order, it follows that

κω (s)−C1sϖ−1 = Iϖ
Mω−1

ϑ(s,κω (ψ(s))),

By recalling the initial condition, we find that C1 = b, then we obtain (3.4), i.e., problem (3.3) and equation (3.4) are equivalent to each
other.

Banach Contraction Principle (BCP) is implemented to arrive at the conclusion of the following result.

Theorem 3.2. Suppose that Lemma 3.1 is satisfied and we have a constant M > 0 such that |ϑ(s,κ1)−ϑ(s,κ2)| ≤M|κ1−κ2|, for any
κ1, κ2 ∈ Lpω (Λω ) s ∈ Λω and moreover the inequality

Wϖ ,M,pω ,Mω−1,Mω
< 1, (3.5)

holds where

Wϖ ,M,pω ,Mω−1,Mω
=
[( M(

`ω (ϖ −1)+1
) 1

`ω
Γ(ϖ)

)pω (Mω −Mω−1)
pω (`ω (ϖ−1)+1)

`ω
+1

pω (`ω (ϖ−1)+1)
`ω

+1

] 1
pω

.

Then, for every 1≤ ω ≤ n there exists a unique solution on Λω for the problem (3.3).



Universal Journal of Mathematics and Applications 97

Proof. We use a transformation for the problem (3.4) so that it returns to a fixed point problem. Let the operator

S : Lpω (Λω ,R)→ Lpω (Λω ,R)

which is given by

(Sκω )(s) = bsϖ−1 +
1

Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ,κω (ψ(ρ)))dρ.

BCP is used as the main tool to determine that S has a unique fixed point. To do that, let κω ,xω ∈ Lpω (Λω ), then we have

‖S(κω (s))−S(xω (s))‖pω = ‖ 1
Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1(
ϑ(ρ,κω (ρ))−ϑ(ρ,xω (ρ))

)
dρ‖pω

=
∫ Mω

Mω−1

∣∣∣ 1
Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
(

ϑ(ρ,κω (ρ))−ϑ(ρ,xω (ρ))
)

dρ

∣∣∣pω

ds

≤ 1
(Γ(ϖ))pω

∫ Mω

Mω−1

∣∣∣∫ s

Mω−1

(s−ρ)ϖ−1
(

ϑ(ρ,κω (ρ))−ϑ(ρ,xω (ρ))
)

dρ

∣∣∣pω

ds

≤ Mpω

(Γ(ϖ))pω

∫ Mω

Mω−1

(∫ s

Mω−1

(s−ρ)ϖ−1
∣∣∣κω (ρ))− xω (ρ))

∣∣∣dρ

)pω

ds

≤ Mpω

(Γ(ϖ))pω

∫ Mω

Mω−1

[(∫ s

Mω−1

(s−ρ)`ω (ϖ−1)dρ

) 1
`ω ×

(∫ s

Mω−1

∣∣∣κω (ρ)− xω (ρ)
∣∣∣pω

dρ

) 1
pω

]pω

ds.

Observe that we have utilized the Hölder Inequality. If we proceed with calculations

‖S(κω (s))−S(xω (s))‖pω ≤ Mpω

(Γ(ϖ))pω

∫ Mω

Mω−1

(s−Mω−1)
pω (`ω (ϖ−1)+1)

`ω(
`ω (ϖ −1)+1

) pω

`ω

(∫ s

Mω−1

∣∣∣κω (ρ)− xω (ρ)
∣∣∣pω

dρ

)
ds

≤
[ M

(`ω (ϖ −1)+1)
1
`ω Γ(ϖ)

]pω

∫ Mω

Mω−1

(s−Mω−1)
pω (`ω (ϖ−1)+1)

`ω ×
(∫ s

Mω−1

∣∣∣κω (ρ)− xω (ρ)
∣∣∣pω

dρ

)
ds.

After rearranging the integrals, we reach at∫ Mω

Mω−1

(s−Mω−1)
pω (`ω (ϖ−1)+1)

`ω

(∫ s

Mω−1

∣∣∣κω (ρ)− xω (ρ)
∣∣∣pω

dρ

)
ds =

∫ Mω

Mω−1

(s−Mω−1)
θω σω (s)ds = I,

where

θω =
pω (`ω (ϖ −1)+1)

`ω

, σω (s) =
∫ s

Mω−1

∣∣∣κω (ρ)− xω (ρ)
∣∣∣pω

dρ.

Integrating by parts formula yields

I =
(Mω −Mω−1)

θω+1

θω +1
σω (Mω )−

∫ Mω

Mω−1

(s−Mω−1)
θω+1

θω +1
σ
′
ω (s)ds

=
(Mω −Mω−1)

θω+1

θω +1
σω (Mω )−

∫ Mω

Mω−1

(s−Mω−1)
θω+1

θω +1
σ
′
ω (s)ds.

Since the integral∫ Mω

Mω−1

(s−Mω−1)
θω+1

θω +1
σ
′
ω (s)ds≥ 0

then,

‖S(κω (s))−S(xω (s))‖ ≤
[( M(

`ω (ϖ −1)+1
) 1

`ω
Γ(ϖ)

)pω (Mω −Mω−1)
pω (`ω (ϖ−1)+1)

`ω
+1

pω (`ω (ϖ−1)+1)
`ω

+1

] 1
pω [σω (Mω )]

1
pω

=
[( M(

`ω (ϖ −1)+1
) 1

`ω
Γ(ϖ)

)pω (Mω −Mω−1)
pω (`ω (ϖ−1)+1)

`ω
+1

pω (`ω (ϖ−1)+1)
`ω

+1

] 1
pω ‖κω − xω‖ϒω

.

As a result, by (3.5), the operator S is a contraction. Therefore, by BCP, S has a unique fixed point κ̃i ∈ Lpω (Λω ), that yields the unique
solution of the problem (3.3).

We are now ready to prove the existence result for (1.1).
Let us consider the following condition:

(H2) There exist a constant M > 0 such that,
|ϑ(s,κ1)−ϑ(s,κ2)| ≤M|κ1−κ2|, for any κ1, κ2 ∈ Lp(.)(Λ) and s ∈ Λ.



98 Universal Journal of Mathematics and Applications

Theorem 3.3. Assume that (H1), (H2) and inequality (3.5) fulfill for all 1≤ ω ≤ n. Then, problem (1.1) has at most a solution in Lp(.)(Λ)

Proof. As mentioned in Theorem 3.2, for each 1≤ ω ≤ n, (3.3) possesses a unique solution κ̃ ∈ ϒω .
For any 1≤ ω ≤ n we give the function as follow;

κω =

{
0, i f s ∈ [0 Mω−1],
κ̃, i f s ∈ Λω .

Therefore, κω ∈ Lp([0, Mω−1],R) is a solution for the integral equation (3.2) for s ∈ Λω meaning that it solves (3.3) for s ∈ Λω .
Then the function:

κ(s) =



κ1(s) ∈ Lp1(Λ1,R),
κ2(s) ∈ Lp2(Λ2,R),
.
.
.
κn(s) ∈ Lpn(Λn,R).

is a unique solution of the problem (1.1) in Lp(.)(Λ).

4. Ulam-Hyers Stability

Theorem 4.1. Assume that (H1),(H2), and inequality (3.5) hold. Then, (1.1) is UH stable .

Proof. Take ε as an arbitrary positive number and the function y(s) from y ∈ Lpω (Λω ,R) satisfy inequality (2.1).
For any ω ∈ {1,2, ...,n} we define the functions y1(s)≡ y(s),s ∈ [0,M1] and for ω = 2,3, ...,n

yω (s) =


0, s ∈ [0,Mω−1],

y(s), s ∈ Λω .
(4.1)

According to equality (3.1) for any ω ∈ {1,2, ...,n} and t ∈ Λω we get

(Dϖ

0+yω )(s) =
1

Γ(1−ϖ)

d
ds

∫ s

Mω−1

(s−ρ)−ϖ y(ρ)dρ.

Taking Iϖ

M+
ω−1

of both sides of the inequality (2.1), we get

∣∣∣yω (s)−bsϖ−1− 1
Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ,yω (ψ(ρ)))dρ

∣∣∣≤ ε
(s−Mω−1)

ϖ

Γ(ϖ +1)
≤ ε

(Mω −Mω−1)
ϖ

Γ(ϖ +1)
.

According to Theorem 3.3, (1.1) has a unique solution κ ∈ Lp(.)(Λ) defined by κ(s) = κω (s) for s ∈ Λω , ω = 1,2, ...,n, where

κω =

{
0, s ∈ [0,Mω−1],
κ̃ω , s ∈ Λω ,

(4.2)

and κ̃ω ∈ ϒω is a unique solution of problem (3.3).
In view of Lemma 3.1, the integral equation

κ̃ω (s) = bsϖ−1 +
1

Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ, κ̃ω (ψ(ρ)))dρ (4.3)

holds.
For t ∈ Λω , ω = 1,2, ...,n, by (4.1), (4.2) we have,

|y(s)−κ(s)|= |y(s)−κω (s)|= |yω (s)− κ̃ω (s)|
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Then, by (4.3) we get

‖y−κ‖pω

ϒω
= ‖y−κω‖pω

ϒω
= ‖yω − κ̃ω‖pω

ϒω

= ‖yω (s)−bsϖ−1− 1
Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ, κ̃ω (ρ))dρ‖pω

ϒω

≤ ‖yω (s)−bsϖ−1− 1
Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1
ϑ(ρ,yω (ρ))dρ‖pω

ϒω
+‖ 1

Γ(ϖ)

∫ s

Mω−1

(s−ρ)ϖ−1(ϑ(ρ,yω (ρ))−ϑ(ρ, κ̃ω (ρ)))dρ‖pω

ϒω

≤ ε
pω

(Mω −Mω−1)
ϖ pω+1

Γpω (ϖ +1)
+

1
Γpω (ϖ)

∫ Mω

Mω−1

(
∫ s

Mω−1

(s−ρ)ϖ−1|ϑ(ρ,yω (ρ))−ϑ(ρ, κ̃ω (ρ))|dρ)pω ds

≤ ε
pω

(Mω −Mω−1)
ϖ pω+1

Γrω (ϖ +1)
+

1
Γpω (ϖ)

∫ Mω

Mω−1

[(∫ s

Mω−1

(s−ρ)`ω (ϖ−1)dρ

) 1
`ω ×

(∫ s

Mω−1

∣∣∣ϑ(ρ,yω (ρ))−ϑ(ρ, κ̃ω (ρ))
∣∣∣pω

dρ

) 1
pω

]pω

ds

≤ ε
pω

(Mω −Mω−1)
ϖ pω+1

Γpω (ϖ +1)
+

1
Γpω (ϖ)

∫ Mω

Mω−1

(s−Mω−1)
pω (`ω (ϖ−1)+1)

`ω(
`ω (ϖ −1)+1

) pω

`ω

(∫ s

Mω−1

∣∣∣ϑ(ρ,yω (ρ))−ϑ(ρ, κ̃ω (ρ))
∣∣∣pω

dρ

)
ds

≤ ε
pω

(Mω −Mω−1)
ϖ pω+1

Γpω (ϖ +1)
+
[ Mpω

Γpω (ϖ)
(
`ω (ϖ −1)+1

) pω

`ω

(Mω −Mω−1)
pω (`ω (ϖ−1)+1)

`ω
+1

pω (`ω (ϖ−1)+1)
`ω

+1

]
‖yω − κ̃ω‖pω

ϒω

≤ ε
pω

(Mω −Mω−1)
ϖ pω+1

Γpω (ϖ +1)
+ τ‖y−κ‖pω

ϒω
,

where

τ = max
ω=1,2,...,n

[ Mpω

Γpω (ϖ)
(
`ω (ϖ −1)+1

) pω

`ω

(Mω −Mω−1)
pω (`ω (ϖ−1)+1)

`ω
+1

pω (`ω (ϖ−1)+1)
`ω

+1

]
.

Then,

‖y−κ‖ϒω
≤ (Mω −Mω−1)

ϖ pω+1
pω

(1− τ)
1

pω Γ(ϖ +1)
ε.

We obtain,

‖y−κ‖p ≤
1

Γ(ϖ +1)

(ω=n

∑
ω=1

(Mω −Mω−1)
ϖ pω+1

pω

(1− τ)
1

rω

)
ε := cϑ ε.

Therefore, the (1.1) is UH stable.

5. Example

Consider the flowing fractional weighted Cauchy type problem:

{
D0.5κ(s) = |κ(s)|

(2+es)(1+κ(s)) , s ∈ Λ := [0,1],
s0.5κ(s) = 0.

(5.1)

Let

ϑ(s,ψ(κ)) =
|κ(s)|

(2+ es)(1+κ(s))
, s ∈ [0,1].

Then, we have

|ϑ(s,ψ(x))−ϑ(s,ψ(κ))|= 1
(2+ es)

| x
1+ x

− κ

1+κ
|

=
|x−κ|

(2+ es)(1+ x)(1+κ)

≤ |x−κ|
2+ es

≤ 1
2
|x−κ|.

Thus the condition (H2) is satisfied with M = 1
2 .

Let

p(s) =
{

p1 = 4, i f s ∈ [0,0.5],
p2 = 5, i f s ∈]0.5,1]. (5.2)
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According to (3.3), we consider two auxiliary 3.3, the problem (5.1) is equivalent to the followings problems:

{
D0.5κ(s) = |κ(s)|

(2+es)(1+κ(s)) , s ∈ Λ1 := [0,0.5],
s0.5κ(s) = 0,

(5.3)

and {
D0.5κ(s) = |κ(s)|

(2+es)(1+κ(s)) , s ∈ Λ2 :=]0.5,1],
s0.5κ(s) = 0.

(5.4)

Next, we demonstrate that (3.5) is satisfied for ω = 1, p1 = 4. Indeed,

Wϖ ,M,p1,M0,M1 = 0,172681927 < 1.

As a consequence, the inequality (3.5) is satisfied.
Thus, in light of Theorem (3.2), the (5.3) has a unique solution κ̃1 ∈ L4(Λ1,R).
We have revealed that the inequality (3.5) is valid for ω = 2, p2 = 5. Indeed,

Wϖ ,M,p2,M1,M2 = 0,202489255 < 1.

Then, the inequality (3.5) is fulfilled.
Taking into account Theorem 3.2, the (5.4) provides a unique solution. κ̃2 ∈ L5(Λ2,R).
Hence, in view of Theorem (3.3), the (5.1) possesses a unique solution.

κ(s) =
{

κ̃1(s) ∈ L4(Λ1,R),

κ2(s) ∈ L5(Λ2,R),

where

κ2(s) =
{

0, s ∈ Λ1,
κ̃2(s), s ∈ Λ2.

Clearly, one can show that by Theorem 4.1, solution of problem (5.1) is UH stable.

6. Conclusion

We investigate some qualitative properties of a weighted Cauchy problem (1.1) in Lebesgue spaces with variable exponent Lp(.). Our main
proofs are based on exploiting the generalized intervals and piece-wise constant functions that transform Lp(.) to the classical Lebesgue
spaces. Additionally, we support the theoretical results by constructing a numerical example.
There have been only a few investigations conducted in this area due to the complex structure of the variable exponent Lebesgue spaces. As a
result, the fundamental results provided in this paper offer several opportunities for further investigations.
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