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 One of the most common problems faced by briquette machine users in the industry is the failure 

of the cast iron housing unit of the UCF-216 bearings, to which the main shaft of the briquette 

machine is attached. In this study, the failure mechanism of a cast iron housing unit of a UCF-216 

bearing broken during operation in a briquette machine was analyzed in order to develop a solution 

to the problem. Failure was occurring in the bolt hole areas of the housing unit. First of all, spectral 

analysis was performed and it was determined that the housing unit was grey cast iron. Then, the 

macrostructures of both unused and damaged housing units were examined. Some casting defects 

were detected in the bolt hole areas of the unused housing unit. It was also learned that during the 

assembly of the UCF-216 to the briquette machine, no torque meter was used while the bolts were 

tightened. In order to understand the effect of possible overtightening of the bolts, the system was 

modelled as a 3D solid. This model was exported to the finite element software and different bolt 

pretensions were applied considering the stresses created by the bolt tightening forces on the 

housing unit. As a result, it was understood that if the ratio of the stress caused by the axial bolt 

tightening force in the UCF-216 bearing unit to the yield stress of the UCF-216 housing unit is 

above 50%, fatigue failure will occur.       

Keywords: 

Casting defect 
Failure analysis 

Finite element analysis 

Stress 

 

 

1. Introduction 

Concrete building block machines (CBBM) have been 

called by different names such as briquette machine, bims 

(pumice) machine, pumice machine and block making 

machine in the construction industry. This name difference 

is due to the purpose of using the CBBM. Because with the 

same machine, different products could be produced. By 

using several molds in the CBBM, construction materials 

with variable properties and dimensions such as 

interlocking briquettes, curbstones, hollow concrete 

blocks and pumice blocks can be produced. The most basic 

task of the CBBM is to shape the construction material in 

different molds using vibration and pressure. Actually, a 

CBBM is a kind of mass production machine. Because in 

this machine, which generally has an automation system, 

pumice, cement and water mixture in certain proportions 

is taken into molds and compressed with the help of 

vibration and hydraulic press [1–4]. 

The development of a CBBM with movable, adjustable 

dies that could make solid blocks dates back to the early 

1900s. Harmon S. Palmer's "Machine for Molding Hollow 

Concrete Building Blocks" was patented in 1902 and made 

a significant contribution to the development of the 

CBBMs known today [5,6]. Due to the fact that the 

construction materials produced in CBBMs have 

affordable prices, desired quality and repeatable features, 

these machines attract great attention on a global scale. 

Today, CBBMs are produced in both industrialized and 

developing countries. Türkiye is one of the important 

CBBM manufacturers and a significant part of the 

machines produced in Türkiye has been exported. 

The CBBMs can be divided into 3 different categories 

as manual, semi-automatic and fully automatic. In 

addition, there are many types and models of CBBMs with 

different capacities. Molds can be produced and mounted 

according to the desired size and model for the product to 

be produced in the CBBM. The latest models of these 

machines usually consist of different basic parts, namely 

the main body, the picking robot, the belt separator, the 

elevator and other mechanisms. All of the CBBMs work 

with electrical energy, and semi and fully automatic 

machines are controlled by automation software. The 

upper rammer, which is an important part of the CBBM 

and located on the main body of the machine, allows the 
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arms to move the compression mold upwards. The arms 

are fixed to the main shaft on the main body of machine 

and this main shaft is connected to the machine body by 

means of UCF type bearings so that it can rotate around its 

own axis (see Figure 1). The UCF type bearings are fixed 

to the machine body with M22 or M23 bolts and nuts. 

Since there are 2 main shafts for the mold holding arms, 4 

UCF type bearings are used in a machine [7]. However, it 

is reported that UCF type bearings are suddenly broken 

while working on the CBBM as a very frequent problem. 

 

 
Figure 1. Main shaft and UCF type bearings on a fully 

automatic CBBM 

 

The UCF series bearings are a square flange bearing 

type with four fixing holes and have a wide inner ring 

insert. Ball bearing units have international coding. The 

UCF coding on the housing unit used in this study 

indicates that the housing unit has a square flange type and 

cylindrical bore. The shaft diameter is coded in the 

numbers after UCF (UCF-216). Here the first digit is the 

diameter series of the bearing and the other digits are the 

size code of the bearing bore. They are one of the most 

preferred machine elements in the industry and have 

different codes according to their sizes. The UCF serial 

bearings consist of 2 main parts, a bearing and a cast iron 

housing. There is no doubt that the class and therefore the 

quality of the cast iron material that makes up the body 

(housing unit) of the UCF will vary according to the 

manufacturer [8–10]. In this study, the cast iron housing 

unit of the UCF-216 bearing, which was damaged during 

operation in the CBBM, was analyzed. Therefore, the aim 

of this study is to analyze the failure mechanism in the 

UCF-216 bearing housing unit, which is used in CBBMs 

and is damaged (broken) during operation, and to develop 

suggestions for solving the failure problem. 

 

2. Material and Methods 

2.1. Definition of failure 

Basically, the problem was that the cast iron housing 

unit of the UCF-216 type ball bearings used in a fully 

automatic CBBM were broken. It was reported that the 

housing unit of the UCF-216 was damaged after the 

CBBM was used for a very short time. Moreover, the same 

problem was experienced both in the newly produced 

CBBM and after the replacement of the broken UCF-216 

with a new one. The housing unit of the UCF-216 was 

made of cast iron. The UCF-216 housing unit was 

designed and produced in such a way that no damage 

would occur as a result of the load during operation under 

ideal conditions, and it had an infinite fatigue life. 

However, contrary to this situation, it was broken very 

often. The most important data we had was that the bolts 

were tightened without using a torque meter during the 

assembly of the UCF-216 to the CBBM. In order to 

understand and solve the problem, as explained in the next 

sections, both UCF-216 housing units were investigated 

macrostructurally and different bolt tightening scenarios 

were created in finite element software.  

 

 

 
Figure 2. (a) Exploded 3D view of UCF and main shaft, (b) 2D technical drawing of the system. 
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Figure 3. (a) finite element model showing mesh elements, (b) loading and (c) symmetry conditions of the system. 

 

2.2. Modelling of parts 

For analysis, the 3D assembly diagram and 2D technical 

drawing of the system created according to the actual 

conditions and dimensions in the CBBM were given in 

Figure 2 (a) and (b), respectively. 

SolidWorks software was used for the technical 

drawings and solid modelling of the parts of the system. 

The system consisted of five basic components. Parts 1, 2, 

3, 4 and 5 shown in Figure 2 (a) were the headstock, UCF-

216 bearing (with all its components), main arm, bolts and 

nuts, respectively. The UCF-216 (part number 2) consisted 

of a housing unit (made of cast iron) with 4 bolt holes for 

mounting and ball bearing system parts. Actually, the 

headstock (part number 1) was the body of the CBBM. In 

this part (part number 1), there were 4 bolt holes for 

mounting the UCF-216 (part number 2) and a hole in the 

middle to allows the main arm (part number 3) to pass 

contactless. The housing unit of UCF-216 (part number 2) 

was mounted to the headstock (part number 1) with 4 

pieces M22 bolts (part number 4) and nuts (part number 

5). Thanks to the bearing in the UCF-216, the main arm 

could rotate freely on its own axis. Thickness of the 

headstock was 40 mm. The diameter of the main arm 

mounted on the UCF-216 was 80 mm, while the diameter 

of the other part was 140 mm. 

 

2.3. Spectral analysis of UCF-216 

Spectral analysis was performed to determine the 

chemical composition of the UCF-216 housing unit. For 

this, an Oxford Instruments Foundry-Master Pro optical 

emission spectrometer was used. According to the spectral 

analysis results given as chemical composition in Table 1, 

the UCF-216 housing unit was made of grey cast iron. It is 

already stated in the catalogs of bearing manufacturing 

companies that UCF series bearing bodies are produced 

from gray cast iron material. 

 

2.4. Numerical model, material, meshing, contact and 

boundary conditions 

The 3D solid model of the system, which was created in 

accordance with its real dimensions and design using 

SolidWorks software, was exported to Ansys Workbench 

software. The material properties were defined as having 

linear elastic properties. On the other hand, it was very 

difficult or even impossible to define exact mechanical 

property values for cast irons. Because too many elements 

in the chemical composition of cast iron and the fact that 

they can be added to the composition in a wide range 

seriously affect its mechanical properties. In addition, 

especially the amount of graphite has a great effect on the 

stress-strain curve. While the tensile strength of grey cast 

irons was generally between 100 and 350 MPa, their 

compressive strength could be 3-4 times higher [11–13]. 

Therefore, in this study, consistent with studies in the 

literature [14–16], density, yield strength, ultimate 

strength, Young's modulus and Poission's ratio values for 

grey cast iron were chosen as 7.1 g/cm3, 328 MPa, 480 

MPa, 144.7 GPa and 0.28, respectively, since exact values 

must be defined in the software. As given in previous study 

[17], properties of AISI4140 steel were defined for bolts 

and nuts, and mechanical properties of structural steel 

were defined for other parts. 
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Table 1. Chemical composition (wt. %). 

Fe C Si Mn Cu Ti P S Bi Cr Ni Mo Others 

93.0 3.77 2.26 0.541 0.116 0.096 0.091 0.077 0.016 0.01 0.005 0.002 0.016 

 

After the material definition, the contact zones between 

neighboring components were determined. The contact 

surface of the UCF-216 housing unit with the headstock 

was defined as frictional (friction coefficient of 0.15 µ). As 

seen in Figure 3 (a), tetrahedron and hexahedral meshes 

were used to divide the system into finite elements. 

Different body sizing operations were applied to parts of 

the system in order to increase the mesh quality by 

approximating the mesh size distribution. As a result of the 

meshing process, the system contained a total of 174303 

nodes and 107536 elements. In this study, the failure 

analysis of the housing unit of an UCF-216 bearing used 

in the CBBM was made. For this, as seen in Figure 3 (b), 

it has been determined that the maximum force acting on 

the UCF-216 by means of the main arm (part number 3) is 

10000 N. The load was applied to the arm from two 

regions on the arm and in the -Y direction. These regions 

were the real places on the machine where the gripper arms 

were located and therefore the load was affected. On the 

other hand, the entire cross-sectional surface of the 

headstock was set as fixed support and a standard earth 

gravity in the -Y direction was applied to the entire system 

(see Figure 3 (b)). On the other hand, as the system is 

connected to the CBBM from the other side of the arm 

under the same conditions, as seen in Figure 3 (c), the 

cross-sectional surface of the midpoint of the arm length 

was defined as the symmetry region. Also, different bolt 

pretensions were applied to the bolts in order to see the 

effect of the bolt tightening force, since the UCF-216 was 

not assembled to the headstock with a torque meter. The 

stresses created by the axial bolt clamping force (ABCF) 

on the housing unit of UCF-216 (σABCF) were taken into 

account when calculating the bolt pretensions. 

For this, using Equation 1, bolt pretensions were applied 

to the bolts to create a stress equal to 0%, 10%, 30%, 50% 

and 70% of the yield strength of the housing unit of UCF-

216 (σyUCF-216), and these were solved separately. 

 

𝐹𝑐𝑓 = %× 𝜎𝑦 ×
𝜋𝑑2

4
                             (1) 

 

Where Fcf, %, σy and d were ABCF, the percentage of 

the desired stress value to be created on the UCF-216 

housing unit, yield strength of UCF-216 housing unit and 

diameter of bolt, respectively. Therefore, the different 

ABCFs applied to the bolts were calculated by the ratio of 

the stress value created on the UCF-216 housing unit to the 

yield stress of UCF-216 housing unit (σABCF/σyUCF-216), 

based on the area where the bolt head contacts the UCF-

216 housing unit surface. Bolt pretension values applied to 

the bolts were given in Table 2. Also as seen in Table 2, 

these ABCF values were converted to bolt tightening 

torque using Equation 2 [18,19]. These bolt tightening 

torque values were the values that should be used when 

tightening the bolts using a torque meter. 

 

𝑇 = 𝑘 × 𝐹𝑐𝑓 × 𝑑 × 𝑙                          (2) 

 

Where T, k and l were tightening torque, constant that 

depends on the bolt material and size and lubrication factor 

(%), respectively. The assembly process of UCF-216 

housing unit to the CBBM is usually done using uncoated 

bolts and without the use of lubricant. Therefore, in this 

study, the k value was taken as 0.2. In addition, the 

lubrication factor was neglected. 

 

Table 2. Applied bolt pretension and bolt tightening torque 

values. 

σABCF/σyUCF-216 

(%) 

Bolt pretension 

(N) 

Bolt tightening 

torque (Nm) 

0 0 - 

10 19746 87 

30 59237 261 

50 98728 435 

70 138220 609 

 

2.5. Analyzes 

Macrostructural analyses were carried out to investigate 

the failure mechanism in the UCF-216 housing unit. For 

this, first of all, it was investigated whether there was a 

macrostructural defect during production on a randomly 

selected and unused UCF-216 bearing system. Then, the 

fractured surface of UCF-216 housing unit, which was 

damaged during working on the CBBM, was examined 

macrostructurally. In this study, deformation stress and 

fatigue analyses were carried out under given boundary 

conditions by using static structural module of Ansys finite 

element software. Since the aim of this study was to 

determine the failure mechanism in the UCF-216 bearing, 

the focus was on the housing unit of UCF-216 in the 

analysis of the deformation, stress and fatigue safety factor 

distributions. During the analyses, the ambient 

temperature was set to 22 °C. In addition to the 10000 N 

load acting on the system, the effect of different bolt 

pretensions was also analyzed. Especially, the maximum 

equivalent (von-Mises) stress and minimum fatigue safety 

factor values and their distributions in the UCF-216 

housing unit were analyzed in detail. Fatigue analysis was 

performed according to Goodman stress theory. 
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Figure 4. (a) photograph of a new and unused UCF-216, and (b) casting defects (porosities) on the inner surface of the bolt hole of 

this UCF-216. 

 

3. Results and Discussion 

3.1. Macrostructural analyses 

Figure 4 (a) shows a macro photograph of an unused and 

randomly selected UCF-216 bearing. As can be seen from 

the photograph in the figure, any defects could be seen on 

the UCF-216 housing unit when viewed in general. 

However, when examined in detail, it was seen that there 

were voids having different diameters changing in 

between 4 and 1 mm on the inner surface of one of the bolt 

holes (indicated by arrows in Figure 4 (b)). Also, the voids 

had irregular shapes. These voids are thought to be casting 

cavities (defects) formed during the manufacture of UCF-

216 housing unit. Dorula et al [20] produced and studied 

gray cast iron. The researchers observed irregularly shaped 

macroporosities in grey cast iron and determined that these 

were the result of shrinkage. The macroporosities observed 

by the researchers in grey cast iron were similar to the 

voids found in the bolt hole of UCF-216 housing unit in 

this study. Therefore, it was concluded that voids found on 

the on the inner surface of the bolt hole of UCF-216 

housing unit occurred due to shrinkage during 

crystallization and solidification of cast iron. In this case, 

the use of appropriate inoculants has an important place in 

solving the problem. However, the voids were also likely 

to be gas porosity defects. The problem in this case could 

have been eliminated by using molding sand having high 

gas permeability or by removing excess moisture from the 

molding sand or by ensuring that the molding sand was not 

over rammed [21]. 

As a result, finding casting defects in mounting bolt 

holes of UCF-216 housing unit is a major problem; they 

have a notch effect, negatively affecting the mechanical 

properties and especially the fatigue strength. In Figure 5 

(a), the macrostructure of UCF-216, which was damaged 

during operation in the CBBM, was given. The housing 

unit was broken in one of the bolt holes. In addition, when 

examined in general, it is seen that the damage did not 

cause a large number of broken pieces. The UCF-216 

housing unit was broken in only two pieces. This could be 

evidence that the damage was not caused by a force acting 

as an impact, but by a statically acting force. In addition, 

the fact that the failure occurred in the bolt hole region was 

proof of our theories of both casting defect and abnormal 

bolt tightening torque. Because, as indicated by the white 

arrows in Figure 5 (b), the damage probably caused by 

over-tightening the bolt was clearly noticeable. These 

damages were formed in the areas where the bolt contacted 

the housing unit and progressed into the bolt hole. 

Moreover, areas of porosity thought to be casting defects 

were also observed in Figure 5 (b) (shown in blue circle in 

Figure 5 (b)). Moreover, beach marks and macrocracks, 

which were thought to have occurred due to fatigue, were 

seen in Figure 5 (c). The rough and dimple-like 

morphology of these macrostructures was a sign that 

ductile fracture was dominant in the failure. Rihan [22] and 

Cullin [23] studied the fatigue failure of cast irons under 

stress and corrosion in different studies. Researchers 

observed fracture surface macrostructures having ductile 

fracture traces similar to those in this study. 

 

Figure 5. (a) Fracture in the housing unit of UCF-216, (b) 

general macrostructure of the broken piece, (c) traces of ductile 

fracture and fatigue failure. 

 

005         Gok and Sahin, International Advanced Researches and Engineering Journal 08(01): 001-008, 2024 



 

 
3.2. Stress and fatigue analyses 

As a result of different bolt pretensions applied to the 

bolts, the maximum von-Mises stress values on the UCF-

216 ranged from 32.29 to 265.57 MPa. The graphical 

representation of these values were given in Figure 6.  

 

 
Figure 6. Graph of max. equivalent (von-Mises) stress and 

fatigue safety factor vs σABCF/σyUCF-216 (%) and bolt 

tightening torque. 

 

Since all of these values were below the yield stress 

value of UCF-216, it was understood that the load applied 

to the system (10000 N) and the pretensions applied to the 

bolts (19746 – 138220 N) did not pose a problem on the 

UCF-216 in terms of static stress safety. When the factor 

of safety for stress (FOSS) coefficients obtained by 

dividing the yield stress of UCF-216 to the maximum von-

Mises stress occurring on the UCF-216 under the specified 

conditions were calculated, it was understood that the 

lowest FOSS value was 1.24. However, this situation was 

valid for the materials that did not have manufacturing 

defects. As shown under heading 3.1 in this study, it will 

be almost impossible to calculate the FOSS values 

correctly in case of manufacturing defects such as casting 

voids in the UCF-216 body. 

On the other hand, von-Mises stress distributions on the 

UCF-216 were given in Figure 7. Figure 7 (a) shows the 

stress distributions in the system without bolt pretension. 

As can be seen, the maximum stresses were concentrated 

on the bolts due to the shear effect. Because, as described 

in section 2.4, the contact surfaces were defined as 

frictional contact in the assembly process of UCF-216 to 

the headstock surrounded by fixed support. Furthermore, 

as seen in Figure 7 (b), the maximum stress on UCF-216 

was 32.89 MPa without applying bolt pretensions to the 

bolts, and the stresses were concentrated in the bolt hole 

near the bolt head. When the bolts were tightened enough 

to create 10% of the yield stress of UCF-216 (19746 N) on 

the UCF-216, it was observed that the maximum stress on 

the UCF-216 was concentrated on the bolt hole interior 

surface (see Figure 7 (c)). As seen in Figure 7 (d-e), the 

regions where stresses were most intense in UCF-216 with 

the increase of applied bolt pretension were again the 

surfaces of the bolt hole near the bolt head. Therefore, the 

areas with the highest risk of fracture in UCF-216 were 

those close to the bolt holes. As explained in the previous 

section, in UCF-216, the region where the fracture 

occurred was the same as the regions where the maximum 

stresses were concentrated. 

 

 
Figure 7. Distribution of equivalent (von-Mises) stress for different bolt pretensions (a) 0 N (for all components of system), (b) 0 N 

(for UCS-216), (c) 19746 N, (d) 59237 N, (e) 98728 N and (f) 138220 N. 
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Figure 8. Distribution of fatigue safety factor for different bolt pretensions; (a) 0 N, (b) 19746 N, (c) 59237 N, (d) 98728 N and (e) 

138220 N. 

 

However, as seen in Figure 8 (e), when the bolt 

pretension was increased to 138220 N, the minimum 

FOSF value decreased to 0.73. As it is known, if the FOSF 

value is below 1, the system does not have an infinite 

cycling life. In order to use the system safely, a maximum 

bolt pretension of 98728 N should be applied to the UCF-

216 bolts (Figure 8 (d)). This meant that the stress created 

by the bolts in UCF-216 could be a maximum of 50% of 

the yield strength of UCF-216. In one study [24], 

researchers demonstrated that axial force from over-

tightening causes deformation and fatigue damage in 

cylindrical roller bearings. At the same time, previous 

study [17,25] had also shown that excessive bolt 

pretension could cause premature fatigue damage in the 

material. On the other hand, the presence of manufacturing 

defects in the material will seriously and negatively affect 

the fatigue life of material. Stress will intensify in the 

regions where casting voids exist, and these voids will be 

the places where fatigue cracks start and propagate by 

showing notch effect in cyclic loading. Therefore, the risk 

of failure was significantly increased, when the UCF-216 

had manufacturing defects such as casting voids, as in this 

study. 

 

4. Conclusions 

In this study, failure analysis of cast iron housing unit of 

an UCF-216 bearing used in a CBBM was performed. 

Unused and damaged UCF-216 housing units were 

macrostructurally examined and finite element modelling 

of their use in the CBBM was made by applying different 

bolt pretensions. Obtained results and recommendations 

were given in below. 

• The cast iron housing of the unused UCF-216 

contained casting defects. These casting defects were 

voids ranging from 4 to 1 mm in diameter and were 

on the inner surfaces of the bolt hole. 

• Traces of damage caused by over-tightening were 

seen on the broken housing unit. In addition, both 

casting defects (voids) and beach marks of fatigue 

failure were observed in the macrostructure of the 

fractured surface. 

• As a result of the finite element analysis, the highest 

von-Mises stress on the housing unit was found to be 

265.57 MPa. Also, in all cases, stresses were 

concentrated in the bolt hole regions where failure 

occurred. 

• It was concluded that the stress to be created on the 

UCF-216 housing unit by tightening the bolts can be 

up to 50% of the yield strength of the housing unit. 

The fatigue safety factor value became less than “1” 

when the bolts were tightened further. Minimum 

fatigue safety factor values were also concentrated in 

the bolt hole regions. 

• Failure to the UCF-216 housing unit was caused by 

over-tightening of the bolts and casting defects also 

contributed. 

• Appropriate inoculants could be used to eliminate 

casting defects from shrinkage. Moreover, casting 

defects caused by gas porosities could be eliminated 

by using molding sand having high gas permeability, 

by removing excess moisture from the molding sand 

or by ensuring that the molding sand is not 

compressed too much. 
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• The use of a torque-meter was essential when 

tightening the bolts 
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 In case of fractures, cracks or damage to bone tissues, it is important to use casts, fixatives and 

protective equipment. Especially in cases where long-term use of casts is required, soft tissue 

wounds may occur in the human body due to their moisture and airtight structure. For this reason, 

the use of casts with custom designs, breathable materials, and high mechanical properties has 

become widespread in recent years. This study focuses on the design of custom arm casts using 

advanced additive manufacturing technologies and lightweight materials. By utilizing Voronoi 

lattice structures and hexagonal surface meshes, optimized designs adaptable to additive 

manufacturing were obtained from a standard arm cast. All cast geometries were investigated 

under 196 N and 380 N forces. Then, the impact of a 100 g and 1000 g concrete piece with a speed 

of 12.5 m/s on the arm cast was investigated. As a result of the analyzes, stress, impact plate 

velocities, deformation, strain and deformation energy were evaluated. The results showed that the 

designed arm casts have up to 60% better impact strength compared to conventional arm casts. 

Based on the findings of this study, the use of custom arm casts with optimized lattice structures 

designed for additive manufacturing will demonstrate high performance.     

Keywords: 

Additive manufacturing  
Arm cast 

Finite element analysis 

Johnson-cook model 
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1.  Introduction 

Casting is a typical non-surgical procedure used to 

immobilize and stabilize shattered bones and promote 

normal healing [1]. It entails wrapping the wounded area 

in a stiff, hard substance to stabilize the bone, stop it from 

moving, and speed up the healing process [2]. Casts are 

often made of plaster or fiberglass and can be customized 

to fit the unique features of the injured limb or body part 

[3]. For many years, the application of casting to treat bone 

fractures has been a widely accepted and successful 

method. Casts not only assist in reducing pain and 

swelling, but also allow the broken bone to stay in a fixed 

position, promoting healthy bone formation. Accidents, 

falls, sports injuries, and underlying illnesses like 

osteoporosis are just a few of the causes of bone fractures 

[4].  Many fractures can be repaired without surgery 

utilizing techniques like casting, even though other 

fractures may necessitate surgical intervention [5]. 

Depending on the location and seriousness of the injury, 

different types of casts may be used for bone fractures. For 

instance, a short-arm cast, which covers the arm from the 

wrist to just below the elbow, may be necessary for a 

fractured arm [6]. On the other hand, a long-leg cast that 

covers the upper thigh and toes may be necessary for a 

fractured leg [7]. Depending on the situation, a cast may 

be necessary for a few weeks in certain instances or for 

several months in others [8]. After the cast is taken off, 

physical therapy is frequently suggested to assist the 

injured area regain its strength, flexibility, and range of 

motion [9]. 

For years, people have used casts to immobilize and 

stabilize fractured bones. They were made from materials 

like mud, clay, and tree bark. Casts were later developed 

in the middle of the 19th century and swiftly took over as 

the preferred method for treating bone fractures [10]. Casts 

were created by encircling the wounded limb or body part 

with wet strips of cast of Paris, which would subsequently 

harden and offer support. Fiberglass castings were created 

in the middle of the 20th century as a lighter, more pleasant 

alternative to cast of Paris since they were heavy and may 

irritate the skin [11]. A fiberglass material is wrapped 

around the wounded area to create a fiberglass cast, which 

is subsequently hardened by the application of synthetic 

resin [12]. Modern casts are frequently made utilizing 

additive manufacturing technologies to get a precise and 

cozy fit that is custom-made to the patient's demands [13]. 

http://www.dergipark.org.tr/en
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Furthermore, new materials like carbon fiber and 

thermoplastics have been created to make casts that are 

even lighter and stronger than conventional fiberglass 

casts. From the basic techniques of the past to the 

sophisticated, high-tech materials of the present, the 

development of casts used in bone fractures has come a 

long way [14]. These developments have improved casting 

as a therapy option for patients with bone fractures, 

making it safer, more efficient, and more comfortable. 

Thermoplastic, fiberglass, and cast of Paris are common 

materials used to create modern arm casts. Because of its 

light weight, great strength, and stiffness, fiberglass is the 

material that is utilized the most frequently [15]. It can be 

shaped to the shape of the arm, giving a tight fit for the best 

immobilization. On the other hand, cast of Paris is more 

conventional and is occasionally still employed [16]. 

Although it takes longer to dry than fiberglass, it can offer 

a harder, more secure fit and it's a cheaper option than 

fiberglass. Thermoplastic castings are also growing in 

popularity since they are lightweight, waterproof, and can 

be heatedly molded for a customized fit [17]. Fiberglass 

casts are more resistant to breaking or cracking due to their 

higher tensile strength (305 MPa) and flexural modulus 

(17.2 GPa) in terms of mechanical qualities [18]. They are 

also less likely to bend or deform under load because to 

their higher flexural modulus. The cast of Paris, on the 

other hand, is better at absorbing shock and can distribute 

pressure more evenly across the arm while having a lower 

flexural modulus of 1.74 GPa and a much lower tensile 

strength of 2.76 MPa [19]. Thermoplastic casts have an 

impact strength of 130 J/m and an elastic modulus of 1.6 

GPa, which is higher than plaster of Paris casts but lower 

than fiberglass. Because of their great impact strength, 

they are less prone to crack or break when dropped or 

bumped [20]. Additionally, they are more flexible and can 

more easily adapt to the curve of the arm due to their lower 

modulus of elasticity. 

Arm cast production using additive manufacturing has 

been researched as an effective technique [21]. Compared 

to conventional casting methods, this technology has more 

design flexibility, customization, and shorter lead times 

[22]. A lightweight, custom-fitted cast that includes 

features like air holes and detachable components can be 

produced via 3D printing. Casts made using 3D printing 

have been demonstrated to be substantially lighter and 

more comfortable for patients while also having 

mechanical attributes that are comparable to those of 

conventional casts in terms of strength and rigidity [23]. 

Additionally, it has been discovered that using 3D printed 

casts with an open lattice structure improves airflow and 

lessens skin irritation [24]. Even if there are issues that 

need to be addressed, 3D printing for arm casts has 

promise. The price of 3D printing supplies and equipment, 

the length of time required for printing, and worries about 

bacterial development in the porous lattice structures are a 

few of these drawbacks [25]. Despite these difficulties, 3D 

printed casts are a viable solution for the future of arm 

casting due to their prospective advantages [26]. 

Six distinct prosthetic arm cast models were created for 

this study, covering the region from the wrist to just below 

the elbow. These models include two porous cast designs, 

three designs reinforced with a Voronoi surface lattice on 

their outer layer, and one original body design that has not 

been optimized. Each design has an own unique set of 

Voronoi point count and unique thicknesses. The size and 

shape of the resulting Voronoi cells are strongly influenced 

by the Voronoi point count, which is the distance between 

the generating points. The resulting Voronoi cells will be 

small and asymmetric if the generating points are close to 

one another [27]. In contrast, large, uniform Voronoi cells 

will develop if the generating points are spaced widely 

apart [28]. Modern arm casts can be a successful treatment 

for a variety of arm fractures and injuries, but they also 

have their own problems [29]. The inability to customize 

the cast, which can lead to a poor fit and limited 

functionality, is one of the most frequent issues. Longer 

healing times and increased suffering may result from this 

[30]. Another frequent problem is skin irritation and rashes 

brought on by a lack of airflow and moisture build-up 

inside the cast [31]. The restrictive nature of the cast can 

also cause stiffness and limited mobility, which can 

weaken the muscles and cause poor circulation [32]. Due 

to the difficulty in reaching the skin underneath the cast, 

maintaining proper hygiene and washing it might be 

difficult as well [33]. In this study, we aim to address these 

common issues by designing casts that are strong, stiff, 

lightweight, easy to manufacture, and to improve hygiene 

two porous designs were incorporated. 

This innovative study makes a significant contribution 

to the existing literature on orthopedic care by addressing 

the shortcomings of traditional arm casts through the 

application of advanced additive manufacturing 

technologies. By incorporating Voronoi lattice structures 

and hexagonal surface meshes, the research optimizes 

custom arm cast designs for enhanced breathability, 

adaptability to additive manufacturing processes, and 

superior mechanical properties. 

 

2. Materials and Methods 

Designing an arm cast that is optimized for maximum 

effectiveness was the main goal of this research. To 

accomplish this, five different arm casts with different 

designs and parameters were created. On a real-life model of 

a human limb, first the design for the arm cast was created. 

This first step involved closely analyzing the arm's 

anatomical characteristics, including the size and shape of 

the bones and muscles as shown in Figure 1. Using this 

knowledge, A cast was created to offer the best possible 
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support and security while facilitating healthy recovery. 

A thorough optimization procedure was then applied to 

the resulting design. To obtain the best results, The design 

was iteratively modified and improved using innovative 

modeling techniques, resulting in the production of five 

different optimized versions of the arm cast using this 

method, each with a distinctive set of parameters and 

features as shown in Figure 2. A collection of optimized 

arm casts was created, which has the potential to enhance 

patient outcomes and quicken the healing process by 

fusing in-depth anatomical knowledge with advanced 

modeling methods. This was achieved through the ability 

to use advanced modeling methods and incorporate in-

depth anatomical knowledge. 

 

 
Figure 1. Process steps of the piece modeled from the 

broken arm 

 

 
Figure 2. The optimized versions of the arm cast 

 

With a thickness of 2 mm, the original arm cast design 

encompassed the region between the wrist and the elbow. 

Then, using nTopology, a program for 3D modeling and 

design optimization, this design was transformed into an 

implicit body. Implicit bodies, which are 3D geometries 

represented by a distance field, provide many advantages 

for design optimization [34]. Implicit bodies have several 

advantages over conventional CAD geometry, including 

greater flexibility and simplicity of manipulation. 

Additionally, they can be utilized to quickly and simply 

create a variety of design variations. 

After the initial design was transformed into an implicit 

body, it was optimized to produce five distinct iterations of 

the arm cast. Three of these designs were based on the 

original body but had a Voronoi surface lattice reinforced on 

their outer surface. The shell large lattice 2 mm which is the 

first design comprised a lattice thickness of 6 mm, 50 

Voronoi points, and 1 random seed. The second design that’s 

named the shell large lattice 3 mm similar to the first, had a 

Voronoi point count of 50, a random seed of 1, and a lattice 

thickness of 6 mm. The original body's thickness, however, 

was increased to 3 mm. The third design which is the shell 

narrow lattice 2 mm had a lattice thickness of 3 mm, 100 

Voronoi points, and one random seed. The fourth design 

which is the open large lattice 2 mm is a porous arm cast with 

a lattice thickness of 7 mm, 130 Voronoi points, and a 

random seed of 1. The fifth design which is the open narrow 

lattice 2 mm is a porous arm cast with a lattice thickness of 5 

mm, 160 Voronoi points, and a random seed of 1. All of these 

parameters are shown in Figure 3 and listed in Table 1 where 

each design has been assigned a letter to be read easier. 
 

Figure 3. 

Lattice parameters 

 

Table 1. nTopology design parameters 

Arm cast type 
Voronoi point 

count 

Voronoi point 

length 

Lattice 

thickness 

Cross-

sectional 

thickness 
(A) Original 

body 
none - - 2 mm 

(B) Shell 
large lattice 

50 30 mm 6 mm 2 mm 

(C) Shell 
large thick 

lattice 
50 30 mm 6 mm 3 mm 

(D) Shell 
narrow lattice 

100 15 mm 3 mm 2 mm 

(E) Open 
thick lattice 

130 12 mm 7 mm 2 mm 

(F) Open thin 
lattice 

160 12 mm 5 mm 2 mm 



 

 

 

These improved designs provided a variety of solutions 

for various needs and preferences, with the goal of 

enhancing the arm cast's practicality and effectiveness. 

The two porous arm cast designs were made using the 

Voronoi surface lattice block. In contrast to the other ideas, 

this one included generating a surface lattice from the 

part's outside mesh without fusing the lattice to the original 

body. To ensure porosity, the lattice was maintained 

separately. To retain the arm cast's functionality, rims for 

the entrance and exit have to be designed. This was 

addressed by the addition of circular rims to both porous 

designs. These rims served as both a solid foundation for 

the lattice and a distinct boundary for the entrance and exit 

of the arm cast. After completing the designs they were 

exported from nTopology as mesh STL files each design 

was exported with a different mesh tolerance as they are 

not all similar. Some of them were exported with the mesh 

tolerance of 1.5 mm and some of them were exported with 

the tolerance 2.5 mm but the common factor between all 

of them is that all their meshes were simplified prior to 

exporting. The next step was to analyze the designs 

behaviours under different boundary conditions so for 

each design a static structural analysis and an explicit 

dynamics analysis was made. In the static structural 

analysis each design was fixed in a vertical line on the 

bottom of the arm cast and two forces were applied 

seperately on top of the cast in the exact opposite way of 

the fixed area as shown in Figure 4. The first force was 196 

N and the second force was 380 N. after applying the 

forces and fixing the bottom the eqivalent Von-mises 

stress, the equivalent elastic strain and total deformation 

values were analyzed for each design. 

To analyze the behavior of the cast designs after an 

impact, an explicit dynamics simulation was conducted on 

ANSYS Workbench. This involved dropping a concrete 

block onto the upper surface of the cast at a velocity of 

12.5 m/s, using two different masses of 0.1 kg and 1 kg 

respectively with having a fixed support in a vertical line 

on the bottom face of the cast as shown in Figure 5. To 

carry out the simulation, all the cast designs were exported  

as meshes from nTopology and then imported into 

SolidWorks. then a rectangular extruded solid block was 

designed and positioned 0.5 mm above the upper surface 

of the arm cast, which was dropped onto the cast at the 

same velocity of 12.5 m/s.  

The mathematical relationships used with ANSYS 

Workbench are presented within the scope of the study. In 

order to calculate explicit dynamics with Ansys, the 

following Eq. 1 was used. 

 

𝑦(𝑡𝑛+1) = 𝑦(𝑡𝑛) + ∆𝑡𝑦̇(𝑡𝑛)         (1) 

Eq. 2 calculates the directional strains along X axis. 

Note that directional strain is a measure of how much an 

object deforms or stretches along a specific axis. 

 

Figure 4. Boundary conditions of the static analysis 

 

 
Figure 5. Boundary conditions of the explicit dynamics 

analysis 

 

 

𝜀𝑥 =  (
𝛥𝐻𝑥

𝐻
)                            (2) 

Eq. 3 is based on the principle of the work-energy 

theorem, which states that the work done on an object is 

equal to the change in its kinetic energy. In this case, the 

work done on the object is assumed to be due to a resistive 

force (such as friction) that causes the object to slow down 

from an initial velocity to a final velocity. The amount of 

kinetic energy lost by the object is proportional to the 

square of the velocity difference (𝑣𝑖2–  𝑣𝑓2) and the mass 

of the object (m). 

 

𝛥𝐾𝐸 =  (
1

2
) ∗  𝑚 ∗  (𝑣𝑖2 −  𝑣𝑓2)               (3) 

Eq. 4 relates the reduction in kinetic energy of a material 

due to a directional strain in a particular direction so it’s 

directional strain*kinetic energy reduction. 
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𝑆𝐾 = 𝜀 ∗ 𝛥𝐾𝐸                          (4) 

Eq. 5 relates the reduction in kinetic energy of a material 

due to a specific strain in a particular direction so it’s 

specific strain*kinetic energy reduction. 

 

𝑆𝑆𝐾 = (
𝛥𝐿

𝐿0
) ∗ ( 𝜀 ∗ 𝛥𝐾𝐸)                  (5) 

According to the Courant-Friedrichs-Lewy (CFL) 

situation, the time steps needed depending on the unit 

mesh size were determined according to Eq. 6. “h” is 

characteristic length of a finite elements, “c” is wave speed 

in the material, “f” is safety factor as f≤1. 

 

∆𝑡 ≤ 𝑓 [
ℎ

𝑐
]

𝑚𝑖𝑛
                          (6) 

Longitudinal Wave Speed value was obtained for 

materials according to Eq. 7.  “E” is young’s modulus and 

“ρ” is density. [35]  

 

𝑐 = √
𝐸

𝜌
                       (7) 

Basically, eigenvalue approaches were used in the 

calculations of the modal analysis according to Eq. 8. [M] 

is mass matrix and [K] is stiffness matrix. [𝐾] − 𝜔𝑖
2[𝑀] is 

definition of natural frequencies and {𝜑}𝑖 is mode shapes.  

   

[𝐾] − 𝜔𝑖
2[𝑀]{𝜑}𝑖 = {0}                     (8) 

Strain-rate hardening is represented by the equation, 

where K is the strain-rate hardening coefficient, and n is 

the strain-rate hardening exponent. 

 

𝜎 =  𝐾 𝜀𝑛+1                            (9) 

Damage evolution is described by the equation, where 

D is the damage variable, A is the damage coefficient, and 

m is the damage exponent.  

 

𝐷 =  1 − exp(−𝐴 𝜀𝑚)                (10) 

The stress-strain relationship is an equation, where σ is 

the stress in the material, E is the Young's modulus of 

elasticity, and ε is the strain in the material. 

 

                               𝜎 =  𝐸 𝜀                         (11)  

The contact forces equation, where 𝑓𝑐  is the contact 

force, 𝐾𝑐  is the contact stiffness, 𝛥𝑢𝑛  is the normal 

displacement, μ is the friction coefficient, 𝑓𝑛 is the normal 

force, and 𝛥𝑢𝑡 is the tangential displacement. 

 

𝑓𝑐 =  𝐾 𝑐 𝛥𝑢𝑛 +  𝜇 𝑓𝑛𝛥𝑢𝑡              (12) 

The equation that represents the stress in the Johnson-

Cook model is shown in Eq. 13. where 𝜎𝐹 represents the 

flow stress of the material A describes the yield stress of 

the material under reference conditions B is the strain 

hardening constant 𝜀𝑝𝑛  denotes the equivalent plastic 

strain 𝜀𝑝 is the plastic strain rate 𝜀0 is the reference strain 

rate C is the strengthening coefficient of strain rate T 

represents the temperature m is the thermal softening 

coefficient of the model (in case of thermal effect 

consideration). [36] 

 

𝜎𝐹 = (𝐴 + 𝐵 · 𝜀𝑝𝑛) · (1 +
𝜀𝑝

𝜀0
) 𝐶. (1 − 𝑇𝑚)     (13) 

 

The following equation represents the relationship 

between the flow stress and the defined strain rates and 

temperature-dependent flow curves. here 𝜎𝐹 is the flow 

stress 𝑘₁ is the Johnson-Cook material constant that 

describes the yield stress of the material under reference 

conditions 𝜀ₚ is the equivalent plastic strain 𝜀 ̇ₚ is the 

equivalent plastic strain rate 𝑘ₜ is the Johnson-Cook 

material constant that describes the strain hardening 

behavior of the material 𝑇 is the temperature 𝑘ₑ is the 

Johnson-Cook material constant that describes the damage 

behavior of the material 𝐷 is the damage variable. 

 

𝜎𝐹 =  𝑘1(𝜀ₚ, 𝜀̇ₚ) ·  𝑘ₜ(𝜀ₚ, 𝑇) ·  𝑘ₑ(𝐷)         (14) 

In the impact tests, the damage mechanisms of the 

materials were calculated according to the equation of state 

(EOS) principle and the following Eq. 15 was used. 

 

                          𝑃 = 𝐾1𝜇 + 𝐾2𝜇2 + 𝐾3𝜇3                      (15) 

 

The behavior of PLA (polylactic acid) under high strain 

rates and temperatures has been predicted using the 

Johnson-Cook model and PLA's characteristics. 

Thermoplastic known as PLA is biodegradable and 

renewable, and it is used in additive production among 

other sectors. Making arm casts out of PLA materials is a 

great application for additive manufacturing. The 

mechanical behavior of PLA under various loading 

scenarios, including tension, compressive, and shear 

loading, has been studied using the Johnson-Cook model 

which it’s properties can be seen in Table 2. This is crucial 

when designing and enhancing the mechanical qualities of 

PLA-based products, such as arm casts, to satisfy the 

demands of the particular application. 

Fused Deposition Modeling (FDM), Stereolithography 

(SLA), and Selective Laser Sintering (SLS) are a few 

techniques for 3D printing with PLA [38,39].  The most 

popular and reasonably priced PLA printing technique is 

FDM. The PLA filament used by FDM printers is melted and 

pushed through a tiny nozzle. The melted filament is then 

deposited by the printer in layers, building the item. The most 

economical way to print with PLA is through FDM because 

PLA is a reasonably inexpensive substance for 3D printing. 

The price of 3D printing with PLA, however, can vary 

significantly based on the size and complexity of the object 

as well as the caliber and features of the 3D printer being 

used.  
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Table 2. Properties of the material of the Johnson-

Cook model [37]. 

Property Value Unit 

Density 1240 kg/m³ 

Isotropic Elasticity 

(PLA) 

Value Unit 

Young’s Modulus 4.1 GPa 

Poisson’s Ratio 0.35  

Bulk Modulus 6.05 GPa 

Shear Modulus 1.58 GPa 

Yield Strength 62.7 MPa 

Johnson Cook 

Strength 

Value Unit 

Initial Yield Stress 0.2 GPa 

Hardening Constant 0.45 GPa 

Hardening Exponent 0.2  

Strain Rate Constant 5  

Reference Strain Rate 1  

 

3. Results and Discussion 

During the static analysis, the behavior of each design was 

thoroughly examined under two different load conditions. 

The first load was fixed at 196 N, and the second was 380 N. 

The focus of the study was on calculating the elastic strain, 

total deformation, and Von Mises stress values for each 

design. The equivalent stress values for each design under 

the 380 N force pressure are shown graphically in Figure 6. 

This information is essential for comprehending how each 

design reacts to outside loads and can guide choices 

regarding which design is most appropriate for particular 

uses. By examining the equivalent stress values, more 

information can be obtained regarding the possible strength 

and durability of each design. 

Bar graphs were produced to demonstrate the results of 

the static analysis, showing the stress, strain, and 

deformation values for each design. These graphs give a 

thorough summary of the stress, strain, and deformation 

that each component underwent while operating within the 

previously mentioned boundary conditions. To emphasize 

the differences between the outcomes of each design, A 

method of comparison was used to represent each graph as 

a specific design. By comparing the graphs, the advantages 

and disadvantages of each design were determined, and 

more information was obtained about how they fared 

under the specified load circumstances. 

First, a stress bar graph was constructed using data from 

each of the six parts. In order to make it simple to compare 

the various components, stress values from each design were 

chosen and plotted on a single graph. To show the findings 

of the static analysis under the two different load conditions, 

a bar graph was created. The graph as shown in Figure 7, 

depicts how each design behaves when subjected to a force 

of 196 N and 380 N. 

Figure 6. Von-Missses Stresses in MPa under 380 N of 

force 

 

 
Figure 7. Maximum stress in MPa under 196 and 380 N of 

load 

As seen in Figure 7 the open thin lattice (marked as F) 

showed a 2043.25% increase under 380 N of load which is 

a huge increase in stress values and the shell large lattice 2 

mm (marked as B) showed a 1234.66% increase under 380 

N of load which is also a very big increase in stress values 

which means these designs may not be durable compared 

to the other designs. In a similar study where the cast was 

subjected to only 30 N of load, the design experienced a 

maximum stress of 13.69 MPa. In contrast, the design D 

which showed the most stress and was subjected to a 

higher load of 196 N, experienced a maximum stress of 

approximately 18 MPa. However, when recalculating 

design D’s stress as if it were subjected to the same 30 N 

load, the stress reduces to 2.75 MPa. When considering the 

difference in load conditions, designs in this study 

demonstrate superior stress resistance, highlighting their 

robustness in comparison to the aforementioned study 

[40]. Selecting strain data from each of the six parts, a 

strain bar graph was made. This graph has the maximum 

strain values from each design drawn on it to make it 

simple to compare the various components. It was made to 

display the results of the static analysis under the two 

different load circumstances. The maximum strain of each 

design is depicted in the graph in Figure 8 when the parts 

are subjected to a force of 196 N and 380 N. 

In Figure 8 the shell narrow lattice (marked as D) 

showed 5262.6% increase in maximum strain values under 

196 N of load and 3296.42% increase in maximum strain 

values under 380 N of load.  
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Figure 8. Maximum strain under 196 and 380 N of load 

 

Figure 9. Deformation in mm under 196 and 380 N of 

load 

 

A bar graph was created using information from all six 

designs to depict the overall deformation each component 

underwent during the static analysis. A visual 

representation that enables simple comparison between the 

various components by selecting the total deformation 

values from each design was created and plotted on a 

single graph. The results of the static analysis under the 

two different load circumstances were represented by the 

graph in shown in Figure 9 which shows strain values 

under a force of 196 N and 380 N. 

In Figure 9 the shell narrow lattice (marked as D) yet 

again has proven to be not durable as it experienced the 

most deformation out of  the other designs. It showed a 

328.727% increase of deformation values under 196 N of 

load when compared to original body and It showed a 

328.741% increase in deformation values under 380 N of 

load when compared to the original body. Based on the 

deformation distribution, the shell narrow lattice design 

exhibits significant deformation in some areas, indicating 

that this design is prone to deform under the applied load. 

This deformation renders the design unsuitable for use as 

an arm cast because it could pose a risk of harm to the 

patient's hand. It is important to note that the excessive 

deformation observed in the shell narrow lattice design is 

likely due to both its geometry and the specific load 

conditions applied during the analysis.  

 
Figure 10. Von-Missses Stresses in MPa after impact 

with 1 kg concrete block 

 

 
Figure 11. Von-mises stress in MPa for different impact 

scenarios on each part 

 

Also, the open thick lattice and the shell large lattice 3 

mm showed great results as the deformation values that 

were shown meant that these two cast types undergo very 

little deformation which protects the patient’s arm from 

any impact. During the explicit dynamics analysis, The 

behavior of each design was investigated after dropping 

two different concrete blocks. The first block had a mass 

of 0.1 kg, and the second had a mass of 1 kg. During the 

analysis, the focus was on calculating the elastic strain, 

total deformation, and Von Mises stress values for each 

design. The equivalent stress values for each design under 

the 1 kg block are depicted in Figure 10. This information 

is crucial for understanding how each design responds to 

external loads and can aid in determining which design is 

best suited for specific applications. By examining the 

equivalent stress values, Insight into the potential strength 

and durability of each design can be gained through this 

analysis.  

Bar graphs have been created to display the outcomes of 

the explicit dynamics analysis. These graphs make it 

simple to compare the numbers and results of the different 

parts and to understand how they behave. To show the 

stress values of each part in response to two distinct impact 

scenarios involving concrete blocks, a bar graph in 

particular has been made. The first the block weighs 0.1 

kilograms, while the second block weighs 1 kilogram. This 

bar graph is shown in Figure 11. 

As seen in Figure 11 the open thick lattice (marked as 

E) showed a 26.11% decrease in stress compared to the 

original body for the 1 kg impact analysis. And the shell 

large lattice 3 mm (marked as C) showed a 66.87% 

decrease in stress compared to the original body for the 1 

kg impact analysis. The strain values of each component 
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under two different impact situations using concrete 

blocks have been displayed in an another bar graph. Figure 

12’s graph provides a clear and concise illustration of how 

each component responds to various levels of mass and 

impact and gives strain values to better understand the 

behavior of each part. 

As seen in Figure 12 yet again the open thick lattice 

(marked as E) showed a 44.07% decrease in maximum 

strain when compare to the original body for 1 kg impact 

analysis. A 44.07% decrease in maximum strain value for 

an optimized part when compared to the original part 

indicates a significant improvement in the part's 

performance. In Figure 13 the total deformation values for 

all six parts are shown in a bar graph for both impact 

masses of 0.1 kg and 1 kg. The graph shows the strength 

of the open thick lattice (marked as E) and the shell large 

lattice 3 mm (marked as C) and how durable and strong 

these two parts are while on the other hand the shell narrow 

lattice yet again proved unsuitable as an arm cast because 

of the high level of deformation it shows. Compared to the 

original body. 

All 5 optimized designs showed better deformation 

values than the original part but the open thick lattice 

(marked as E) and the shell large lattice 3 mm (marked as 

C) yet again showed a very significant reduction in 

deformation values for the 1 kg impact analysis as the open 

thick lattice showed a 53.96% decrease and the shell large 

lattice showed a 40.41% decrease. And in the 0.1 kg 

analysis the open thick lattice showed a 45.73% decrease. 

A velocity change line graph for each part for the impact 

with two different concrete blocks with the masses of 0.1 

kg and 1 kg makes understanding the analysis better by 

showing how the velocity of a material changes over time 

due to an impact. Figure 14 and Figure 15 show the 

velocity changes of the concrete block for all the six 

designs.  

When the plate velocities were analyzed, it was 

determined that open thick lattice (marked as E) and shell 

large lattice 3 mm lattice (marked as C) cast designs 

showed the best results. All lattice designs showed better 

results than the original body. As can be seen from the 

reduction in the velocities of the impacting plates, it is seen 

that the lattice structures have significant effects on impact 

damping. Impact energy calculations are crucial to impact 

analysis because they offer insightful knowledge into how 

materials behave under increased stress. The kinetic 

energy of the system is transferred during a collision, 

which causes the colliding objects to deform or sustain 

harm. The quantity of energy transferred during a collision 

and its impact on the objects are quantified with the aid of 

impact energy calculations. While directional strain refers 

to the direction of the deformation, specific strain refers to 

the amount of deformation that takes place in a particular 

region of the material. 

 
Figure 12. Strain for different impact scenarios on each 

 

 
Figure 13. Deformation in mm for different impact 

scenarios on each part 

 

 
Figure 14. Velocity change line graph for all parts under 

0.1 kg impact 

 

 
Figure 15. Velocity change line graph for all parts under 

1 kg impact 
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In order to anticipate how materials will behave in 

upcoming impacts, it is essential to understand the specific 

and directional strain. Figure 16 shows the Kinetic energy 

reduction to directional strain values for each design for 

both 0.1 kg and 1 kg analyzes. 

A graph of the kinetic energy against the specific strain 

was created to better comprehend how a material or 

structure behaves when it is deformed. A material 

experiences deformation or strain as a result of external 

pressures or loads, which lowers its kinetic energy. A 

graph depicting the relationship between the two variables 

was acquired by plotting the decrease in kinetic energy 

against the specific strain, which is the quantity of 

deformation per unit length or area. This graph can be used 

to build structures that won't fail under loads and 

deformations. The strength, stiffness, and ductility of the 

material properties that are crucial for creating effective 

and secure structures can be examined by analyzing the 

graph in Figure 17. 

 

 
Figure 16. Kinetic energy reduction to directional strain 

 

 
Figure 17. Kinetic energy reduction and energy analysis 

depending on specific strain 

 

4. Conclusions 

Within the scope of this study, the focus was on the 

optimization of casts of conventional designs with design 

parameters suitable for additive manufacturing. In this 

regard, hexagonal Voronoi lattice structures are designed 

volumetrically and superficially. All designs are analyzed 

under static loads of different strengths and under the 

impact of concrete blocks of different weights. According 

to the results of the analyzes, important findings are as 

follows: 

• Under static loads, the original body is more 

advantageous in terms of stress and strain, whereas the 

lattice designs are advantageous in terms of 

deformations. It is important that a cast does not exert 

pressure on the damaged arm bone by deforming at the 

lowest level. 

• In the case of impact of concrete blocks, open thick 

lattice and shell large lattice 3 mm casts gave good 

results in terms of stress, strain and deformations. It 

was understood that the lattice structures showed 

improved properties in impact moments. 

• It was found that open thick lattice and shell large 

lattice 3 mm casts can reduce the impact velocities of 

concrete parts much faster. This may help to reduce the 

effects of the impact in a short time and prevent the 

pressure on the broken arm bone. 

• Up to 85% lower SK and SSK data were obtained. It is 

understood that the rate of energy absorbed will 

increase with lower strain and kinetic energy drop. 

While the deformation change in gypsum is low, the 

rebound rate of the concrete block is also very high. In 

this way, the collision effect could be prevented 

effectively and quickly. 

In future studies, customized cast design optimizations 

can be performed by using different lattice structures. 

Finite element analysis will be focused on the verification 

of the modelled casts by experimental methods. 
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 Respiratory disorders, including chronic obstructive pulmonary disease (COPD) and asthma, are 

major causes of death globally. Early diagnosis of these conditions is essential for effective 

treatment. Auscultation of the lungs is the traditional diagnostic method, which has drawbacks 

such as subjectivity and susceptibility to environmental interference. To overcome these 

limitations, this study presents a novel approach for wheeze detection using deep learning 

methods. This approach includes the usage of artificial data created by employing the open ICBHI 

dataset with the aim of improving in generalization of learning models. Spectrograms that were 

obtained as the output of the Short-Time Fourier Transform analysis were employed in feature 

extraction. Two labeling approaches were used for model comparison. The first approach involved 

labeling after wheezing occurred, and the second approach assigned labels directly to the time 

steps where wheezing patterns were seen. Wheeze event detection was performed by constructing 

four RNN-based models (CNN-LSTM, CNN-GRU, CNN-BiLSTM, and CNN-BiGRU). It was 

observed that labeling wheeze events directly resulted in more precise detection, with exceptional 

performance exhibited by the CNN-BiLSTM model. This approach demonstrates the potential for 

improving respiratory disorders diagnosis and hence leading to improved patient care.       
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1. Introduction 

Among the leading causes of death worldwide are 

respiratory diseases, including chronic obstructive 

pulmonary disease (COPD), and asthma. COPD, the third 

leading cause of death globally, was responsible for 3.23 

million deaths in 2019. In the same year, approximately 

262 million people were affected by asthma, resulting in 

the deaths of 455,000 individuals [1-3]. The given 

statistics highlight the importance of early detection of 

respiratory diseases. The most frequently used method for 

respiratory disorders diagnosis is lung auscultation, which 

is a non-invasive and cost-effective method of diagnosis 

used to assess the condition of the lungs’ health [4]. The 

auscultation method is used to listen to the sounds 

produced by the lungs. This method is essential for 

evaluating patients' respiratory symptoms (i.e. coughing, 

wheezing, or crackling). Although medical technologies 

for pulmonary diagnosis (i.e. spirometry, and chest X-ray) 

have advanced significantly, auscultation remains one of 

the commonly employed approaches for diagnosing 

respiratory sounds employing the traditional analog 

stethoscope [5]. Although auscultation with a stethoscope 

is valuable, it has some limitations, such as its subjectivity, 

as it relies on the expertise of the physician. Additionally, 

it provides inaccurate information when used in noisy 

environments. Besides, there is a risk of infection if it 

comes into direct contact with the patient [4]. Due to these 

limitations, researchers sought to improve the efficiency of 

auscultation by parameterizing lung sounds through 

computerized lung sound analysis or digital stethoscopes, 

which include sampling, filtering, feature identification, 

and lung sound classification [6]. 

Respiratory sounds are produced by the air moving 

through the lungs and airways during breathing [7]. The 

respiratory sounds can be categorized into two classes; 

normal and abnormal (adventitious) sounds. Normal 

respiratory sounds are characterized by a low noise in the 

inspiration phase and are difficult to hear during the 

exhalation phase. Their highest frequency range is under 

100 Hz [7]. On the other hand, extra respiratory sounds 

that are not normally heard during breathing are called 

adventitious sounds. Those abnormal (adventitious 

sounds) can indicate the presence of pulmonary ailment 

[8]. The Internal Lung Sound Association has divided 
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adventitious sounds into continuous and discontinuous 

sounds. The adventitious sounds are further classified into 

wheeze and rhonchi, which are continuous sounds, and 

fine and coarse crackles, which are discontinuous sounds 

[9]. Crackles are discontinuous and explosive clicking or 

crackling sounds caused by the opening of small airways. 

The duration of crackles is short and usually less than 100 

ms [9]. Crackles can indicate various health conditions 

such as pneumonia, chronic bronchitis, bronchiectasis, 

congestive heart failure, and obstructive pulmonary 

disease [10]. Wheezes are continuous sounds that occur as 

a result of air passing through narrow passageways due to 

blockage in the airways [9]. The duration of wheezes is 

considerably longer than the duration of crackles. Their 

duration lasts more than 100 ms, with an average of 250 

ms, and they have a dominant frequency of 100 Hz or 

greater [9]. The sound of wheezes can differ among 

individuals and is influenced by factors such as the extent 

of the condition and the location where the stethoscope 

was positioned during auscultation [11]. Wheezes can 

indicate various health conditions such as asthma and 

bronchial stenosis [7]. A wheezing sound can be classified 

as monophonic or polyphonic. Monophonic wheeze refers 

to the wheezing sound heard consistently throughout the 

respiratory cycle with a uniform pitch. It is generally 

caused by airway narrowing because of a foreign body or 

tumor. Polyphonic wheezing involves multiple wheezes of 

different pitches occurring simultaneously, which is 

generally caused by asthma or COPD [7]. The presence of 

such different wheeze types makes wheeze detection more 

complex. 

The human’s ear ability to indicate adventitious 

respiratory sounds is limited. The intensity and type of 

abnormal sounds, as well as their amplitude, are significant 

factors contributing to detection errors in respiratory signal 

analysis. In addition, other environmental factors such as 

artifacts coming from patient movements, coughing, or 

speech are also limiting factors for lung auscultation. 

Hence, the validation of automatic adventitious sound 

detection algorithms should not solely rely on auscultation 

as the standard diagnosis method. Based on the reasons 

discussed, there is a need for the development of methods 

and algorithms that can accurately detect the adventitious 

sounds and implement them into smart stethoscopes for 

more effective diagnosis of respiratory illnesses. 

Therefore, in the last years, researchers put their efforts 

into developing classification models using machine 

learning-based algorithms. Before 2017, the available data 

on respiratory sounds were limited and insufficient [12]. 

Later, a challenge for lung sound classification was 

published at the International Conference on Biomedical 

and Health Informatics (ICBHI) 2017, containing 920 

respiratory records collected from 126 subjects [13].  

In this study, artificial data derived from the ICBHI 

dataset was generated to address issues like the scarcity of 

wheeze events and excessive noise in certain respiratory 

recordings. The spectrograms obtained from the short-time 

Fourier Transform (STFT) analysis of the recordings were 

utilized for feature extraction. Prior to inputting these 

spectrograms into the constructed model, two labeling 

approaches were employed. While prior studies mostly 

used convolutional neural networks (CNNs) for lung 

sound classification, this study employs a convolutional 

recurrent neural network (CRNN) architecture to better 

capture time-dependent patterns in the data. Detecting 

wheeze sounds not only indicates their presence but also 

their timing during breathing cycles. This research seeks 

to develop an efficient algorithm using digital auscultation 

recordings for improved respiratory disease detection with 

smart stethoscopes. While previous studies focused on the 

classification of respiratory sounds as will be discussed in 

the next section, this study aims to go beyond the 

classification by incorporating novel detection methods 

that provide detailed information on the occurrence, 

duration, and frequency of wheeze events accruing in a 

respiratory record. This detection method can allow for 

personalized treatment for individuals with respiratory 

disorders. Furthermore, integrating a detection algorithm 

into an electronic stethoscope provides real-time alerts of 

wheeze events present during medical examinations, 

resulting in more accurate diagnosis and improved care for 

patients with respiratory disorders. 

The paper structure is as follows: Section 2 provides a 

comprehensive literature review of studies conducted 

using the ICBHI 2017 open-source data for adventitious 

sound classification. Section 3 details the methodology 

followed for building a wheeze detection model. Section 4 

presents the results obtained, including the performance 

matrices and visual representations of them, in addition to 

a discussion of those results and a comparison between 

different models and labeling techniques. Finally, Section 

5 encapsulates the conclusion of the study. 

 

2. Literature Survey  

Previous studies have employed different methods that 

have been applied for respiratory sound classification using 

the ICBHI 2017 dataset. In several studies, the ICBHI open 

dataset from 2017 has been a valuable resource [13]. 

Jakovljevic et al. applied a hidden Markov model to analyze 

Mel-frequency cepstral coefficients (MFCC) in respiratory 

sound data [14]. Chambres et al. took a different approach, 

combining low-level features and MFCC while using a 

decision tree to identify adventitious lung sounds, achieving 

an accuracy of 49.63% [15]. Kochetov et al. introduced a 

classification system for lung sounds, employing a noise-

masking recurrent neural network (NMRNN) and utilizing 

STFT for feature extraction [16]. Ma et al. brought in spectral 

analysis techniques such as STFT and Wavelet Transform 
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(WT), implementing a bilinear ResNet (bi-ResNet) neural 

network to classify respiratory sounds with an accuracy of 

52.79% [17]. Ngo et al. ventured into the use of Gamatongue 

spectrograms, employing an ensemble of Clustering deep 

neural networks (C-DNN) and Autoencoder networks to 

classify respiratory cycle anomalies [18]. Acharya et al. 

proposed a hybrid CNN-RNN model for classifying features 

derived from Mel spectrograms [19]. Serbes et al. used STFT 

and WT for feature extraction, employing a support vector 

machine (SVM) as their classifier, resulting in an accuracy 

of 49.86% [20]. Demir et al. used the STFT for feature 

extraction and presented two different deep-learning 

approaches. The first method included a 16-layer deep 

convolutional neural network (VGG-16 CNN) with an SVM 

classifier, achieving an accuracy of 65.5%. In the second 

approach, transfer learning was employed with the CNN 

model and a softmax function, yielding an accuracy of 63.09% 

[21]. In 2020, Demir et al. introduced a CNN model trained 

using spectrogram images paired with a Linear Discriminant 

Analysis (LDA) classifier and the Random Subspace 

Ensembles (RSE) method, resulting in an accuracy of 71.15% 

[22]. Bilal M. devised a system focused on extracting 

spectrograms from lung sound signals and feeding them into 

a custom 12-layer CNN, achieving an accuracy of 64.5% 

[23]. 

   Asatani et al. employed STFT for extracting the features 

from the data and integrated Convolutional Recurrent Neural 

Networks (CRNNs) with bidirectional Long Short-Term 

Memory (bi-LSTM) blocks to enhance classification 

accuracy [24]. Similarly, Yang et al. employed STFT for 

feature extraction and developed a framework using ResNet-

18, incorporating Squeeze-and-Excitation (SE) and Spatial 

Attention Blocks (SA) [25]. In a related vein, Liu et al. 

classified adventitious respiratory sounds, using Log Mel-

filterbank (LMFB) for feature extraction and employing 

CNN for classification, achieving an accuracy of 81.62% 

[26]. Likewise, Perna and Tagarelli used MFCCs for feature 

extraction and recurrent neural networks (RNN) for 

adventitious respiratory sound classification [27]. Zulfiqar et 

al. used spectrograms with Artificial Noise Addition (ANA) 

for feature extraction, employing various CNN architectures 

(AlexNet, ResNet50, VGG16, and Baseline) for the 

classification of diverse adventitious respiratory sounds [28]. 

Similarly, Nguyen and Pernkopf incorporated STFT and 

Log-Mel for feature extraction, using a pre-trained ResNet 

model to classify adventitious lung sounds [29]. Ntalampiras 

and Potamitis introduced a unique feature set based on 

wavelet analysis, implementing a directed acyclic graph 

(DAG) network architecture comprising hidden Markov 

models (HMM) to model their distribution [31]. So far, most 

research concerning ICBHI data has focused on classifying 

respiratory sounds. This involves training a machine learning 

model to identify the presence or absence of certain classes 

but does not provide details about where these classes are 

located. Detection combines classification and localization, 

offering information about the type of object present and its 

specific location. In our previous study [34], we developed a 

method for wheeze detection using STFT for feature 

extraction, and CNN-GRU deep learning model. The built 

wheeze detection model achieved an F1 score of 0.73. This 

study is built upon the previous work, however, in this study, 

an alternative labeling method and other RNN architectures 

were employed to improve wheeze detection. 

  Wheeze detection offers unique advantages compared to 

sound classification alone. In addition to identifying the 

wheezing event occurrence, this method predicts the 

duration and frequency of wheezing events throughout the 

diagnostic process. This leads to tailored treatments and 

individualized care, enabling healthcare providers to 

customize interventions and medications for individuals.  

 

3. Materials and methods 

    In this section, the methods employed for constructing a 

detection model are discussed. Figure 1. provides a visual 

representation of the methodology workflow. 

3.1 Data Description  

For this study, the public dataset of the 2017 ICBHI 

competition was used, containing a total of 920 lung sounds 

recorded by two research teams in Portugal and Greece. The 

recordings ranged in length from 10 to 90 seconds with 

sampling frequencies of 4 kHz, 10 kHz, and 44.1 kHz. The 

cycles can be classified as crackle, wheeze, both crackle, and 

wheeze, or no ambient noise [13]. Wheezes and crackles are 

annotated in the dataset with detailed start and end times. The 

first column in the detailed annotation indicates the start time, 

the second indicates the end time, and the third indicates the 

name. Text files with detailed events were used for the study. 

 

3.2 Signal Processing 

The ICBHI database contains recordings with sampling 

frequencies of 4 kHz, 10 kHz, and 44.1 kHz. To maintain 

consistency and compatibility across audio files, they were 

resampled to a 4 kHz sampling rate. Afterward, to reduce 

unwanted noise arising from different sources like coughing, 

intestinal/cardiac sounds, and stethoscope movement, a 

12th-order Butterworth band-pass filter with cutoff 

frequencies set at 120 and 1800 Hz was applied to the 

recordings. 

 

3.3 Preparing the Data for Training 

According to the annotations, among a total of 920 audio 

files, only 341 of them contain one or more instances of 

wheezing events, totaling 1879 wheeze events in those files. 

The duration of wheeze segments varies between 0.03 

seconds and 5.80 seconds. 



 

 

 

     Figure 2. shows the histogram of the durations, where it 

can be seen that the majority of wheezes are between the 

interval of 0.1 seconds and 0.4 seconds. The range of the 

highest bar, which represents the most frequent durations, in 

the histogram is between 0.17 and 0.31 seconds. Those 

numbers match with the literature, which states that wheeze 

sounds last more than 100 ms on average. 

    The used dataset encompasses approximately 5.5 hours of 

recordings as mentioned before. However, when considering 

the wheezes specifically, the total duration amounts to only 

approximately 18 minutes of the data. Therefore, the 

duration of wheezing is only 5.61% of the overall duration 

of the provided data. This scarcity of wheezing occurrences 

in the dataset presents a considerable obstacle to developing 

a reliable wheeze detection model. In addition, during data 

review, inaccurate event labels in the annotation file were 

noticed, also, some audio files remained heavily distorted by 

excessive noise, even after applying the bandpass filter, 

leading to the emergence of oscillatory patterns that exhibit 

characteristics similar to wheezing, i.e., exhibiting 

characteristics like speech or motion artifacts. Consequently, 

the model may recognize them as instances of wheezing, or 

it can categorize wheezing as a normal sound. To overcome 

these limitations, an artificial data generation technique was 

employed. By creating synthetic data using the annotation 

files, it is possible to expand the existing dataset and obtain a 

larger and more diverse set of wheeze events with reduced 

noise. This strategy aims to enhance the precision of the 

models by furnishing a more comprehensive training dataset. 

3.4 Generating Artificial Data 

   The data was initially split into training and testing sets 

with a 70% to 30% ratio. Wheezing-containing audio files 

were identified, and wheezing segments were extracted from 

them for both training and testing datasets. Figure 3. 

illustrates the waveform of one of the wheeze segments, 

where the oscillatory behavior of the wheeze can be clearly 

seen.   

   Audio files without wheeze events were also identified, 

and their first 10 seconds were downloaded. Before using 

them as background for synthetic data, each file underwent a 

review, with those containing talking or excessive ambient 

sounds excluded. 

 Using wheeze segments and background audio, synthetic 

data was created. The code randomly selected 10-second 

backgrounds and added 2 to 4 wheezes to each. 130 different 

 

Figure 2. The Histogram of Wheeze Durations 

Figure 1. The flowchart of detection framework. The figure contains a visualization of the CRNN 

model used in the detection process 
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backgrounds with lower noise levels and minimal talking 

sounds were selected. Among these, 100 background signals 

were employed for training, while 30 background signals 

were used for testing.  

The code ensures no overlapping segments in selected 

audio clips to avoid simultaneous wheeze events. It creates 2, 

3, or 4 wheeze segments in 10-second sound files. Having at 

least two wheeze events per audio is crucial to balance the 

skewed labels (mostly 0s), reducing the risk of overfitting. 

This approach generates 1500 training and 200 testing audio 

files.  
 

3.5 Short-Time Fourier Transform Spectrogram 

  The Short-Time Fourier Transform (STFT) is a 

commonly used method for the time-frequency analysis 

attributes of a signal. It involves dividing the input signal into 

overlapping windows and subsequently applying the Fast 

Fourier Transform (FFT) to each of these windows. The 

STFT shows how the frequency content of the signal 

changes over time, making it a powerful tool for analyzing 

time-varying spectral features. The mathematical 

representation of the STFT, X[m,w], is as follows [32]: 

             𝑋[𝑚, 𝑤] = ∑ 𝑥[𝑛]𝑤[𝑛 − 𝑚]𝑒−𝑖𝑤𝑛

𝑁−1

𝑛=0

                  (1) 

Where in Equation (1), 𝑥[𝑛] represents the input signal, 

𝑤[𝑛] refers to the window function and N is the length of the 

FFT. Squaring the magnitude of the STFT,  |𝑋[𝑚, 𝑤]|2 , 

gives the spectrogram which is the visual representation of 

the signal in the time-frequency domain. 

 When visualizing the audio signal's spectrogram, it 

becomes evident that specific patterns associated with the 

characteristic frequency range become clearly visible.  For 

the best visualization of the patterns, and for obtaining 

accurate features to be fed to the model, the parameters of the 

STFT should be selected carefully by giving attention to both 

the time resolution and the frequency resolution of the 

spectrogram. A narrow window provides good time 

resolution but sacrifices frequency resolution, while a wide 

window offers poor time resolution but good frequency 

resolution. Since wheezes last a long time and have a narrow 

frequency pattern, there is a need for better frequency 

resolution to visualize them in the time-frequency domain. 

   Figure 4 displays a plot of an audio signal alongside its 

corresponding spectrogram. In this study, a Blackman-Harris 

(BH) window was used for wheeze visualization with a 

length of 512 and a 192 overlap (75% of the window size). 

This allows us to clearly see wheezes as narrowband spectral 

patterns, often referred to as "snakes" in the spectrogram. 

3.6 Labeling the Data 

   The labels were produced using two distinct approaches.  

In the first approach, the labels for the audio signals were 

synchronized with the time frames of the spectrograms, 

assigning one label for every three-time steps. The portions  
 

 

of the audio that lack wheezes are assigned zero. While 

labeling the portions of wheezing, a specific approach was 

employed.  

In this approach, a target label of 1 is assigned to the 10 

consecutive time steps following the end of a wheeze-

containing clip. The goal of labeling in this way is to train the 

model to recognize when wheezing sounds show up, with a 

focus on the time immediately after the clip ends. Each 

generated spectrogram has a label in the shape of (1, 99) 

which is the output of the model. The labeling of segments is 

visually represented in Figure 5A, where a binary 

classification is applied: "the time steps immediately after the 

wheezing event shows up" (labeled as 1) or " time steps 

without wheezes, or wheezing events" (labeled as 0). 

   In the second approach, the labels are assigned directly to 

the time steps where the wheeze occurs. In this way, the 

model is supposed to be able to predict the exact time of the 

 
Figure 3. Wheeze segment plot in the time domain  

 

Figure 4. Audio signal plot in the time domain and its 

corresponding STFT spectrogram 
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wheeze appearance. Similar to the first approach, the shape 

of the labels is (1, 99). The labeling of segments is visually 

represented in Figure 5B, where a binary classification is 

applied: "with wheeze" (labeled as 1) or "without wheeze" 

(labeled as 0). 

 

3.6 RNN-Based Model Architecture 

   In this study, four RNN-based models, namely CNN-

LSTM, CNN-GRU, CNN-BiLSTM, and CNN-BiGRU, 

were investigated. The built model architecture includes a 

single convolutional layer, followed by three RNN layers, 

and finalized with a dense layer.  

   The model starts with a convolutional layer, taking a 309-

time step input. The convolutional layer is critical to extract 

low-level features and decrease the output dimensionality. 

This layer has 196 units, uses a 15-sized kernel, and has a 

stride of 3. This adjustment aligns the model's output 

dimensionality with the label dimensions (99). The CNN 

layer accelerates learning by reducing input dimensionality. 

Consequently, batch normalization is applied to normalize 

the feature, and then the ReLU activation function is used to 

introduce non-linearity. A dropout layer is added to prevent 

overfitting.  

   Following the CNN layer, RNN layers are employed. The 

architecture of the four models is identical in terms of the 

number of layers, dropouts, batch normalizations, and other 

parameters. The only difference lies in the type of RNN 

blocks used. The first layer utilizes 512 units and return 

sequences, allowing the model to capture temporal 

relationships and patterns within the dataset. Dropout and 

batch normalization are applied to enhance the stability of 

the model. The next RNN layer also utilizes 512 units. This 

layer further captures complex temporal relationships in the 

data. Dropout and batch normalization are applied similarly 

to the previous layer. The last RNN layer employs 256 units 

and serves to prepare the data for the subsequent output layer. 

Dropout and batch normalization are applied again to ensure 

robustness and prevent overfitting. The final layer consists of 

a time-distributed dense layer with sigmoid activation. The 

model's architecture is presented in Table 1.  

   The model was trained for 30 epochs. For the evaluation of 

the models, several metrics were generated to assess their 

performance. These metrics include accuracy, precision, 

recall, and F1 score. 

4. Results and Discussion 

4.1 Models’ Accuracies   

Table 2 presents the evaluation metrics for the model, 

comparing the two different labeling techniques. The CRNN 

models with positive labels starting after the events achieved 

remarkably similar accuracies ranging between 0.82 and 

0.84. Notably, the GRU-based model achieved the lowest 

accuracy, while the bidirectional models exhibited the 

highest accuracy among the four models. These accuracies 

indicate that the model can correctly identify wheeze patterns 

in 82-84% of cases. Similarly, the CRNN models with the 

positive labels aligned directly on the wheeze events 

demonstrated accuracies within the same range as the models 

using the alternative labeling technique. However, in this 

case, the LSTM-based model achieved the lowest accuracy 

of 0.82.  

While accuracy is a crucial metric for classification tasks, in 

scenarios where the distribution of labels is heavily skewed 

towards the "0" class, accuracy may not provide the most 

informative assessment. In such cases, defining more 

meaningful metrics such as F1 score, Precision, and Recall, 

offers a more insightful evaluation of the model's 

performance. By considering those metrics, a better 

understanding of the model’s ability to correctly predict 

positive class while minimizing false positives and false 

negatives can be achieved. 

 

4.2 Models’ Precision and Recall Values   

Precision evaluates how effectively the model can 

correctly identify positive predictions. Equation (2) 

represents the mathematical calculation of precision. A 

higher precision score signifies the model's capacity to 

correctly identify wheezing patterns while reducing the 

misclassification of non-wheezing events as wheezing. 

                        𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
∑ 𝑇𝑃

∑(𝑇𝑃 + 𝐹𝑃)
                        (2) 

Recall assesses the model's capacity to accurately identify 

all positive instances. Equation (3) represents the 

mathematical calculation of the recall. The recall score 

evaluates the model's ability to detect the real instances of 

wheezing in the dataset, ensuring that it doesn't overlook any 

existing wheezing events. 

                                  𝑅𝑒𝑐𝑎𝑙𝑙 =  
∑ 𝑇𝑃

∑(𝑇𝑃 + 𝐹𝑁)
                                (3) 

    

 

 

 

Table 1. Model Architecture 

Layer Type Kernel Attribute Activation 

Conv1D 15 (196 Filters) ReLu 

BatchNormalization 
 

- 

Dropout 0.8 - 

RNN 512 units - 

Dropout 0.8 - 

BatchNormalization 
 

- 

RNN 512 units - 

Dropout 0.8 - 

BatchNormalization 
 

- 

RNN 256 units - 

Dropout 0.8 - 

BatchNormalization 
 

- 

Dropout 0.8 - 

TimeDistributed Dense 1 Sigmoid 
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Figure 5. Visual Representation of the Labeling. (A) Positive Labeling After Wheeze Events and (B) Positive Labeling Directly on 

Wheeze Events 

 

       Examining the precision values in Table 2, it becomes 

evident that almost all models supplied with positive labels 

after wheeze events achieve relatively high values for 

negative class (0) which refers to wheeze absence, ranging 

from 0.86 to 0.87. This indicates the ability of the models to 

correctly classify non-wheezing events. However, the 

precision for the positive classes (1) which refers to the 

wheeze events, varies between the models. The CNN-

BiGRU model achieves the highest precision of 0.78, while 

the CNN-GRU model has the lowest precision of 0.60. 

The macro average represents the average across both classes, 

treating them equally. The macro precision average ranges 

between 0.74 and 0.82, with the highest value for the CNN- 

 

BiGRU model. These results indicate the models can 

precisely classify approximately 74%-82% of the positive 

instances. Regarding recall of the same labeling technique, 

the models show varying performances. For the negative 

class (0), the recall values range between 0.90 and 0.96, 

suggesting the models’ effectiveness in capturing true 

negative (TN) instances.  

   However, for the positive class (1), the recall values range 

from 0.43 to 0.54, indicating that the model's ability to 

capture positive wheeze events ranges between 43% and 

54%. The macro average of the models ranges between 0.70 

to 0.73, with the highest value for the CNN-BiLSTM model. 

This indicates that the models exhibit a balanced 

Table 2.  Accuracy, Precision, Recall, and F1 Score Values 

  Positive Labels After Wheeze Events Positive Labels on Wheeze Events 

Metric  CNN-

LSTM 

CNN-

GRU 

CNN-

BLSTM 

CNN-

BGRU 

CNN-

LSTM 

CNN-

GRU 

CNN-

BLSTM 

CNN-

BGRU 

Accuracy  0.83 0.82 0.84 0.84 0.82 0.83 0.84 0.84 

Precision 0 0.86 0.87 0.87 0.85 0.85 0.85 0.86 0.86 

1 0.75 0.60 0.67 0.78 0.73 0.75 0.75 0.79 

Recall 0 0.95 0.90 0.92 0.96 0.92 0.93 0.92 0.94 

1 0.47 0.54 0.53 0.43 0.57 0.56 0.61 0.58 

F1 score 0 0.89 0.88 0.90 0.91 0.88 0.89 0.89 0.90 

1 0.58 0.57 0.59 0.56 0.64 0.64 0.68 0.67 

Macro 

average 

Precision 0.80 0.74 0.77 0.82 0.79 0.80 0.81 0.82 

Recall 0.71 0.72 0.73 0.70 0.74 0.74 0.77 0.76 

F1 Score 0.74 0.73 0.74 0.73 0.76 0.76 0.78 0.78 
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performance in terms of correctly identifying wheezing 

events and non-wheezing events. 

   When examining the precision and recall values derived 

from the second labeling technique, which directly labels 

wheeze events as positive, positive differences in 

performance become apparent when compared to the first 

labeling technique within the same table. In terms of 

precision, all the models achieve relatively high values for 

both the negative class (0) and the positive class (1) when 

compared with the alternative labeling technique. The 

precision value values range between 0.85 and 0.86 for the 

negative class and from 0.73 to 0.79 for the positive class. 

   For recall, the models again exhibit varying performance 

with relatively high values for the negative class. However, 

the recall values for the positive class, in the second 

technique that directly labels wheeze events as positive, 

range from 0.56 to 0.61, suggesting that the models have 

varying degrees of success in identifying wheezing events. 

Overall, the recall values are relatively higher than the 

alternative model. The macro average of the models ranges 

between 0.74 to 0.77, with the highest value for the CNN-

BiLSTM model. 

 

4.3 Models’ F1 Scores   

The F1 score is calculated as the harmonic mean of 

precision and recall. It is a metric that combines precision 

and recalls into a single value providing a balanced measure 

of models’ performance. Considering the unbalanced nature 

of the labels, where the positive class (wheeze events) is a 

minority class, it is crucial to focus on the F1 score of the 

positive class (1). Looking at Table 2, it can be observed that 

among the models, CNN-BiLSTM and CNN-BiGRU 

consistently demonstrate higher F1 scores for wheeze events 

across both labeling techniques. For positive labeling after 

wheeze events, the BiLSTM model achieves the highest F1 

score of 0.59 for the positive labels, while for labeling 

directly on wheeze events both bidirectional models give the 

same highest F1 score of 0.68. Comparing the F1 scores for 

the positive class, the second labeling technique outperforms 

the models with positive labeling after the wheeze events. 

This suggests that labeling directly on wheeze events 

provides a more balanced correct identification of wheeze 

events (precision) and captures all actual wheeze events 

(recall). 

     In order to provide a more comprehensive overview of the 

model's performance, two bar charts were illustrated to 

visualize the accuracy and the macro averages of the 

precision, recall, and F1 score. Figure 6 shows the scores of 

the models with positive labels after wheeze events, while 

Figure 7 depicts the scores of the models with positive labels 

on wheeze events. These charts provide a concise and visual 

representation of the data presented in Table 2. Upon closer 

inspection of the figures, it becomes evident that the 

bidirectional models outperform other architectures in both 

labeling techniques. 

4.4 Visualization of the Obtained Results 

      In this study, results obtained from the models are 

visualized to offer a visual assessment of the model's 

performance in detecting wheezing events. Both the 

spectrogram and the prediction values were used to assess 

the model's ability in this regard. In this section, two 

examples are presented. The first example is from the 

artificial test data, and the second is from one of the original 

audios of ICBHI data. Figure 8 illustrates the results of one 

created audio example with positive labeling after the 

wheeze event. Peaks or changes in the prediction values of 

the probability graphic show when the model predicts the 

occurrence of a wheeze event. It can be seen that all the 

models except the BiGRU model could predict all the 

wheezes in the audio. GRU model's prediction values were 

less than 0.8, whereas the LSTM-based models gave 

prediction values of more than 0.9. Figure 9 illustrates the 

results of the same example but with the positive labels 

aligned directly on the wheezes. Looking at the true labels it 

can be seen that the bidirectional models could identify all 

the present wheeze events in the audio. 

 

 
Figure 6. Accuracy, precision, F1 score, and recall scores for 

models with positive labels after wheeze events 

 

 
Figure 7. Accuracy, precision, F1 score, and recall scores for 

models with positive labels on wheeze events 
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Figure 8. Visualization of the spectrogram, the predictions, and the 

true labels with positive labels after the wheeze events. 

 

 
Figure 9. Visualization of the spectrogram, the predictions, and the 

true labels with positive labels aligned on the wheeze events 

 

 
Figure 10. Visualization of the spectrogram, the predictions, and 

the true labels with positive labels after the wheeze events 

 

 

Figure 11. Visualization of the spectrogram, the predictions, and 

the true labels with positive labels aligned on the wheeze 

events. 

 

    The BiGRU model could detect the wheeze after the 

second 6 with a prediction value of 0.6, whereas the BiLSTM 

model was able to detect the same wheeze event with a 

prediction value of 0.8. On the other hand, the unidirectional 

models were not able to detect it.  Figure 10 illustrates the 

results of one of the original audio examples with positive 

labeling after the wheeze events. From the annotation, it can 

be seen that all the models were not able to detect the short 

wheeze event at the duration between 0.036 and 0.393, 

whereas all of them were able to predict the other two events. 

Figure 11 illustrates the results of the same audio, but with 

labels directly assigned to the wheeze events. Looking at the 

annotations, it can be noticed that all models were not able to 

predict the same wheeze event at the start of the audio, 

however, for the other wheeze events the bidirectional 

models gave a more accurate prediction, with the best 

prediction given from the BiLSTM model. A set of other 

synthetic data and original data were also visualized, and as 

a visual result, it was noticed that the models with positive 

labels assigned directly to the wheeze events, especially the 

BiLSTM model, were able to detect the wheeze events more 

precisely.   

 

4.5 Comparison Between Models 

The conclusive comparison between LSTM-based and 

GRU-based models is difficult, however, in terms of 

computation times, the GRU-based models have been 

proven to be faster than the LSTM models [33]. As 

mentioned before, with the labels being unbalanced, and the 

positive class (wheeze events) being a minority, it is crucial 

to focus on the F1 score of the positive class (1). Therefore, 

focusing on the positive class of the F1 score it can be noticed 

that the LSTM-based models outperform other models in the 

first labeling technique. This difference in performance 

could be explained by the LSTM architecture, which 

includes a memory cell and gating mechanisms that allow it 
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to capture and remember long-term dependencies and retain 

information over a longer sequence. In the case of wheeze 

detection, where multiple time steps may be required to 

detect wheezing, these long-term dependencies are 

particularly useful. TN and TP values shown previously may 

be slightly lower in GRU models due to their relatively 

weaker ability to retain and utilize longer-term information. 

On the other hand, in positive labeling directly on wheeze 

events, looking at the F1 scores of positive labels, it can be 

noticed that the bidirectional models tend to outperform the 

unidirectional models. Bidirectional models have the 

advantage of considering both past and future contexts 

during training. The reason for this can be that bidirectional 

models are capable of capturing bidirectional dependencies 

between wheezing events. Using bidirectional models, input 

sequences can be processed in both forward and backward 

directions, providing a more comprehensive input 

understanding. 

   Looking at the tables above, it is noticed that in both 

labeling techniques, the CNN-BiLSTM model achieves the 

highest F1 score for positive labels and the macro average. 

This can be attributed to the advantages offered by its 

architecture which combines the strength of both LSTM and 

bidirectional models. Therefore, the CNN-BiLSTM model 

with its combination of long-term dependencies capture and 

remember from LSTM and bidirectional context modeling, 

offers a favorable balance between capturing temporal 

patterns of wheeze events and incorporating bidirectional 

dependencies, making it well-suited for the wheeze detection 

task. 

 

4.6 Comparison Between Labeling Techniques 

In this study, two different labeling techniques were used. 

The results of each technique were obtained separately and 

presented in previous parts. The first labeling approach 

involves assigning positive labels following wheeze events. 

By applying this labeling method, the models consider the 

entire context of the wheeze events’ pattern, allowing for a 

thorough analysis of those patterns. This labeling approach 

is generally applied in speech recognition tasks, where the 

labeling is performed after the speech utterance. However, in 

contrast to speech recognition or trigger word detection 

scenarios, the duration of spoken words is typically constant, 

whereas the lengths of wheeze events in the dataset vary 

significantly. This variability in wheeze duration presents a 

challenge in labeling wheezes after the event, as a fixed 

number of positive labels may not adequately capture the 

varying lengths of wheezes present in the data set. This 

challenge suggests relatively lower F1 scores for positive 

labels compared with the alternative method. Implementing 

this labeling technique along with using the CNN-LSTM 

model for wheeze detection offers the advantage of real-time 

alarm generation. By implementing the algorithm into a 

stethoscope, it may be possible to receive an instant alert 

when a wheeze occurs. This instantaneous feedback can be 

valuable in medical settings to tackle the problems 

mentioned in the introduction section of this study. However, 

using bidirectional models with this labeling method requires 

waiting for the recording of respiratory sounds to finish, 

which limits the real-time capabilities. 

    Positive labeling directly aligned with the wheeze event 

offers several advantages. Firstly, more precise identification 

of wheeze occurrence, allowing for accurate duration 

estimation, can be achieved. Furthermore, direct labeling in 

the event can capture fine-grained details of the wheezing 

pattern, leading to a higher F1 score for positive labels. It 

enables the model to learn specific wheeze features, resulting 

in enhanced differentiation between wheeze and non-wheeze 

segments. To implement the CNN-LSTM system with such 

a labeling approach to an electronic stethoscope for wheeze 

detection to provide an instant alarm, it typically needs to 

wait for the wheeze pattern to reach a recognizable state. 

While the system may not be able to provide an instant alarm 

at the exact onset of the wheeze, once a sufficient portion of 

the wheeze event is detected and recognized, the system can 

trigger an alarm to indicate the presence of a wheeze. 

    In summary, even though the first labeling technique 

allows  comprehensive analysis  of  the  wheeze  pattern,  the 

variable lengths of wheeze events can be challenging and 

result in lower F1 scores for positive labels. On the other 

hand, labeling directly aligned with the event provides 

precise identification and duration estimation of wheeze 

occurrence, yielding higher F1 scores. 

 

4.7 Comparison with Other Studies  

   Table 3 shows some of the most recent and relevant studies 

in the literature for the ICBHI 2017 database. The table 

contains the studies that utilize STFT or comparable time-

frequency representations, such as Mel spectrograms or 

MFCCs, and employ deep learning-based methods for 

classification. In the table, the column “parameters” denotes 

the window length used for time-frequency representation. 

Furthermore, columns “Sen”, “Spe”, “Sco”, and “Acc” refer 

to the ICBHI 2017 benchmark sensitivity, specificity, 

scoring result, and classification accuracy, respectively. 

Although the studies listed in Table 3 employed methods 

similar to those utilized in this study, it's crucial to note a 

distinction. These studies focused on classifying abnormal 

respiratory sounds, and training models to identify the 

presence or absence of adventitious lung sounds in the record. 

However, they lacked the capacity to provide localization 

information about these classes. As mentioned previously, 

the majority of works on the ICBHI 2017 database have 

centered around classifying respiratory sounds without 

offering details about where these sounds occur. In contrast, 

our study stands out by aiming to develop a model for 

wheeze detection, which integrates both the classification 

and the localization of the wheeze sounds.   
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5. Conclusions 

   Chronic respiratory disorders have a significant impact on 

lung function and overall health, with conditions such as 

chronic obstructive pulmonary disease and asthma 

contributing to a high number of deaths globally. Early 

diagnosis and regular monitoring of respiratory illnesses are  

crucial for effective management. While traditional 

auscultation using a stethoscope has been a common 

diagnostic tool, it has limitations in terms of subjectivity and 

accuracy. Computer-based respiratory sound analysis has 

emerged as a promising approach to improve the objectivity 

and efficiency of diagnosis. 

The objective of this study is to develop a computer-based 

system capable of detecting wheeze sounds, to address the 

limitations of the traditional auscultation devices mentioned 

before. By implementing computer-based respiratory sound 

analysis using artificial data derived from ICBHI open data, 

conventional recurrent (CRNN) models were trained to 

detect wheeze in the created respiratory recordings. 

In the implementation of the wheeze detection model, one 

of the major challenges faced was the limited open data of 

respiratory sound recordings. The available open data that 

was used in this project is relatively small, comprising only 

920 audio files, of which only 341 files contain one or more 

wheeze events. In this study, to tackle this limitation, 

artificial data was generated from the ICBHI open data. 

However, having a larger dataset with a higher number of 

patients, a higher number of wheeze events, and reduced 

noise would significantly enhance the performance of the 

wheeze detection models, leading to more efficient and 

accurate wheeze detection capabilities.   

   Before training the data, two different methods of labeling 

were applied to the created recordings, each with its 

advantages and considerations. Those techniques are; 

positive labeling after wheeze events, and positive labeling 

aligned with the wheeze events. The second labeling method 

showed more precise identification, duration estimation, and  

 

enhanced differentiation between wheeze and non-wheeze 

segments. 

   The comparison between different models and labeling 

techniques showed that the LSTM-based models 

demonstrated better performance in terms of F1 score for 

positive labels after the wheeze events. On the other hand, 

the bidirectional models showed superior performance and 

F1 scores for positive labeling directly aligned with wheeze 

events. The CNN-BiLSTM model emerged as the most 

effective model, leveraging the strengths of both LSTM and 

bidirectional architecture. It combines the ability to capture 

long-term dependencies and incorporate bidirectional 

dependencies making it suitable for wheeze detection 

problems. 

   In future studies, it is recommended to address the limited 

dataset issue by acquiring a larger dataset with more patients, 

wheezing events, and reduced noise. Moreover, using K-fold 

cross-validation can lead to a more robust analysis, 

enhancing the reliability of wheeze detection models. This 

would further improve the efficiency and accuracy of 

computer-based respiratory sound analysis in order to foster 

their potential for early diagnostics and monitoring of 

respiratory diseases. 
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Table 3. Studies in Literature for the ICBHI 2017 Dataset.  Column "parameters" denotes the window length for employed time-

frequency representation. 

Reference Time-frequency representation Learning model Results (%) 

Type parameters Sen Spe Sco Acc 

Kochetov et al. 

[16] 

STFT 500 ms RNN 58.4 73 65.7 - 

Acharya et al. [19] Mel spectrograms 60 ms hybrid CNN-RNN - 58.01 - - 

Liu et al. [26] LMFB  - CNN - - - 81.62 

Asatani et al. [24] STFT 40 ms CRNN, bi-LSTM 63 83 73 - 

Perna &Tagarelli 

[27] 

MFCCs 250 ms RNN 64 84 74 - 

Saraiva et al. [30] MFCCs - CNN - - - 74.3 
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Nomenclature 

ICBHI : International Conference on Biomedical and 

Health Informatics 

CRDs :  Chronic Respiratory Disorders 

COPD : Chronic Obstructive Pulmonary Disease 

CNN : Convolutional Neural Network 

RNN : Recurrent Neural Network 

NMRNN: Noise Masking Recurrent Neural Network 

ANA : Artificial Noise Addition 

HMM : Hidden Markov Model 

SVM : Support Vector Machine 

DAG : Directed Acyclic Graph 

LDA : Linear Discriminant Analysis 

RSA : Random Subspace Ensembles 

SE : Squeeze-and-Excitation 

SA : Spatial Attention Block   

STFT : Short-Time Fourier Transform 

WT : Wavelet Transform 

LMFB : Log Mel-Filterbank 

MFCC : Mel-Frequency Cepstrum Coefficient 

GRU : Gated Recurrent Unit 

LSTM : Long Short-Term Memory 

Bi-LSTM: Bidirectional Long Short-Term Memory 

Bi-GRU : Bidirectional Gated Recurrent Unit  

TP : True Positive 

TN : True Negative 

FP : False Positive 

FN : False Negative 

Hz : Hertz 

ms : milliseconds 
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 Speech, which is one of the most effective methods of communication, varies according to the 

emotions experienced by people and includes not only vocabulary but also information about 

emotions. With developing technologies, human-machine interaction is also improving. Emotional 

information to be extracted from voice signals is valuable for this interaction. For these reasons, 

studies on emotion recognition systems are increasing. In this study, sentiment analysis is 

performed using the Toronto Emotional Speech Set (TESS) created by the University of Toronto. 

The voice data in the dataset is first preprocessed and then a new CNN-based deep learning method 

is compared. The voice files in the TESS dataset first yielded feature maps using the Mel 

Frequency Cepstral Coefficient (MFCC) method, and then classification was performed with this 

method based on the proposed neural network model. Separate models have been created with 

CNN and LSTM (Long Short-Term Memory) models for the classification process. The 

experiments show that the MFCC-applied CNN model achieves a better result with an accuracy 

of 99.5% than the existing methods for the classification of voice signals. The accuracy value of 

the CNN model shows that the proposed CNN model can be used for emotion classification from 

human voice data.        

Keywords: 

Deep learning 

Emotion recognition system 

Mel frequency cepstral coefficients 

(MFCCs) 

Signal processing 

 

 

 

1. Introduction 

One of the most effective ways of communicating 

information is the speech. Speech includes verbal content 

as well as gestures, facial expressions, intonation, and 

emotional content. Emotional state information to be 

acquired during speech is also a part of communication. 

During a speech, it is possible to infer a person's state of 

mind (emotion), gender, attitude, dialect, and so on. 

Today, with the development of web and mobile 

applications, human-machine communication has 

increased. Voice channels are now used in human-machine 

communication [1]. Increasingly, voice assistance tools 

are taking a part in answering questions and fulfilling 

requests instantly and correctly. as they become more 

common in our daily interactions. For example, Virtual 

Personal Assistants (VPAs) usage such as Cortona, 

Apple’s Siri, Google Assistant, and Amazon Alexa is 

increasing [2]. Although these Virtual Personal Assistants 

understand the necessary commands by inferring words, 

they are not good enough at understanding people's 

emotions and reacting accordingly. Thence, emotion 

recognition is becoming an investigative field for 

computer science [3]. People express their emotions using 

their language. However, in addition to this, qualities such 

as intonation and speech rate during speech can also be 

processed and analyzed using signal processing and audio 

processing [4]. In emotion analysis studies, two 

approaches are generally applied in the data collection 

phase. The first one is to attach some sensors to the 

appropriate parts of the body that give clues about the 

emotional state. In this approach, data is collected through 

the interaction of the human body. The other approach is 

that instead of human-body interaction, human outputs 

such as sounds or movements are captured using a 

recording device. The collected data is processed and 

analyzed for mood [3]. 

Numerous studies in the literature focus on voice-based 

sentiment analysis. Some studies on the TESS dataset are as 

http://www.dergipark.org.tr/en
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follows. One of them, Venkataramanan et al. made use of 

The Ryerson Audio-Visual Database of Emotional Speech 

and Song (RAVDESS) dataset in their 2019 research. After 

preprocessing the audio signals, they performed experiments 

by creating a four-layer 2D-CNN architecture. Their 

experiments resulted in the highest accuracy of 68% [2]. In 

their 2022 research, Donuk et al. introduced a model by 

designing an LSTM architecture. To assess its performance, 

they utilized a dataset that combined both the RAVDESS 

and TESS datasets. The model demonstrated an impressive 

88.92% accuracy in classifying eight distinct emotions [5]. 

In another study, Akinpelu et al. used the Erling Emotional 

Speech Database (EMO-DB) dataset and the TESS dataset 

together. As a result of the experiments, they obtained 97.2% 

accuracy with TESS data and 94.3% accuracy with the 

EMO-DB dataset [6]. Patel et al. in their 2020 study using 

the TESS dataset obtained a remarkable accuracy rate of 

96% using an autoencoder [7]. In 2021, a speech-to-emotion 

recognition method using the TESS and RAVDESS datasets 

is proposed by Asiya et al. In their study, they implemented 

a deep learning-based classification model of emotions 

produced by speech based on voice data such as mel 

spectrogram, chromatogram, and Mel Frequency Cepstral 

Coefficient (MFCC). That model achieved 89% accuracy 

using RAVDESS and TESS datasets and various data 

augmentation techniques [8]. In their study conducted in 

2022, Gokilavani et al. performed sentiment analysis with 

CREMA-D, RAVDNESS, and TESS datasets. They 

achieved 96% accuracy for the Ravdness dataset, 99% 

accuracy for the TESS dataset, and 84% accuracy for the 

Crema-D dataset in their models using the CNN model [9]. 

In this study, signal processing methods have been used 

first to classify emotion from voice signals. Different models 

have been created with deep learning methods to classify the 

preprocessed voice signals and the most successful method 

is proposed as a decision support system. 

 

2. Methodology 

The TESS (Toronto emotional speech set) dataset has been 

used to classify emotion from human voice signals [10]. 

With the proposed model, human voices in the dataset are 

classified. In this section, in addition to a review of the 

dataset used, a detailed analysis of MFCC, the method 

utilized for the extraction features from voice data, and the 

deep learning models that are developed for the 

classification of voice data are presented. 

2.1 Dataset 

This study focuses on using the TESS dataset to classify 

emotions from voice signals. The TESS dataset is considered 

one of the largest datasets of human speech sounds available 

and has a balanced mix of male and female voice recordings. 

This balance is advantageous in the training step since other 

datasets may contain only one gender, which can lead to 

biased results. The TESS dataset contains a total of 2800 

voice files collected from people aged between 26 and 64 

[11]. The dataset used in this study includes voice recordings 

of both male and female speakers expressing seven different 

emotions in Table 1 which provides an overview of the 

number of files for each emotion and speaker gender. To 

showcase the voice waveforms utilized in the study, Figure 

1 illustrates some examples. The objective of this study is to 

classify emotions from voice signals accurately. By utilizing 

the TESS dataset, which is more balanced than other datasets, 

the study aims to achieve more reliable results. This study 

has promising results to foster the advancement of emotion 

recognition systems applicable in various domains, including 

affective computing, healthcare, and education. 

 

2.2 MFCC Feature Extraction 

In order to solve a problem with machine learning 

techniques, we need to have the appropriate attributes. 

However, we may not always have attributes that we can 

directly use in the problem we are addressing. In such 

cases, attributes need to be extracted from the data. "Signal 

Processing" deals with time series [12]. "Image 

Processing" is the science that deals with visual data such 

as photos and videos [13]. "Pattern recognition" is the 

science that aims to extract features from all kinds of 

signals, which can include both time series and images. 

When we examine today's studies, it is seen that feature 

extraction is performed with many different methods and 

tools. Optimizing the level of features is critical to 

achieving the highest accuracy in solving the problem [14]. 

 

Table 1. Distribution of voice files in the dataset 

Gender and Emotion The Number of Sound 

Recordings 

Angry - Male  200 

Disgust - Male 200 

Fear - Male 200 

Happy - Male 200 

Neutral - Male 200 

Pleasant Surprise - Male 200 

Sad - Male 200 

Angry - Female  200 

Disgust - Female 200 

Fear - Female 200 

Happy - Female 200 

Neutral - Female 200 

Pleasant Surprise - Female 200 

Sad - Female 200 

 



        Şengül and Akkaya, International Advanced Researches and Engineering Journal 08(01): 033-042, 2024 
 

035 

 

 
Figure 1. Representation of human voices as a signal 

Utilizing too many attributes can lead to increased costs in 

the machine-learning process. Therefore, it is essential to 

carefully select the most relevant features for effectiveness. 

Selecting the right attributes for the purpose is also very 

important. In general, two categories of features are used in 

emotion recognition from speech: prosodic features and 

vocal tract system features. The first category is derived from 

prosodic data such as Pitch, Energy, and Duration. The 

second category is related to the voice path, which includes 

Cepstrum coefficients such as MFCC, Linear Predicted 

Cepstrum Coefficients (LPCC), Formants, and Discrete 

Fourier Transform (DFT) harmonics [15]. 

 

This study obtains feature maps of human voices using the 

MFCC method. MFCC is one of the commonly used 

techniques in the literature for the extraction of features from 

audio signals. Before classifying human voices in the TESS 

dataset, preprocessing is crucial to improve the success rate 

of machine learning methods. For this reason, the MFCC 

method is used to extract features from voice recordings. In 

1980, Davis and Mermelstein were the first to use the 

MFCCs method [16]. This method is based on human 

mimics of the way the human ear perceives sound. The 

human ear sensitivity is linear up to 1 kHz and linear for 

higher values continues logarithmically. The transition from 

the real frequency unit Hertz to the frequency unit Mel is 

provided by (1) [15]. 

𝑚𝑒𝑙(𝑓) = 2595 ∗ log⁡(1 +
𝑓

700
) 

     

(1) 

The extraction of features from human vocalizations in the 

TESS dataset was performed utilizing the Librosa library. 

This library is developed in the Python programming 

language. This library is used to perform operations on signal 

recordings [17]. In this study, the Mel-frequency Cepstrum 

Coefficient (MFCC) method is used to obtain feature maps 

of human voices. MFCC is a commonly used method in 

audio signal processing for feature extraction. Before 

classifying the human voices in the TESS dataset, it is very 

important to perform preprocessing to increase the success 

rate of machine learning methods. For this reason, the MFCC 

method is used to extract features from the voice recordings. 

Davis and Mermelstein introduced the MFCC method, 

which has been found widespread use in speech and voice 

signal processing, during the 1980s [16]. The MFCC 

algorithm involves dividing the audio stream into smaller 

frames using a Hamming window. Spectrums of the frames 

are then calculated using the Fast Fourier Transform (FFT) 

and weighted using a Mel scale-based filter bank [18]. Lastly, 

the Logarithm and Discrete Cosine Transform are applied to 

calculate the MFCC vector [19]. Figure 2 illustrates the 

feature processing steps involved in the computation of 

MFCCs.  

2.3 Deep Neural Network (DNN) Models 

In these models, the model performance can be influenced 

by the size of the data being used. Handling large datasets 

can impact the efficiency and effectiveness of the model. 

Working with small or flat data can lead to overfitting 

problems for models. To address this challenge and improve 

the model's performance through effective learning, data 

augmentation methods are employed. [20]. This can be done 

by using noise addition, time shifting, and changing speed 

methods in voice data. In this study, data augmentation is 

applied using noise addition and time-shifting methods to 

overcome overfitting and to better train the model. 

Preprocessing is of great importance for high classification 

success with machine learning. To this end, the MFCC 

method has been used to obtain feature maps of voice signals 

including human voices in the dataset.  

 

Figure 2. MFCC feature processing steps 
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Subsequently, these feature maps are fed into the proposed 

deep models for classification. The classification process has 

been performed using both CNN and LSTM methods. 

The LSTM approach is an extension of the RNN 

(Recurrent Neural Networks) model and architecture that 

provides a longer memory span. While RNNs have limited 

"short-term memory" that utilizes past knowledge in the 

current neural network, the LSTM method leverages this 

prior knowledge effectively [21]. In LSTM method artificial 

neural network structures, the output signal produced in the 

hidden layer is initialized and is used as one of the values in 

the next input. The LSTM method is a versatile technique 

used in several implementations, like speech recognition, 

anomaly detection in time-series data, handwriting 

recognition, grammar learning, and music composition [22]. 

In this study, after obtaining the feature maps from the TESS 

dataset, the LSTM method is used for classification. The 

developed LSTM model consists of Dense, Dropout, and 

Flatten layers and is shown in Table 2. The ReLU layer is 

used for activation on the obtained feature maps, and the 

Dropout layer is used to prevent overfitting. Softmax is the 

preferred choice for classification in the LSTM method. The 

architectural representation of the LSTM model for emotion 

classification on speech sounds is illustrated in Figure 3. 

The LSTM model is composed of 1 LSTM, 2 Dropout, 1 

Flatten, 2 Dense, and 1 Softmax layers. Table 2 shows the 

parameter, layer, and output shape information of the LSTM 

model. In deep learning models, the term output shape refers 

to the ability to efficiently process data sets, which often have 

variable dimensions. When specifying the dimensions of the 

output shape, the term 'None' implies that it is flexible 

depending on the dimensions of the input data. 

 

 
 

Figure 3. Architectural representation of the proposed LSTM 

Model 

Table 2. Layers and parameters in LSTM model 

Layers Output 

shape 

Activation 

function 

Parame

ter 

LSTM (None,123) - 61500 

Dense (None, 64) Relu 7936 

Dropout (None, 64) - 0 

Dense (None, 32) Relu 2080 

Dropout (None, 32) - 0 

Flatten (None, 32) - 0 

Dense (None, 14) - 462 

 
Figure 4. Architectural representation of the proposed CNN 

Model 

One method used for classification is CNN. CNNs have 

gained widespread adoption in various domains, including 

image processing, text processing, and audio processing. 

Their versatile features make them applicable regardless of 

the number of dimensions [23]. The utilization of 2D-CNN 

and 3D-CNN has been predominantly applied for image 

classification purposes, whereas one-dimensional CNNs are 

commonly employed in various solutions such as signal 

analysis [24]. In the proposed deep network model for 

emotion classification from human voices in the TESS 

dataset, 1D-CNN is used. The proposed model comprises of 

a 1D-CNN layer, 1D-MaxPooling layer, Dropout layer, 

Flatten layer, and Dense layer with Softmax activation. The 

resulting feature maps activate with Relu, and the 

computational complexity decreases through the utilization 

of the Pooling layer. During the training process, the Dropout 

layer has been employed to disable certain nodes in the 

network to prevent overfitting. The Flatten layer has been 

responsible for converting the data from a matrix format to a 

flattened format. The classification process has been 

accomplished through the utilization of the Softmax layer, 

which has generated probability values based on the input 

values. Whichever class is closer to the values obtained, the 

classification process is completed by placing the data in the 

relevant class. The CNN model architecture created for 

emotion classification on speech sounds is given in Figure 4. 

When the CNN model is analyzed, it is seen that 4 1D-

Convolution, 4 Maxpooling, 1 Dropout, 1 Flatten, 2 Dense, 

and 1 Softmax layers are implemented.  The CNN model's 

parameters and layer information are presented in detail in 

Table 3. 

 

 

3. Experimental Result 

The Intel DevCloud cloud system has been utilized for 

preprocessing the voice signals, training the DNN model, 

and testing the models in this study. To expedite DNN model 

training and testing, the researchers utilized the Intel oneAPI 

framework. 

Input LSTM Dense Dropout

Dense Dropout Flatten SoftMax

Output -
14 Class

Input
1D-

Convolution
MaxPooling

1D-
Convolution

MaxPooling
1D-

Convolution
MaxPooling Dropout

1D-
Convolution

MaxPooling Flatten Dense

Dropout SoftMax
Output - 14 

Class
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Table 3. Layers and parameters in CNN model 

Layers Output          

shape 

Activation 

function 

Parameter 

Conv1d (None,162,256) Relu 1536 

Max_pooling1d (None,81,256) - 0 

Conv1d (None,81,256) Relu 327936 

Max_pooling1d (None,41,256) - 0 

Conv1d (None,41,128) Relu 163968 

Max_pooling1d (None,21,128) - 0 

Dropout (None,21,128) - 0 

Conv1d (None,21,64) Relu 41024 

Max_pooling1d (None,11,64) - 0 

Flatten (None,704) - 0 

Dense (None,32) Relu 22560 

Dropout (None,32) - 0 

Dense (None,14) - 462 

 

Furthermore, it should be noted that oneAPI is an open, 

cross-industry, standards-based programming model that 

supports multiple architectures and vendors. By providing a 

unified development experience across accelerator 

architectures, oneAPI aims to enhance application 

performance, boost productivity, and encourage innovation. 

The oneAPI platform ensures the improved code to profit by 

various hardware architectures, including GPUs, multi-core 

CPUs, or other hardware, all through singular sources [25]. 

This shortened the experiment times considerably. In the 

experiments, the TESS dataset is used for the training and 

testing stages. Different neural network models are created 

to perform emotion classification from voice signals using 

different architectures. Accomplishment evaluation of the 

models is compared on Accuracy, Recall (Sensitivity), 

Precision,and F-score.  

Accuracy  

The accuracy of a model is computed by the ratio of the 

number of correct predictions to the total number of 

predictions made on the entire dataset(2). 

 

           𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ⁡
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (2)   

 

The symbols TP, TN, FP, and FN state true positive, true 

negative, false positive, and false negative values, 

respectively. 

Recall 

Recall, called sensitivity or true positive rate, is a 

performance metric that represents the number of true 

positive predictions made by the model divided by the total 

number of actual positive instances in the dataset (3). 

 

        𝑅𝑒𝑐𝑎𝑙𝑙 = ⁡
𝑇𝑃

𝐹𝑁
      (3) 

    Precision 

Precision is a performance metric as given by (4).  

 

           𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                      (4)                                                                 

F Score 

The F score is used to show the trade-off between 

sensitivity and recall. The F score is obtained by equation (5).  

 

𝐹⁡𝑆𝑐𝑜𝑟𝑒 = 2⁡ × ⁡
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛⁡×⁡𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                         (5) 

 

Equations (2), (3), (4), and (5) are utilized to compare the 

performance of different models. In classification problems, 

the prediction results can be summarized using a confusion 

matrix, which is a tabular representation. As shown in Table 

4, the confusion matrix can be used to get an idea of the errors 

made by the classifier. The confusion matrix also gives 

insight into the error types made by the model. 

The study conducted emotion classification by first 

obtaining feature maps through the MFCC method. The 

feature maps are then used as input to deep neural network 

models for classification. 90% and 10% of the dataset are 

used for training and for testing the models, respectively. The 

study employed two popular deep learning models, namely 

CNN and LSTM, for the classification task. The LSTM 

method, which is widely used in various applications such as 

sentiment analysis, text generation, and time series, proved 

to be highly accurate in sentiment analysis from voice. Table 

5 provides a comprehensive summary of the LSTM-based 

model's performance, including precision, recall, and F score. 

Moreover, the study presented the confusion matrix of the 

classification test in Figure 5, demonstrating the model's 

ability to correctly classify samples into their respective 

emotion classes. Furthermore, the results suggest that the 

LSTM-based model has successfully achieved accurate 

emotion classification from voice signals, demonstrating its 

potential for practical applications in affective computing, 

healthcare, and education. The precision, recall, and F score 

provided in Table 5 indicate the model's strong performance 

in recognizing male and female voices expressing various 

emotions. Overall, the study's findings provide valuable 

insights into the effectiveness of deep learning methods, 

particularly LSTM, for emotion classification from voice 

signals 

When Table 5 is examined for the model created with the 

LSTM method, it is shown that the most successful classes 

are Male-Neutral, Male-Sad, Female-Happy, and Female-

Sad. The most unsuccessful class is Male - Happy. 

 

Table 4. Confusion Matrix 

 Positive Prediction Negative Prediction 

Actual    

Positive 
True Positive (TP) False Negative (FN) 

Actual 

Negative 
False Positive (FP) True Negative (TN) 

 

. 
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Table 5. Classification Evaluations Obtained In The LSTM 

Model 

Classes Recall Precision F score 

Angry - Male 0.87 0.96 0.91 

Disgust - Male 0.74 0.81 0.77 

Fear - Male 0.98 0.91 0.95 

Happy - Male 0.65 0.58 0.61 

Neutral - Male 0.98 0.98 0.98 

Pleasant Surprise - Male 0.77 0.72 0.74 

Sad - Male 0.97 1.00 0.98 

Angry - Female 0.90 0.98 0.94 

Disgust - Female 0.95 0.92 0.94 

Fear - Female 0.97 0.92 0.94 

Happy - Female 0.97 1.00 0.98 

Neutral - Female 0.91 1.00 0.95 

Pleasant Surprise - Female 0.96 0.91 0.94 

Sad - Female 0.97 0.98 0.98 

 

The average accuracy for all classes for the LSTM model 

is 0.90. Figure 6 illustrates the accuracy and loss curves of 

the model created using the LSTM method. 

When Figure 6 is examined, it becomes evident that the 

accuracy of the LSTM model is above 90% on the training 

data, indicating its success during the training phase.  

However, when examining the test data, the decrease in 

accuracy suggests that the model is less specialized for the 

test data, and its generalization ability is limited. Similarly, 

the loss value in the loss curve increases as it approaches the 

training data, indicating that the model is inclined to make 

more errors when applied to the test data.  

The effectiveness of the CNN method in performing 

emotion analysis on voice signals underwent evaluation. 

 

 

 

 
Figure 5. Confusion matrix obtained in the LSTM model. 
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Figure 6. Accuracy and loss curves for the LSTM model

 
Figure 7. Confusion matrix obtained in the CNN model

Following the creation of a model using the CNN method, 

testing is conducted, and the resulting confusion matrix is 

presented in Figure 7.  

Moreover, the accuracy, sensitivity, and F Score 

evaluations of the CNN method, which achieved high 

accuracy rates, are given in Table 6. 

When the test results of the CNN model are analyzed in 

Table 6 and the confusion matrix is analyzed in Figure 7, it 

is seen that 10 out of 14 classes achieved full success. The 

remaining 4 classes achieved results close to full success. 

In the deep neural network model created using the CNN 

method, the average accuracy value in all classes is 0.995. 

Figure 8  illustrates the accuracy and loss curves of the CNN 

method, which exhibited superior classification performance 

compared to the LSTM method. 

In the training phase, as illustrated in Figure 8, the CNN 

model exhibits an accuracy of over 99% on the training data. 

This indicates superior performance when compared to the 

LSTM model. 
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Table 6. Classification Evaluations Obtained In The CNN Model 

Classes Recall Precision F score 

Angry - Male 0.99 1.00 1.00 

Disgust - Male 0.99 0.96 0.97 

Fear - Male 1.00 1.00 1.00 

Happy - Male 0.96 0.99 0.98 

Neutral - Male 1.00 1.00 1.00 

Pleasant Surprise - Male 0.96 0.93 0.95 

Sad - Male 0.99 1.00 1.00 

Angry - Female 0.99 1.00 1.00 

Disgust - Female 0.99 0.99 0.99 

Fear - Female 1.00 1.00 1.00 

Happy - Female 1.00 1.00 1.00 

Neutral - Female 1.00 1.00 1.00 

Pleasant Surprise - Female 0.99 1.00 1.00 

Sad - Female 1.00 1.00 1.00 

 

Furthermore, the consistent decrease in the loss value 

during training suggests that the CNN model effectively 

mitigates overfitting. Lastly, the accuracy value remains 

relatively stable when applied to the test data, indicating the 

model's strong generalization ability. These results 

underscore the CNN model's superior efficacy compared to 

the LSTM model. 

To assess the effectiveness of the our approach, we 

compare the performance with similar studies conducted on 

the TESS dataset in the existing literature. A comparative 

analysis of studies providing deep learning models for 

speech emotion recognition is presented in Table 7. 

It is evident that our model outperforms most of the 

previous studies on the same datasets. In deep network 

architectures, the preprocessing and the amount of data used 

during training are very important for accuracy. In this study, 

feature extraction took place using the MFCC method. In 

addition, data augmentation operations are applied to 

diversify the dataset. This helps to reduce overfitting and 

increase the generalization ability of the model. In addition 

to these factors, the architecture of our CNN model is also 

effective in its high success. The model encloses three 

convolutional layers, two max-pooling layers, two fully 

connected layers, and a dropout layer. The local features are 

extracted from the voice data by convolutional layers, while 

the size of the feature maps is decreased by the max pooling 

layers. The other layers, fully connected layers, enable the 

classification of speech into predefined categories by 

learning complex features from the extracted data. For these 

reasons, our results are more successful than previous studies 

despite the larger number of classes. The CNN model 

performance is remarkable as it achieves error-free 

classification results in 10 out of 14 emotion and gender 

classes. In particular, in male classification, the model 

showed error-free classification in various emotional states 

and achieved F1 scores of 1.00 in categories such as neutral, 

fear, angry, and sad. 

 

 
Figure 8. Accuracy and loss curves for the CNN model 

Similarly, in the female classification, the model 

demonstrated high accuracy with error-free classification in 

emotions such as neutral, angry, happy, fear, pleasant 

surprise, and sad, recording an F1 score of 1.00. This 

accuracy value demonstrates the robustness and adaptability 

of the model in discriminating complex emotional nuances 

and gender categories across a wide range of classes. 

 

Table 7. Comparative study on TESS dataset 

Reference Method 
No. of 

Class 

Accuracy 

(%) 

Venkataramanan et al. 

[2] 
CNN 14 68 

Donuk et al. [5] LSTM 8 88.92 

Akinpelu et al. [6] MLP&SVM 6 97.20 

Patel et al. [7] CNN 7 96 

Asiya et al. [8] CNN 8 89 

Gokilayani et al. [9] CNN 7 99 

Proposed method 
A new CNN 

model 
14 99.5 
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4. Conclusions 

   Sentiment analysis has gained immense popularity in 

recent years with companies, organizations, and 

governments using it to understand people's reactions to 

various topics. Sentiment analysis can be carried out for 

different types of data, comprising textual and auditory 

content. In this study, sentiment classification is conducted 

on voice signals using the TESS dataset. This dataset 

consists of 14 classes, including 7 emotions and gender 

classification (male-female). Short-Time Fourier 

Transform and MFCC methods are used for feature 

extraction. Diversity in the dataset is ensured by data 

augmentation. This helps to lessen overlearning and 

enhance the model generalization ability. After data 

augmentation, deep neural network models are trained for 

classification. While 90% of the dataset was used for 

training, 10% was used for testing. The performances of 

two deep learning models, namely CNN and LSTM, are 

compared. The LSTM model achieved an accuracy of 90% 

with 14 classifications, while the CNN model 

outperformed with a 99.5% accuracy rate, achieving 

complete success in 10 out of 14 classes, with near-

complete success in the remaining 4 classes. The proposed 

CNN model aims to classify gender and emotion from 

human voices in the TESS dataset. The model's 

architecture embodies  three convolutional layers, two 

max-pooling layers, two fully connected layers, and a 

dropout layer. The convolutional layers extract 

increasingly complex features from the data, while the 

max pooling layers help to abates the dimension of the data 

and improve the model's generalization ability. The fully 

connected layers learn a complex representation of the data 

and map it to the output classes. The dropout layer assures 

a prevention of overfitting by randomly dropping out some 

of the neurons during training. Comparing the success rate 

of the proposed model with other similar works in the 

literature yields that the proposed model achieves a higher 

accuracy rate, which is one of the highest rates reported in 

recent studies using the TESS dataset. Therefore, the 

results of proposed method demonstrate the effectiveness 

of deep learning methods, especially the CNN model, in 

achieving high accuracy rates in sentiment analysis using 

voice data. 
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 Wearing clothes that absorb or block harmful UV radiation is one of the most effective forms of 

protection against sun damage and skin cancer. In the current study, sustainable processes which 

will provide high clothing comfort and a sufficient level of UV protection for fabrics used in 

production of lightweight sun-protective summer clothing were proposed. In accordance with the 

scope of the study, structural properties, low-stress mechanical properties, surface characteristics, 

permeability, and UV-protection properties of three woven fabrics produced with different weft 

settings and lyocell ratios were determined. The fabric type which had the most desirable results 

was selected for dyeing experiments. Avocado (Persea americana) seed was used as an eco-

friendly source for dyeing and UV-protective functionalization of cotton/lyocell blend fabric. To 

obtain different hues, the fabrics were mordanted according to two different recipes using 

magnesium sulphate and ferrous sulphate and dyed with the natural colorant extracted from 

avocado seeds. Comfort, color, fastness, and UV-protective properties of dyed samples were 

evaluated by laboratory tests. Results indicated that it is possible to achieve an excellent level of 

UV protection (UPF 50+) by dyeing cotton/lyocell blend fabrics with avocado seed extract and 

produce summer clothing with improved comfort and UV-protective properties, without using any 

toxic materials. 
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1. Introduction 

Ultraviolet (UV) radiation is a form of electromagnetic 

radiation that comes from the sun and several man-made 

sources. The most common types of skin cancer are found 

on sun-exposed parts of the body, and their occurrence is 

commonly related to exposure to the UV rays in sunlight. 

Melanoma is a more serious but less common type of skin 

cancer, and it is also related to sun exposure [1]. 

UV radiation is divided into three groups: UVA, UVB 

and UVC. Exposure to UVA rays can lead to aging of skin 

cells and cause some indirect damage to cells’ DNA. UVB 

rays are the main cause of sunburn, and they can also 

damage the DNA in skin cells [1]. UVC reacts with ozone 

in the atmosphere, consequently, it doesn’t reach the 

ground. 

Recent studies indicate that insufficient sun exposure 

may be responsible for increased incidences of several 

health problems such as breast cancer, colorectal cancer, 

hypertension, cardiovascular disease, metabolic 

syndrome, multiple sclerosis, Alzheimer’s disease, autism, 

asthma, type 1 diabetes, and myopia [2]. Recognition of 

the beneficial effects of UV exposure has led to a 

reconsideration of sun avoidance policies [3,4]. As it 

provides several health benefits, it is not suggested to 

avoid sunlight completely, but it is necessary to limit the 

duration and intensity of the exposure. Staying in the shade 

during midday hours, protecting the skin with proper 

clothing and using sunscreens are common ways for UV 

protection. 

Thermo-physiological comfort is a very important 

aspect to be considered, especially for summer clothing [5-

9]. Lightweight fabrics made of cotton and regenerated 

cellulosic fibers such as viscose, modal and lyocell are 

often preferred in summer clothing because of their good 

tactile comfort, high air permeability and high moisture 

vapor transmission rates [10]. However, the level of UV 

protection provided by textiles greatly changes depending 

on several parameters such as raw material, fabric 

construction, color and application of functional finishes 

[10,11]. Lightweight cotton fabrics with bright colors and 

low coverages may not provide the required level of 

protection against UV rays [12]. Researchers previously 

reported that textiles dyed with natural colorants may 

http://www.dergipark.org.tr/en
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mailto:nazli.uren@deu.edu.tr
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exhibit increased levels of UV protection [13-21]. Natural 

dyes are renewable and sustainable bioresource products. 

In this respect, dyeing fabrics with natural colorants can be 

a sustainable option for producing sun-protective summer 

clothing. Using natural sources can also minimize the 

several negative effects of synthetic dyes [20-28].  

Another important aspect of sustainable production is 

the fiber content. Cotton is a natural fiber which is 

commonly preferred in summer clothing. However, 

producing 1 kg of cotton fiber requires more than 20000 L 

of water [29]. Moreover, cotton is responsible for 11% and 

24% of the world’s pesticides and insecticides 

consumption, respectively. Lyocell is a biodegradable 

regenerated cellulosic fiber which requires a lot less dye 

than cotton and no bleaching, thus it is a more sustainable 

option in terms of energy and water consumption [30]. 

Besides eco-sustainability, using lyocell and its blends in 

garments provides a series of desirable attributes such as 

comfort, efficient moisture transportation, vivid colors 

with high fastness grades, an elegant drape, a strong 

durability, and antibacterial properties [29-32]. 

There are several studies investigating the use of natural 

dyes for sustainable coloration of lyocell fabrics [20-26]. 

A review of the previous literature indicated that UV-

protective properties of lyocell/cotton blend fabrics can be 

successfully enhanced using aqueous extracts of several 

plants including kermes oak (Quercus coccifera L.) seeds 

and mango (Mangifera indica L.) bio-wastes (seed and 

peel) [20,21].  

The estimated total world production for avocados 

(Persea americana) in 2022 was over 8.9 million tons 

[33]. In this respect, bio-waste of avocado fruit - which is 

approximately 27% the of the total mass - can be a 

favorable source for coloration of textiles. Even though it 

was previously reported that cotton and wool fabrics can 

be successfully dyed with pigments extracted from 

avocado seeds and peels [34-36], coloration and UV-

protective functionalization of lyocell blended fabrics 

using avocado bio-wastes was not discussed. In a study 

carried out by Cuk and Gorjanc, cotton was dyed with 

extracts of curcuma, green tea, avocado seed, pomegranate 

peel and horse chestnut bark [36]. However, the reported 

UV protection levels achieved by applying avocado seed 

extract on cotton fabric by the suggested extraction and 

dyeing methods were quite low. 

The aim of the current study was to propose a fabric 

design and sustainable processes which will provide the 

desired qualities such as high clothing comfort and a 

sufficient level of UV protection for producing lightweight 

sun-protective summer clothing. In accordance with this 

purpose, several components of clothing comfort were 

investigated by laboratory tests for three fabrics made of 

cotton and lyocell fibers. The fabric which provided the 

most desirable results were dyed with avocado seed extract 

according to three different recipes. The dyeability of 

cotton and lyocell fibers with the proposed natural colorant 

was investigated based on color and fastness results. The 

efficiency of avocado seed extract as a natural agent for 

UV-protective functionalization was also discussed. 

2. Materials and Methods 

2.1 Material 

The fabrics used in the current study have a 5-end warp-

dominant satin weave pattern, produced with identical yarns 

and weave parameters (except weft setting). Yarn structure 

has a large effect on fabric comfort. For instance, woven 

fabrics produced with compact-spun yarns may possess 

better air and water vapor permeabilities when compared to 

fabrics produced with ring-spun yarns [37]. For the fabrics 

investigated in the current study (LL, ML, HL), compact 

yarns were used in both warp and weft directions. The warp 

warns were made of 100% combed cotton and the weft yarns 

were made of 100% lyocell fibers (Table 1).  

Aqueous extract of avocado (Persea americana, Hass 

cultivar) seed was used for dyeing experiments. Fully ripe 

avocados were procured from a local market. Mg(SO₄). 7 

H₂O (magnesium sulfate), FeSO₄ . 7 H₂O (ferrous sulfate), 

and NaHCO₃ were supplied from Merck (Darmstadt, 

Germany). 

 

2.2 Extraction 

The seeds of avocado fruit were separated from the pulp 

and rested at room temperature for two hours. The thin outer 

shell of the seeds was peeled, and the seeds were dipped into 

the 0.01M NaHCO₃ solution with a material to liquor ratio of 

1:20.  

The extraction was carried out in a beaker at 85 °C and the 

duration of extraction was three hours. During the extraction, 

the liquor volume was kept constant by covering the top of 

the beaker with an elastic cover. When the extraction was 

finalized, solid residues of avocado seeds were separated 

from the dye extract by using a 100% cotton filtering fabric.  

 

2.3 Dyeing 

For dyeing, samples ML1, ML2, and ML3 were dipped 

into the prepared avocado seed extract with an M:L ratio of 

1:20.  Dyeing was carried out by resting the samples in the 

prepared dye solutions for 3 hours, at room temperature, 

inside glass bottles with sealed caps. During the 3-hour 

dyeing process, for each 20 minutes of resting, the dye 

solution and the sample were mixed by manually shaking the 

bottles for 5 seconds. After 3 hours of dyeing, samples were 

rinsed with running tap water for five minutes and rested on 

a hanger for drying. 

 
Table 1. Production parameters of the studied fabrics 
 

Sample 

code 

Weave 

pattern 

Yarn properties 
Setting 

(cm-1) 

Warp Weft Warp Weft 

LL 
5-end 

satin 

Cotton 

(9.8 tex) 

Lyocell 

(9.8 tex) 
82 40 

ML 
5-end  

satin 

Cotton 

(9.8 tex) 

Lyocell 

(9.8 tex) 
82 45 

HL 
5-end  
satin 

Cotton 
(9.8 tex) 

Lyocell 
(9.8 tex) 

82 50 
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2.4 Mordanting 

To obtain different hues, the fabrics were mordanted with 

nontoxic metallic salts - magnesium sulphate and ferrous 

sulphate. Sample ML2 was pre-mordanted with magnesium 

sulphate and simultaneously mordanted with ferrous 

sulphate. Sample ML3 was only pre-mordanted with ferrous 

sulphate. No mordanting process was carried out for sample 

ML1. 

• Pre-mordanting: For pre-mordanting, two separate 

solutions were prepared. Magnesium sulphate (5% owf) 

and ferrous sulphate (2% owf) were dissolved in 

distilled water and the samples (ML2 and ML3 

respectively) were rested in prepared mordant solutions 

at room temperature for 24 hours. No rinsing was 

carried out after pre-mordanting. Mordanted samples 

were dried on a hanger.  

• Simultaneous mordanting: Simultaneous mordanting 

was applied to sample ML2 only. For simultaneous 

mordanting, sample ML2 was removed from the dye 

bath at the end of the first hour of dyeing. When the 

fabric sample was removed, 0.35% owf of ferrous 

sulphate was dissolved in the dye bath, and sample 

ML2 was dipped back into the mordant added dye 

solution.  The sample was then rested in the mordant 

added dye solution for two more hours. The total 

dyeing duration of sample ML2 was three hours, which 

was equal to the dyeing duration of sample ML1 and 

ML3.  

 

2.5 Measurements 

Structural parameters (mass per unit area and thickness), 

low-stress mechanical properties (extensibility and bending 

rigidity), out-of-plane deformation and recovery behavior 

(deformation, elasticity, plasticity, and hysteresis), surface 

characteristics (micro and macro-surface variations), tactile 

comfort, permeability (air and water vapor), color, fastness 

and UV-protective properties of fabrics were determined by 

laboratory tests. The samples were conditioned before 

measurements as prescribed in TS EN ISO 139/A1. All 

measurements were carried out at standard atmospheric 

conditions. 

• Structural properties: Mass per unit area was measured 

according to TS EN 12127. The thickness of fabrics was 

measured under 5 gf/cm2 pressure using James Heal 

R&B Cloth Thickness Tester having a circular presser 

foot with a size of 100 mm2. Five trials were done for 

each fabric type. 

• Extensibility: Extensibilities in warp and weft directions 

were determined using Instron 4411 Universal Tensile 

Tester. The sample size was 250 mm x 50 mm, the test 

length was 150 mm, the test speed was 25 mm/min, and 

the pre-tension was equal to zero. Percent elongation 

values recorded under 100 N/m load were presented as 

extensibility. Five trials were done for each test direction 

and fabric type. 

• Bending rigidity: Bending rigidity was determined as 

prescribed in ASTM D1388-18 Option A. Bending 

properties were determined for warp, weft and two 

diagonal (-45° and +45°) directions. Five trials were done 

for each test direction and fabric type. 

• Out-of-plane deformation: Deformation and recovery 

behavior of fabrics in out-of-plane deformation state was 

investigated using a multifunctional test instrument 

“Tactile Sensation Analyzer” (TSA) developed by the 

German company emtec Electronic GmbH [38,39]. For 

the measurements, the sample (120 mm x120 mm) was 

fixed to the circular frame and deformed in the out-of-

plane direction by the movement of the measuring head 

of the device. When a load of 600 mN is reached, the 

magnitude of deformation (D) was recorded. Then the 

same sample was automatically deformed by the test 

device for the second time, and the magnitude of 

deformation observed in this cycle was recorded as 

elasticity (E). The energy of recovery after the first cycle 

was recorded as hysteresis (H) and the magnitude of 

permanent deformation was recorded as plasticity (P) 

[38]. Five samples were tested for each fabric type. 

• Surface characteristics: Macro-surface variations and 

micro-surface variations of face and back sides of the 

fabrics were measured by Tactile Sensation Analyzer. 

For investigating surface characteristics, the test sample 

was fixed to the circular frame. When the measuring head 

contacted with the sample, applying a 100 mN load, the 

head rotated on the fabric surface, and the sound intensity 

peaks at two frequency regions were recorded using a 

special sound analysis technique. These two peaks were 

named as TS7 and TS750 which refer to micro-surface 

variations and macro-surface variations, respectively. 

For the measurements, five samples (120 mm x 120 mm) 

were tested for each sides of the fabrics. 

• Nozzle test: Nozzle test is a conventional test method 

where the force required to pull a fabric sample through 

a ring, or a nozzle is determined [40-42]. It was 

previously reported that the pulling forces recorded 

during nozzle test were significantly correlated with 

tactile comfort scores of fabrics determined by sensory 

evaluations [41,42]. In the current study, a nozzle 

construction with 24 mm diameter and 20 mm height was 

used. For the measurements, a circular sample with 100 

mm diameter was attached to a needle, pulled through the 

nozzle with a speed of 25 mm/min and the maximum 

pulling force was recorded. For each fabric type, five 

trials were done. 

• Air permeability: Air permeability was determined 

according to TS 391 EN ISO 9237 using Textest FX 

3300 Air Permeability Tester III. The test area was 

selected as 20 cm2 and the test pressure was 100 Pa. 10 

measurements were done for each fabric type. 

• Water vapor permeability: Water vapor permeability was 

measured as prescribed in BS 7209:1990 using SDL 

ATLAS equipment no M261. The duration of the 

measurements was 24 hours. Three trials were done for 

each fabric type. Permeability was tested with the 

principle of measuring the water vapor movement from 

back side towards the face side. 

• Color and fastness properties: Color of samples were 

measured using Minolta Spectrophotometer CM-3600d 

(illuminant D65 and 10° observer angle) and presented in 



 

 

 

CIE L* a* b*, C*, h° coordinate system. Color strength 

(K/S) of dyed samples were given as well. Fastness to 

washing was measured according to ISO 105-C06:2010, 

method A1S and fastness to rubbing was measured 

according to ISO 105-X12:2001. 

• UV-protective properties: UVA transmittance (%), UVB 

transmittance (%) and Ultraviolet Protection Factor (UPF) 

of face side of dyed samples were measured according to 

the Australian/New Zealand standard AS/NZ4399/1996, 

using SDL Atlas Camspec M350 Ultraviolet-Visible 

Spectrophotometer.  Based on the classification system 

suggested by the related standard, the fabrics were 

categorized according to their UPF ratings [43].  

 

3. Result and Discussion 

3.1 Results of Undyed Fabrics 

In the current study three - undyed - fabrics were produced 

with three different weft settings (Table 1). As a consequence 

of having different settings, these fabrics exhibited different 

mass per unit area values (Table 2). However, thickness of 

these fabrics remained within a similar range. 

The differences in structural properties may lead to 

significant changes in low-stress mechanical properties as 

well. It was observed that the fabric with the lowest weft 

setting (LL) has the lowest bending rigidity and the highest 

extensibility results (Table 3).  

Higher deformation (D) and elasticity (E) results are 

usually desired for a better comfort. As can be seen in Table 

4, sample ML has the highest D and E values. Similarly, ML 

has the lowest magnitude of permanent deformation (P) and 

hysteresis (H) when compared to samples LL and HL. These 

findings indicate that fabric ML can provide the optimum 

tactile comfort in terms of deformation and recovery 

behavior under out-of-plane deformation. 

It was also observed that variations of fabric surface 

increased with the increase in weft setting (Table 5). For 

micro-surface variations (TS7) this finding was more 

prominent for face side results. On the other hand, the 

increase observed in macro-surface variations was more 

significant for back side of the fabrics. As higher surface 

variations are associated with a less desirable fabric surface, 

samples with lower TS7 and TS750 values may provide a 

more desirable tactile sensation.  

The maximum pulling force recorded during nozzle test is 

commonly used as a measure of tactile comfort where a 

lower resistance when passing through a nozzle is an 

indicator of a better tactile comfort [41,42]. It was observed 

that sample LL has the lowest pulling force. Therefore, in 

terms of low-stress mechanical properties and nozzle test 

results, it is possible to state that LL exhibited the most 

desirable results. 

A change in structural parameters may cause significant 

differences in permeability properties as well. It was 

recorded that LL has higher air permeability (Table 6). These 

findings indicated that using less number of weft yarns 

provided better tactile comfort, more desirable low-stress 

mechanical properties and better air permeability. 

However, as warp yarns were made of 100% cotton and 

weft yarns were made of 100% lyocell, using different weft 

settings provided differences in overall cotton/lyocell ratios 

of fabrics as well, which led to different water vapor 

permeability results. The transfer of water vapor from back 

side to face side of fabrics was faster for the fabric which has 

a moderate level of porosity and lyocell content (sample ML) 

(Table 6).  

Moreover, fabrics with a high coverage may block more 

of the UV rays. In this respect, producing a fabric with low 

coverage and high porosity may lead to a less desirable level 

of UV protection. Results of the study indicated that fabrics 

with moderate and high weft settings (ML and HL) have 

similar levels of UV protection, which were higher than the 

sample with the lowest weft setting (LL) (Table 7). With 

respect to aforementioned test results, it was concluded that 

sample ML provided the optimum results. Therefore, sample 

ML was selected for the dyeing experiments. 

 
Table 2. Structural properties of undyed fabrics 
 

Sample  

code 

Mass per 

unit area 
Thickness 

 (g/m2) (µm) 

LL 123 254 

ML 129 258 

HL 135 256 

 

Table 3. Low-stress mechanical properties and nozzle test results 
of undyed fabrics 

 

Sample 

code 
Extensibility 

Bending 

rigidity 

Pulling 

force 

 (%) (µJ/m) (cN) 

LL 2.40 7.38 25.2 

ML 2.06 7.97 31.3 

HL 1.99 8.37 37.4 

 
Table 4. Out-of-plane deformation and recovery results of undyed 
fabrics 

 

Sample 

code 

Deformation 

(D) 

Elasticity 

(E) 

Plasticity 

(P) 

Hysteresis 

(H) 

 (mm/N) (mm/N) (μm) (J) 

LL 1.81 1.63 175 89.9 

ML 1.85 1.75 124 71.8 

HL 1.81 1.66 146 77.9 

 

Table 5. Surface characteristics of undyed fabrics 
 

Sample 

code 
Side 

Micro-surface 

variations 

(TS7) 

Macro-surface 

variations 

(TS750)  

LL Face 10.9 79.6 

ML Face 11.2 82.7 

HL Face 12.8 85.7 

LL Back  12.7 78.6 

ML Back  12.4 84.9 

HL Back  12.9 95.6 

 

Table 6. Air permeability and water vapor permeability of undyed 
fabrics 

 
Sample 

code 

Air 

permeability 

Water vapor 

permeability 

 (mm/s) (g/m2/day) 

LL 100.6 ± 2.8 786.5 ± 20.2 

ML 83.0 ± 2.4 813.2 ± 40.9 

HL 60.7 ± 2.0 809.6 ± 33.2 
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Table 7. UV-protective properties of undyed fabrics 
 

Sample code UVA UVB UPF UPF rated 

LL 25.9 15.4 5.63 5 

ML 25.4 14.7 5.86 5 

HL 25.5 14.3 5.98 5 

UVA: % UVA transmittance, UVB: % UVB transmittance, UPF: UV 

protection factor, UPF rated: Rated UV protection factor 

 

3.2 Color Properties of Dyed Fabrics 

It was observed that the color of the sample dyed without 

any mordant (ML1) was a moderate shade of yellowish pink 

(Figure 1). Sample ML2 - which was pre-mordanted with 

magnesium sulphate and simultaneously mordanted with 

ferrous sulphate - exhibited a brown color. Meanwhile pre-

mordanting the fabric with ferrous sulphate resulted in a grey 

color (ML3). Results of color measurements indicated that 

color strength (K/S) was increased from 0.75 to 1.76 and 

1.78 by the suggested mordanting processes (Table 8). On 

the other hand, mordanting caused a noticeable decrease in 

redness (a*), yellowness (b*) and chroma (C*) values. 

All samples exhibited excellent dry rubbing fastness 

grades (5) and very good wet rubbing fastness grades (4-5) 

regardless of the mordanting option (Table 9).  Washing 

fastness against staining was also at a very good level (≥4-5). 

The color change of unmordanted sample during washing 

fastness test was on a moderate level (3 and 2-3 for face and 

back sides, respectively), which was significantly improved 

after mordanting. 

 

3.3 UV-Protective Properties of Dyed Fabrics 

According to The Skin Cancer Foundation’s Seal of 

Recommendation, a fabric must have a minimum Ultraviolet 

Protection Factor (UPF) of 30 to qualify as sun-protective 

clothing [44].  

 

 
Figure 1. Color of face and back sides of the fabrics pre-

mordanted* and simultaneously mordanted**with magnesium 

sulphate (MS) and ferrous sulphate (FS) and dyed with avocado 

seed extract 

 

It was observed that sample ML1, which was dyed with 

avocado seed extract without any mordant has a UPF of 36.9 

and a rated UPF of 35 (Figure 2.a), which indicates a very 

good level of protection against UV light. Even UVA and 

UVB transmittance values of ML1 slightly increased after 

washing, it was observed that ML1 still has a moderate level 

of UV protection after washing fastness test, as the rated UPF 

of ML1 after fastness test was 20 (Figure 2.b).  

Both mordanted samples (ML2 and ML3) exhibited 

excellent levels of protection against UV light (UPF 50+). It 

was observed that sample ML3 which was pre-mordanted 

with ferrous sulphate exhibited the highest UPF result 

(Figure 2.a). The effective UV radiation transmission (%) 

values of ML2 and ML3 were lower than 2.5, and UPF 

values were 119 and 256, respectively.  

The decrease in rated UPF of sample ML3 observed after 

washing fastness test was only 1.6% (Figure 2.b). For sample 

ML2, the decrease in UPF value after washing fastness test 

was 29.6%. Even after washing fastness test, the rated UPF 

of samples ML2 and ML3 remained as excellent (50+). 

 

Table 8. Color results of samples dyed with avocado seed extract 
 

Sample 

Code 
Side* Mordant K/S L* a* b* C* h° 

ML1 Face - 0.751 70.2 16.0 12.2 20.1 37.3 

ML2 Face Mg, Fe 1.763 55.0 9.61 7.50 12.2 38.0 

ML3 Face Fe 1.781 55.8 4.03 4.84 6.30 50.2 

ML1 Back - 0.653 71.4 15.1 10.7 18.5 35.3 

ML2 Back Mg, Fe 1.333 58.7 8.84 6.46 11.0 36.2 

ML3 Back Fe 1.789 58.8 3.84 7.18 8.14 61.9 
*Side: Face side is warp dominant (cotton warp yarns are visible) and back side is weft dominant (lyocell weft yarns are visible). 

 

Table 9. Washing, rubbing and light fastness results of fabrics dyed with avocado seed extract 

Fabric 

code 
Side* 

Washing fastness Rubbing 

fastness Color 

change 

Staining 

WO PAN PET PA 6.6 CO CA Dry Wet 

ML1 Face 3 5 5 5 5 4-5 5 5 4-5 

ML2 Face 4-5 5 5 5 5 5 5 5 4-5 

ML3 Face 4 5 5 5 5 5 5 5 4-5 

ML1 Back 2-3 5 5 5 5 4-5 5 5 4-5 

ML2 Back 3-4 5 5 5 5 5 5 5 4-5 

ML3 Back 4-5 5 5 5 5 5 5 5 4-5 
*Side: Face side is warp dominant (cotton warp yarns are visible) and back side is weft dominant (lyocell weft yarns are visible). 
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Figure 2. UVA (315 to 400 nm) and UVB (290 to 315 nm) transmittance (%) values and Ultraviolet Protection Factor (UPF) of 

fabrics dyed with avocado seed extract, measured (a) before and (b) after washing fastness test 

 

4. Conclusions 

Sunlight contains ultraviolet (UV) radiation which can 

negatively affect human skin in several ways. In this respect, 

developing alternative solutions which would provide 

protection against the possible harmful effects of UV rays is 

an important research topic.  

In this study eco-friendly production steps for obtaining a 

UV-protective summer clothing with high clothing comfort 

were proposed. As lyocell is a more sustainable raw material 

when compared to cotton and a luxury fiber with several 

advantages such as high comfort and silk like structure, yarns 

made of 100% lyocell fibers were used as weft yarns and the 

effect of using different number of weft yarns on comfort and 

UV protection was discussed. Avocado seed was proposed 

as a natural dye source for textiles. Fabrics were mordanted 

with non-toxic metallic salts and dyed with avocado seed 

extract. Color, fastness, and UV-protective properties of 

dyed samples were determined and discussed. 

 Results of the study indicated that selecting different weft 

settings can provide significant changes in several fabric 

characteristics including low-stress mechanical properties 

and permeability. It was observed that both cotton and 

lyocell fibers had a good dyeability by the avocado seed 

extract, as both warp dominant face side and weft dominant 

back side of the dyed fabric samples exhibited vibrant colors 

with high K/S values and moderate to excellent fastness 

grades. 

It was recorded that dyeing the studied fabric with 

avocado seed extract can significantly improve UV-

protective properties as the UPF of raw fabric increased from 

5.86 to 36.9 after dyeing, even without using any mordants. 

In the case of using different concentrations of magnesium 

sulphate and ferrous sulphate for mordanting, UPF was 

increased to an excellent level (50+) and these samples 

preserved their UV-protective property even after washing 

fastness test. 

Findings of the study certified that it is possible to produce 

a light-weight fabric for summer clothing with excellent UV-

protective properties and high clothing comfort, using 

sustainable processes, without including any toxic materials.   
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 Sensory tests are essential components of comfort studies, and constructing a sensory panel is a 

crucial step of this process. In the current study, Total Hand (TH) scores of 41 woven fabrics were 

determined by assessors having different demographic characteristics. Assessment accuracy and 

inter-rater reliability of panel members were investigated via correlation and concordance 

analyses. Effect of demographic variables (gender, age, and level of expertise), panel size and 

sampling method on sensory evaluation results were discussed based on statistical measures. 

Findings of the study certified that sensory evaluations carried out with female panel members 

represent overall TH scores more successfully than males and assessment of female participants 

are in a better agreement with each other. It was also observed that assessment accuracy and inter-

rater agreement improved with increasing levels of expertise. Investigations revealed that small 

panel sizes were sufficient to accurately evaluate fabric hand. Therefore, it was concluded that 

increasing the number of participants may not necessarily provide further information on comfort 

preferences and perceptions of potential customers. 
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1. Introduction 

Comfort is an important aspect which determines the 

commercial value of textile products. Many studies have 

been conducted in recent decades to establish a reliable test 

method which will accurately determine tactile comfort of 

textiles [1-2]. There are several measurement systems and 

devices designed for objective measurement of fabric hand 

[3-9]. In many cases, it is essential to apply both objective 

and subjective approaches to obtain verified results. In this 

respect, sensory tests are considered as the fundamentals 

of comfort studies. Even though a number of standards and 

procedures were proposed to introduce the methodology 

of different sensory analysis techniques such as paired 

comparisons, duo-trio tests and triangle tests, researchers 

might also prefer to follow a custom evaluation method 

which will correspond better with the time, labor, material 

and financial constraints [10-14]. In both cases, decisions 

regarding sampling method, panel size and demographics 

of panel members should be made on the grounds of 

scientific knowledge [15].  

There are different sampling methods which can be used 

when constructing a sensory panel such as convenience 

sampling, random sampling, and purposive sampling. 

Convenience sampling is a non-probability sampling 

method where participants are selected for inclusion in the 

sensory panel because they are the easiest for the 

researcher to access. For instance, researchers who 

investigate tactile comfort of fabrics via sensory 

evaluations usually prefer to work with university students 

or work associates due to reasons such as geographical 

proximity, availability at a given time, or willingness to 

participate in the research. Even though commonly 

preferred by researchers, in non-probability sampling 

methods, the panel may not represent each member of the 

population. Therefore, these methods are considered to be 

less objective than probability (random) sampling 

techniques [16]. 

Tactile sensitivity of humans may vary depending on 

several variables such as physical condition, age, gender 

etc. The somatosensory system is a network of neural 

structures, and the conscious perception of touch is a 

cooperation of several body parts including the skin, spinal 

cord, and the brain. Consequently, in addition to tactile 

sensitivity, the transformation of sensory signals into a 

conscious perception may vary depending on factors 

http://www.dergipark.org.tr/en
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including knowledge of the research issue, product usage 

behavior, physical and personal characteristics, 

demographics, psychographics and observed behaviors 

[17,18].  

Demographic segmentation includes characteristics 

such as gender, age, education, income, ethnicity and 

physical attributes. The possible differences among 

evaluations of assessors from different countries and 

nationalities were previously investigated by several 

researchers [19-22]. A good agreement among sensory 

evaluations of assessors from Japan, Australia, New 

Zealand, and India was recorded in the case of fabric hand 

being ranked on a simple scale according to assessors’ own 

interpretation of fabric hand [19]. In another study, it was 

concluded that assessors from different cultures may 

interpret some terms differently if complicated expressions 

were used [20].  

Besides the effect of ethnicity and culture, conditions 

such as temperature and humidity which are related to 

geographic location may also affect the tactile sensation. 

For instance, Speijers et al. [21] detected significant 

differences between discomfort sensations of Australian 

and Chinese wearers for trials carried out in hot 

environment during high levels of activity when wearing 

wool and cashmere products. However, Keefe et al. [22] 

stated that the difference between ethnic and cultural 

groups’ pain behavior is often smaller than the effect of 

age and gender. 

Marketing research advisors suggest that it is beneficial 

to include the opposite sex in the consumers’ studies, even 

if the evaluated material is mostly used by one gender only 

[17]. A review of the previous literature indicated that 

researchers commonly prefer to work with female 

assessors during sensory evaluations [23-28]. In fact, in 

some studies, all panel members were females [21,29-32]. 

Effect of gender differences has been investigated in a 

variety of sensory tests [33-37], which mostly revealed 

that females have a greater tactile detection sensitivity than 

males. Roh et al. [38] stated that gender, age, and 

professionalism affect the perception of sensation and 

suggested the more females than males, the lower the age 

of assessors, and the more experts than nonexperts, the 

more sensitive their feeling would be in a subjective 

evaluation. 

Researchers might prefer to work with untrained 

consumers and members of a local community as panel 

members, or they may prefer to work with expert assessors 

- university students, research assistants, lecturers, 

researchers, and workers of a company - to acquire a 

comprehensive and prudent data. In a study realized by 

Asad et al. [39], prickle sensation of fabrics was evaluated 

by trained university students. The inter-rater reliability 

reported for these assessors was at a moderate level. In 

another study realized by Harpa et al. [40], a minimum 

training was given to second year students of textile 

bachelor level who were regarded as untrained consumers. 

The level of agreement reported for these assessors was 

also quite low.  

Researchers suggested categorization of assessors based 

on their electroneurophysiological responses to fabric-skin 

contact [41].  Hui et al. [26] worked with assessors selected 

based on their interest, availability, and successful 

completion of a tactile sensitivity screening test, and they 

reported a good test-retest reliability for the selected 

assessors. Similarly, Musa et al. [42] proposed a method 

to select assessors based on their level of finger sensitivity 

to minimize the disagreements among the panel members 

due to demographic criteria (age, gender, origin). Xue et 

al. [43] emphasized that simple sensory experiments such 

as sorting and rating tasks can be consistently performed 

by assessors without any specific expertise or training. 

When constructing a panel for sensory evaluations, it is 

important to define a reasonable age range as well. If a 

research study does not specify a relevant gender, age, 

education, income, or ethnicity, it is suggested to construct 

a panel with assessors that covers as many demographic 

characteristics as possible [17]. The study of United 

Nations regarding world population prospects indicated 

that the global median age has increased from 21.5 to over 

30 years, and the global population breakdown by age 

showed that half of the world population is between 25 and 

65 [44]. The population reports also pointed that higher-

income countries across North America, Europe and East 

Asia have a higher age median. In this respect, including 

older members in a sensory panel may be useful to gain a 

better understanding of the consumers’ preferences. 

However, researchers who investigated fabric hand 

commonly preferred to work with university students or 

young adults [21,25-31,39,40,43,45-47], and participants 

with ages 40 and above were rarely included in sensory 

evaluations [24,42,48,49]. 

Considering the time and labor factors, it is important to 

determine the adequate panel size which would provide 

accurate, reliable, and reproducible sensory evaluation 

results. The number of panel members should be sufficient 

to produce reliable and representative sensory data. On the 

other hand, the involvement of a large number of assessors 

may cause an increase in time consumptions and cost [43]. 

Therefore, panel size should be limited to maintain 

efficient working conditions. Researchers who carried out 

sensory evaluations by trained or expert assessors may 

prefer to work with small panel sizes [23,24,48,50,51]. 

Xue et al. [43] stated that nonexpert assessors - when 

compared to trained or expert assessors - can be less 

capable of making a bias-free assessment in pure sorting 

tasks due to their limited knowledge on sensory 

evaluations. Therefore, it was suggested to work with a 

larger number of assessors with better representativeness 
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for studies with the objective of acquiring comprehensive 

and prudent data. Stanton et al. [32] carried out wearer 

trials with 43 assessors and concluded that a reduction to 

25 wearers was adequate for later trials with minimal loss 

in sensitivity.  

A review of the previous literature indicated that 

researchers commonly preferred convenience sampling 

method for sensory evaluation of fabric hand. During 

construction of a descriptive sensory panel, if the members 

are selected from a closer circle but not from a large and 

more diverse population, decisions regarding demographic 

characteristics and panel size emerge as important factors. 

In the current study, the effects of gender, age, level of 

expertise and panel size on accuracy of sensory 

evaluations - in case of constructing the sensory panel 

according to convenience sampling method - were 

investigated. The effect of selecting a non-probability 

sampling method on the statistical findings was also 

discussed. As a secondary purpose, a sensory evaluation 

procedure which would be applicable regardless of 

assessors’ ethnicity or cultural differences was proposed.  

 

2. Materials and Methods 

2.1 Material 

The study was carried out with 41 conventional woven 

fabrics made of cotton and its blends with various fibers 

such as polyester, viscose, angora, wool, silk, lyocell, 

elastane and linen. The studied fabrics have plain, 2/1 twill 

or 3/1 twill weave patterns and a mass per unit area 

between 150 and 275 g/m2. 

 

2.2 Sensory Panel  

Sensory tests were realized with participation of 200 

assessors having different demographic characteristics. 

Panel members were chosen according to convenience 

sampling method. The panel members were students and 

academic staff of faculty of engineering (textile, 

mechanical, electrical-electronic, industrial and materials 

etc.), education, human sciences, social sciences, 

management, maritime and fine arts of the university at 

which the research took place. 

In addition to these participants, students and academic 

staff of another local university, and workers (having 

different levels of education) of a textile manufacturer 

were also included in the panel. Any person over the age 

of 18 and willing to participate in the sensory evaluations 

was included in the study. No additional selection process 

was carried out. 

The effect of age on sensory evaluation results was 

investigated for three sub-groups: youngsters, young 

adults, and adults (Table 1). Panel members were 

classified into three age clusters by a two-step cluster 

analysis. Segmentation for age clusters was based on age 

variable only, and the number of clusters was fixed to three. 

The difference between total hand evaluations of 

assessors with different levels of expertise was 

investigated for four sub-groups. Expert assessors were 

researchers who have a bachelor’s or higher degree in 

textile engineering. Qualified assessors were workers of 

textile related majors - technicians, laboratorians, or 

designers - with degrees other than textile engineering. 

Novice assessors were undergraduate students of the 

textile engineering faculty. Nonexpert assessors were 

workers and students from any major except textiles. 

 

2.3 Sensory Evaluation Procedure 

Fabric hand assessments were made based on the total 

hand feel of fabrics. To increase the accuracy of sensory 

evaluations and prevent context, order and position effects, 

two specimens were prepared in warp and weft directions 

for each fabric type, and a mixed batch of specimens was 

presented to the assessor with a random positioning and 

order. To exclude bias caused by fabric appearance, 

assessments were carried out according to blind test 

requirements.  

Correct lexicon usage is the ability of an assessor to 

understand and use attributes in a similar manner [18]. 

Differences in lexicon usage may lead to agreement issues 

when if one assessor understands the attribute to mean 

something different from the other panel members [19,22].  

In this respect, it is important that each attribute being 

assessed has a precise definition which can be clearly 

understood by all assessors. To eliminate the bias caused 

by lexicon usage, a five-point hedonic scale with simple 

and universally understandable labels was used in the 

current study. The assessors were asked to arrange fabric 

samples into five groups, in the order of a five-point scale. 

The scale points were introduced as; 5 excellent, 4 good, 3 

average, 2 fair, and 1 poor hand quality. At the end of the 

evaluation session, the numbers associated with the 

indicated groups were regarded as Total Hand (TH) scores 

and the score of each sample was recorded. 

Assessors evaluated the fabric hand freely, according to 

their preferences and the attributes they prioritize the most. 

Sensory tests were performed as single trials. In order to 

not interfere with the original decisions of assessors, no 

training or preparation trial was carried out. 

 

2.4  Assessment Accuracy and Inter-Rater Agreement 

Assessment accuracy of panel members was determined 

based on the assumption that the overall TH scores 

determined by participation of 200 assessors represent the 

opinion of the population on total hand of investigated 

fabrics. The closeness between the total hand values 

estimated by an individual participant and the overall TH 

scores (obtained from 200 participants) was statistically 

measured by Spearman’s rank order correlation analysis 

and regarded as a measure of assessment accuracy.



 

 
Table 1. Demographic segmentation of sensory panel 

 

Demographics Sub-group Description 
Panel size 

All Female Male 

Gender 
Female Female 100 100 - 

Male Male 100 - 100 

Age 

Youngster Age between 19-26 114 64 50 

Young adult Age between 27-42 75 31 44 

Adult Age between 43-66 11 5 6 

Expertise 

Nonexpert Workers and students of non-textile related majors 62 25 37 

Novice Undergraduate textile engineering students 76 48 28 

Qualified Technicians, laboratorians, designers 22 7 15 

Expert Textile engineers with bachelor’s degree or higher 40 20 20 

Assessment accuracy of sub-groups was estimated 

using correlation coefficients calculated for panel 

members in that sub-group. The significance of the 

differences observed between accuracy of different sub-

groups was evaluated at 90% and 95% confidence levels, 

using Mann-Whitney and Kruskal-Wallis Tests. To 

summarize the findings regarding assessment accuracy, 

panel members were classified into three clusters based on 

the correlation coefficient data, using statistical software.  

Kendall’s coefficient of concordance is often used to 

determine the agreement among members of a sensory 

panel, where a higher Kendall's W value indicates a better 

inter-rater agreement and it is a measure of how much 

homogeneity or consensus there is in the scores given by 

panel members [39,40]. In the current study, inter-rater 

agreement was discussed based on Kendall’s W values. 

The repeatability of a panel member is referred as intra-

rater reliability, and it is a common indicator of assessment 

accuracy. In the current study, all assessors evaluated the 

investigated fabrics in a single trial where no second trial 

was carried out. In this respect, repeatability measures 

were not included in the study. 

 

3. Result and Discussion 

3.1 Effect of Demographic Variables on Assessment 

Accuracy 

Statistical findings certified that assessments of female 

participants were more correlated with overall TH scores 

than males (Table 2), and this difference was statistically 

significant (p=0.000). It was also observed that accuracy 

of panel members improves by expertise (p=0.003). Even 

though the correlation coefficients calculated for adult and 

young adult participants were considerably higher than 

youngsters, age was found out to be the least efficacious 

characteristic among the investigated demographic 

variables (p=0.091). When the effect of age and expertise 

on correlation coefficients was investigated separately for 

female and male participants, it was detected that 

correlation relations drastically improved by increasing the 

age and level of expertise of female assessors. On the other 

hand, for male assessors, only a slight improvement was 

observed in terms of expertise (Table 2). 

To summarize the findings regarding assessment 

accuracy, panel members were classified into three 

clusters. As can be seen in Figure 1, 140 out of 200 panel 

members have very high accuracy, whereas assessments of 

49 members were moderately accurate. When the number 

of assessors in accuracy clusters was investigated in terms 

of demographic variables, it was observed that 75% of 

female assessors have high accuracy, while this number 

was 65% for male assessors (Figure 2). Results of cluster 

analyses also indicated that expertise has a great effect on 

accuracy. In fact, 80% of expert assessors were in high 

accuracy cluster, while this number was between 66% and 

68% for assessors with limited or no expertise.  

 
Table 2. Assessment accuracy of panel members in different 

demographic sub-groups 
 

Demographics 
Spearman’s rho* 

ALL Female Male 

Female 0.793 ± 0.133 0.793 ± 0.133 - 

Male 0.742 ± 0.140 - 0.742 ± 0.140 

Youngster 0.755 ± 0.133 0.763 ± 0.149 0.744 ± 0.110 

Young adult 0.785 ± 0.151 0.847 ± 0.079 0.740 ± 0.174 

Adult 0.784 ± 0.093 0.841 ± 0.044 0.738 ± 0.100 

Nonexpert 0.738 ± 0.160 0.752 ± 0.162 0.729 ± 0.160 

Novice 0.762 ± 0.123 0.770 ± 0.131 0.748 ± 0.108 

Qualified 0.762 ± 0.155 0.826 ± 0.069 0.732 ± 0.176 

Expert 0.827 ± 0.108 0.888 ± 0.044 0.765 ± 0.118 

All 0.767 ± 0.139 0.793 ± 0.133 0.742 ± 0.140 
*Correlation coefficient was calculated between assessment of an 

individual panel member and overall Total Hand (TH) scores and 

presented as average ± standard deviation. 

 

  
Figure 1. Assessment accuracy clusters of panel members 

constructed based on correlation coefficients (Spearman’s rho, 

ρ) calculated between assessment of each individual panel 

member and overall Total Hand (TH) scores 
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Based on these findings it was concluded that most of 

the assessors have a moderate to good level of accuracy in 

general, regardless of demographics. However, sensory 

evaluations carried out with females, experts, young adults, 

and adults provided a better accuracy. 

 

3.2 Effect of Demographic Variables on Scale Usage 

Using similar ratings across all samples may indicate a 

low sensory acuity [18]. Poorly discriminating assessors 

may prefer to use a “safe scale range” to cover their 

inability to discern the evaluated attribute. In Figure 3, the 

distribution of TH scores determined by assessors in 

different demographic sub-groups were presented in the 

form of box-plots. These plots indicated that females, 

adults, and experts used a larger portion of the 5-point 

scale when compared to the assessors in other 

demographic sub-groups.  

 
Figure 2. Number of assessors in accuracy clusters constructed 

based on correlation coefficients (Spearman’s rho, ρ) calculated 

between assessment of each individual panel member and 

overall Total Hand (TH) scores 

 

 

 
Figure 3. Total Hand scores of fabrics evaluated by assessors in different demographic sub-groups 
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TH score of each investigated fabric were given in 

Figure 3. TH scores were mostly within a similar range, 

regardless of demographics. In accordance with the 

differences recorded in scale usage behaviors, several 

differences in TH scores evaluated by participants in 

different demographic sub-groups were observed. For 

instance, fabrics with average or higher (≥3) hand qualities 

were rated with similar TH scores by female and male 

assessors. On the other hand, fabrics with fair or poor hand 

qualities (<3) were rated with lower TH scores by females 

and higher TH scores by males (Figure 3). The differences 

calculated between TH scores determined by female and 

male assessors were less than 0.40 points on a five-point 

scale. 

The variations in distribution of TH scores attained by 

assessors in different age sub-groups were smaller than the 

variations recorded for expertise sub-groups, and larger 

than the variations recorded for gender sub-groups. It was 

recorded that young adults rated fabrics with relatively 

higher TH scores. 

Noticeable differences were observed among 

assessments of participants in different expertise sub-

groups as well. Qualified assessors rated most of the 

fabrics with higher TH scores. On the contrary, novice 

assessors rated the fabrics with considerably lower TH 

scores. In fact, the highest difference calculated among TH 

score assessments of different expertise sub-groups were 

recorded between novice and qualified assessors, which 

was 0.79 points. It was also found out that fabrics with 

better tactile comfort were rated with higher TH scores and 

fabrics with less desirable levels of tactile comfort were 

rated with lower TH scores, when evaluated by expert 

assessors. 

 

3.3 Effect of Demographic Variables on Inter-Rater 

Agreement 

Kendall’s coefficient of concordance is a measure of 

agreement among panel members. Calculated 

concordance coefficients certified that female assessors 

were in a better agreement with each other than males 

(Table 3). Kendall’s W values indicated that the agreement 

among assessors improved by age and expertise, and this 

effect was stronger for females. These findings were also 

in accordance with the results of correlation analyses 

presented in section 3.1. 

 

3.4 Effect of Panel Size and Sampling Method on 

Assessment Accuracy 

For panel size investigations, panels with different sizes 

were constituted regardless of their demographic 

characteristics. Panel members of the current study were 

selected according to convenience sampling method where 

the readily approachable panel members are selected for 

participation. To investigate the effect of sample size - in 

case of convenience sampling - the participants were 

grouped according to their order of participation, and the 

effect of panel size on accuracy was investigated in terms 

of correlation coefficients calculated between assessments 

of individual panel members and overall TH scores (Table 

4). When the panels constructed with convenience 

sampling method were investigated, it was observed that 

the evaluation accuracy of the first 10 assessors of the 

study was the highest among all investigated panel sizes. 

As the number of participants increased from 10 to 100, 

the accuracy of the panel gradually decreased. Meanwhile 

the accuracy of panels with 100 or more assessors was 

almost the same (ρ=0.77). 

Convenience sampling is a non-probability sampling 

method commonly preferred by researchers during 

participant selection for sensory evaluations. However, it 

is claimed that using a non-probability sampling method 

might have several possible effects on sensory evaluation 

results [16]. To investigate the effect of sampling method 

on accuracy of panels with different sizes, accuracy of 

panel members - in case of using probability (random) 

sampling method - was also investigated.  

 

Table 3. Inter-rater agreement of demographic sub-groups 
 

Demographics 
Kendall's W* 

ALL Female Male 

Female 0.638 0.638 - 

Male 0.560 - 0.560 

Youngster 0.578 0.592 0.571 

Young adult 0.627 0.739 0.559 

Adult 0.649 0.770 0.618 

Nonexpert 0.557 0.587 0.544 

Novice 0.592 0.608 0.584 

Qualified 0.606 0.717 0.582 

Expert 0.705 0.814 0.625 

All 0.596 0.638 0.560 
*Asymptotic significance is equal to 0.000 for all Kendall's W values. 

 

Table 4. Assessment accuracy of panel members calculated for different 

panel sizes 
 

Panel size 
Spearman’s rho* 

Convenience sampling Random sampling 

5 0.818 ± 0.078 0.851 ± 0.102 

10 0.845 ± 0.067 0.757 ± 0.208 

15 0.829 ± 0.074 0.776 ± 0.148 

20 0.834 ± 0.079 0.769 ± 0.125 

25 0.823 ± 0.086 0.761 ± 0.155 

50 0.803 ± 0.104 0.787 ± 0.106 

75 0.785 ± 0.122 0.761 ± 0.138 

100 0.767 ± 0.148 0.784 ± 0.123 

125 0.766 ± 0.141 0.762 ± 0.145 

150 0.766 ± 0.140 0.780 ± 0.129 

175 0.775 ± 0.135 0.768 ± 0.142 

200 0.767 ± 0.139 0.767 ± 0.139 
*Correlation coefficient was calculated between assessment of an 

individual panel member and overall Total Hand (TH) scores, and 

presented as average ± standard deviation. 
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To investigate the effect of panel size in case of using 

probability sampling method, random sampling conditions 

were generated with the help of statistical software and the 

desired number of panel members was selected among 200 

participants according to random sampling principle. 

When the correlation coefficients calculated between 

assessments of randomly selected panel members and 

overall TH scores were investigated, it was observed that 

the panel members have the highest accuracy when the 

panel size was equal to five (Table 4). This finding 

indicated that each member of a panel with five assessors 

selected randomly among 200 participant candidates has a 

higher probability to represent the overall assessment of 

200 assessors. Moreover, when the panel size increases, 

the possibility to include assessors with relatively lower 

accuracies increases as well. The accuracy of panels 

constructed with convenience sampling principle indicated 

a similar trend. Yet the decrease in accuracy caused by the 

increase in panel size was less drastic in case of using 

convenience sampling method. 

 

3.5 Effect of Panel Size and Sampling Method on Inter-

Rater Agreement 

Kendall’s concordance coefficients were calculated for 

panels with different number of participants, and the level 

of agreement among panel members were investigated for 

panels with different sizes, constructed according to 

convenience sampling and random sampling methods. 

Larger panel sizes offer a wider diversity of assessors with 

possible differences regarding preferences on fabric hand. 

Accordingly, it is predictable to observe a lower level of 

agreement among assessors of larger panels. Concordance 

results of panels constructed with convenience sampling 

method indicated that the level of agreement among the 

first 10 assessors of the study was the highest (W=0.771). 

Similarly, the panel with five randomly selected assessors 

exhibited the highest Kendall’s W value (W=0.758) 

(Figure 4).  

 

  
Figure 4. Kendall’s coefficient of concordance (Kendall’s W) 

values calculated for different panel sizes as a measure of inter-

rater agreement 

When the collection of new data does not provide any 

further information on the issue under investigation, it is 

usually concluded that the panel size has reached its 

saturation point [53,54]. For convenience sampling, when 

the panel size exceeded 100, the calculated Kendall’s W 

values were almost constant (0.60 ± 0.01) (Figure 4). 

Based on these findings, it was concluded that a panel size 

of 100 is the saturation point for sensory evaluation of 

fabric hand. In the case of selecting assessors according to 

random sampling method, similar levels of agreement 

were recorded for panels with 10 or more assessors (0.61 

± 0.02), thus - in such case - the saturation point was 

reached with 10 assessors. This finding indicated that the 

panel size may reach the saturation point earlier, 

depending on the sampling method. 

 

3.6 Discussion 

Tactile properties of textiles have a great effect on 

purchase decision of consumers and fabric hand is one of 

the important parameters that determine the market value 

of a textile product. Researchers have been investigating 

this phenomenon for several decades and numerous 

objective measurement methods were proposed for 

determining hand related properties of textiles. However, 

the significance of sensory evaluations was not altered by 

the developments in measurement technologies. 

Most of the current standards proposing guidelines for 

sensory evaluations are compatible with majors other than 

textiles. Therefore, researchers may prefer to carry out a 

custom sensory evaluation technique instead of following 

a given standard. In such cases, decisions regarding 

selection of panel members, scale type and test protocol 

must be carefully considered, as these parameters may 

impact the accuracy of sensory evaluation results.  

In the current study, hand of conventional woven fabrics 

was evaluated by 200 panel members and the assessment 

performance of participants with different demographic 

characteristics was investigated. The participants of the 

study were coming from the same geographic location, 

belonging to a similar culture and members of the same 

nationality. Therefore, effect of these parameters on 

sensory evaluation results was not discussed in this report. 

It was aimed to achieve scientific findings which may 

represent a larger and more diverse population. Therefore, 

in the current study, a basic five-point scale with simple 

and universally relatable labels was used.  

 It was observed that 94.5% of panel members have a 

moderate or good level of accuracy. Female participants 

exhibited a more desirable level of accuracy, and this 

accuracy was further improved by increasing age and 

expertise. Even though performance of female participants 

was significantly better than males, assessment accuracy 

of male participants was also at a desired level. Yet, it did 

not exhibit a noticeable change by age or expertise. 
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Another important factor regarding evaluation of fabric 

hand by a sensory panel is the number of panel members. 

Working with a large panel may provide a more precise 

representation of consumers’ opinion on the total hand 

value. However, determining the optimum number of 

participants to minimize the required time and labor is a 

more reasonable approach. Even though it is a commonly 

preferred sampling method, selecting assessors according 

to convenience sampling may limit the ability of the 

sensory panel to represent the general population. For this 

reason, effect of panel size on accuracy of sensory 

evaluation results was investigated for both convenience 

and random sampling conditions. Results of the study 

pointed that it is possible to obtain accurate data even with 

5 assessors with both sampling methods. In fact, increasing 

the panel size caused significant decreases in accuracy and 

inter-rater agreement. Based on these findings, it was 

concluded that working with small panel sizes may 

provide more reliable results.  

 

4. Conclusion 

Sensory tests are fundamentals of a comprehensive 

fabric hand evaluation. The aim of this study was to 

investigate the effect of panel size and demographic 

variables on sensory evaluation results and propose 

guidelines for future studies. The investigations were 

carried out with a panel of 200 assessors (100 females and 

100 males), between ages 19 and 66, with different levels 

of expertise.  

Correlation measures indicated that 140 of 200 

assessors have high assessment accuracy, and the 

likelihood of selecting an assessor with low evaluation 

validity was only 5.5%. It was observed that working with 

a small number of assessors can provide sufficient data, 

regardless of demographic characteristics of the panel 

members or the sampling method (convenience or 

random).  

Statistical investigations pointed that assessments of 

female panel members have a higher accuracy than males. 

It was also proved that the knowledge of textiles has a 

significant effect on accuracy, meanwhile the effect of age 

was less prominent. Highest correlation and concordance 

coefficients were recorded for adult females and expert 

females. Based on these findings, it was concluded that 

including female assessors with a higher level of expertise 

can significantly increase the accuracy of sensory 

evaluations. 
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