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CERTAIN RESULTS CONCERNING (p,q)-PARAMETERIZED
BETA LOGARITHMIC FUNCTION AND THEIR PROPERTIES

Nabiullah KHAN!, Mohammad Igbal KHAN! Mohd SAIF2 and Talha USMAN3
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ABSTRACT. The primary object of this article is to introduce (p, g)-beta loga-
rithmic function with extended beta function by using the logarithmic mean.
We evaluate different properties and representations of beta logarithmic func-
tion. Further, it is evaluated logarithmic distribution, hypergeometric and
confluent hypergeometric functions via logarithmic mean are evaluated and
their essential properties are studied. Numerous formulas of (p, q)-beta loga-
rithmic functions such as integral formula, derivative formula, transformation
formula and generating function are analyzed.

1. INTRODUCTION AND PRELIMINARIES

The ordinary hypergeometric functions have been the subject of comprehensive
research by various eminent mathematician. These functions play a vital role in
different branches of mathematics. Applications of special functions (higher order
transcendental functions such as Bessel function, Whittaker function, Wright func-
tions etc.) are found in a broad variety of engineering sub-fields. The Euler beta
function plays an important role in special function which introduced by Legendre,
Whittaker and Watson etc. Using techniques to unify and generalize specialized
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Keywords. Beta function, logarithmic mean, beta distribution, hypergeometric function,
confluent hypergeometric function.
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functions has been an active and interesting area of research. An extension of the
Euler beta function was proposed in 1997 by Chaudhry et al. [3] as well as a number
of other researchers.

Definition 1. The beta function (also called the Fuler’s integral of the first kind)
is defined as (see [11,[13]):
L' ') /1 1 L
B(£,0) = —2—22 = [ 711 — )" tdt, (Re(§) >0, Re(¢) >0 1

(&0 Ter o (1-1) (Re(§) ©>0 1)
where T (.) is gamma function, the Euler integral of the second kind (commonly
used as extension of factorial function to complexr numbers defined for all complex
numbers except for the non-positive integers).

As we know that the gamma and beta functions play a crucial role in the de-
velopment of theory of higher order transcendental functions and their various
generalizations are given by the various number of researchers (see [1], [2], 3], |4],
Bl, 17, 18], 19, 112, [15])-

Gamma function is defined by the convergent improper integral as:
oo
I(x) :/ e 't dt, (Re(x) > 0).
0

The underlying extension of Euler’s beta function established by Chaudhry et al. [3]
is defined as

1
By(€,¢) = /O t“(l—t)“exp[—t(lp_ t)}dn (Re(p) > 0, Re(§) > 0, Re(¢) > 0).
)

For p = 0, the extended beta function reduces to the classical beta function.

In 2004, Chaudhry et al. |4] used new extended beta function B(5,(;p) to in-
troduced extended Gauss hypergeometric and confluent hypergeometric functions
which are defined by their series representation as

o0

Fa6. G =3 (O 2o 020 2 ®)

n=0

(p >0, 2] <1, Re(n) > R(C) > 0),

and
oo

B (( + n,n — C) 2"
i) e, — P i
G = T g

(p>0, |z| <1, Re(n) > Re(¢) > 0).
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In 2014, Choi et al. [5] introduced another extension of beta function, denoted by
By.4(£,¢) and is defined by

Bm@o/ﬁlat%%m[fuﬂﬂdm 5)

(Re(p) > 0, Re(q) > 0),(Re(§) >0, Re(¢) > 0).

The integral representation for extended Gauss hypergeometric function and ex-
tended confluent hypergeometric function are defined as follows :

cne ) = 1 ! =1 (1 _p\y1=C1 (1— o) € e —b g
Fralsocimz) B(c,n—o/o roamTE s p[t (1_75)}(‘2)’

(p,q>0; |arg(l—z)| <m; Re(n) > Re(() > 0),

and

1 1
Ppq (G0 2) = m/g A=) eap (Zt - g S ) dt, (7)

{p,q =0, Re(n) > Re(() > 0}.

Definition 2. The logarithmic mean for x,y > 0 (quotient of difference of two
non-negative numbers by their logarithmic value) is defined as (see [14)])

1 r—
sy = [ oyt an= { B 7Y (5)
0 x T =y.

It can be easily seen that the logarithmic mean satisfies the following properties
(see [6], |10]):
e The logarithmic mean always lies between the geometric mean and arithmetic
mean.
e For x = y all three means that are geometric mean, arithmetic mean and loga-
rithmic mean are same.
e The limiting condition of the logarithmic mean is given as:

lim L(z,y) = L(z,z) = .
y—T

e The logarithmic mean satisfies the following property that is:

1 /1 dt
Llzy) Jo te+(1-ty)
e The infinite product of the logarithmic mean of any two positive real numbers

are given as:
o0

x2—m + y2—m
e T (20520,
m=1
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2. CONSTRUCTION OF (p,q)- BETA LOGARITHMIC FUNCTION

For any fixed x,y > 0 the function 2'~!y* is continuous in [0,1] and so it is

bounded on [0,1]. It means that there exist ¢ > 0 and for any z,y,£,¢ > 0, we
have

0 < gl=t bt &1 (] _ )61 -r q
<y g e -
< ettt A—trerp| L - —L_ | vie(01),
< ¢ ( )S T exp A | € (0,1)
Thus, 2!~ y* 571 (1 — ¢)¢7! exp[t%f - T } is integrable on (0,1). We

introduce the underlying definition that defines the relation between beta function
and logarithmic mean.

Definition 3. For any x,y,£,( € RY, we define

1 —
By, L(z,y;£,¢) :/O g Tyt T (1) wp{t,f G- _qt)m ]dt, (9)

(p,q >0, Re(§) >0, Re(¢) > 0),
which we call the (p,q) beta-logarithmic function.
Remark 1. Substitutingx =y =1 in @D, we get extended beta function
By, L(1,1;:€,¢) = By, (£,0), (Re(§) >0, Re(¢) >0)
where,

m e _ —p q
By (£,¢) = /0 € Y1 =) texp [tm — m ] dt, (Re(p) >0, Re(q) >((l)0)

Remark 2. By settingx =y=1,p=q=0and m=1 in @D, we get the Euler
Beta function (see [11|], [15])

B L(1,1;€,¢) = B(&,Q), (Re(§) >0, Re(¢) > 0.
Remark 3. Ifwetadke E=(=1,p=qgq=0and m=11in @D, we get logarithmic

mean (see [14)]).
Bé,o L(x,y;1,1) = L(z,y), (z,y > 0).

3. PROPERTIES OF (p,q)- BETA LOGARITHMIC FUNCTION

In this section, we analyze different properties and representations of a new form
of beta function that we call the (p,q) beta logarithmic function. This function is
a combined study of a new extended beta function and the logarithmic mean.
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Proposition 1. For x,y,&,(,p,q > 0, the following assertions hold true:

By L(z,y;€,¢) = By, L(y, ;€ Q), (11)
B;Lq L(l‘,l‘,f7<) = xBZJ):Lq (57()7 (12)

and
B, L(62,0y:€.) = 6By, Lz y:€.C). (13)

Proof. The result (|[11) may be reached by altering the variable ¢ by 1—w in equation
(9). The assertions ([12)) and may be produced by easy computation in equation

(9)- U
Proposition 2. For any x,y,&,(,p,q > 0, the following assertions hold true:
By L(z,y; €+ 1,0) + By L(z,y;€, ¢+ 1) = By L(z,y;, (). (14)

Proof. By using the definition (9) to the left side of (14), we get the required
assertion . O

Corollary 1. If we set x = y = 1 in , we obtained the well known result
introduced by M. Raissouli et al. (14]

By (§+1,0) + By, (§,¢+1) = B, (£,0)- (15)

Proposition 3. For any z,y,£,{ > 0, p,q > 0, the following assertions hold true:

min(z,y) By (€,¢) < By L(z,y;€,¢) < B (§,¢+1) +yB)" (£ +1,¢)
< mazx(z,y)B}", (£, ). (16)

Proof. From the underlying inequality

min(x,y) < /zy < L(z,y) < (x ;— y) < maz(z,y) and B}, (&, () >0,
we get the following relation

min(z,y) By (€,¢) < Byl L(z,y;€, ). (17)
By using the underlying well known Young’s inequality

oyt <a(l—t)+yt, Vte[0,1]
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we get

1
m . 1t ,t 461 ¢-1 —p g
By, L(:v,y,ﬁ,oé/o eyt (1) 6$p[tm Mn}dt

<z (/Oltfl(lt)glexp{tf ﬁ ]dt)

o[ ool 2]
<z (B (&¢+ 1)+ (v By (€ +1,0))

< maz(z,y) (B (& ¢+ 1)+ Byl (€ +1,0))
by using the relation , we achieved the required result. O

Proposition 4. For any x,y,£,( > 0, p,q > 0 the following assertion holds true:
By, L(x,4;6,0) = Y Bply(a,y; & +n,¢ +1). (18)
n=0

Proof. We have

1
m . _ 1—t t ,6—1 ¢-1 —p 4
By, L(x,y,g,o—/o ey T (L= 1)° T exp Lm Ta-om ]dt’

By using the series representation (1 —¢)=% = > >° ¢", for t € (0,1) with the
arguments of uniform convergence of this power series, we have

1
m _ _ _ —p q
By L(x,y;ﬁ,C)=/O e Tyt T (1 =) exp [tm—(l_t)m ]dt

1
- Tyt (1) (1—t)7! T at
/Ox y (1=1)> (1=1) eXp[tm a=om d

0 a1
1—t ¢ ,6—1 ¢ n —-p q
t 1—-1%)5¢t — — ——— | dt
S A =

n=
o [ P q

_ 1=t t é4n—1 1 _ \¢ -p

= Z/o x Tyt (1 —t)Sexp [tm a—om ]dt,
n=0

using the definition @D in the above expression, we achieved the desired result. [

Theorem 1. Let z,y,£,( > 0, p,q > 0, the following representation holds true:

BZZTZI L(zvy;fac) = Z Bg?q(f—'_nvc-f-?")

r,n=0

o (log(x))" (log(y))" (19)



312 N. U. KHAN, M. I. KHAN, M. SAIF, T. USMAN

Proof. Using the following power series expansion

xl—t — i (lo.g:;r))r (1 _ t)r7 yt — i (lOg(y))n "

using the above expansion in the result @D, we have

B;’}q L(z,y;&,¢) = /01 2t yt -1 (1- t)(*lexp [;}: — ﬁ ]dt
b (log(@)"(log(y)"™ ein- r— -
1 gé4n—1 (1 _ #\CHr—1 e —
- [ U0 tog(@) Y ) (tog())" exp [tf—(lqt)m }dt,

r,n=0

using the definition in the above expression, we achieved the required re-

sult . O

4. THE (p,q)-BETA LOGARITHMIC RANDOM VARIABLE

In this section, we define beta-logarithmic distribution of @D and obtain its
mean, variance and moment generating function.

Definition 4. Forz,y,£,( > 0, p,q > 0, the beta-logarithmic distribution is defined
as:
Lt gt €-1(1 = 1) oxp [;71’ - = } 0<t<1),

0, otherwise.

(20)

1
f(t) = { By, LEO ©

The k'~ moment of a random variable X for any real number k is given as:
By L(x,y; € + k, ()
By L(z,y;¢, ()
(p)q Z 07 x’y’€7< > 0)'
For k = 1, we obtain the mean as a particular case of given by
B L(x,y;&+1,
J = E(X) = Dra (z,y; € C). (22)
The variance of the distribution is defined as: 02 = E(X?2) — {E(X)}?

2 Bog L@ 4:6,¢) Byly Lz, y:€+2,C) — (B, L(z,y:6 + 1,0}
(B, L(z,y:¢,0)}

E(X*) =

(21)

g
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The moment generating function of the distribution is defined as

" . 1 = . . t"

Here, we recall the following known lemma.

Lemma 1. Let Y be a random variable with values that exist inside a finite range
[x,y]. Then, we have for all £ € [x,y],

y—E(Y)
Yy—x

L=

— (25)

1
’P(Ygé’)— <3

Proposition 5. Let X represent a beta-logarithmic random variable with parame-
ters (z,y;€,C). Then, for any k,E > 0, the following assumptions are true:

By L(x,y;£,<+1)‘ 1 ’ 1’
P(X <& - B4 < -+ |€-= 26
‘ ( ) By L(z,y;€, Q) 2 2 (26)
and BT y
P(Xk25)< P,q (x,y,§—|— 7() (27)

~ &€ By L(x,y:€,0)
Proof. With the help of and , we have
B™ L(x,y;&,¢+1
BX) =1 Dra (2,4;€,¢ )’ (28)
B L(z,y; €, ()
using the above relation in inequality , we achieved the desired result .

The second inequality can be deduced by using the Markov’s inequality

P(X*>¢€) < %Xk)

and the definition of E(X*), we get the desired result (27). O

5. HYPERGEOMETRIC AND CONFLUENT HYPERGEOMETRIC REPRESENTATION
BY (p,q)-BETA LOGARITHMIC FUNCTION

Many researchers gave the extension of hypergeometric and confluent hyperge-
ometric functions (see [4], |5], [12]). Here, we introduce a new hypergeometric and
confluent hypergeometric functions in terms of (p,q)-beta logarithmic function.

The (p, q)-beta logarithmic hypergeometric function is defined as:

- B, L Y, 6+, n — "
L Gmsz) = Y (§)n 22 (Bx(é/ Tf ?) n=¢) i, (29)
n=0 ’ :

(g 20, [2[ <1, Re(n) > Re(C) >0, x,y > 0).
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The (p, ¢)-beta logarithmic confluent hypergeometric logarithmic function is defined
as:

i By L@,y +n,m—¢) 2"
n=0 B(Cv n— C) !

(,g >0, x,y,> 0, Re(n) > Re(C) > 0, Re(§) >0, [z < 1).

L(&¢z2) =

(30)

5.1. Integral formula.

Theorem 2. The following integral formula for the (p,q)-beta logarithmic hyper-
geometric and (p, q)-beta logarithmic confluent hypergeometric function holds true:

L(&,¢m;2) :m
1 —
X/o eyt T (1 =) (1 — 2t) 78 exp LW{D - ﬁ }dt,
(31)
(larg(l — z)| < m; p,q > 0; x,y,€ RY; Re(n) > Re(¢) > 0),
and
1
Gpg L (G515 2) :73(67717 mve /O o' Tyt (=t e”efvp[t_,f BN _qt)m }dt
(32)

(p,q > 0; z,y,€ RT; Re(n) > Re(¢) > 0).

Proof. By applying the definition of beta logarithmic function @D into and by
rearranging the order of integral and summation, we get

L&, ¢m;2) :m

1
1—t, t 4C—1 n—(—1 —-p
X t 1-1¢ — —
/O:r y T (1) exp{tm 1_t ]g

(33)
Applying the binomial theorem in 7 we obtained the desired result .
Similarly, we can obtain . O

5.2. Derivative formula.

Theorem 3. The following derivative formula for (p,q)-beta logarithmic hyperge-
ometric and (p, q)-beta logarithmic confluent hypergeometric functions hold true:

dn

T El L(&,¢n; 2 }—7FﬁqL(§+n,C+n;n+n;z), (34)
and o ©
@{ g L (G573 )}—(f’i)"%'qu(C%-n;n#—n;z), (35)
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where
(p,q =0, Re(n) > Re(C) > 0); n € No.

Proof. We know well known relation of Euler-Beta function,

B(Gn=¢= ¢ BE+1n-0), (36)
Differentiating with respect to variable z, we get
B L(z,y; ¢ +n,n—¢) 2"t

d m P i =
@ {Fp,q L(€7<77772)} - nzzo(g)n

B(¢,n—¢) n—1!
- By, L(z,y;¢+n+1,n-¢) 2"
- ngo(g)n—‘rl B(C)'U_C) ’II!’

Using (a), = % and in the above expression, we obtain

B L(z,y;¢+n+1,1—-C)
B(C+1,n-¢)

Z’n
n!’

d oo
4z {Fyy L& Gm2) ) = & ST (E+1),

A 77 o]
where (@), is the Pochhammar symbol defined as

F(aJrn)_{l (n=0;a € C\{0})

(@)n = T(a) ala+D)(a+2)...(a+n—-1) (neN;aeC),

Now continuing the same process up-to (n — 1), we get the required result (34).
Similarly, by applying the same process on , we get the required result (35))
O

Remark 4. If we take p = ¢ = 1 and m =1 in the expression and , we
obtain a similar result in [4).

5.3. Transformation formulas.

Theorem 4. The following formulae for the hypergeometric logarithmic and con-
fluent hypergeometric logarithmic functions hold true:

Er L6 Gny2)=(1—2) F" L <£ﬂ7—C;n; —1zz) , (37)
F;TqL<faC;77;l—i):nggqu(g,n—C;n;l—z), (38)
Fp L (&Cm; H”’Z) — (142 E" L(&n—Cn —2), (39)
) L(Cms ) =e* @y L(n— Gy —2). (40)

(p.q>0,2,y,€ RY; |2| < 1; Re(n) > Re(¢) > 0).
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Proof. Substituting ¢ by 1 —t in (1 — 2t)~¢ and replacing the following equation

1= 2(1—#)] € = (1—2)~¢ <1+ : t)g

1—-2
in we obtain
1-2)"°
Fyy L& Gm 2) = o———=
pa L2 = B g
! ¢—1 ¢c—1 Z ¢ —-p q
T (1 =) 14+ —t — - ———— |dt
<[, om0 (e ) en| -t o
(41)
further, we have
1-2)"°
Flao L& Gy z)= o —"——=
pa L ) B(¢.n—=¢)
! ¢—1 -1 —z ¢ —-p q
T (1 =) 1——+=1t — - ———— |dt.
<) e (1 =) e -t |
(42)
In view of , we get the required result .
Substituting z by 1 — % and _T_Z in yield and respectively.
O

Similarly applying the same process in by simple calculation, we can estab-
lish .
Theorem 5. The following relation holds true:
Bl (@,y;§&m—€—0)
Fyy L& Gy 1) = =24
pa L ) B(¢:n—=¢)
(p,q = 0; x,y € RF; Re(n—&—()>0).

Proof. Putting z =1 in and using the definition @, we obtain desired result
@) O

(43)

6. GENERATING FUNCTION OF F}"% L (§,(;m; 2)

Theorem 6. The generating function for F", L(§,(;n; z) holds the underlying
relation

(oo} k =z
Ok Fply LE+FE, (s 2) % =(1-2)"*F), (&C;n; H) (44)
k=0 ’

(p,q>0,[t] <1).
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Proof. Let left hand side of be denoted by L, then from (29)), we have

- o (E+FK)n By L(w,y;¢+n,m—C) 2\ ¢
L=2 (e (Z R )k'

k=0 n=0

Using the identity (), (a4 n)r = (a)k(a + k),, we get

e B . L(a,b;¢C+n,m— () th\ 2n
=2© BCn—0) (Z(“") k') |

k=0

Since, we know that Y.~ (£ +n), % = (1 —1)"¢"", we obtain

> B™ L(x,y;{ +n,n— n
L= (), g(é’jg” Doyen

L(z,y;¢ +n,m — () z \" 1
-1 EZ Blc.n— Q) (1—t> o

Finally by using in , we get the desired result . (I

7. CONCLUSIONS

In this article we define a (p, ¢)-beta logarithmic function which links with log-
arithmic mean and generalized beta function (see |3], [4]). Here, we analyze yet
another extension of the Euler beta function and study a variety of properties, in-
cluding integral representation, summation formula and derivative formula of the
(p, q)-beta logarithmic function. Some analytical properties of this new extended
function are developed and discuss its probabilistic concept as an application. Fur-
ther, we get the beta distribution and the other statistical formula that go along
with it. Finally, we expand the definition of hypergeometric and confluent hyper-
geometric function and explore the different features of the extended definition.
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ABSTRACT. The objective of this article is to characterize each of compact,
sober, and T; for i = 0, 1,2 constant limit spaces as well as to investigate the
relationships between them. Finally, we compare our results in some topolog-
ical categories.

1. INTRODUCTION

The lack of natural function spaces in T'op, the category of topological spaces and
continuous maps which is not cartesian closed has been recognized as an awkward
situation for various applications in the field of functional analysis and homotopy
theory. The category Lim of limit spaces and continuous maps which is carte-
sian closed |17] supercategory of Top. Limit spaces with compatible vector space
structures are used to develop a calculus for vector spaces without norm [22].

Baran, in [2], introduced the notion of (strong) closedness in terms of final lifts,
initial lifts, and discrete structures which are available in a topological category.
He used these notions to generalize each of compact, sober, and T;, i = 1, 2, 3, 4
objects in topological categories in [2}/7,/12].

The sober spaces were introduced in |18] and used in the theory of non-T5 spaces.
In 2022, Baran and Abughalwa [12] gave various forms of sober objects in a topo-
logical category and investigated relationships among these various forms.
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The objective of this article is to characterize each of compact, sober, and T; for
1 = 0,1,2 constant limit spaces as well as to investigate the relationships between
them. Finally, we compare our results in some topological categories.

2. PRELIMINARIES

Definition 1. Let B # 0, F(B) be the set of filters (proper or improper) on B, and
the map K : B — P(F(B)). We call (B, K) is a constant limit space if K satisfies:

(i) [s] € K, Vs € B, where [s] ={U C B:s e U},
(ii) if « € K and o C B, then § € K,
(iii) if a, € K, thenanNpP e K.

Let (B, K) and (C, L) be constant limit spaces. If f(a) € L for every o € K, then
amap f:(B,K) — (C,L) is called continuous, where f(a) ={U Cc C: IV €
such that f(V) C U}.

We denote ConLim by the category of constant limit spaces and continuous
maps.

Proposition 1. ( [5]) (1) Let {(B;, K;),i € I} in ConLim, B be a set, and
{fi: B— (B, K;),i € I} be a source in Set. {f; : (B,K) — (B, K;),i € I} in
ConLim is an initial lift iff K ={a € F(B): fi(a) € K;,Vi € I}

(2) An epi sink {f; : (B;, K;) — (B, K)} in ConLim is a final lift iff « € K
implies (i, f(a;) C « for some a; € K;, i € I.

38) K = {a: a = [U],U C B is finite } is discrete structure on B, where
[U={VcB:UcCV}.

The constant limit structure on a finite set B is unique. Let B = {ay1,az2,...,an}.
The discrete structure on B, K = {a : a = [U],U C B} = F(B), the indiscrete
structure on B.

3. CLOSED SUBOBJECTS

Let X be a set, X*° = X x X x ... be the countable product of X, and a € X.
Voo X (resp., X/, X) is formed by taking countably many disjoint (resp., two
distinct) copies of X identifying them at the point a.

Definition 2. ( [2,6]) Define S, : X \/, X — X? by

ey i=1
Sa(ti)_{(a,t) ifi=2"
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Va: XV, X — X by valts) =t,

AP /P X — X by A () = (a,a,...,a,t,0,0,...),

and 72° : V0 X — X by vo(t;) = t for each i € I, where I is the index
set {i : t; is in the i-th component of \/5~ X }.

Definition 3. ( [2]) Let U : £ — Set be a topological functor [1|] and X be an
object of & with U(X) = B.

(1) If the initial lift of the U-source S, : B\, B — U(X?) = B? and v/, :
B\ ,B — UD((B)) = B is discrete, then X is called T\ at a, where D is the
discrete functor.

(2) If the initial lift of the U-source
A® V®B 5 U(X®) = B® and VX :VXB — UD((B)) = B
is discrete, then {a} is called closed.
(3) If {x} is closed in X/M, then M C X 1is called closed, where X /M is the
final lift of the epi U-sink
q:B=U(X)— B/M = (B\M) U {+,
identifying M with a point *.

(4) If X/M is Ty at *, then M is called strongly closed in X.

(5) If B= M = iff then M is to be (strongly) closed.

(6) M C X is open (resp., strongly open) iff M€ is closed (resp., strongly closed)
n X.

Remark 1. (1) In Top, by Corollary 2.2.6 of [2], M C B is closed iff M is closed
in the usual sense. Moreover, the notion of strong closedness implies closedness
and they coincide when a topological space is Ty [4)].

(2) In an arbitrary topological category, in general, the notions of closedness and
strong closedness are independent of each other [4).

Theorem 1. Let (B,K) € ConLim. ) # M C B is closed (open) iff M = B.

Proof. Suppose ) # M C B and M # B. Then 3t € B with t ¢ M. Take
o =2, [t:] with t; € B/M. We have V.o = [t] and 7;A 0 = [x] N [t] € K, for
all 4, where K is the final structure on B/M. Since o is generated by the infinite
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set {t1,t2,....tn, ...}, 0 does not contain a finite set which contradicts {*} is being
closed. Hence, B = M.

If M = B, then \/{°(B/M) = {*} and by Definition [3| (5), {«} = \/3*(B/M) is
closed and consequently, M is closed.

The proof for openness follows from Definition O

Theorem 2. FEvery subset of constant limit space is both strongly closed and strongly
open.

Proof. Let (B,K) € ConLim and M C B. If M = (, then by Definition
M is strongly open (strongly closed). Suppose M # ) and let K; be the quotient
structure on B/M induced by ¢ : (B, K) — (B/M, K1), K, be the initial structure
on (B/M)\V,(B/M) induced by

S, : (B/M) V., (B/M) — ((B/M)? K?)

and
Ve i (B/M) V. (B/M) — (B/M, Ky),

where K7 is structure on (B/M)? and K, is the discrete structure on B/M.

Suppose o € K,;. Then by Proposition T840, m0S0 € K1 and V.o € K4. It
follows that V.o =[] or [U], U C B/M is finite with card(U) = m. If V.o = [{],
then o = [0]. If V.o = [U], then 3V € o such that U D v.V. Since U is finite,
card(V) < 2m and consequently, V' is finite. Hence, by Definition |2, (B/M, K1)
is Ty at * and M is strongly closed. The proof for strongly open follows from
Definition Bl (]

Theorem 3. (1) Let f : (A,L) — (B, K) be in ConLim. If M C B is (strongly)
closed, then f~Y(M) C A is (strongly) closed.

(2) Let (B,K) € ConLim. If M C N and N C B are (strongly) closed, then
M C B is (strongly) closed.

(3) Let (B;, K;) € ConLim for Vi € I and M; C B; be (strongly) open (resp.,
closed) for each i € I. Then [[,c; M; is (strongly) open (resp., closed) in [],.; B;.
Proof. We get the proof from Theorems [I] and O

Let X be a set and the wedge X?\/, X? be two distinct copies of X? identified
along the diagonal A [2]. Define A: X?\/, X? — X3 by

(s,t,s) ifi=1
(s,8,t) ifi=2"

A((s,1)i) = {

S X%\, X2 — X3 by
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s, t,1) ifi=1
Slls.0)) = {Esst)) if =2’
and V: X2\/, X2 — X2 by
V((s,)i) = (s,1)
fori=1,2.
Definition 4. (/2,5]) (1) If the initial lift of the U-source
A:B*VaA B> —U(X? =B and V:B?Va B? — U(D(B?) = B?

(resp.,

id : BVAB? — U(B?*VAB?) = B?VaAB? and V:B?*VaAB? — U(D(B?) = B?)

is discrete, then X is called Ty (resp., Ty ), where (B2 \/ A B?) is the final lift of the
U-sink {i1,io : U(X?) = B2 — B2V B?} and iy,is are the canonical injections.

(2) If X does not contain an indiscrete subspace with (at least) two points, then
X is called a Ty object.

(3) If the initial lift of the U-source
S:B*VaA B> —UX*) =B and V:B?*Vva B?> — U(D(B?) =B
is discrete, then X is called T;.

(4) If the initial lift of the U-sources A : B*\/, B> — U(X?) = B> and
S:B?*\/\ B> — U(X?) = B? agree, then X is called preTs.

(5) If the initial lift of the U-source S : BV A B> — U(X3) = B3 and the final
lift of the U-sink {i1,iz : U(X?) = B> — B2V B?} agree, then X is called preTQ/.

(6) X is KTy iff X is preTs and T,.
(7) X is LTy iff X is preTy and Th.

(8) X is NTy iff X is preTy and Ty.

Remark 2. In Top, by Theorem 2.2.11 of [2] and Remark 1.3 of [6], all of Ty,
TS and Ty (resp., KT, NTs, and LTs) are equal to Ty (resp., Tz). In the realm of
preTy topological spaces, by the Theorem 2.4 of (14, oll Ty, Th, and Ty spaces are
equivalent.

Theorem 4. Let (B,K) € ConLim. Then (B, K) is LTy iff (B, K) is KT».



324 A. ERCIYES, M. QASIM, I. A. GUVEY

Proof. Let (B, K) be KT,. By Theorem 2.3 of [5], (B, K) is T}. Let K4 (resp.,
KF) be the initial lift of A (resp., final lift of {iy,i2 : B> — B2 Va B?} and
o € F(B?V B?)) with o € Kp. By Proposition[l] 3a, 8 € K? with ¢ O ijaNisf,
where K? is structure on B2. Hence,

m Ao D mA(liaNiyf) = manmf,
ma Ao D meA(iia Nigfl) = maa N1 B,

m3A0 D 7T3A(i104 N ZQB) =manNmf.

Since K is a constant limit structure on B and 7w, moa, w13, mo8 € K, we have
miaNmTf, meaNm B, miaNmef € K, and consequently, m1 Ao, moAc, m3Ac € K.
By Proposition [} o € K4. Hence, Kp C K4.

Suppose 0 € F(B%?Va B?) with 0 € K4. If 0 = [()], then 0 € K. Suppose
o # [0]. Let ay1 = m Ao, s = meAo, and ajs = m3Ao. In case of (1) of The-
orem 3.8 of 3], we have 71 Ao = moAo.Let oy = n; *(m Ao) Un, H(m3A0). Since
m Aoy = m Ao = m9Ac € K and moAo; = m3Ao € K, we get 01 € K2.

We now show i101 = (m1A) (71 Ao) U (meA) " (maAo) U (m3A) " (m3Ao) = 0.

If U € iyo, then U D (Uy x Us); for some Uy € 11 Ao = Ao and U € m3Ao.
Since case 1 of Theorem 3.8 of |3] holds and 7 Ao U w3Ao is improper, we may
assume U; N U = 0.

Note that

(7T1A)71(U1) n (7T2A)71(U1) n (7T3A)71(U2) = (Ul X U2)1 € 0p
and consequently, U € og. Hence, i101 C 0y.

IfU € 09, then U D (U1 X U2)1 V((U1 ﬂUg) X UQ)Q for some Uy € m1 Ao = mo Ao
and Us € m3Ao.

Since case (1) of Theorem 3.8 of 3] holds and 7; Ao Umz Ao is improper, we may
assume Uy N Uz = (0. Hence, U D (U; x Us); and consequently, U € iy07. Thus,
i101 = 0g. By Corollary 3.3 of |3|, i101 = 09 C 0.

In case (2) of Theorem 3.8 of [3] holds, we have m1Ac = m3Ao. Let o1 =
7N (mAc) Uy H(mpAo).

Note that
mT101 = 771AO' S K,

moo1 = mo Ao € K.
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Consequently, o € K?2.

Let 09 = (m1 A) (1 Ac) U (m2A) (7 Ao) U (m3A) = (m3A0). Since case (2) of
Theorem 3.8 of 3| holds, then iso1 = oo and by Corollary 3.3 of [3], ia01 C 0.

In case (3) of Theorem 3.8 of 3] holds, we have m3Ao0 N Ao C m Ao

Let
o1 =7y (m3A0) Uyt (1 Ao)
and

oo = (mA) " Hm3A0) U (12 A) "1 ((meAc) N (13A0)) U (734) " (13A0).

By Corollary 3.3 of |3], 0g C 0, m1 Aoy =340 € K, myAoy = (m2Ao) N (n3A0) €
K, and m3Aog = m3Ao € K since K is a constant limit structure on B. We show
that [ i10’1 n igO’l.

If U € gg, then U D (Ul X (UQ n Ug))l \/((U1 n U3) X U2)2 for some U; € 7TgAO',
Us € (m2Ao) N (w3Ao), and Us € m34o.

Note that
((U1 N Ug) X (U2 N Ug)) €oq,
((Ul n Ug) X (Ug n UQ))l € 1101,
((Ul n U3) X (Ug n UQ))Q € 1901,
and

((Ul N Ug) X (Ug N UQ))l \/((U1 n U3) X (U3 n UQ))Q € 1101 N1iy07.

Hence, U € 1101 Nigoq and so og C 4101 Nigoy.

IfU €iy0; Nigoq, then U D (Ul X U2)1 \/(U1 X Ug)g for some Us € 7T2AO' and
U, € m3Ao. Note that
UsUUs; € (meAo) N (w3 Ao)
and
(7T1A)71(U3) n (7T2A)71(U3 U UQ) N (7T3A)71(U3) = (Ug X U2)1 \/(Ug X UQ)Q € 09
and consequently, U € gg. Hence, 0g = i101 Niso; C 0. Therefore K4 C Kr and

consequently, K4 = Kp. Since (B, K) is KT, by Deﬁnition@ Kg = K4, where
Kg is the initial lift of S. Hence, by Deﬁnition Ks = Kp and (B, K) is LT5.
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Suppose (B, K) is LT,. By Theorem 2.3 of 5], (B, K) is T, and by Remark 3.6
of [11], (B, K) is preTs. Hence, by Definition W, (B, K) is KTs. O

Let T{E (resp., ToE, ToE, ThE, KTRE, LT2E, and NT3E) be the subcategory
of &€ consisting of T} (resp., Ty, To, T1, KT, LTy, and NT3) objects of £.

Remark 3. (1) By Theorem 2.8 of [5] and Theorem To, T4 and Ty constant
limit spaces are equivalent. Furthermore, a constant limit space (B, K) is NTy iff
B is a point or the empty set. Moreover, NTy = KTy <= LT, but the converse is
not true, in general. For example, let be B = {a, b}, and K = {[a], [b], [a] N [b], [0]}.
(B, K) is LTy but it is not NT5.

(2) By Theorem 4 and Theorem 2.3 of [5], ToConLim, ToConLim, TjConLim,
TiConLim, KTosConLim, LToConLim, and ConLim are pairwise isomor-
phic categories. Since ConLim is a cartesian closed, all of these categories are
cartesian closed.

(3) By Theorems and we have Tietze Extension Theorem for constant limit
spaces. If (B, K) is a KTy constant limit space and A is non-empty closed subspace
of (B,K), then every morphism f : (A,L) — (R,S) has an extension morphism
g:(B,K) — (R,S), where R is the set of real numbers and S is any constant limit
structure on R.

(4) By Theorem we have Urysohn’s Lemma for constant limit spaces. Suppose
(B,K) is a KTy constant limit space and M and N are any nonempty disjoint
subsets of B. Then there exists a morphism f : (B, K) — ([0,1], L), where L is any
constant limit structure on [0,1] with f(w) =0 ifw € M and f(w) =1 ifw € N.

Note that Tietze Extension Theorem and Urysohn’s Lemma for constant filter

convergence spaces (resp., extended pseudo-quasi-semi metric spaces) are presented
in |21}23}[24].

Definition 5. Let (B, K) € ConLim and Z C B.

scl(Zy=({HCB:ZCH and H is strongly closed} is said to be
the strong closure of Z.

cd(Z)y=({HCB:ZCH and H s closed} is said to be the closure of
Z.

QZ)=({H CB:ZCH,H is closed and open} is called the quasi-
component closure of Z.

SQ(Z)=({HCB:ZCH,H is strongly closed and strongly open}
is said to be the strong quasi-component closure of Z.
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Theorem 5. cl = 1 = Q, the indiscrete closure operator and scl = § = SQ, the
discrete closure operator of ConLim.

Proof. Combine Definition [f] Theorems [I} and [5} O
Definition 6. ([19])Let ¢ be a closure operator of E.

(1) Eoe ={W € E:sec({t}) andt € c({s}) implies s =t with s,t € W},
(2) E1c={W € E:e({s}) ={s}, Vs e W},

(3) E2c ={W € E:¢c(A) = A, the diagonal}.

Theorem 6. A constant limit space (B, K) € ConLimq fori=0,1,2 iff B=1
or B ={a}, a one point set.

Proof. We get the proof from Theorem O
Theorem 7. ConLim;sq, i = 0,1,2 are isomorphic to ConLim.

Proof. We get the proof from Theorem O

4. SOBER CONSTANT LIMIT SPACES

In this section, we characterize irreducible, sober, and quasi-sober constant limit
spaces.

Definition 7. ( [12,16]) Let £ be a topological category and X € Ob(E).

(1) X is called irreducible if Z1, Zy are closed subobjects of X and X = Z1 U Zs,
then X = Z1 or X = Z>.

(2) X is called quasi-sober if every nonempty irreducible closed subset of X is
the closure of a point .

(3) X is called Ty sober if X is Ty and a quasi-sober.
(4) X is called T sober if X is T} and a quasi-sober.

(5) X is called Ty sober if X is Ty and a quasi-sober.

Remark 4. In Top, by Remark 3.4 of [12], all of T} sober, Ty sober, and Ty sober
are equivalent and they reduce to the usual sober. Also, the notion of irreducibility
reduces to notion of the usual irreducibility [10).

Theorem 8. Let (B,K) € ConLim.
(A) The following are equivalent:
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(1) A constant limit space (B, K) is quasi-sober.
(2) (B, K) is Ty sober.
(3) (B, K) is Tjy sober.
(4) (B, K) is irreducible.
(B) The following are equivalent:
(1) (B,K) is Tp.
(2) (B,K) is Ty sober.
(3) card(B) < 1.
Proof. (A) By Theorem 2.4 of [5] and Definition [7, we get (1) <= (2) <= (3).

(1) = (4): Suppose (B, K) is quasi-sober and B = B; U Ba, where B; and Bs
are closed subsets of B. By Theorem [I B; = B or (} and By = B or (. Hence, by
Definition [7] (B, K) is irreducible.

(4) = (1): Suppose (B, K) is irreducible and () # B; C B is irreducible closed.
Since Bj is closed, by Theorem [I, B; = B and by Theorem [5], B = By = cl({b})
for some b € B. Hence, by Definition[] (B, K) is quasi-sober. Thus, (1) <= (4).

(B) (1) = (2): Suppose (B, K) is Ty and §) # By C B is irreducible closed.
Since Bj is closed, by Theorem [ B; = B and hence, by Theorem 5], By = B =
cl({b}) for some b € B. Hence, consequently, (B, K) is quasi-sober and by Defini-
tionm (B, K) is Tp sober.

(2) = (3): Suppose (B, K) is Ty sober and B # () and B # {a}. Then, 3s,t € B
with s # ¢ and ({s,t}, F({s,t})) is the indiscrete subspace of (B, K), contradicting
to (B, K) is being Tj sober. Hence, card(B) < 1.

(3) = (1): If card(B) < 1, then by Definition [i] (B, K) is Tp. O

5. COMPACT CONSTANT LIMIT SPACES

Definition 8. ([7/) Let € be a topological category, A, B € Ob(E), and f : A — B
be a morphism in .
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(1) If the image of every (strongly) closed subobject of A is a (strongly) closed
subobject of B, then f is said to be (strongly) closed.

(2) If the projection o : A x B — B 1s (strongly) closed for every object B in
E, then A is called (strongly) compact.

Remark 5. In Top, by Remark 2.2 of [7], the notion of compactness reduces to
usual one, the notion of strong compactness implies compactness and they coincide
when a topological space is T;.

Theorem 9. A constant limit space is compact iff it is strongly compact.

Proof. Suppose (B, K) is a compact constant limit space. We need to show that
for each constant limit space (C, L), the projection 7o : (B, K) x (C,L) — (C, L)
is strongly closed. Suppose M C B x C'is strongly closed. If M = (3, then 7o M = ()
is strongly closed. If M # (), then by Theorem [2} mo(M) is strongly closed subset
of C' and hence, by Definition [§ 72 : (B, K) x (C,L) — (C, L) is strongly closed
and consequently, (B, K) is strongly compact.

Suppose (B, K) is a strongly compact constant limit space. We show my :
(B,K) x (C,L) — (C,L) is closed for each constant limit space (C,L). Sup-
pose M C B x C is closed. By Theorem[l] M =0 or M = B x C. If M = {), then
moM = () is closed in C. If M = B x C, then C = moM is closed. By Deﬁnition
ma: (B,K) x (C,L) — (C, L) is closed and hence, (B, K) is compact. |

Theorem 10. Let f: (B,K) — (C, L) be morphism in ConLim.
(1) If (B, K) is (strongly) compact, then the subspace f(B) is (strongly) compact.

(2) If (B, K) is connected (resp., strongly connected, D-connected, scl-connected,
cl-connected), then the subspace f(B) is connected (resp., strongly connected, D-
connected, scl-connected, cl-connected).

( (3) If/(B,K) is T (resg))., Ty, Th, KTy or LT5), then the subspace f(B) is Ty
resp., Ty, T1, KTy or LT;).

Proof. Tt follows from Theorems A and 0}

6. COMPARATIVE EVALUATION

We compare our findings in some topological categories and we infer:

(1) In Top,
(i) By Theorem 2.2.11 of [2], Remark 1.3 of [6], and Remark 2.6 of [9],

Topacy = Topasci = LT2Top = NTxTop = KT>Top C Topia
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= Topisct C Topoct = T0posct = TOTOP = TéTOp = ToT op.
and
Topig = Top2q
(ii) By Remark 3.4 of |12],
TySobTop = ToSobTop = ToSobT op

(iii) By Remark 4.4 of [14], there is no implication between preTs and each of
To, Ty and soberity. By Theorem 4.3 of [14], in the realm of PreTs topological
spaces, all Ty Ty, T, and sober spaces are equivalent.

(2) In ConLim,
(i) By Theorems [] and [6]
ConLimgae =ConLimic = ConLimag
=ToConLim C ConLimggq
=ConLimyg. = ConLimggq
=ToConLim = TyConLim
=T1ConLim = KTy,ConLim = LTyConLim
(ii) By Theorem [
ToConLim = ToSobConLim

and
ToSobConLim = TySobConLim = QSobConLim,

where QSobConLim is the full subcategory of ConLim consisting of all quasi-
sober constant limit spaces.

(iii) By Theorems |8 the categories ToSobConLim, TySobConLim, and
QSobConLim have all limits and colimits.

(iv) By Theorem |8 a Tp sober constant limit space is T}, sober, Ty sober, a
quasi-sober, and irreducible. The constant limit space (R, F(R)) is quasi-sober, T
sober, and T} sober, and irreducible but it is not Ty sober, where R is the set of
real numbers.

(v) By Theorem EI, a constant limit space (B, K) is compact iff it is strongly
compact.

(3) In Lim,
(i) By Theorem 2.10 of |9] and Theorem 2.4 of [6],
Limgge C LToLim = NToLim C KT>Lim

and
LTyLim C Limq, = Limqge = T1 Lim
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C Limge = Limgse = ToLim = ToLim = TyLim

(4) In ConFCO (the category of constant filter convergence spaces and continu-
ous maps), by Theorems 4.3-4.5 of [20], Theorems 2.1, 2.2, 2.9, and 2.10 of [5],

LT;ConFCO C NT;ConFCO C KT;ConFCO C ConFCOz, = ConFCOg4¢
C ConFCO1,q = ConFCO14¢; = ToConFCO =T1ConFCO
=ToConFCO C ConFCOge = ConFCOgge C TéConFCO

(5) In FCO (the category of filter convergence spaces and continuous maps),
(i) By Theorems 2.9 and 2.11 of [9] and Theorem 4.10 of [11],

LT FCO C NI, FCO C KT2FCO C FCOgz4¢; C FCO2qy
= FCO1¢ = FCO15c =T1 FCO C FCOga

= FCOgsc = ToFCO C ToFCO C Ty;FCO

(ii) By Theorem 6.3 of [10], (B, K) is strongly compact iff every ultrafilter in B
converges and every filter convergence space is compact.

(6) In C App (the category of approach spaces and contraction maps), by The-
orems 4.8, 4.9, 4.12, and 4.13 of [26] and Theorems 7, 9, and 10 of |25],
CApp2scl - CApplscl - CAPPOscl

and

CAppzct C CAppra C CAppoe = ToC App C ToC App C TyC App

(7) In psgMet (the category of extended pseudo-quasi-semi metric spaces and
non-expansive maps),

(i) By Theorem 6 of [15], Theorems 3.3-3.5 and 3.15 of 23], Theorem 3.10 of |16],

LTypgsMet = KTapgsMet = TipgsMet = pgsMeti1sqg = pgsMetisq

=pgsMetssci C pgsMet o = pgsMety = pgsMetig = Topquet
CTopgsMet C pgsMetoser C pgsMetoe C Tépquet
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(ii) By Theorem 3.13 of |12], {z} is closed for all x € X and the nonempty
proper irreducible closed subsets of X are exactly the one-point subsets iff an ex-
tended pseudo-quasi-semi metric space (X, d) is Ty sober,

(iii) By Theorem 3.13 of |12], (X, d) is a quasi-sober and an extended quasi-semi
metric space iff (X,d) is Ty sober.

(8) In RRel (the category of reflexive relation spaces and relation preserving func-
tions),

(i) By Theorem 3.7 of [12] and Theorem 3.7 of |13],
KT:RRel C RRely. = ToRRel = ToRRel

RRel2cl = RRel2scl = RRellsQ = RRelsz = RR€l2Q = LTzRRel = TlRRel
(ii) By Theorems 3.8 and 3.9 of |12],
T} SobRRel = QSobRRel,

where QSobRRel is the subcategory of RRel consisting of quasi-sober reflexive
spaces.

(iii) By Theorems 3.8 and 3.9 of |12],

ToSobRRel = ToSobRRel
(iv) By Theorems 3.8 and 3.9 of [12], a reflexive space (B, R) is Ty sober iff the
nonempty proper irreducible closed subsets of B are exactly the one-point subsets
and {z} is closed for all z € B iff (B, R) is Tp sober.
(v) By Theorems 3.2 and 5.2 of [13|, (B, R) € RRel1sq iff it is NTx.

(vi) By Theorem 5.2, Part (1), and Theorem of 3.8 of |12], if (B, R) € RRel15¢q,
then it is quasi-sober and Ty sober.

(vii) By Theorem 5.3 of |13], RRel1sqg C RReli1g and also by Theorem 5.2
of |13}, if (B, R) € KT5, then (B, R) € RRel1sq iff (B, R) € RRel;q.

(viii) By Theorem 3.4 of |14], a reflexive space (A, R) is compact iff for every
x € A there exist a,b € A with xRa and bRx.

(9) In Rel (the category of relation spaces and relation preserving functions),
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(i) By Theorem 3.3 of [14],
Rellcl = RelzCl = RellQ = Rele = RellsQ = ReleQ

(i) By Theorem 4.5 of [14],

LTyRel C NTyRel C KTy Rel = ToRel = preTyRel
C Relig = T1Rel = TjRel = ToRel = Rel
(iii) By Theorem 3.3 of [14],
ToSobRel = T(;SobRel = QSobRel,

where QSobRel is the full subcategory of Rel consisting of all quasi-sober re-
lation spaces.

(iv) By Theorem 3.3 of [14], every relation space is compact.
(10) In any topological category,

(i) By Theorem 2.7 of [6], Ty implies T, but the converse is not true, in general
and by Theorem 3.1 of [g], preTQI implies preT». Furthermore, there is no relation-
ship between Ty and Tp. Also, by Theorem 3.1 of 8], LT, implies KT, but the
converse is not true, in general. Moreover, by Remark 2.8 (7) of 6], notions of KT,
and NT5 are independent of each other.

By Theorem 3.5 of [11], in the realm of preTs objects, Ty, 11, and T objects
are equivalent.

(ii) By Theorems 3.5, 3.13 and Parts (2) and (3) of [12], every Ty sober object
is T{ sober. Also, there is no implication between Ty sober and Tj sober.

(iii) By Remark 6.2 of [10] the notions of compactness and strongly compactness
are different from each other, in general.
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ROBUST REGRESSION TYPE ESTIMATORS FOR BODY MASS
INDEX UNDER EXTREME RANKED SET AND QUARTILE
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ABSTRACT. Robust regression-type estimators of population mean that use
auxiliary variable information are proposed by considering robust methods
under extreme ranked set sampling (ERSS) and quartile ranked set sampling
(QRSS). We have used the data concerning body mass index (BMI) for 800
people in Turkey in 2014. The real data example is applied to see efficiency of
the estimators in ERSS and QRSS designs and it is found that the proposed
estimators are better in these designs than the classical ranked set sampling
(RSS) design. In addition, mean square error (MSE) and percent relative
efficiency (PRE) are used to compare the performance of the adapted and
proposed estimators.

1. INTRODUCTION

In sampling survey, the supplementary information is mostly used to enhance
accuracy of the estimators due to the correlation between auxiliary and study vari-
ables. Auxiliary information has a major role according to the sampling theory.
Because of improving the precision of estimates, making use of convenient auxiliary
information such as mean, total population, skewness, attribute and correlation is
pretty significant. Auxiliary information has been used in ratio, product and ex-
ponential type estimators to acquire effective estimators under distinct sampling
designs.

RSS is an alternative sampling design to simple random sampling (SRS) for
drawing a sample of observations from a population. It is intended for situations
where the certain measurement of sample units is hard but they can be readily
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ranked without real measurement. The ranking is done either through nominative
judgment or via the use of an accompanying variable, and need not to be precise.
This situation is named defective ranking. If the ranking process is correct, it will
be referred to as excellent ranking structure. RSS design was first proposed by
McIntyre [6]. Many authors such as Samawi and Muttlak [9], Bouza [2], Mehta and
Mandowara |7] used judge mental RSS where ranking is done with respect to auxil-
iary variable. Later, the authors suggested new sampling designs based on ranking
and used auxiliary information to get efficiency. Muttlak |§8] proposed QRSS. Tak-
ing into account ranking error, Samawi et al. [10] suggested ERSS for estimating
a population mean. Long et al. [5] suggested ratio estimators of population mean
that used either the first or third quartiles of the auxiliary variable under RSS
and ERSS. Koyuncu [3] studied regression type estimators (RTE) under different
ranked set sampling. Shahzad et al. [11] suggested RTE for mean estimation under
RSS besides the sensitivity issue.

Lately, robust tools are used in estimators under different sampling designs. Za-
man and Bulut [14] are proposed new ratio type estimators using LTS, Huber MM,
LMS, Tukey-M, LAD and Hampel M robust methods in SRS. Ali et al. |1] gener-
alized estimators of Zaman and Bulut [14]. Subzar et al. [13] adapted the diverse
robust regression methods to the ratio estimators. Shahzad et al. [12] identified the
class of RTE utilizing robust regression tools. Recently, Koyuncu and Al-Omari [4]
proposed generalized robust RTE under RSS and MRSS.

The target of this study is to suggest regression type estimators of the population
mean using robust statistics under RSS, ERSS and QRSS. The article is composed
as follows: In Section 2, RSS, ERSS and QRSS designs were explained. In Section
3, the recent robust literature were reviewed and adapted robust regression type
estimators were given. The proposed exponential robust-RTE estimators in RSS,
ERSS and QRSS were introduced in Section 4. In Section 5, a numerical study was
conducted using a real data set on BMI. All results that were explained briefly and
summarized also in Section 6.

2. RSS, ERSS AND QRSS DESIGNS
In this section, RSS, ERSS and QRSS designs are explained.

2.1. RSS Design. The RSS procedure can be created by choosing r random sam-
ples of size r units from the population and order the units within each sample
according to the variable of interest. Let (X1,Y1),(X2,Y2),...,(X,,Y,) be a SRS
of r, then the measured RSS units are indicated by (Y(i)j,X[i]j), i =1,2,...,7,
j=1,2,...,mwhere (X[;;,Y;);) is the i*" ranked unit from the j** cycle of two aux-
iliary variables and study variable, respectively. [] and () demonstrate the ‘" per-
fect ordering in the i set for auxiliary variable X and the i*"* judgment ordering in

the i*" set for study variable Y. One of the most correlated auxiliary variables with
m T

study variable was choosed to rank the units. Further let Zrss = % > 2 X
j=1i=1
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YRSS = W Z Z Y(;); are the sample means under RSS and Y, X are population
j=1i=1
means, respectively for the study and auxiliary variables.

2.2. ERSS Design. ERSS investigated by Samawi et al. [10]. To predict the finite
population mean (Y) using ERSS, the operation can be explained briefly as follows:

(1) The process includes drawing sets of each r units randomly from population
for which the mean is to be predicted. The most important assumption is
the smallest and the biggest units of the set can be fixed visually or with a
little cost.

(2) The lowest ranked unit is determined from the first 7 unit set. Then, the
largest ranked unit is determined from the second r unit set. And the
lowest ranked unit is determined from the third set of  units and so on.
Thus, the first (r — 1) determined units is obtained using the first (r — 1)
sets. The event of choosing the r — th unit from the r — th (i.e very last)
set depends on whether r is odd or even.

(3) When r is even, the measurement value of the largest unit ranked is mea-
sured.

(4) Two options exist when r is odd:

(a) The average of the largest and lowest units in the r —th set is measured
for the measure of the r — th unit.

(b) The measure of the median for the measure of the r — th unit is mea-
sured.
(5) This procedure complete one cycle of ERSS. The period may be repeated
m times until n elements of desired to obtain.

1,- _
TERSS. = 5 (X + X)) (1)
7/2 B ) r/2
where X[l] = = Z X2z 1[1]- and X[r] = = Z X2i[r-

To observe that Xy, X315 Xr—oqy) and X, jare identically distributed is easy
and so are Xo[,1, Xy[r), -y Xy 1[T] and X,.(,y.

Xipps Xopr), X3[1]s s Xpo1[r) + X,.[m]

TERSS, = " : (2)

2.3. QRSS Design. Muttlak [8] suggested QRSS to predict the population mean.
The procedure of QRSS can be explained concisely as follows:

(1) Select randomly 72 bivariate sample units of target population.

(2) If the sample size r is even, choose for measurement from the first § samples
the ¢1 (r +1) th and from the second § samples the g3 (7 + 1)th smallest
ranked unit.
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(r=1)
2

samples the ¢; (r + 1)th and from the last (T;Dsamples the g3 (r+ 1) th
smallest ranked unit and from the remaining sample the median ranked
unit.

(4) The nearest integer of g1 (r + 1)th and g3 (r + 1)th where ¢ = 0.25 and
q3 = 0.75 were always taken.

(5) This procedure complete one cycle of QRSS. The cycle may be repeated m

times until n = mr elements of desired to obtain.
Let Xjq, (r4+1)] and Xj[g,(r+1)] denote the (g1 (r + 1))th and (g3 (r + 1))th order
statistics of the i*" sample respectively (i = 1,2, ..,7).
The estimator of the population mean using QRSS with a cycle is given in
equations 3 and 4, respectively, in the case of even and odd sample sizes.

(3) If the sample size r is odd, choose for measurement from the first

] 1< :
TQRSS. = - ZXi[ql(rJrl)] + Z Xilgs(r+1)] 3)
i=1 i=Z+1
1;1
_ 1 -
TQRSS, = Y Xilweanl + D Kilgetrrn) T Xifer41)/2) (4)
i=1 iz%

Xi[(r+1)/2) 1s the median of sample i = (r+ 1) /2. To simplify the notations,
let X{;.q specify the (g1 (7 + 1))th order statistic of i*" sample (z =1,2,. ’") and

“ey 5
(g3 (r + 1))th order statistic of i sample (i = 5 +1,%,...,r) if the sample size n is
even. Also specify the (g1 (r + 1))th order statistic of i*" sample (i = 1,2, ..., 251),

the median of the i*" sample (i = (r + 1) /2) and the (g3 (r + 1))th order statistic
of i*" sample (z = Tgl + 2, Tgl +3,...,r) if the sample size n is odd. Then the
estimator of population mean using QRSS can be written as Zorss = % Z: DL

3. ADAPTED ROBUST REGRESSION TYPE ESTIMATORS

Koyuncu and Al-Omari [4] proposed generalized robust-RTE under SRS, RSS
and median ranked set sampling (MRSS).

_ _ —_— FX+G\"
InG) = [F6) T by (X = 215)] <F%]+G) (5)
where F' may represent the coefficient of variation Cy, kurtosis ((,), first and
third quarters qy(z), q3(z) or any known population information of auxiliary variable.
(j) represents the SRS, RSS and MRSS sampling designs. b;(; is regression coeffi-
cient calculated from the 7 robust regression method under (j) design. i represents
Huber M, LMS, Huber MM, S, LAD or LTS.
They showed that Zaman and Bulut [14] estimators are members of their gen-
eralized estimator. Putting suitable values as o = 1, F' = 1, G = qy(4), q3() and
j=SRS in the §y(;), we can get Zaman and Bulut [14] ratio-RTEs under SRS.
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In the same manner, we can extend yy(;) estimator to ERSS and QRSS designs
putting j=ERSS, j=QRSS respectively. Zaman and Bulut |14] estimators and some
members of yy(;) can be given as

[9) + by (X = 751)] &

YEN(G)L = 7y (6)
_ ) i (X —7y)]
YEN()2 = %y + Cs (X + Cz) (7)
_ [9G) +big) (X —71)] [
g = _ X + By 8
YEN(5)3 ) +52(z) ( 32( )) ( )
_ [0 +big) (X —719)] o
o X 9
JBN () e (X +aq1()) 9)
~ U + by (X —z)] o
donys = ot oo (X)) g (10)

T[] + 43(a)

To obtain the specific MSE of adapted estimators in equation (5) under (j)
design, let us define following notations

Yoy = (TG) = Y) /Y 01y = (T — X) /X Doyt = (@ — X) (96) — Y)({i_()f/

For the (j) design, expectaions of ¥ terms are given by

2 — > 2 - 7 - o
E(3,)) =V (50) /Y5 E (93)) =V (21) /X2 B (Do) = cov (250,57)) /T X
If (j) design represents SRS, expectaions of ¥ terms are given by

2 Sy 2 Sz Say
E (ﬂo(SRS)> =72 E (191(5125)) = X2 E (Jo(srs)Vr(srs)) = VX

If (j) design represents RSS, expectaions of ¥} terms are given by
2 L[S 1y A\
E (190(1?,55)) vl 2 > (“y(j) - Y)
i=1

1 (82 1 N2

2

B (Bnss) = 5 (f ~ 2 2 (1 = X) ) :
=1

1=
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=1

E (Yo(rss)V1(rss)) = % <%y - %2 _T (/u’z[i] - X) (/Jy(i) - Y))

If the sample size is odd and (j) represents the QRSS design, expectaions of ¢
terms are given by

B (shanss.) = 7z |2 (7 (S Siaeem) ) + e )|
E (%qnss), ) = );2 [1 <(T21) <S§{T} +S§[“T”}> +S§W]>} ’
E (Voqrss), V1(qrss),) = YlX {1 <(T ; 2 (Sfry(’“) +SW(W)) JrSf”y(";l))}

If the sample size is even and (j) represents the QRSS design, expectaions of ¢
terms are given by

E (ﬂg(QRss)e) ylz { <S2( )+52(3(T+1))>} 7

(Fann.) = 32 [ (g + )]

1 1 ]
E (ﬁo(QRSS)eﬁuQRss)e) V% {27” (Szy(ril) + Sa:y(s“j”))

If the sample size is odd and (j) represents the ERSS design, expec‘;aions of ¥
terms are given by
)]

E (ﬁg(ERsS)o) - % {:2 <(T g - (Syﬂ) + Sy(r)) + Sj(r?
E (ﬁ%(mssn) [ ( ;1) (Si[” * Sim) " Siwl]ﬂ 7
Say

r—1
E (ﬁO(ERSS)Oﬂl(ERSS)O> = Y >3 |: <( 2 ) (Smy(l) +Szy(r)) + S£y(742rl)>:|

If the sample size is even and
terms are given by

F (193@1153)6) = % [ : (Sy(l + Sy(r))}

j) represents the ERSS design, expectaions of 1
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E (ﬁf(ERSS)E) = % [;r (55[1] + Si[r]):|

1 1
E (Voerss) V1(erss),) = % <2T (Saya) + Swy(r)))

Writing 9N () given in Equation 5 with ¢ terms, extracting Y and squaring
both sides we get MSE of generalized estimator §gy(;) under (j) design as

= 2,92 232,92 2,127,292 V%
MSE (3pn()s) = B (V205 + BIX*0 ) + 0*0* V20, = 2B.Y Xogyy

where ¢ = %
MSE (gun¢yi) =V (4y)) + BV (2131) + ®RigV (21;) — 2B; cov (2151, 55))

—2aRpq cov (f[j],ﬂ(j)) + 2aRpaB;V (.fm) (13)

FY
where Rpg = Yo &We and B; robust betas calculated with Huber M, LMS, Huber

+
MM, S, LAD or LTS of population.
We can get MSEs of estimators given in Equation6-10 using Equationl2 easily
putting related expectations and suitable I' and G values of each design. The Rrgs

|~

for the estimators in Equation6-10 can be given as Rpg1 = % RBre2 = %,

- Y _ _ ¥ .
s Rraa = 55470 Bras = x4, tespectively.

R — _Y
FG3 X+ q3(zx)

2(z)

4. PROPOSED ROBUST REGRESSION TYPE ESTIMATORS IN RSS, ERSS AND
QRSS

We can define the following estimators for the population mean of the study
variable in RSS, ERSS and QRSS design as follows

_ X—EH
G = |G 4 by (X — Frs S—) — 14
JeG) = [06) + bi) (X — Z5)) ] exp <X+2F+$m> (14)

where F represents the coefficient of variation, kurtosis and quarters Cy, 8 (@) Q1(x)>
@3(x) Or any known population information of auxiliary variable. j represents the
sampling design such as RSS, ERSS and QRSS and b;(;) is robust regression co-
efficient as defined in Section3. For particulars about all these robust regression
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methods, researchers are referred to Koyuncu and Al-Omari [4]. We have gener-
ated some members of yp(j) as Yr(j)1-Ur()s setting F=1, Cy,8 4, q1(x) and gz(a)
respectively in Table2-Table4 under (j) design.

The MSE of yg(;) is given by

MSE (gui)) =V (4)) + BV (71))

1
+ 1 BEV (217) = 2Bicov (313, 5)) — R cov (315, 5)) + ResBiV (31) - (1)

where Rp; = ﬁ, B; is robust regression betas using i*" robust method, (5)
represents RSS, ERSS and QRSS designs. One can easily obtain the spesific MSE

from Eq.11-12 putting expectation terms belong to design.

5. NUMERICAL STUDY

If a dataset contains outlying observations, classical methods can be affected
by outliers. To obtain more reliable results in the estimation, different diagnostic
methods and robust tools are used to determine the effect of these observations on
the predictions. With robust methods, estimates that are insensitive to the effects
of outliers and extreme values, can be obtained with little or no sensitivity. Moving
in this direction, in this study, we considered robust methods for the estimation of
population mean. To see the performance of robust regression type estimators of the
population mean under RSS, ERSS and QRSS sampling designs, a numerical study
is considered. A real data is used to observe the performances of the estimators
concerning BMI as a study variable and the weight as an auxiliary variable for 800
people in Turkey in 2014. In Table 1, the summary of population information about
BMI (Y) and weight (X) variables are given.

TABLE 1. Population information about Body Mass Index (Y) and
Weight (X) variables

N = 800 Y = 23.776
X =67.558 C, = 0.2047
p=0.8674 Cy =0.1763
q1(z) = 56 q3(z) = 78
Ba(s) = 0.2318 R =10.3519
§2 =191.295 §2 = 17.5804

The scatter plot of BMI data is given in Figurel. As seen in Figurel, the data are
not normally distributed and it is observed that some observations in the dataset
are outliers. For this reason, the use of robust methods is found appropriate for this
dataset. For application we have assumed that r=9 set, m=10 cycle, n=m*r=90
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sample size and calculated theoretical MSE for each design using Equations 13 and
15.

The MSE and PRE of Koyuncu and Al-Omari and the proposed estimators
have been calculated under RSS and the results are given in Table 2. The MSE
and PRE of Koyuncu and Al-Omari , Zaman and Bulut adapted estimators
and the proposed estimators for ERSS and QRSS designs are given in Table 3 and
Table 4, respectively.

Weight
3
*
Fhx,
W
:::#
%
3
5
*
o
*
*
*

BMI
FIGURE 1. Scatter plot of BMI data

The numerical study can be summarized as follows:

The highest PRE values of Koyuncu and Al-Omari [4] and proposed estimators un-
der RSS design are 132.55 and 316.81 respectively (see Table 2). From these values
we can say that, for all estimators under RSS design, the best estimator is §(rss)s
suggested estimator that used kurtosis of auxiliary variable and LMS robust beta.
So, it is concluded that this proposed estimator is approximately three times more
effective than other estimators.

The highest PRE values of adapted estimators of Zaman and Bulut [13] and Koyuncu
and Al-Omari [4] and proposed estimators under ERSS design are 125.23; 132.47
and 316.70 respectively (see Table 3). From these values we can say that, for all
estimators under ERSS design, the best estimator is §yp(rss)s suggested estimator
that used kurtosis of auxiliary variable and LMS robust beta. So, it is concluded
that this proposed estimator is approximately three times more effective than other
estimators.

The highest PRE values of adopted estimators of Zaman and Bulut [13] and Koyuncu
and Al-Omari [4] and proposed estimators under QRSS design are 125.57; 133.15
and 322.25 respectively (see Table 4). From these values we can say that ,for all
estimators under QRSS design, the best estimator is §g(rss)3 suggested estimator
that used kurtosis of auxiliary variable and LMS robust beta. So, it was concluded
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that this proposed estimator is approximately three times more effective than other
estimators. In conclusion, QRSS have the best performance of all proposed estima-
tors in other set sampling designs and LMS have the best performance of all robust
methods.

6. CONCLUSION

We considered robust methods for robust-RTE for mean estimation in RSS,
ERSS and QRSS. Firstly, recent proposed robust estimators have been examined.
Then, theoretical results for different sampling designs RSS, ERSS and QRSS have
been extended. A new exponential-robust- RTE of population mean is proposed
and MSEs and PREs of the robust regression type estimators are also obtained
for each designs. The existing estimators and proposed estimators have been com-
pared. In conclusion, the suggested estimators perform better than present Zaman
and Bulut |14] and Koyuncu and Al-Omari [4] estimators. Also, we demonstrated
that the suggested estimator is more effective than adapted estimators of Zaman
and Bulut [14] and Koyuncu and Al-Omari [4] in ERSS and QRSS. To see the per-
formance of proposed estimators, we have carried out a numerical study applying
on a real data set. When the results of the study are examined, the findings are
summarized as follows. The estimators suggested based on the robust methods un-
der RSS designs have better performance over SRS. Also, according to the results
obtained from the numerical study, the best method among ranked set sampling
methods is QRSS method and it is concluded that the best method among robust
methods is LMS. In the light of these results, we desire to develop new estimators
in other RSS methods in oncoming studies.
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TABLE 4. MSE and PRE of adapted estimators of Zaman and Bulut (2019), Koyuncu and Al-Omari

(2020) and proposed estimators under QRSS

Estimators

Adapted Estimators of Za-
man and Bulut (2019)
YEN(QRSS)1
YEN(QRSS)2
YEN(QRSS)3
Adapted

of Koyuncu
Omari(2020)
YEN(QRSS)4
YEN(QRSS)5
Proposed
YE(QRSS)1
YE(QRSS)2
YE(QRSS)3
YE(QRSS)4
YE(QRSS)5

Estimators
and Al-

Linear LTS

2.396 2.616
2.383  2.601
2.432  2.653
LinearLTS

0.887 0.997
0.723 0.814
Linear LTS
0.790 0.889
0.787 0.886
0.798 0.898
0.477 0.521
0.448 0.482

LAD

2.432
2.419
2.468
LAD

0.905
0.738
LAD
0.806
0.803
0.814
0.484

MSE
Robust betas
HuberLMS
2.444 1.910
2.430 1.898
2.480 1.941
HuberLMS
0.910 0.666
0.742 0.551
HuberLMS
0.811 0.597
0.808 0.595
0.819 0.602
0.486 0.417
0.454 0.412

0.453

2.539
2.525
2.576

0.958
0.781
S

0.854
0.850
0.862
0.505
0.469

MM

2.450
2.436
2.486
MM

0.913
0.745
MM
0.814
0.811
0.822
0.487
0.455

Linear LTS
100 91.62
100 91.6
100 91.67
LinearLTS
100 98.05
100 98.07
Linear LTS
303.3 294.22

302.76 293.71
304.83 295.53

PRE

Robust betas

LAD

98.53
98.53
98.54
LAD

97.44
97.45
LAD
301.86
301.3
303.33

185.97 191.24%87.07
161.56 168.73%62.91

HuberLMS S MM
98.06 125.50* 94.40 97.81
98.07 125.57* 94.39 97.81
98.08 125.33*% 94.43 97.82
HuberLMS S MM
133.1592.6 97.10 98.05
131.2792.6 97.13 98.07
HuberLMS S MM

301.36 319.96* 297.43 301.11
300.82 319.12* 296.87 300.53
302.83 322.25%** 298.79 302.56
187.4 159.85 189.78 187.56
163.37 133.84 166.55 163.56

*demonstrates the most effective estimators with respect to robust methods
** demonstrates the most effective estimators with respect to all estimators and robust methods
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ABSTRACT. Without qualms, studies show that quantum calculus has received
great attention in recent times. This can be attributed to its wide range of
applications in many science areas. In this exploration, we study a new g-
differential operator that generalized many known differential operators. The
new g-operator and the concept of subordination were afterwards, used to de-
fine a new subclass of analytic-univalent functions that invariably consists of
several known and new generalizations of starlike functions. Consequently,
some geometric properties of the new class were investigated. The properties
include coefficient inequality, growth, distortion and covering properties. In
fact, we solved some radii problems for the class and also established its sub-
ordinating factor sequence property. Indeed, varying some of the involving
parameters in our results led to some existing results.

1. INTRODUCTION

Define the set
Ny ={s0+1,7+2,...},7=01,2,....
Let = ={z:2z € C and |2| < 1} be the unit disk and let

A=<f:f(z)= z—&—iakzk, f(0)=0, f(0)=1, and z € £ (1)
k=2
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be the class of normalized analytic functions. Also, let S which is a subclass of
represent the class of functions that are analytic and univalent in =. For s € [0, 1),
let $*(32), C(3¢) and K(5¢) represent the classes of starlike functions of order s,
convex functions of order s, and close-to-convex functions of order sz, respectively.
A function f in belongs to the classes $*(3¢), C(>) and K(x) if for z € =,
Re(zf'/f) > 3, Re(z(f"/f) +1) > » and Re(f'/h') > » (h € C), respectively.
We shall let $*(0) = S*, C(0) = C and K(0) = K simply denote the classes of
starlike functions, convex functions and close-to-convex functions, respectively.
Historically, class S* of starlike functions was introduced by Alexander [1] and it
has been numerously studied in various forms, such as starlike functions of order s,
strongly starlike functions, uniformly starlike functions, close-to-starlike functions,
bi-starlike functions, Janowski-type starlike functions, Mocanu-type starlike func-
tions, starlike functions of complex order, A-pseudo-starlike functions, and many
more. In deed, an impressive application of starlike functions was demonstrated
by Rensaa |32] where the author used starlike functions to solve frequency analysis
problem. A frequency analysis problem is the problem of determining unknown
frequency fx (k € Ny), with its corresponding amplitude a; (k € N1), and of a
trigonometric signal z(m) where the signal values from k observations are known.
We refer readers to |152539] for more information on starlike functions and to |941]
for some details on its applications.

Suppose f1, fo € A, f1 is said to be subordinate to fs, notationally expressed as
fi1(2) =< f2(2) (z € Z), if there exists a Schwarz function: w(z) = wiz + wyz? +
<o (lw(z)| < 1, z € &) such that

f1(2) = fa(2) ow(z) = fa(w(2)). (2)

In case fo(z) is univalent in =, then f1(z) < f2(2) <= f1(0) = f2(0) and

fl(E) C fg(E)

Let P(s¢) represent the class of Carathéodory functions of order » and of the form

Di(z) =14 Z(l —)prz®  (Rep.(z) > 2 €[0,1), p.(0)=1, z€ Z). (3)
k=1
Clearly, P(») C P(0) = P, where P is simply called the class of Carathéodory
functions. In 2006, Polatoglu et al. [30] generalized function is the class P by
introducing the class

PA A B) = {p(z) EP:p(z) < (1=X) 18-
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where all parameters are as declared in (§). It is easily seen that P(0,1,—1) =
P(1,-1) in and P(0,A4,B) = P(A, B), the class of Janowski functions intro-
duced in |16], see also [8,/39] for more details.

Quantum calculus (simply known as g-calculus) has received a surge in research
in recent years, owing to its wide range of applications in mathematics, physics and
other sciences. Specifically, its application areas include, for example, quantum
physics, operator theory, ordinary fractional calculus, and optimal control prob-
lems; see [5,/6,[17}/31,/40]. The application of g-calculus (that is, g-differentiation,
g-integration and g-analysis,) in the development of Geometric Function Theory
(GFT) is particularly noteworthy. Current development in GFT shows that the
concept of g-calculus has enticed many geometric function theorists. Since the
introduction of the g-derivative and the g-integral by Jackson [13,/14], many re-
searchers (see |4}/18}[211241(27}128,[35/42]) have in diverse ways considered them in
the establishment of many properties of the subclasses of 2. In particular, au-
thors in [51/6}/17,/36] extensively discussed some areas of applications of g-operators,
g-functions, g-series and g-analysis in various fields of Pure and Applied Mathemat-
ics.

For function f € 2 of the form and for ¢ € (0, 1), the g-differential operator
D, : A — A is define by

Dy,f(0)=f'(0)=1 (2=0) ifit exists,

G0 1 4 5 Koz (2 £0),
k=2

D) =]
f'(z) as ¢ — 1, ()
o0
Dgf(z) =Dy(Dyf(2)) = k;[k - 1]q[k]qak2k72v
and [k]g = 11%‘1; so that by L’Hopital’s rule, lig[k}q =k.
q

Using , then the Opoola ¢-differential operator DZ,’tb’“ is defined as follows.

Definition 1. Let f € A, then the Opoola g-differential operator Df;)’tb’" A — A
(g € (0,1), n €Xyg) is defined by

Dy f(2) = f(2)
D;f“f(z) =1+ 0—u—-1t)f(z) — 2t(b—u) + 2tDy f(2) = dg..(f)
D3 f(2) = dg (D" f(2)) (6)

DIt f(2) = dg e (Do V0" f(2))
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which implies that
D;’tb’“f(z) =z+ Z(l + (kg +b—u—1Dt)"ap2" (2 € 2) (7)
k=2

where
neNy, t=20,b20, ue|0,b], A€[0,1), - 1=B< AL,
1-g* (8)

q¢c (07 1)7 [k}q = 1—q° and lgg[k]q = k.

The g-operator in @ is the g-analogue of the well-known Opoola differential
operator introduced in [26]. The following properties hold for the functions in @

. 0,b,u BT n,b,u R 0,b,u _ .

(1) lql%lllD(Lt f(z)= 1(111{111 Dy flz)= 1(11%111 D, f(z)=f(z) eAin .

(2) 1i1¥111 Dg’f’bf(z) = 11%1 Dy f(2) = D" f(2), the Salagean differential opera-
q ’ q ’
tor introduced in [33].

(3) lim DIVl f(z) = lim Dy  f(z) = Dp f(z), the Al-Oboudi differential op-
q q
erator introduced in [3].

(4) li%rll DZ”tb’uf(z) = D" f(z), the Opoola differential operator introduced
q
in [26).

(5) D;L”lb’b (2) = D" f(2) = D} f(2), the Salagean g-differential operator
introduced by Govindaraj and Sivasubramanian |11].

(6) D;’tb’bf(z) = D" f(z) = D}, f(2) is herein referred to as the Al-Oboudi
g-differential operator.

Instances of some recently studied g-operators in GFT can be found in |2,(18}[20]
29).
2. A NEwW CLASS OF ¢-STARLIKE FUNCTIONS

In view of the geometric expression of starlike functions, the Polatoglu’s function
in and the Opoola g¢-differential operator in Definition [1|, we therefore, present
the class S;(n,b,t,u; A, A, B) as follows.

Definition 2. A function f € 4 is said to be a member of the class S;(n,b,t,u; \, A, B)
if it satisfies the q-differential subordination condition

DY) s
Dgtbu f(2) 1+ Bz

where all parameters are as declared in .

tA (z€5) (9)

It can easily be seen that class Sy(n,b,t,u; A, A, B) consists of numerous sub-
classes of starlike functions when its involving parameters are varied. Some stud-
ies on Janowski’s ¢-starlike functions with various definitions can be found in
[7,12,/19,/38].
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3. APPLICABLE LEMMA

Definition 3 ( [43]). (SUBORDINATING FACTOR SEQUENCE). The sequence {hx},
of complex numbers is called a subordinating factor sequence if whenever

c(z) = chzk (c1=1, z€ 5)
k=1

o0
is analytic-univalently convex in =, Y cphi < c(2).

k=1
Lemma 1 ( [43]). (SUBORDINATING FACTOR SEQUENCE). From Definition[3} the
sequence {hk}k:1 1s called a subordinating factor sequence if and only if

o0
Re(l +Zchzk> >0 (z€5).
k=1
4. THE MAIN RESULTS

For brevity and in what follows from @, let

Ag =1+ (kg +b—u—1)t) 21, (10)

so that -
D;L”tb’uf(z) =z+ Z Ag’kakzk (z € 5), (11)

k=2

Ay A A B) = Ap{ (Mg = 1) +[AuB— A= XA-B)},  (12)
and henceforth, all parameters shall be as declared in .
4.1. Basic Properties.

Theorem 1 (COEFFICIENT INEQUALITY). Let f € %, then
f € S:; (’I’L, bu t7 U; )\7 A, B) 'Lf and OTlly ’Lf

y Ak A AB)

(A-B)(T-N)

k=2

lag| = 1. (13)

All parameters are as declared in .
Proof. Suppose inequality holds, then in view of the principle of subordination,

We can express as
Dyt f(z) _ 1+ [A— MA- B)lw(2)
Dy f(2) 1+ Buw(z)

(14)
which simplifies to
Dyt f(2) = Dy £ (2)
A= MA=B)Dy" f(2) = BDy """ f(2)

= w(z). (15)
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Using in (15)) leads to

(Z + Zk 2 An+1ak2 )—(z+ Z;O:Q Ag’kakzk)
A NA—B)(z + 2oy Ay yane) — Bz + g A7 1 ansh)

Zk 5 A ( qk—l)akzk 1

_ - 1
A= BTN~ 5y Ay {AeiB — A NA= Bzt~ <) (19
For |w(z)| < 1 and z € =, we have
‘ > s Ag,k(Aq,k — DapzF1
(A=B)I =N =2y A (DB —[A— (A= B)lJarsF !
) SR A3 (A = Dl )

(A=B)(1 = N) = 5% A7 | AgB — [A = A = B)]|as
This latter expression on the LHS is bounded above by 1 if

ZA Agr — Dlag] £ (A-B)(1— A ZA

SO that further simplification leads to

AykB—[A= A= B)]|a]

S 27 { (ke — 1)+ |28 - A=A A= B Ml S A-BY1 -3 (17)
k=2

and using gives
YAk A A B)ar] < (A= B)(L - N). (18)

k=2
Conwversely, suppose f € S;(n,b,t,u; A, A, B), then from we have
D ohen Ay p(Ag — Dagzh™!
A= B =) = Sy A {8, B — A= AA— Byt
and since Re z < |z] < 1, then it implies that
00 n k—
Re Zkozoz AP (Ag g — Dag2 ! oy
(A=B)(1 =) = >0 A {Ag B = [A = A(A = B)]}apz*~

Choosing values of z on the real axis of the complex plane and allowing z — 1,
implies that

=w(z)] <1

2202 n,k(Aq,k 1)|ax| <1
(A=B)(1 = X) = 3525 Ag 1 {Ag kB — [A = AMA = B)]}Hax| ~
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so that further simplification and using (12)) leads to

> Al (kA A B)lag] £ (A= B)(1—)) (19)
k=2
as asserted. O

Corollary 1. Observe that from , equality occurs for function

_ ., AB =N -
fe(z) =2+ A5 (kA A, B) 28 (keNg, z€ 5). (20)
Corollary 2. Let f € SF(n,b,t,u; A\, A, B), then
(A-B)(1 =X

ol S T am EN) (21)

with extremal function in .
Remark 1. Let f € lqi%lllS;(O,b,l,b;O;l,—l) = lqi%rllS;(O,u,l,u;O;l,—l) = S*,
then -

D klar] S1 0 (keRy).

This is the result of Goodman [10] and Silverman [34)].

Theorem 2 (GROWTH PROPERTY). Let f € Sy(n,b,t,u; A\, A, B), then for
r=|z| <1,
B r2AN (A - B)(1 - )
Ag(27 A? '/4” B)

Equality occurs for function

f2(2) =2+

r2AT, (A= B)(1 - ))

nbu <
A L OO W )

(22)

(A=B)1=1) ,
A2\ A B)

Proof. From and for the fact that A, j is an increasing function of k (V k € Ng),
then

(23)

AN AB)Y ar] £ ATk A, B)lax| £ (A= B)(1-))
k=2 k=2
which implies that

Recall also that for f € 2 and since r* < r = |z\ < 1, then from (LI,

o0
n
z+ E Aqﬁkakz
k=2

1Dl f(2)] = <r+ Z Al lag|r® S v 402 A7) " fag| (25)
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so that putting into leads to
2A7 (A~ B)(1— A)
Dn b, u < 2 9
D) < e RS (20)

In the same manner, we can show that

nbu TQA(TZLQ(‘A_B)(l_A)
D) 2 7 = EEE SR (27)

Putting and together gives as asserted.
Corollary 3. Let f € §;(0,b,t,u; \; A, B), then forr = |z| <1

- (A1 < I£(2)
(Ag2 = 1) + 4,28~ [A= \(A - B))
<yt r2(A—B)(1-\) .
T (A2 1)+ |AB - [A- A B)]
FEquality occurs for function
folz) =2+ (A=B=N) 22,
(Agz = 1) + 4428~ [A= XA - B)]

Let f € Sy(n,b,t,u; N\, A, B), then for

Theorem 3 (DISTORTION PROPERTY).
r=lz] <1,
2lgr(A=B)(1 - ) n,byu 2lgr(A=B)(1 - )
1-— < |D,(D]> <1 . 28
A;I]L(Q,A’A7 B) = | q( q,t f(Z))‘ = + AZL(2, A,A, B) ( )
FEquality occurs for the extremal function in .
Proof. Recall that for f € 2, r* < r = |z| < 1, and by using in ; we have

‘D nbu ’_‘I—FZA qakz
<1+ZA klglaglr*=t <14 7[2] qQZ\ak\ (29)
so that using in leadb to
AT (A=B)(1 - A
21, 455(A — B)(1- ) »

)Dq<D:;,7tb’uf<Z))‘ <1+ An(2, ), A, B)
[1 b bl )

In the same manner, we can show that

F[20,A7 (A — B)(1— A
DD} )] 21 3 Ag(;x,A,)zg . (81)
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Putting and together gives as asserted. O
Corollary 4. Let f € ligS;(O,b,tu;A;A, B), then forr = |z| <1,
q

2r(A—B)(1—\)

o (V=1)+]VB - [A-AA-B)]

= 1f'(2)]

2r(A— B)(1 - \)
(V=1)+|VB=[A-AA-B)]|

A
—

+

where V = 1i%r11 Ag 2. Equality occurs for function
q

(A-B)(1-))
(V-1)+ ‘VB— [A— A - B)]‘
Theorem 4 (COVERING PROPERTY). Let f € Sy(n,b,t,u; N\, A, B), then the func-
tion D;’)’tb’uf(z) m maps the unit disk = onto a domain that covers the disk
] < AG (2, N A B) — A 5 (A= B)(1 - ))
An(2, M, A, B)
The result is sharp for the extremal function in .
Proof. From ,

|| = Dy f(2)] < —

q,t

f2(2) = 2 +

AL (A~ B)(1 - \)
Ag(27 A’ ‘A7 B)

and observe that as |z| =r — 1,
A7 (A—B)(1— )
Ar(2,M, A, B)
where some simplifications give the assertion. O

Remark 2. Let f € liﬁlS*(O,b,t,u;O; 1,—1) = S*, then
q

|w| < 1—

] < &
(o) —.
2

This result agrees with that of Koebe’s one-quarter theorem, see [39].

4.2. Radii Problems.

Theorem 5 (RADIUS OF STARLIKENESS). Let f € Sy(n,b,t,u; A, A, B),
then f € §*(s) (32 €[0,1)) in the disk

z v = kléluz (‘AfB)(]-*)\)(k—%) .
The inequality is sharp for the function in ,
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Proof. From the definition of starlikeness, it is sufficient to show that

2f'(2)
o — ¥ 14z
1)).

Using in leads to
2f'(2) = #f(2) _ 1+w(z)
(1=2)f(z) 1-w(z)

so that P — 2)
zf'(z) — f(z
= 1
e+ -2 OIS
and using leads to
k—
> - lag||2|F~t < 1
k=2
Note that inequalities and can only be valid if
k— %|z|k*1 Ay (kA A, B)
1— 5 (A=B)(1-X)

where some simplifications affirm the result.

Theorem 6 (RADIUS OF CONVEXITY). Let f € S} (n,b,t,u; A, A, B),
then f € C(5) (3 €[0,1)) in the disk

2] < Re = inf AR (kA A BY(L — 5) 71
Z| (O klenNz (A_B)(I_A)k(k—%) .
This inequality is sharp for the function in _

Proof. From the definition of convexity, it is sufficient to show that

2f"(2)
o Tl—2 14
fz) “
1)).
11— ST (3 €10,1))

Using in leads to
22+ A =7)f(z) _ 1+w(z)
(1=3)f'(2) 1—w(z)

2f"(2)
2f"(2) +2(1 = %) f'(2)

so that

=|w(z)] <1

and using leads to

o0

k(k — s _

> HE= A e <1
— X

k=2

(33)

(34)
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Note that the inequalities and can only be valid if

k(k — ) o1 < Ag (kA A, B)
1— s A-B)(1-)\)
where some simplifications affirm the result. O

Theorem 7 (RADIUS OF CLOSE-TO-CONVEXITY). Let f € SF(n,b,t,u; A, A, B),
then f € K(5) (52 € [0,1)) in the disk
Ak A A B)(1 — 2) ) 7
= inf 4
<= {2 e )
The inequality is sharp for the function in .

Proof. From the definition of close-to-convexity, it is sufficient to show that
[f'(z) =1 <1=3 (x€][0,1)).
Using leads to

1F(z) — 1] = ’(1 + Zkakz“> - 1‘ < klagl]zFT <1 - 5,
k=2 k=2

that is,
i i lag||z|F7t < 1. (36)
P 1 -
Note that inequalities and can only be valid if
k 251 Ay (k, A, A, B)
1— s A-B)(1-X)
where some simplifications affirm the result. O

4.3. Subordination Property.
Theorem 8. Let f € S;(n,b,t,u;\, A,B) and c € C, then

A(2, ), A, B)
2{(A—B)(1—A) + A7(2, )\, A, B)}

(f xe)(2) < c(2) (37)

and
(A=B)(1-A)+ A7(2,A, A, B)
Ref > — T2 NAB) (38)
The constant factor
A2, N A, B
a ) (39)

2{(A—B)(1—N) + A7(2, )\, A, B)}

mn cannot be replaced by a larger value. The symbol x is called Hadamard
product or convolution.
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The following proof adopts the technique of Srivastava and Attiya [37].

Proof. Let f € S;(n,b,t,u; A, A, B) and suppose c(z2) = z + 3 epzF € C, then from

’ k=2
A(2,\, A, B)
HA—B)(1— ) + A7\ A B)}
A(2,\, A, B) &
_’2{@4-—6)(1_.A)+-Ag(2,A“A,B)}(Z’Fgg;“kckzk>

= A(2,\, A, B)
B Z 2{(A-B)(1 - X))+ A2(2,)\, A,B)}

k=1
and clearly by Definition |3] the subordination result in holds if
A3 (2, )\, A, B) }Oo
k=1

(f xo)(z)

akckzk

{%M—&@—)+M@AAB»

is a subordinating factor sequence where a; = 1. Now applying Lemma [I] gives an
equivalence inequality

AG (2, N A B
Re <1+Z = B)(l_( )+An()HAB) zk>>0. (40)
Observe that A} (k, A, A, B) is an increasing function Vk € N, so
AG (2, N\ A B) = Ay (k, N\ A B),  Vk €Ny
Hence, it follows by using |z| = r < 1, triangle inequality and inequality that

A2(2, 0, A, B)
7%<1+§:.A B1- N+ AN AB™M k)

k=1

AT(2, 0, A, B)
:ﬂ%G+U1BM)+M@AAB§yM>

A7(2, 0, A, B) Sones A2, 0, A, B)ay.2F
:RBG+(A—BXL_M+AyzxAﬁf*(A—§xy_m+szxAﬁ)
- An(2,), A, B) S o A N ABlar
ST AR N mEANAD) ARV AENAD)
- A™ (2,0, A, B) (A—B)(1-))

(A=B)(1—=X)+A2(2, )\, A, B) (.A B)(1—A)+ A2(2, ), A, B)
=1—r>0.

)
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This evidently proves inequality and as well as the subordination result (37)).
Also, the inequality follows from by taking the convex function

co(z) = & —z+sz€C.
k=2

11—z

To prove the sharpness of the constant , consider (see (20)) the function
A—-B)(1—-A

fale) =2+ L 2B

AZL(27 )\’ 'A7 B)
so that using leads to
AT (2, N\, A, B) z
q _
2{(A—B)(1— ) + A7(2, ), 4, g2 < el) = 7
It can easily be verified that for fo(z),
AT (2, )\ A, B) 1
. q _ 1t =
min e (gm0 s e ™) =5 €2

which shows that the constant 5 A= B)?qu?\’)iﬁéli)z, AT cannot be replaced by any

2% e Sy (n,b,t,u; A\, A, B)

larger value. 0

5. CONCLUSIONS

The attention geared towards the study of g-operators by scientists and in
particular, by geometric function theorists in recent years is overwhelming. In
this study, a new g¢-differential operator that generalized the famous Saldgean
[33], Al-Oboudi [3] and Opoola differential [26] operators was studied. Subse-
quently, the g¢-differential operator and the principle of subordination were used
to define a subclass of analytic-univalent functions. This new class was repre-
sented by S;(n,b,t,u; A\, A,B). Further, the geometric properties such as the co-
efficient inequality, growth, distortion and covering theorems were established for
the class 8,’;(71, b, t,u; A\, A, B). Also, the radii of starlikeness, convexity and close-
to-convexity; as well as the subordinating factor sequence problems were solved
for the new class. Intermittently, some key corollaries and remarks were given to
demonstrate the relationship between this new class (and the new results); and
some exiting classes (and their results).
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ABSTRACT. Let H be a complex Hilbert space. Assume that the power series

with complex coefficients f (z) :== 3°%2 , ax2¥ is convergent on the open disk

D(0,R), fa(2) == 332, lak| 2" that has the same radius of convergence R

and A, B, C € B(H) with ||A|| < R, then we have the following Schwarz type
inequality

* a 2 1/2 *|1—a 2 1/2

(C* Af (A) Bz, y)l < fa (1AI) (1A BI? 2,2 <\|A el y,y>

for a € [0,1] and z, y € H. Some natural applications for numerical radius
and p-Schatten norm are also provided.

1. INTRODUCTION

The numerical radius w (T') of an operator T on H is given by

w (T) = sup{[(Tz, z)|, [|lz[| = 1} . (1)
Obviously, by (1), for any € H one has
(T, 2)| < w(T)||z]*. (2)

It is well known that w (+) is a norm on the Banach algebra B (H) of all bounded
linear operators T : H — H, i.e.,
(i) w(T)>0for any T € B(H) and w(T) = 0 if and only if T' = 0;
(ii) wAT) = |Mw(T) forany A€ Cand T € B(H);
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(i) w(T+V)<w(T)4+w(V)forany T,V € B(H).
This norm is equivalent with the operator norm. In fact, the following more
precise result holds:
w(T) < Tl < 2w (T) 3)
for any T € B (H).
F. Kittaneh, in 2003 [7], showed that for any operator T € B (H) we have the
following refinement of the first inequality in :

1 ol
w (1) < 5 (1Tl + (| 72"?) - (4)

Utilizing the Cartesian decomposition for operators, F. Kittaneh in [8] improved
the inequality as follows:

1 1
1 |T*T + TT*|| < w?(T) < 5 |\ T*T + 7T (5)

for any operator T € B (H).
For powers of the absolute value of operators, one can state the following results
obtained by El-Haddad & Kittaneh in 2007, [5]:

If for an operator T € B (H) we denote |T| := (T*T)"?, then

1 or * —Q)Tr
W (T) < 5 |l + i PO (6)
and
W (1) < |l TP+ (1= a) TP (7)
where o € (0,1) and r > 1.
If we take a = % and r = 1 we get from @ that
1 *
w(T) < 5 IT)+ |77 (8)
and from (7)) that
1
W (T) < 5 |17 + 1P (9)

For more related results, see the recent books on inequalities for numerical radii
[3] and [1].

Let (H;({.,.)) be a complex Hilbert space and B (H) the Banach algebra of all
bounded linear operators on H. If {e;},.; an orthonormal basis of H, we say that
A€ B(H) is of trace class if

1A =D (|4l eq, e) < oo (10)
iel
The definition of ||A||; does not depend on the choice of the orthonormal basis
{ei},cr - We denote by By (H) the set of trace class operators in B (H).
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We define the trace of a trace class operator A € By (H) to be
tr(A) = (Ae;,e;), (11)
icl
where {e;},.; an orthonormal basis of H. Note that this coincides with the usual
definition of the trace if H is finite-dimensional. We observe that the series

converges absolutely and it is independent from the choice of basis.
The following result collects some properties of the trace:

Theorem 1. We have:
(i) If A€ By (H) then A* € By (H) and

tr (A") = tr (A); (12)
(1)) If A€ By (H) and T € B(H), then AT, TA € By (H) and
tr (AT) = tr (T'A) and [tr (AT)| < ||A[l |IT]; (13)

(#3) tr (+) s a bounded linear functional on By (H) with |tr]| = 1;
(iv) If A, B € By (H) then AB, BA € By (H) and tr (AB) = tr (BA);
(v) Byin (H), the space of operators of finite rank, is a dense subspace of By (H) .

For a large number of results concerning trace inequalities, see the recent survey
paper |4].

An operator A € B(H) is said to belong to the von Neumann-Schatten class
B, (H), 1<p < oo if the p-Schatten norm is finite [12, p. 60-64]

1/p
1A, = [tr (A" = (ZMI” €i76i>> < 0.
el
For 1 < p < ¢ < oo we have that
Bi(H)CB,(H)CBy(H)CB(H) (14)
and

1Al = [[A[l, = [[All, > [IA]}- (15)
For p > 1 the functional |||, is a norm on the *-ideal B, (H) and (Bp (H), H||p)

is a Banach space.
Also, see for instance |12, p. 60-64],

IAll, = 11A7]],, A€ B, (H) (16)
IABIl, < [|All, Bl , A, B € By, (H) (17)
and
IABI|, < [|A[l,, [IBIl, [[BAll, < |IBI[IAll,, A€ B,(H), BeB(H). (18
This implies that
ICAB]|, < ICI[[|All, IBll, A€ B, (H), B, CeB(H). (19)
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In terms of p-Schatten norm we have the Holder inequality for p, ¢ > 1 with
1,1 _
s tg=1
(Itr (AB)| <) [|AB|[; < [ All, IBll,, A€ By(H), BeBy(H). (20)

For the theory of trace functionals and their applications the reader is referred
to [10] and [12].
For £ := {e;};c; an orthonormal basis of H we define for A € B, (H),p>1

1/p
Allg , = (Z |<Aei,ei>|p> .

iel
We observe that |- , is a norm on By, (H) and
[Allg , < [1All, for A€ By, (H).

Further, we can take the supremum over all orthonormal basis in H we can also
define, for A € B, (H), that

wp (4) = sup [ Al < [[All,
which is a norm on B, (H).

It is also known that, if & = {e;},.; and F = {fi},.; are orthonormal basis,
then [11]

sup » _ [(Tei, fi)|* = ||T|; for s > 1. (21)

&F el

2. VECTOR INEQUALITIES

In 1988 F. Kittaneh [6, Corollary 7] obtained the following Schwarz type inequal-
ity for powers of operators:

Lemma 1. Let A€ B(H) and o € [0,1]. Then for n > 1 we have
(A, ) < AP (AP 2,2 (AP0 g,y ) (22)
forallxz, y € H.
We can state the following result as well:

Corollary 1. Let A, B, C € B(H) and « € [0,1]. Then for n > 1 we have
2
(C A" Ba, )l < A2 (A1 B 2,2) <]A*|1“c] y,y> (23)

forallx, y € H.
Proof. If we replace « by Bz and y by Cy in (22)), then we get

(C A" Ba,y)* < AP (B AP Ba,a) (Cr AP Cyy) . 24)
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2
Observe that B*|A|** B = ||A|* B and C* |A**7) ¢ = ‘|A* I'"*C| , then by

D) ve st @).

We consider the power series with complex coefficients f (z) := Y32, axz® with
a, € C for k € N:={0,1,...} . We assume that this power series in convergent on
the open disk D(0, R) := {z € C| z < R}. If R = oo then D(0, R) = C. We define
fa (2) == Y32, lak| 2 which has the same radius of convergence R.

As some natural examples that are useful for applications, we can point out that,

if
f()\):i(_;)n)\”:lnli)\, AeD(0,1); (25)
_ — (_1) 271_
g(A)_Z @) A" =cos\, A€ C;
_ - ( 1)” 2n 1*8
hu)i;i@n—i— ))\ + n\ \eC;
> n n 1
l()\):;:%(—l) M= AeD(0,1);

then the corresponding functions constructed by the use of the absolute values of
the coefficients are

fa()\):i%)\”zlnli/\,)\eD(O,l); (26)

—)V” =cosh\, A\ € C;

2
ha (\) = i ;)\2"“ =sinh A\, A € C;
>

« (2n+ 1)!

=1 yep1).
P I—X

Other important examples of functions as power series representations with non-
negative coefficients are:

exp (\) = i i)\" AeC, (27)

1 (1+A) 1 oy .
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=~ T'(n+3)
-1 2 2n+1
in () = 3 2y AeD(0.1):;
sin™" (A) 2 Jr2n+ L)nl ’ €D(0.1);

tanh ™ (A = Z ﬁ)\%l—l’ A€ D(0,1)
& T(+a)T(n+ )T (v)
oI (o, B,7,A) = ; n!T ()T (B)T (n+~)

AeD(0,1);

N, B,y >0,

where I' is Gamma function.
The following result is of interest:

Theorem 2. Assume that the power series with complex coefficients f(z) =
S neoarz” is convergent on D(0,R) and A, B, C € B (H) with ||A| < R, then
* 2 2 « 2 s1l—« 2
(CAf (4) Ba,y)P < 214D (A1 B za) ([l [ yy)  29)

fora€0,1] and z, y € H.
In particular,

e ar (Bl < 20aD (1P 5 v ) (a2 el ) o

forxz, ye H.
Proof. If we taken=%k+ 1, k € Nin and take the square root, then we get

1/2

« 1/2 loa 2
[(C*Aa*Ba,y)| < ||AI* (141" B 2, ) <\|A e y,y>

for all z, y € H.
Further, if we multiply by |ag| > 0, k € {0,1,...} and sum over k from 0 to m,
then we get

|<C*A2akAkBa:,y>‘ (30)
k=0

< Z |ak] |<C*AAka,y>f
k=0

Z a <C*AA’“B$, y>
k=0

< S bl Al A1 57 ) (L c\2y,y>m

k=0

for all z, y € H.
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Since ||A|| < R then series 37> ) ax AF and 372 |ax| | A[|* are convergent and

YAt = f(A) and Y farl [AIF = fo (IA]).

k=0 k=0
By taking now the limit over m — co in we deduce the desired result . O

Remark 1. If A, B, C € B(H) with ||A]| < 1, then for a € [0,1]

’<C*A(I +A)7! Bz,y>’2 (31)

< = 14D (1F B o) (T ¢ )
and

{C*Aln (I + A) Bz, y)|? (32)

2
< (= D (14 5P e (4 f o)
forallx, y € H.
Fora=1/2in and (39) we obtain
2
(o A+ a7 Bay)| < (- 1A (B" |41 Baa) (€ 47| Cu) (39)
and
(C*Aln (I + A) Bz, y)|* < [In (1 - | A|)]* (B* |A| Bz,z) (C* |A*| Cy,y)  (34)
forallx, y € H.
IfA, B,C € B(H) and « € [0,1], then
A 2 : 2 a o2 wl—a ~|?
(€ Asin (4) Ba,y)l* < [sinh (| Al (1A BI* 2, ) <]A el y,y> (35)
and
« 2 2 a 52 wl—a |2
(C*eos (4) B, ) < foosh (LA (A" B .) ([l ¢ ) (30
forallx, y € H.
Fora=1/2in and (36) we obtain
|(C* Asin (A) Ba,y)|* < [sinh (| A|))* (B" |A| Bz, z) (C* |A*| Cy,y) (37)
and
(G Acos (A) Ba,y)[* < [cosh (| A))* (B |A| Bz, z) (C*|A*| Cy,y) (38)
forallx, y € H.
Also, if A, B, C € B(H) and a € [0,1], then

(C* Aexp (4) Ba,y)* < exp (2] A]) (||AI* B 2. ) <)|A*|”c\2y,y>, (39)
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|(C* Asinh (A) Bz, y)|? (40)

< fsinh (JADP (ll41* B, ') <]|A*|”c]2y,y>

and

(C* Acosh (A) Bz, y)|? (41)

< eosh (JA1* (141" B e (14 )

forallx, y € H.
For a = 1/2 in (@)— we obtain some simpler inequalities. We omit the

details.
3. NORM AND NUMERICAL RADIUS INEQUALITIES

The following vector inequality for positive operators A > 0, obtained by C. A.
McCarthy in [9] is well known,

<Aw7$>p < <pr7x>a p > 1

for x € H, ||z|]| = 1.
Buzano’s inequality [2],

%[Ilmll Iyl + [z, o)l = (2, €) (e, ) (42)

that holds for any z, y, e € H with ||e]| = 1 will also be used in the sequel.
Our first main result is as follows:

Theorem 3. Assume that the power series with complex coefficients f(z) :=
> reo arz” is convergent on D(0, R), a € [0,1] and A, B, C' € B (H) with || A| < R,
then we have the norm inequality

lC*Af (4) BIL < fu (1A 1141 B 14"~ ¢ (43)
We also have the numerical radius inequalities
* 1 [e% 2 *x|1l—« 2
S AF W) B) < g fu Al Il B2 + apeef |
and
w?(C*Af (A) B) (45)

< g2 [ilar 5 Jlast-of 4o (lar-ocf 1ar s7) |

Proof. We have from (2§), by taking the supremum over [z| = [y|| = 1, that
IC*Af(A) B> = sup  [(C*Af (A) Ba,y)[”

lzll=lyll=1
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< 22041 s (145 BP aa) sup (147" [ )

llzll=1 lyll=1

2 (lan 4 5] |iart==cf|

= 2214 1A BIE |14t

which gives (43)).
From we get, by taking y = x, the square root and using the A-G-mean
inequality, that

(C*Af (4) Bz, )| (46)
< £ (14D (141 BF 2,2) " <\A*|1‘ac12x,x> /

1 o 2 * 11—« 2
< 3 14 ({141 B 2) + {14 f )
]- o 2 *1l—a 2
= su D { (14 B2 +lap o cf Yoo
for all x € H.
By taking the supremum over ||z|| =1 in we get that

w (C*Af (A) B)

= sup |(C*Af (4) B, )
llzll=1
1 « 2 [ 2
< gha 141 s (1141 BF + |47 ) oo
]- a 2 x11l—a

= 3o AD) 1ar B + Ly

which proves (44).
From for y = x and Buzano’s inequality we derive that

(C™Af (A) Bz, )| (47)

< 204D 141 B w.) (a4 f )

1
< Z 2
< 5fa (141D
+ ‘<||A|QB|29¢

X M|A|“B|%H “|A*|Mc‘2x

el

A
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wl-a A% g1e B2
+‘<‘|A c| N Bl x:v>H
for all x € H, ||z|| = 1.

By taking the supremum over ||z|| =1 in we get that

w? (C*Af (A) B)
= sup |<C*Af(A)B$,$>|2

[l=||=1
1 2
< 22 (14l)
a 2 x11—a 2
X sup D‘HA B xH H‘|A| c‘ -
lzll=1
1
2

l sup H||A|°“ BP? :c” H’|A*|1°‘ 0)2 x

llzll=1
*1—Ot 2 « 2
(Jlar=ec] ar s ”>H

2 (141D

\|A*|1*ac‘2x

X M|A|O‘B|2m

+ ’<‘|A*|1a 0‘2 1A B|2:c,a:>H

a (141D

+ sup
llzll=1

w\»—*

|J|bl|lp )||A| B’z sup H‘A*l O‘Cra:

*11l—a 2 « 2
+ sup ‘|A| c‘ 1A]* B 2,z

lell=1
= g2l [Juar s | il |+ (el 1 52) |
= 32214 [ 817 Jla= | o (flap-cf a5

which proves . O
Remark 2. If we take o =1/2 in Theorem@ then we get the norm inequality

lC*Af (4) BI < fu (141D ||l41"/? B]| |14 | (48)
and the numerical radius inequalities

o Af W B) < holan 4P 5+l ef |
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and
w? (C*Af (A)B) (50)
1 2 2 2 2
< 32D |4t 5 Jla2 e (Jlar2 el ar )]
The second main result is as follows:

Theorem 4. Assume that the conditions of Theorem@ are satisfied. If o € [0,1],
r>0,p qg>1 with%Jré:l and pr, qr > 1, then

2r * 2r 1 a 2rp 1 x| l—a 2rq
W (CUAF(4) B) < f2r (I | 1141 B + 14~ e 7| (1)
If r > 1, then
r * 1 r @ T x| l—a r
W (C*AS (A) B) < 372 (A]) [|||A| B [|lar e c (52)
r sl—a A2 A0 B2
+w <]|A | c’ A" B )} .
Ifr>1,p,g>1 with}%—i—%:l and pr, qr > 2, then also
r * 1 r 1 o 2pr 1 * 11—« 2qr
e a ) < g an (|| ae s Sarte M e

T (‘|A*|1_“C‘2 |A|“BQ>> .

Proof. If we take the power > 0 in written for y = x then we get, by Young
and McCarthy inequalities that

(C" A (4) Br )
r 2 r
< 2D (41 B a,z) ([la- cf o)
-]. a 2 rp 1 1—a 2 rq
< 2r - - *
< 200D |3 (1 5P e 0) "+ 2 (4P ool ae) |

< A2 A [ (A B o) + 1 (= of o)

T [ 1 [e] 7] 1 x| 1—« 2rq
= 12 ) | (S 141 B 2 flap o)

for x € H with ||z|| = 1.
By taking the supremum over ||| = 1, then we get that

W (C*Af (A) B)

= sup [(C*Af (A) Bw,x)[”
=1



376 S. S. DRAGOMIR

1 oo L)) aiioa a2
< g2l s [((Shar 5P+ it of ™) o)

llzll=1

)

r 1 a 2r x| 1l—a 2rq
= 2 a3 14 B+ 2 flat ool

1
q
which proves .
If we take the power r > 1 in and by using the convexity of the power
function, we get

(CAf (A) B, )" (54)

= f2" (141
I o 2 l1—a 2 -« 2 o 2 "
141" B a| |14~ c| =] + | [la1' = c[ 141" B 2,

8 2

< fa (1Al

e} 2 r *x1—a 2 " x11—a 2 « 2 "

Al Bl | (|14t | a|| +|( |l c| 14 B aa

8 2

for x € H with ||z|| = 1.
By taking the supremum over ||z| = 1, then we get that

W (C*Af (A) B)
< f2 (1Al)

r 2(|" 2
i s laep== | o (flaep==cf ar 5)
X
2

= fa" (141

a 2r
I1A]" B

27 2
e v <‘|A*1°‘ c| ar B|2>
2 )

which proves .
Also, observe that

T

114 B? IH H’|A*|1_°‘ 0’2 x

qr

1 pr ] —a |2
§7H||A|O‘B\2xH +H)|A*|1 c‘ z
p q

ar
22

22" 2
_1 H||A|QB\2xH 41 H‘|A*|1°‘C‘ z
p q
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1 o1 _ 4
= <|\A|QB|4:c,:£> R <’A*|1 O‘C’ :c,:v>
p q
1 1 _ 2qr
<= <|\A|“B|2’”x,x> + = <‘|A*|1 are xm>
p q

1 " 1 —a 2qr
=G s Z e ") s).

for x € H with ||z|| = 1. Then

ar
2

H\|A|a BP? xH H‘A*PO‘ 0‘2 o + ‘<‘A*|1a cf 1A B)? xx>‘

2

1 (0% T 1 * —Q 2qr
K(||A| B 4~ |4t c| ):ca:>
p q
11—« 2 a 2 "
+\<]|A*| cl 1A B ”>H
and by

<

N =

(C™Af (A) Ba,z)|”
1 2r 1 «@ 2pr 1 x| l—a 2qr
< 32 0an [ (S 5 4 2o of ™) o)
2 T
+’<)|A*|1“C‘ |A|O‘B|2x7x>H

for x € H with ||z|| = 1.
By taking the supremum over ||z| = 1, we derive (53). O

Remark 3. If we take r =1 and p, ¢ > 1 with 1% + % =1in , then we obtain

2 (v 2 1 ap2e | L gxpi—a %
W (CTAF(A) B < 2 (1A | llAI B+ [larf = e[ T (59)
which for p=q =2 gives
2 (O Lo a d wiloa A%
W2 (C*Af (A) B) < L2 (1A |11 Bl + |4~ c| | (6)
If we take r=1 andp=q=2in , then we get
2 * 1 2 1 « 4 11—« 4
W?(C*Af (A)B) < 52 (14N (5 [la1* B + ||a*) = ¢ (57)

Hw <‘|A*|1_°‘ cf IA[ B|2>> .
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If we take r =2 and p, g > 1 with%—k%:l m (ﬂ), then we get

4 * 1 4 1 e 4p 1 x 1—«a 4q
W (CTAF(4) B < A2 (IAD (|5 N4l BIY + _ [lac = ¢ (58)
2
t? <‘|A*1_C‘C’ |A|°‘B|2>> .
We also have:

Theorem 5. With the assumptions of Theorem@, we have for r > 1, A € [0,1]
that

o |[1/7
W? (C*AS (A) B) < J2(JAD |[(1 = M 41" B+ A|ja*' = | (59)
o wilea 2(1-X)
x 141 B |4 ||
for all « € [0,1].
Also, we have
2 * 2 [e% 2r 11— 2r 1/T
P (CAF ) B) < 214D = ) 141 B 4 Afla e ] (60)

1/r

@ 2r 11— 2r
x M AI B+ (1= 2 [l

for all a € [0,1] and r > 1.
Proof. From the first part of we have
(C*Af (A) Ba, )|

< 2 AD (JlAr B 2,) (i

|A*|1_“C‘2x>
A

= 220D (4 B ) (] )
(e 3P (w el 2)
< 72041 (1= ) (1A B + (o,

) A 2 1—-X
X <||A|O“B| ”> <x |A*|1—ac‘ z>

for all x € H, ||z|| = 1.
If we take the power » > 1, then we get by the convexity of power r that

(C™Af (A) Ba, )" (61)

|A*1aC’2x>]
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2 T
< 124D @ = (Ar B a4 Aol o o)
A 9 r(1—X)

x <||A\°‘B|2x,x> <x |A*|1’QC’ x>

2r a 2 r

< 72D |- (Al B ae) (e
rA 2 r(1=X)

X <||A\“B|2z,x> <x |A*|1_“C’ x>

for all z € H, ||z| = 1.
If we use McCarthy inequality for power r > 1, then we get

|A*1_“C‘2x>r}

(1-A) <||A|a B\2m,m>r +A <x (|A*|H“ C‘2x>r
< (1= (II41* B z,2) + A <x A e cfr z>

2r
_ <[(1 N AT B+ A ‘|A*\1_O‘ 0‘ } a:x>

and by
(CAf (A) B, )" (62)

< £ [( [ =0 1iar 57 Lo o] o)

A 2 r(1-X)
x <||A\QB|2a:,x> <x \A*|1—°‘c] x>

for all z € H, ||z| = 1.
If we take the supremum over ||z|| = 1, then we get

w (C*Af (A) B)

= sup [(C*Af (A) Bz, x)["
=1

27
< 22014 swp [ (= lar 572 4=l o)
2 r(1—X)
At el x>

2r
(L= Nl B+ 2l | H

o 2 A
X sup <||A| B| x,m> sup <a:,

llzll=1 llzll=1

— 727 (1|

r(1—X)

< lap B |la e
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which gives .

We also have

(C*AF (4) B, z)*
< 20 [{ [ = 1ar s e ao)]
x [< [)\ 1A|* B + (1 - ) ‘|A*\1—a cm mﬂ

for all z € H, ||z| = 1, which proves (60).

Remark 4. If we take r =1 in Theorem [}, then we get

w? (C*Af (A) B) < f2 (IAll)

27
(L= N4 B +a|lar = c| H

2(1-)
x 14 B |4 |
and

P AFA)B) < 721D (1 = W11 B + L ]|

X

o 2 x 11— 2
MIAP B + (1= 2 [la 7 ¢
for all o, X € [0,1].

If we take A=1/2 in @, then we obtain
w? (C*Af (A) B)

< 3201 e B2 + [l of | s lap==c]

If we take r = 2 in Theorem [, then we get

1/2

W (CAF(A)B) < 2 (1A | (1 = 141" B + A jar = o

«a 2 x|11—« 2(1-2)
x 141 B 147~ |

and
4 1 4|
(AT B) < 72 (1D = N 11 B a4 ]

1/2

@ 4 11— 4
x A [141° B] +(1_A))|A| c‘

for all a, X € [0,1].
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If we take X = 1/2 in (66), then we obtain

W (C*AF () B) (63)
< 22z apan iar st + Jar ==l | war s uace .

4. INEQUALITIES FOR TRACE OF OPERATORS
We have the following result for trace of operators:

Theorem 6. Let r > 1/2, p, ¢ > 1 with %—l—% =1 and pr, qr > 1. Assume
that the power series with complex coefficients f (z) := Z;O:O apz® is convergent on
D(0,R) and A, B, C € B (H) with || A|| < R. If|A|* B € By, (H) and |A*|'"*C €
Bagr (H) for a € [0,1], then C*Af (A) B € By, (H) and

10 AT (4) Blly, < fu (IAID I1AI" Bll, |14 ], - (69)
In particular,
10° A7 (A)Blly, < fu(lAD |14 B, [las* (70)

for |A|"? B € Bap, (H) and |A*|** C € By, (H) .

Proof. If we take in the power r > 0 and x = e;, y = f; where £ = {e;},.; and
F ={fi}ic; are orthonormal basis and sum, then we get

> [(CAf (A) Bey, fi)[*" (71)
iel
I 2 "
<2 AD Y (4 5P ever) (4t el o)
iel

If we use the Holder’s inequality for p, ¢ > 1 with % + % =1, then we get

Sl e (larcf fs) )
icl o 1/p ) ar 1/q
< <Z<||A(XB|261‘,€¢> ) <Z<‘|A*|1_QC‘ fi,fi> )

i€l

il
By the McCarthy inequality for pr, gr > 1, we have
pr
S (Al BP eery <3 (1141 BT erye )
iel i€l
and

) <‘|A*|1_a 0‘2 fi,fi>qr <> <‘|A*|1_a C‘qu fi7fi> )
icl

iel
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therefore

(Z (A1 BP e, ei>”’”> " (Z <‘|A*|1a of . fi>qr> 1o

i€l iel

1/p 9 qr\ 1/4
< (Z<|A|“B|2’”ei,ei>> <Z<\|A*|1“"O\ fi,fi> )
el

icl

= (nar siz) ™" (HA*P“c

2qr l/q

@ 2r
) — 1A BIZ,

2pr

By and we derive

ST HCAS (A) Be, )" < £27 (A1) |141° B3,
iel

Now, if we take the supremum over £ and F in , then by we get

a7 el,,

2qr

\A*|1‘C'0Hz;. (73)

* T r [e% 2r
IC*Af (A) Blls, < f27 (1Al 1A% Bls,,

1—a 2r
s
2qr
and the inequality is obtained. ([
Remark 5. If we take r = 1/2 and p = g = 2, then by (@) we get
* [e% 11—
|C*AF (A) Bll; < fa (1A 1141 Bl |||a* = ]| (74)

provided that |A|* B € By (H) and |A*|'™* C € By (H) for o € [0,1].
Also, if r=1 and p, ¢ > 1 with%+%:1, then by (@ we get

IC*Af (A) Blly < fa (1AIN) 1A% Blly,,

e, (75)

provided that |A|* B € By, (H) and |A*)' ™% C € By (H) for a € [0,1].
We also have:

Theorem 7. Let r > 1/2, p, ¢ > 1 with % —|—% = % Assume that the power

series with complex coefficients f(z) := > po,arz" is convergent on D(0,R) and
A, B, C € B(H) with |A| < R. If |A|* B € Bay, (H) and |A*|'"® C € By, (H) for
a € [0,1], then C*Af (A) B € By, (H) and

ICAf (A) Blly, < fa (IAN) IIA]* Blly,

\A*|1‘“CH . (76)
2q
In particular,

0% AT (4) Bl < £a (I41) |41 B, [l c], (77)

for |A|"* B € By, (H) and |A*|"? C € Byy (H) .
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Proof. Assume that £ = {e;},.; and F ={fi},c; are orthonormal basis in H. Ob-

serve that we have + + + = 1 and by Holder’s inequality for P and £ we have

Sk
31|

T

Z<||AaB|2€iaei>T<‘|A*|1_ac‘2fi7fi> (78)

iel

- ; KHA\(X B|26i,ei>p}£ [<‘|A*|1—a 0’2 fi,fi>q];
= <Z<I|A|"‘B%i,ei>”>r/p <Z<‘|A*|1_ac‘2fi,fi>q>r/q'

el el

By McCarthy inequality for p, ¢ > 1 we get

S (Al B ee)” < > (1A B ese)

i€l iel

and . . 2
> <]A*|1—ac] fi,f1-> <y <]|A*|1_ac’ qf%fi>
i€l i€l

and by

Sl e (el sy )

icl
/p 2 r/q
S(Z(MPBF%%@Q) <Z<\|A*|1‘“c\ ff>>
il il
2r
[e% 2r 11—
= [141* Bl |lac o,
By and we get
2r
* r e 2r xl—a
S_HCHAS (4) Bew L) < 12 (A 1141 Bl |4~ ¢], . (80)
il
Now, if we take the supremum over £ and F in we get
2r
* r r « 27 x 11—«
10" A7 (A) By < f2r (141D 1A Bl |1~ o,
and the inequality is thus proved. ([
Remark 6. If we take p=q=2r =s > 1, then by (@) we get
|CAf (A) BIl, < fu (1A 1AL Bl 147 | (s1)

provided that |A|* B € By, (H) and |A*|'~* C € By (H) for o € [0,1].
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For o = 1/2 we have

lC*Af (A) BIl, < fa (141 |41 B 14> | (82)
. 1/2 %11/2
provided that |A|"'" B € Bas (H) and |A*|” " C € By (H) .
Ifr=2andp, ¢>1 with%—&—%z% then
€™ AL (A) Bl < £ (IAD AL Bl 147~ ¢l (83)
provided that |A|* B € By, (H) and |A*|' ™% C € By (H) for a € [0,1].
In particular,
l0°A7 (A) Bl < fa (lAD [ 14772 B, |14 |, (84)

for |A|Y? B € By, (H) and |A*|"* C € Byy (H).

Theorem 8. Assume that the power series with complex coefficients f(z) :=
> neo axz® is convergent on D(0,R), A, B, C € B(H) with ||A| < R.

Ifr >1/2,p, q > 1 with %—F% =1,pr,qr>1 and \|A|O‘B\2pr |A*'m ¢
Bi(H), then C*Af (A) B € By, (H) and

2qr
S

)

* r 1 « i 1 *|1l—a 2qr
Arar s < g2 Qe (S ar s lap ™). )

Ifr>1 and |A|* B,|A*|'"*C € By, (H), then C*Af (A) B € By, (H) and
wiy (C*Af (A) B) (86)

]- @ s x| 1l—a 2r r *|l—a 2 e
< g2 han (War s Jlasp== o v (= ar 5°)
* 1 7 1 o A 1 *|1l—a 2qr
A Ar ) B) < 372 (Al or (G141 B+ o) s

rar (Jlar el e 52|
2q7‘>

1 r (e} T x| l—a 2r x| l—a 2 e}
< 572 G (i 2 =]+ flacr-ecf par s

Ifr217p,q>1with%—i—%:l,pr,quZ then

1 1 opr 1 1—
<72r A - AOcBP - A* @
< 320D [or (S hAr” B 4 2|1t

i}

# i ef ar s
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Proof. From for 4y = 2 we have that
2
(" AF () B < 21D (A1 B o) ([l cf ) (s3)
for x € H with ||z|| = 1.

If we take the power r > 0, we get, by Young and McCarthy inequalities, that
(C*AF (4) Br. )"
r 2 r
< 2D (41 B a,z) ([la-f o)
1 a 2 pr 1 11—« 2 "
< 2r - - ‘ * ‘
< 204D |2 (11 B o) + 2 ([l of )
1 «@ 2pr 1 11—« 2qr
< 2r - P - ‘ * ’
< A2 A [ (i B ) + 3 (= of " o
1 " 1 _ 2qr
= 2 QA (G147 8 4 2 [l o) )
p q
for x € H with ||z|| = 1.

If & = {ei};c; is an orthonormal basis, then by taking z = e; and summing over
1 € I we get

IC*Af (A) BI[7,,
=" [(C*Af (A) Bey, e) [

icl

. 1o mopr 1| caiiea o247
< 20D S ( (5 1a1 B 4 2 flapo e ) e

i€l
r 1 @ 2pr 1 11— 2qr
= 72 Qb (3114 B4 [,

which, by taking the supremum over &£, proves .
By Buzano’s inequality we have

(14 B .2 (a4 cf o)
<3 [H'A'QB2“””H“|A*|MC\ZQE +‘<|AI‘“BI%, |A*|1ac\2x>u
= 2 lhar s o i< of o] | (acr= cf nar mta.s)|

for x € H with ||z|| = 1.
If we take the power r > 1 and use the convexity of power function, then we get

(4" 8P az) (o lap=ecf a),
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r

B 2
e ] o= f =

+ ‘<||A*|1—a of jare BQI,x>‘

<
B 2
r 2 " 2 r
141 B o H’|A*|1_°‘C‘ z +‘<’|A*|l‘°‘0’ ||A|O‘Bzx,sc>‘
<
B 2
a 2 23 11—« 2 = -« 2 « 2 "
Al B o |[jas) = e e +‘<‘|A*| c| 1141 B xm>
N 2
5 4 3 2 r
<|IAI“B4x,x>2<\A*|1‘“C( xx> +‘<\|A*|1—“c\ |A|D‘B|2m,x>
N 2
for x € H with ||z| = 1.
Therefore
|C™Af (A) BIIE,, (89)
=D _[(C*Af (4) Bei,ei)[*
i€l

< 2 A X (141 B ever) (e
i€l
S (141 B erer) <\|A*|1—ac 4ei,ei>2
iel
(ar=sef IIAI“B%Z»,@MT]

Using Cauchy-Schwarz inequality we have

« 4 3 wil—a 4 o 3
> {lar 8’ coes) (Jlart==cf ewer)
, 1/2 . , 1/2
<Z<||A|(XB|461‘761'> ) <Z<’|A*|1_QC‘ ei,ei> )

i€l iel

(Z (141 Bl >>/ (z (Jap==c]” >)

iel

A*|1a0’261>r

<

far (1Al

N

>

icl

IN

1/2

IN

[eY 2r
= I1AI" Blly.

|A*‘1fa CHQT
47"’

where for the last inequality we used McCarthy’s result for » > 1. This proves .
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Further, if we use Young’s inequality for p,q > 1 with % + % =1,
1 1
ab< =a? + =b, a,b >0,
p q
then we get

o ot [ai-ecfof < ar seef” s el of

=l s < ft=ocf |
p q

1 o | a4
L e e Y
p q

1 - o 2qr
<= {llAr B x,x>+1<’|A*|1 c” ;z:z>
p

:<<1|A|“BZ’” ’|A*1ac‘ )xx>
p

ar
2

for x € H with ||z| = 1.

Therefore
|CAf (A) Bllga, = Y [CTAF (A) Bese)|”"
el
T « 2 r *|1l—« 2 "
< 2 QAN T Al B exes) (eo T ¢ o)
iel
1 1 p 201 1 «1l—a 2gr
< 3200 [ S (5 1ar B+ St Y v
ier \\P q
2 T
+2 <]|A*|1°‘C) ||A|“B2ei,ez->]
iel
1 r 1 @ 2pr 1 x1l—a 2gr
= 320 e (11 B+ Lacpomof )
st of e s ]
E,r
which proves, by taking the supremum over £, the desired inequality . ([l

Remark 7. Let a € [0,1]. If r = 1/2, p, ¢ = 2 and ||A]" B| ,
By (H), then C*Af (A) B € By (H) and by (85) we get

1A%~ “c] e

@ Ar B < yh (A (1A 8P + e ). oo
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If r =1 and p, ¢ > 1 with zlz + % =1, then by we obtain
2 * 2 1 o 2P 1 xl—a 2
G (CALA)B) < £2(1AD s (5 1417 B + [l c] ") o)

2
provided that ||A|” B|*" | ||A*|'™ C” e By (H).
If we take r =1 in (86]), then we get
w3 (C*Af (4) B) (92)

< 32 1an (War st =]+ (Jlac=of ar 57 )
)
).

x| 1l—a 2q
A1 | € By (H)

1 2 a 2 s 11—« 2 s1l—«
< Sfa (A (AT Bl [[1A*] O+ [ |[A™]
2 4

provided that |A|* B, |A*|'™* C € By (H).
Ifr=1andp=q=21in E , then we getfor\|A|°‘B|2p,
that

A Af (W B) < 124D [er (a1 B+ lat ") o)

")

+ 32t (Jlarcf ar 57)

4
1

(LU (||A‘IB|2”+\|A*|1‘“O

T |

‘We also have:

Theorem 9. With the assumptions of Theorem@7 we have for r > 1, X\ € [0,1]
that

2r
(AT B) < 2 (A |- 2 Al B APl o
” * o r(1— )\)
<Al B 14t ol

provided that |A|* B, |A*|'™* C € Bo, (H).
In particular,
* 1 T « T *|l—a 2r
3t ar () B) < g2 A iar s+ lap ol o)

x [IIA]* B3, |||4*]'~*C
2r o
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Proof. 1f £ = {e;};; is an orthonormal basis, then by taking = = ¢; in and
summing over ¢ € I we get

> HCTAf(4) Bei, e (96)

i€l

< 22 (Al Z K {(1 — N JA[* B + A ‘IA*IHJ c‘ﬂ ei’eiﬂ

iel

A 9 r(1—=X)
X <||A\O‘B|26i,ei>r <’|A*|1O¢C’ €i,€i>

27‘H

r(1—=X)

< 204D |- N AP B+ 34

x Z <||A‘a B|2eivei>r/\ <’|A*|1a C"2 6i;€i>
iel

If we use Holder’s inequality for p = 1, ¢ = 12, then we have

r r(1—=X)
Z <HA|Q B|2 Z2 ei> " <‘|A*|1CY C"Q €, €i>

i€l
A ) -\ 1=2
< <Z<||AQB|2ei,ei>> <Z<\|A*|1—ac >>
iel i€l
A ) 1-X
S <Z<||AQB|2T 6i,ei>> <Z<‘|A*|1_a0‘ 6i,€i>>
iel i€l
[eY 2rA s1l—« 2r(1=X)
= 14p Bl i of
which proves . O

Remark 8. If we take r = 1 in Theorem[9, then we get for a € [0,1] that

* o 2 x1l—a 2

W} (C*AS (A) B) < J2(JAD (1 = N lA1* B + A[|4 '~ ¢ \ (97)

&% A x| l—a 2(17)\)

<Al B |l el

provided that |A|* B, |A*|'"*C € By (H) .
In particular,
* 1 [e3 * — 2

@ AFWB) < g7 QaD lar s+l o

< 141 B, 1At = ¢
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GENERAL LOGARITHMIC CONTROL MODULO AND
TAUBERIAN REMAINDER THEOREMS

Muhammet Ali OKUR
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ABSTRACT. Let A = (An) be a nondecreasing sequence of positive numbers
such that A, — co. A sequence (£,,) is called A\-bounded if

)\n(gn - O‘) = 0(1)
with the limit le &, = a. In this work, we obtain several Tauberian re-
n oo

mainder theorems on A-bounded sequences for the logarithmic summability
method with help of general logarithmic control modulo of the oscillatory be-
havior. Tauber conditions in our main results are on the generator sequence
and the general logarithmic control modulo.

1. INTRODUCTION

Let £ = (£,,) be a sequence of real numbers. Throughout this work, the notation
of (§,,) = O(1) means that the sequence of (,,) is bounded for large enough n.
1

The (C,1) mean of (£ 1
n

) is defined by o(M(¢) =

n

Zf . and the logarithmic
k=0

, 1 «— & <
mean of (£,) is defined by /(M (¢) = — , Where v,, = Z —— ~logn,
'ynk_OkJrl k_OkJrl

where for two sequences (u,) and (v,) of_positive numbers, we write w, ~ vy if
lim — = 1. A sequence (£,) is said to be (C, 1) summable to a finite number
n—00 Up

if the limit
lim ¢(V(¢) = (1)

n— oo n
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exists and we say that a sequence (¢,,) is logarithmic summable to a finite number
a, if
lim ¢ (¢) = a (2)

n— oo

[1]. It is well known that if a sequence (§,,) is convergent, then (1)) and (2)) are exist.
In other words, these two methods are regular methods. Also the existence of
implies the existence of . However the converse implications are not always true.
For example the sequence (§,,) = (—1)"(2n + 1) is neither ordinary convergent nor
(C,1) convergent. But it is logarithmic convergent to 0.

For a sequence (€,,), we have the following identity:

&, — L) = oD (AY), (3)

where vV (A€) = Z Yi—1(A&L). The identity (3)) is called the logarithmic Kro-
Tn 2
necker identity and the sequence (vn (AE)) is called the generator sequence of (&,,).
For each integer k > 1, &L (&) is defined by

L)
ey = Ly b &) 1
PO=- 3 @
where £ (€) = £, and £, (€) = £,(€).
If we get the logarithmic mean of the sequence of (v(o)(Af)), then we obtain

n 0) Af

o
k +1 (A8).

GUCRAN)
k=

By getting the logarithmic mean of (vn (AE)), then we obtain

1yl

)
E+1 (A9).

(v (AE)) =

771 k=0

Continuing in this way, we obtain the following sequence:

n  (m—1)
La (0™ D (AE)) = 1 3 u (A9 _ o™ (AE),

Vn $=5 k+1

for m > 1. Hence, all these given sequences can be written as follows:
n m—1

1 ,UIE; )(Af)

oA = e kL

k=0
Un(Af), m = 0.

m>1

For a sequence (€,,), classical logarithmic control modulo is defined by
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The general logarithmic control modulo of the oscillatory behavior of integer order
m > 1 of a sequence (&,,) is defined by

wi(©) = WO = 6D WV E)- (6)
Assume that A = ()\,,) be a nondecreasing sequence of positive numbers such
that A\, — co. A sequence (§,,) is called bounded with the rapidity (\,) if

An(€, —a) =0(1) (7)
with lim &, = «. Shortly, we say that the sequence (§,,) is A-bounded and the set
n—oo

of all A&-bounded sequences is denoted by m*.
Also a sequence (&,,) is called A\-bounded by logarithmic method of summability

if

An(£(€) = a) = O(1) (8)
with le () (€) = o. The set of all logarithmic A-bounded sequences is denoted
by (¢, m*).

Tauberian theory for the logarithmic method have been studied by various au-
thors. A number of authors such as Kwee |2] and Ishiguro |35 obtained some
Tauberian theorems for the logarithmic method and generalized some classical
Tauberian theorems to logaritmic method. Mdricz 6] presented some classical
type Tauberian theorems for logarithmic method of sequences and established some
Tauberian theorems by introducing logarithmic summability method of integrals.

Later, Okur and Totur [7,/8] introduced general logarithmic control modulo and
classical logarithmic control modulo for logarithmic method of integrals. And
they extanded Tuaberian theorems which are given for (C,1) method. Sezer and
Canak [9,/10] investigated new Tauberian conditions with help of general logarith-
mic control modulo for logarithmic method of sequences and proved some Theorems
for logarithmic method of power series.

On the other hand many researchers studied Tauberian remainder theorems for
some summability methods such as Kangro |11] and Tammeraid [12H14] after Kan-
gro’s work [15] in which the author introduced the concepts of Tauberian remiander
theorems by using summability with given rapidity A. Meronen and Tammeraid [16]
presented some Tauberian remainder theorems for (C, 1) summability method from
a new perspective. In this work, they used the concept of general control modulo
which was defined in |17]. Later Sezer and Canak [18)19] and Totur and Okur [20,21]
proved some results for weighted mean, Holder and (C, «) summability methods.
They also benefited from the concept of general control modulo to obtain Tauberian
remainder theorems in these studies.

We aim in this paper to prove some Tauberian remainder theorems for the log-
arithmic summability method. Firstly, we prove 3 lemmas in section 2 and in
each lemma, the relationship between the different-order general logarithmic con-
trol modulo of a sequence and its different-order logarithmic means is given. After
that, the main theorems are presented in the next section. In the main theorems,
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we obtain A-boundedness of a sequence from its logarithmic A-boundedness by us-
ing conditions on generator sequence and general logarithmic control modulo of the
given sequence.

2. AUXILARY RESULTS
For the proofs of our main results, we require the following lemmas.
Lemma 1. The following equality is valid.
Wi (€) = wiP(©) — &+ £0(©). (9)
Proof. Taking m =1 in @ and using , we get

w(E) = WD) - f“( ©)(¢))

_ w0 - Ly Dy 1A
= wP(©) — oD (Ag).

Using in the last equality, we obtain

w(€) = wP(E) ¢, + D).

Lemma 2. The following equality is valid.
W@ (&) = w0 (&) —2¢, + 36D (&) — 12 (¢). 10
o (§) = wy (&) =28, +36,7(§) — 67 (€ )
Proof. If we take m = 2 in @7 we obtain

W) = wiP(© - WM.
Using @D, we get

w? () = wﬁo)(ﬁ)*€n+€(”(£)*f(”( <0>(£>f5+£“><@>

= W) —¢, +£D(¢ Z — & +07(9))

o=

From @, we get

w@ () = w®(€) &, + 0D — oA + D (&) — €D (¢).
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By (B), we conclude that
wPD(€) = wD(€) — 2, +360(6) — (2 (€).

Lemma 3. The following equality is valid.
w® (&) = w(€) — 3¢, + 600 (&) — 4P (&) + £ (¢). 11
n (§) = wy (€) = 36, + 66,7(€) — 46,7 (§) + 657 (§) (11)
Proof. By taking m = 3 in @, we have

wP(E) = wP(©) -6 W ().
From , we obtain

wP(E) = w0 —2¢, +360(€) — 6D (€)
— (@ O(€) = 26+ 300 () — 1P(9))
= w?(€) —2¢, + 3D — (P (©)

S b0 26+ 300 (6) — 62 (6)),.

Now, using in the last equality, we get

wP () = wD(€) -2, +30 () - D)
v (AE) + 260 (€) — 36D (€) + £ ().

Finally, from definition of the logarithmic Kronecker identity, we have

wP () = w(€) -3¢, + 6050 (&) — 46D (&) + (P ().

]
3. MAIN RESULTS
Theorem 1. Let £ is A-bounded by the (¢,1) method. If
Ao (AE) = O(1), (12)

then & is A-bounded.
Proof. Because of £ is A-bounded by the (¢, 1) method, we have

An (zﬁ}>(g) - a) —0(1). (13)
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By the equality
M (€ =) = A (80O —a+&, - 60(9)) |

we obtain
M (6 = @) = A (£D(6) = @) + Au0(A¢)
using . By combining and with the last equailty, we get
Ao (€, — @) = O(L).

So, £ is A-bounded and proof is completed. [
Theorem 2. Let £ is A-bounded by the (£,1) method. If

A (€) = O(1) (14)
and

Anwi)(€) = 0(1), (15)

then & is A-bounded.
Proof. Benefit from Lemma [T} we get the following equality:

M (€ = @) = An (60(6) — a = wD(©) + &, — €0(6) +wiD(9))
So, we conclude that
Ao (€ = @) = =MD () + A (£D(6) = @) + AV (€).

From A-boundedness by the (¢, 1) method, we have . Taking and into
account we obtain

This result completed the proof. ([l

Theorem 3. Let £ is A-bounded by the (¢,1) method and the condition 15
satisfied. If

A (€) = 0(1) (16)
and
A (62(9) = a) = 0(1), (17)

then & is A-bounded.
Proof. Using Lemma 2] we obtain the equality of

A (6 = @) = Ay (—wP(©) + () —a = &, — (&) +361()) -

Therefore we get the following result:

22 (6 = @) = =X D) + Mo () = A (62(€) — @) + 3\ (6D() — ).
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Using (13)), (14), and we get the result of
An (&, —a) = O(1).
It means that £ is A-bounded. O

Theorem 4. Let £ is A-bounded by the (¢,1) method and the conditions and
are satisfied. If

AP (€) = 0(1) (18)
and
A (£9(9) - a) = 0(1), (19)

then & is A-bounded.
Proof. With the Lemma [3] we obtain the following equality:

A (= @) = Ay (—w() +w0(€) + £7() — 462(8) + 6600(6) — 26, — ) -
Then it follows that

B (€a—0) = =M () + Awl?(€) + A (£7(6) - a)
—a0 (62(6) = ) + 6X (6D () — ) .
If we combine , , , and , we have the equality

Therefore we obtain that £ is A-bounded. O
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1.2¥11di1z Technical University, Faculty of Arts“and'Science, Department of Mathematics,
Istanbul, TURKIYE

ABSTRACT. In this article, we adopt the tempered fractional integral opera-
tors to develop some novel Minkowski and Hermite-Hadamard type integral
inequalities. Thus, we give several special cases of the integral inequalities for
tempered fractional integrals obtained in the earlier works.

1. INTRODUCTION

The theory of convexity plays a vital role in different fields of pure and applied sci-
ences. Consequently, the classical concepts of convex sets and convex functions have
been generalized in different directions. The concept of function is one of the ba-
sic structures of mathematics, and many researchers have focused on new function
classes and have made efforts to classify the space of functions. One of important
class of functions defined as a product of this intense effort is the convex function,
which has applications in statistics, inequality theory, convex programming, and
numerical analysis. This interesting class of functions is defined as follows ( men-
tioned in ([6]).

Definition 1. Let H be an interval in R. Then f : H — R is said to be convez if

fa+(1—=80b) <&f(a)+(1-¢) f(b)
foralla,be H and & € [0, 1] .

For more information, see the papers [1-5] and [22]- [24].
Another aspect due to which the convexity theory has attracted many researchers
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is its close relationship with theory of inequalities. Many famous inequalities can be
obtained using the concept of convex functions. For details related to convexity, in-
terested readers are referred to [6,7]. Among these inequalities, Hermite-Hadamard
inequality, which provides us a necessary and sufficient condition for a convex func-
tion, is one of the most studied results. This result of Hermite and Hadamard reads
as follows:

Let f: I CR — R be a convex mapping defined on the interval I of real numbers
and a, b € I, with a < b. The following double inequality holds:

TEUE 1@ +10) "

This double inequality is known in the literature as the Hermite-Hadamard inequal-
ity for convex functions.

Definition 2. ([17-18]) Let f € £'(a,b). The Riemann Liouville integrals I, f
and I f of order oo > 0 with a > 0 are defined by

1o (o /f (w7, => a (2)
and

I f /f E—x)*lde, b> oz (3)

The tempered fractional 1ntegral was first studied by Buschman [8], but Liu et al.
[9], Meerschaert et al. [10] and Fernandez et al. [12] have described the associated
tempered fractional calculus more explicitly.

Definition 3. ([10]) Let [a,b] be a real interval and ¢ > 0, a > 0. Then, for
a function f € La,b], the left and right tempered fractional integral, respectively,
defined by

SIS @) = g [ =0 e (€ ag @)
and
1 b a—1
371 @) = 5 [ (€= o) e*“ﬁ*z)f(s) e, )
where T'() is the Gamma function defined by T'(o) = [ t*~ e~ dt.

For any { > 0, the positive one-sided tempered fractional operator of a suitable
function f(x) can be given by;

e e — L ’ — &)l ¢e=8)
W) = e | @9 e O @ as
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Remark 1. If we take ( = 0 in the equations @ and , then we have the left
and right R-L operators (2) and (3) respectively.

First of all, we define the new incomplete Gamma function following definition
as in [11].

Definition 4. For the real numbers , « > 0 and , x,{ > 0, we define the (-
incomplete Gamma function by

b
1
)= s [t
0

If ( =1, it reduces to the incomplete Gamma function

1
I, (a, *F—/ e dz.
0

Remark 2. For the real numbers o > 0 and x,( > 0, we have

1 a—1_—¢(b—a)z
a. Iepoay (1) = [y v te Co—a)z gy — ﬁla

1 Io(a ,b—a Io(a+1 ,b—a
b. fO Ioz(b—a) (Oé,il') dx = ((b_a)a ) - Eb_a)(!+l )

(a,b — a)

Recently, Nisar et al. [13] established some inequalities via fractional con-

formable integral operators. In [14,15], various researchers established Minkowski
inequalities involving fractional calculus with general analytic kernels and some
novel estimations of Hadamard type inequalities for different kinds of convex func-
tions via tempered fractional integral operator, the Hermite-Hadamard type in-
equalities for k-fractional conformable integrals are found in [16].
This paper is organized in the following way: In Section 2, the main results, the
reverse Minkowski and related Hermite-Hadamard integral inequalities, are estab-
lished using tempered fractional integral operators. The concluding remarks are
given in Section 3.

2. MAIN RESULTS

In this section, the reverse Minkowski and Hermite-Hadamard type integral in-
equalities are developed using the tempered integral operator.

Theorem 1. Let ( > 0, a > 0, p>1 and let there be two positive functions
fi and fy on [0,00) such that for all x> a, T3 f1? (z) <co, "I fof (x) <oco. If

0 <7'1<ch18 <73, holds for 71,72 € RT and £€[0,x], then we have:

1

(357 @) +(334 0 ()

T

1479 (T1—|-2)
(T141) (72+1)

IN

(3 + 2P @) )
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Proof. Under the given condition ;;Eg <79, £€[0,x], it can be written as
(To+1)" /17 (§) < 2P (fr + f2)" (€) - (7)
Multiplying both sides of (7) by F((Z;fig;:;, then integrating the resulting inequality

with respect to £ over [0,x], we obtain,

(mnpﬁ /0 @ 6O 7 (6) de

(®)

1 * a—1 —¢(z—
= 7—]201“(04) /0 (@ =) e TO(f + fo)P(€)d.
Consequently, we obtain
(ro A D)PTIT AP () < TPTIT(FL + f2)F (2). (9)
Hence, we can write
T ~0C v T2 T ~0,C p G
Faar @] s A i @) (10)
In contrast, as 71 f2(&)<f1(€), it follows that
1\? 1
(1+ ) @ < S ©+R©P (1)

Again, if we multiplying both sides of (11) by F(x—g)a* then integrating the

(a)es (==8)7
resulting inequality with respect to £ over [0,z], we obtain,

1

[aiar @) < s sy @) (12)

Adding the inequalities (10) and (12) yields the desired inequality. O

Remark 3. By setting Theorem 1 for o« =1, ( =0 and for an arbitrary choice of
function, we obtain Theorem 1.2 in [20].

Remark 4. In Theorem 1, if we choose ( =0, we obtain Theorem 2.1 in [19].

Inequality (6) is referred to as the reverse Minkowski inequality for the tempered
fractional integral operator.

Theorem 2. Let { > 0, « > 0, p>1 and let there be two positive functions
fi and fy on [0,00) such that for all x> a, T3 1P (z) <co, "I fof (x) <oco. If

0 <71§sz§8 <7s, holds for 71,72 € RT and £€[0,z], then we have:

2

(3w @) + (30 @)
- < (1+72) (T1+1)

= To

(13)

S

_2> [ngvqflp (x)} ’ [Tfjg’cfzp (x)}
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Proof. The product of inequalities (10) and (12) yields

1 2

W) () e e )] [0 027 )] < [0S+ £P @) ()

T2
Now, utilizing the Minkowski inequality to the right hand side of (14), one obtains

1

(st + 27 @) < ([732"%1} @]+ [32 @)] )

Then, we have

2

(5 + 2 @) <[ e @] + [3 @)°
+2 [P (@) [ R @)

Thus, from the above inequalities, we obtain the inequality (13).

(15)

O

Remark 5. By setting Theorem 2 for « =1, ( = 0 and for an arbitrary choice of
function, we obtain Theorem 2.2 in [21].

Remark 6. In Theorem 2, if we choose ( =0, we obtain Theorem 2.3 in [19].

Lemma 1. ([19]) Let G be a concave function on [a, b]. Then the following double
inequality holds:

Q(a)Jrg(b)gg(bJrax)+g(a:)§2g<a;_b>. (16)

Theorem 3. Let { > 0, > 0,p > 1 and let there be two positive functions h and
L on [0,00). If B? and L7 are two concave functions on [0,00), then we have:

27771 (R(0) + h(x))" (£(0)+L(x)) ! [[32 (22 1)]? (17)
<T@ (2) TR (@ IL () -

Proof. Since the #? and L7 are two concave functions on [0,00), then by Lemma 1,
for any £ > 0 we obtain,

BP(0)+ 1 (@) S B (=€) + ¥ (&) <20 (5. (18)

and

L(0) + £7(2) < £ (- ) + £7(§) < 2£7 (). (19)
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Multiplying both sides of (18) and (19) by %, then integrating the re-

T(a)es ==
sulting inequality with respect to £ over [0,z], we obtain,

P (0) + 77 (x) / @9t
0

I'(a) g

< r(la) /0 - 5);12_“1_5) B (x — €) de
Sl 5)212“”) W (©) de

. 27;?( g) /Ow (z — g);lzqws) "

and
L4 (0)F z; )cq (z) /Ox (z — g)zlls—aw—s) "

< r(la) /Oz (z — g)zllz—c(z—o £ (e ) de

s [ g
2\ o a=1__¢(am
. 2/;“10([)2) 0 (m_£)€1§ et) dc.

Using the change of variables z — £ = y, we have

1 . (x_é.)afle—C(w—f) » B _ Tt~ (a—1D
o | e - e = e o),

and

L [T (=g e 9 ~anC (a1
LY(x—&)dE=TF3° (%L (x)).
Ol (0 — &) de =733 (2" 7 ()
Thus, by using (20) and (22) yields,

P (0) + 1P (x) <7337C (xa—l)) < 273574 (xaflhp (x))

E T~0C a—1
< (2) ().

Similarly, the use of (21) and (23) yields,

K (0) + £9 (z) (732,4 (ma—l)) < QTS;&,C (xa—lcfl (@)

<o (3) ().

(20)

(22)

(23)
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The inequalities (24) and (25) imply that

(W (0) 4+ 17 () (£7 (0) + £7 (@) (735€ (227 )
AT (2P (2)) T3 (2L (@)

(26)

Since f and L are positive functions, therefore for any x > 0,p > 1,and ¢ > 1,
we have

(MO);W) "> 27 (5(0) + (),

and

(W) > 971 (L£(0) + £ (x)).

Hence, it follows that

(7 )+ 1 (@)

5 ST 227 (h(0) + R (@) (7)), (27)

(£9(0) + £9 (z))

(207 227U (0) + L (@) (@07 (28)

2
The inequalities (27) and (28) imply
L p q q rrod (ca-1y]7
7 (77 (0) + 12 (2)) (£7 (0) + £9 (@) [38° (o)) o)
2
> 2771 (0) + i (2) (£ (0) + £ ()" [35¢ (2271)]
Thus, by combining (21) and (24), we get the desired result. O

Remark 7. By considering Theorem 3, for « = 1, ( = 0 and for an arbitrary
choice of function, we obtain Theorem 2.3 in [21].

Remark 8. In Theorem 3, if we choose ¢ =0, we obtain Theorem 2.5 in [19].

Theorem 4. Let ( > 0, o, > 0, p>1 and let there be two positive functions h
and L on [0,00). If h? and L% are two concave functions on [0,00), then we have:

F<5) T~ a—13p T ~Q —1%p
< [F(oz)ﬂ JOC (207 () + 730 (2P (x))] (30)
F(B)BT (e
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Proof. Multiplying both sides of (18) and (19) by %, then integrating
the resulting inequality with respect to £ over [0,z], we obtain

B (0) + P () / - tecem0
0

F(Oé) glfﬁa
1 [ (z—&* e S0
< F(a) /0 (.’17 5)51_62 hP (3? _ 5) dé— ( )
31
1 [ (z—&* e =9
* I‘(a)/o i )fl,é’i hP (€) d§
2P (%) [ (x— &) e S0
S F(a) /0 é—l—ﬁa d )
and
L9(0) + L (z) [T (x—&)* Te <=0
F(O{) /O é—lfﬁa df
T (g — ) e C(a=8)
Sl f)gl L (2~ €) d
1 _ (x 1 —C(JC {) (32)
T / gi=pa L2(8) dE
2/;(1 g) a 1,—¢(x—€)
S F( )2 /O f —Ba d&
Using the change of variables x — £ = y, we have
I'(B) Pz —g) et
(A (a) / e ds "
F(/B) ﬂ‘r"a’( a—1zp

and

@) [T @-g* et
04)/0 c-pa L1 (x = &) d¢ a
- 15&3673;4 (e ().
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Thus, from (31) and (33), we write
(B (0) + 17 () 7357 (a27)

a,¢
< DB ry™ (qomtpr (2)) 730 (100 (1)) (35)

and with (32) and (34), we can write,
(€7 (0) + £ () 7357 (+°7Y)

< oo (e () 473 (P L0 @) (36)

From (30) and (31), it follows that
(7 (0) + 7 (2)) (£ (0) + £ @) [735 (@7 1)]”

I'(B) praonc (- e (o fe
X [F(a)ﬂ ¢ (z*71L9 (z)) + i faeld (wB lea (x))} )
Since h and L are positive functions, therefore for any x > 0,p > 1,and ¢ > 1,
we have
hP hP

MT‘?;}C (271 = 27P(h (0) + B (2))P 735 (2°71),  (38)
and

q L4

(E (0) "g (x))r3g,C (x,é’—l) > 2—q(£ (0) + £(x))QT3:,C (:EB_I) ) (39)

Thus from (38) and (39) it follows that

3 9 0) 1 (@) (£9.0) + £9 () [F33¢ (227 (40)
> 979 (0) + () (£(0) + £ ()" [732€ (27)]
Combining inequalities (37) and (40), we get the desired proof.
(]

Remark 9. By considering Theorem 4 for « =1, ( = 0 and for an arbitrary choice
of function, we obtain Theorem 2.4 in [21].

Remark 10. In Theorem 4, if we choose , ¢ =0, we obtain Theorem 2.8 in [19].

Remark 11. In Theorem 4, if we choose o = 3, we obtain Theorem 2.4.
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3. CONCLUSION

The Minkowski and Hermite-Hadamard inequalities for the tempered fractional
integral operator have been newly established in this paper. Not only do we prove
that the results obtained are mathematically more valuable, but similar inequali-
ties can also be constructed, for example with the help of the incomplete Gamma
function used in Remark 2. We hope that our results can stimulate further research
in various fields of pure and applied science.
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ABSTRACT. In the exploration of intuitionistic fine spaces, this article intro-
duces a novel concept known as intuitionistic fine open sets (I;OS). Delving
into the properties of these sets, the study analyzes both intuitionistic fine
open and closed sets within the context of intuitionistic fine spaces. The arti-
cle establishes fundamental definitions, accompanied by illustrative real time
example, to provide a comprehensive understanding of the newly introduced
sets. Furthermore, the exploration extends to defining and examining key
concepts such as intuitionistic fine continuity, intuitionistic fine irresoluteness,
and intuitionistic fine irresolute homeomorphism. This progression aims to
contribute to the broader comprehension and application of intuitionistic fine
spaces in topological contexts.

1. INTRODUCTION

Intuitionistic topology (IT), fuzzy and intuitinistic fuzzy topology plays a
vital role in applied sciences such as pattern recognition, optimization technique,
medical diagnosis, decision-making etc., creates interest in introduc-
ing the new set, intuitionistic fine open set (I;OS) in this article. The classical
version of intuitionistic sets, as proposed by Coker , serves as a foundational
framework for understanding certain topological structures. Additionally, the con-
cept of fine sets, pioneered by P.L. Powar and K. Rajak , adds further depth
to the study of these sets. The linkage between fine sets and the newly introduced
concept in this article, namely intuitionistic fine open sets, lies in the amalgamation
of these two theoretical underpinnings.
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The introduction of intuitionistic fine open sets can be seen as an evolution or
extension of these ideas. In essence, the concept of intuitionistic fine open sets
builds upon the foundational notions of intuitionistic sets and fine sets, tailoring
them to address and explore more specialized properties or relations. The objec-
tive of this article is to introduce a new set of concepts termed intuitionistic fine
open sets (I;OS) in intuitionistic fine spaces. As the discourse advances, an in-
depth examination of the characteristics of intuitionistic fine open and closed sets
in such spaces is undertaken. The foundational definitions are meticulously laid
out, accompanied by essential real time example to elucidate the nuances of these
sets.

Moreover, the article delves into the exploration and definition of intuitionis-
tic fine continuity, intuitionistic fine irresoluteness, and intuitionistic fine irresolute
homeomorphism, thus adding layers of understanding to the intricacies of intuition-
istic fine spaces. In particular, there exists applications in image processing predom-
inantly leverage fuzzy topology [12,[17] and intuitionistic fuzzy topology |1}/8,[19],
this article motivates us to anticipate and forecast the potential applications of in-
tuitionistic fine space within the same domain. The focus lies on extrapolating the
applications based on the unique characteristics and features inherent to intuition-
istic fine space. The aim is to project how the distinct attributes of intuitionistic
fine space can contribute to and enhance various aspects, thereby expanding the
scope and utility of this topological framework in practical applications.

2. PRELIMINARIES

Definition 1. [1] Suppose X be a non-empty set, an intuitionistic set (IS) C is an
element of form C = (X, Cy,Cs), Cy and Cy are subsets of X holding C; NCy = ¢.
C1 is known as the set of members of C, and Cs is known as the set of non-members

of C.

Definition 2. [1]] An IT on a non-empty set X is a family T of ISs in X holding:
(1) X,per.

(it) CrNCq € 7 for any C1,Cy € 7.

(i4i) UC; € T for arbitrary family {C; i€ L} C 7

(X,7) is called intuitionistic topological space (ITS) and IS in T is called an in-
tuitionistic open set (I0S) in X, the complement of it is said to be intuitionistic
closed set (ICS).

Definition 3. |5/ Suppose X be a non empty set, p € X an element in X. IS
p = (X, {p}, {p}°) is an intuitionistic point (IP) in X and the IS (p) = (X, ¢, {p}°)
is said to be a vanishing intuitionistic point (VIP) in X. )

Definition 4. [129] Suppose (X,7) be a TS, we define 7(Cy) = 7o = {Ko(# X) :
K.NCy # ¢, for Cy € 7 and Cy, # ¢, X for some o € I, I an index set}. We define
T ={0, X} U ATa} 75 of subsets of X is said to be fine collection of subsets of
X, (X, 7,7¢) is known as fine space X generated by topology T on X.
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Definition 5. [12] A subset O of (X, 7,7y) is called fine open in X, if O € to 7;.
Its complement is fine-closed set.

Example 1. [12] Suppose X = {p,q,r} &

T = {X7¢7 {p}’ {Q}’ {p7Q}}’- Let Ay = {p}’A2 = {Q}7A3 = {p7 q} then
1 =7(A1) = 7{p} = {{p}. {0, ¢}. {p.7}},

T2 = 7(A2) = 7{q} = {{a}, {p, a}. {a; r}},

73 =7(A3) = 7{p. ¢} = {{p}. {a}. {p.a}. {p,7}. {a.7}}

7 ={¢, X} Ua {70}

Ty ={o. X {p}.{a}. {p. ¢} {p. v}, {q, 7}}-

Definition 6. [12/

(i) The largest fine open set C C is fine interior of C denoted as fint(C).
(i) The smallest fine closed set O C'is fine closure of C denoted as fcl(C).

Definition 7. [12] Suppose (X,7,7¢) and x € X, then a fine open set O of X € z
is said to be a fine neighborhood of X.

Definition 8. [4,|8/ A subset C of (X, 1) is:

(i) intuitionistic a-open if C' C Iint(Icl(Iint(C))).
(i) intuitionistic semi-open set if C' C Icl(lint(C)).
(1) intuitionistic pre-open if C' C TIint(Icl(C)).

(iv) intuitionistic B-open if C C Icl(Iint(Icl(C)).
(v) intuitionistic reqular-open if C = Iint(Icl(C)).

Definition 9. [12] Map g : (X, 7,75) — (Y, 7/77'}) is known as fine continuous if
g 1 (V) is open in X for every fine open set V of Y.

Definition 10. [12] Map g : (X, 7,75) = (Y, 7, T/f) is known as fine irresolute (or
f-irresolute) if g~ (V') is fine-open in X for every fine-open set V of Y.

Definition 11. [12] Map g : (X, 7,75) = (Y, T/,T;z) is f~irresolute homeomorphism
if

(i) g is 1-1 and onto.

(ii) Both maps g and inverse map g~ : (Y, T/,T;c) — (X, 7,7y) are f-irresolute.

3. INTUITIONISTIC FINE OPEN SETS

Definition 12. Suppose (X, 1) be an ITS, we define
T(Cq) =Ta = {Kua(# X) : K, NC, # ¢, for Co € T and Cy # ¢, X for some
a € 1, I an indexed set}. We define 7 = {(P,X} Ua {Ta}- Ty of subsets of X is
known as intuitionistic fine collection of subsets of X & (X, 7,7y) is known as an
intuitionistic fine space (IyS) X generated by T on X.

Definition 13. A subset O of IyS X is known as intuitionistic fine open sets
(I;OS) if O € Ty. Complement of (I;0S) is intuitionistic fine closed set (I;CS).
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Example 2. Consider X = {p,q,7} and 7 = {X, ¢, A1, Ay} where
A= <X7 {7“}, {p7Q}> and Ag = <X7 {T}’ {p}>

Let Aa = Al and AQ.

T(Aoz) = ?Oz = {<X7 {p}a {¢}> ) <X’ {Q}’ {¢}> ) <X7 {r}v {¢}> ) <Xv {d)}v {p}> )
(X, {o}{a}) . (X, Ao} {r}), (X, {p}. {a}) . (X, {a}. {r}),

(X ArtAph) (X Aa}, {p}) (X {r} {a}) . (X, Ap} {r}) . (X {p, a}. {2}) .
(X Ag,r},{2}) . (X Ap,r} o)), (X, {8}, {p,a}) . (X {o} {p. 7},

<X7 {Q}7 {p, T‘}> ) <X7 {7"}, {p7 Q}> ) <X’ {(L T}’ {p}> )

(X, {p7 7“}, {Q}> X, {p, Q}’ {T}> X, {¢}7 {¢}>}

7 = (X0} Ul

VTP = IfOS = {Xa ﬁz)» <X7 {p}7 {¢}> ) <X’ {Q}’ {¢}> ) <X7 {T}, {(b}) )

(X, {o}{p}h) , (X, {o}, {a}) . (X {o}, {r}) . (X, {p}. {a}),

(X Ag}Ar}) (X Ark {p}) (X Aa} {p}h) . (X A{r} {d}),

<X7 {p}’, {T}> ) <Xa {p» q}’7 {¢}> ) <Xa {q> 7“}7 {¢}> ) <Xa {p, ’I“}, {¢}> )

(X, {¢}a {p7 Q}> X, {¢}a {p> ’I“}> ) <X7 {Q}) {pv T}> X, {’I“}, {p7 Q}> )

(X Aa.rhAph) (X Ap,rtAad) . (X Ap, ¢}, {r}) (X, {8}, {¢}) -

3.1. Real-Time example: Advantage of Intuitionistic Fine open sets. Sup-
pose X = {a,b,c} represents the set of three participants involving in various
activities. All combination of subsets (i.e) the power set (intuitionistic) P(X) con-
sist of 27 intuitionistic subsets like Ay, Ao, ....., Ao7 involving membership and non-
membership values, in which ¢ represents a set with no participants, X represents
a set with all the participants, {a} represents a set with one participant and so on.
For example, if the following table (Table 1) illustrates the sets to which team they
belong to:

TABLE 1. Intuitionistic subsets and corresponding teams

X =(X,{p,q,7}, {0} Intuitionistic set representing social activity team
o= (X, {o},{p,q,7}) Intuitionistic set representing music team

Ay = (X, {p,r},{o}) Intuitionistic set representing Project group
As = (X, {p, ¢}, {r}) Intuitionistic set representing Study group

As = (X, {p,r},{q}) Intuitionistic set representing Sports team

Ay = (X, {p},{q¢}) Intuitionistic set representing individual activity-1 participant

As = (X, {r}, {p} Intuitionistic set representing individual activity-2 participant

and so on. Also if 7 = {{X, ¢, (X, {r},{p,q}),

(X, {r}, {p}})} (Ref.Example 2) associated with X, represents possibilities of col-
lection of intuitionistic sets involving in political activity, then we get the collection
of intuitionistic fine open sets, 7; (Ref.Example 2) gives a clear picture of the
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various combinations (intuitionistic sets) of participants engaged in different activ-
ities(teams) also involve in political activity so that their intersection is not empty,
with the union of possibilities of no and all participants ({X and ¢}).

Definition 14. Suppose (X,7,7f) be an IS, suppose p € X, then an intuitionistic
fine open set O of X containing p is known as an intuitionistic fine neighborhood.

Example 3. Consider X = {p,q,7} & 7 ={X, ¢, Ay, A2} where

ﬁl = <X7 {¢}7 {p,q}> and Ag = <Xv {(b}v {p}>

T =1;05 = {Xv ﬂba (X, {p}7 {¢}> ) <X7 {Q}a {¢}> ) <X’ {T}v {¢}> ’ <X7 {¢}a {p}> )

(X Ao} {a}) . (X Ao}, {r}) . (X {p}. {a}) . (X, {a}, {r}) , (X, {r} . {p}),

(X AgtAph) (X Ark {ah) (X Aph {r}h) . (X Ap. g} {e}) . (X {a. v} {o}),

<X7 {p, T‘}, {¢}> ’ <X’ {¢}7 {pa Q}> ’ <X’ {¢}7 {p, ’I“}> ) <X7 {Q}; {p» ’I“}> )

(X, {T‘}, {p, Q}> X, {Qa 7‘}, {p}> X, {p, 7‘}, {Q}> X, {pa q}7 {T}> ) <Xv {¢}’ {¢}>}
Consider r € X then the intuitionistic fine neighborhoods of the intuitionistic point
r= <X7 {r}v {T}C> (7: = <Xv {7“}, {pa Q}>) in X are

{(X, X, 0) (X {r}, {o}) (X, {r} {p}) . (X, {r} {a}) . (X, {q, 7}, {8}),

(X Ap.r}Aeh) (X ArhAp.ab) . (X A{a, 7} {p}) (X A{p.r} {ah) -

Definition 15. Suppose (X, 7,7f) be an I;S and suppose C = (X,Cy,C2) be an
IS in X then:

Icl;(C)=({J:Jisan I[;CS in X & C C J}

Iinty(C) =U{J : J is an I;OS in X & C D J}.

Example 4. Suppose X = {p,q} and 7 = {X, ¢, A1, As} where
1/4\1 = <X7 {Q}v{p}> and Ay = <X,{¢},{p}>

Tf= IfOS = {(?7 X, (X, {¢}> {p}> ) <X7 {Q}7 {p}> ) <X, {p}7 {¢}> )
(X {a}, {0}) ., (X, {0}, {o})}-

I;CS ={X, 0. (X, {p}, {¢}) , (X, {p}. {a}) . (X, {0}, {p}) ,

(X Ao} {a}) . (X, {0}, {0}).

Iel((X, {p}, {da})) = X.

Trcl((X,{p}.{q})) = (X, {p}.{a}) -

Theorem 1. Suppose (X,7,7T¢) be IS, then the (arbitrary) union of I;OS in X
is [;OS in X.

Proof. Suppose {Kq}tacr be set of I;OSs of X. Implies K, N Cy # ¢, Vo € T and
Coa(# ¢,X) € 7. We need T.P that Uper Ko = K is [;0S. It’s enough to S.T
KNCp # ¢ for Cp(# ¢, X) € 7. Here (Uner KaNCp) = (KaNCs)U(K3NC)..... =
Jan index § € I s.t K5 NCp # ¢ (- Kg € Ty). Therefore (UK,)NCp # ¢ = K
is an 1;0OS. O

Remark 1. (1) Suppose (X, 7,7) be an I;T'S then the union of two I;CS in
X need not be I;CS in X.
(2) Suppose (X,7,7¢) be an ItTS then N of two I;OS in X need not be I;0S
n X.
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Theorem 2. Suppose (X, 7,Ty) be an I;S, then the arbitrary intersection of I;CSs
in Xis [yCS in X.

Proof. Assuming {F, },cr to be set of intuitionistic fine-closed sets of X.

T.P: N F, = F is intuitionistic fine closed. It is sufficient T.P F° is intuitionistic
fine-open. Using De Morgan’s law to get F'° = UFS. Using the above remark the
union of intuitionistic fine open set implies that F'¢ = UF is I;OS. Therefore F is

1;CS. O

Example 5. Consider Ezample 3, Suppose A = (X, {r},{¢}) and

B = (X, {p},{r}) be two I;OS then AU B = (X, {p,r}, {¢}) which is an I;OS.
Now C = (X, {q},{r}) and D = (X,{r},{q}) be I;OS

CnD= (X {o},{q,r}) which is not an I;OS.

Here 1;CS = {X, ?’ (X {o} {ph) (X, {o} {a}) . (X, {o}, {r}) (X, {p}. {0}),
(X, {a} {0}) (X, {1 (01) (X, {abh (o1 (X, {rb {a}) (X, (b 1)

(X {ph Aah) (X, {ab {rb) (X, (b (), (X, {6}, {prab), (X, {0}, a7
CCAGY P, 1) > (X, {520} {01)» (X, (o1 401) - (X, {71 A0})

(XAp.at AAr}) (X Apk {a,r}) (X Aad Ap r}) (X Ard Ap, ab) (X, {8}, {o}) }-
Let E = (X, g}, {p r}) and F = (X, {r}, {p, a}) be I;CS

EUF = (X,{q,r},{p}) which is not an I;CS.

ENF = (X,{¢},{X}) which is an I;CS.

Definition 16. An intuitionistic fine subset C of (X, 7,Ty) is:

(i) an I;aOS if C C Ipint(Ircl(Ipint(C))). (i) an I;SOS if C C Icl(Ipint(C)).
(i11) an I; POS if C C Ipint(I;cl(C)). (i) an I;BOS if C C Iycl(Ipint(Iscl(C))).
(v) an I;ROS if C = Iyint(I¢cl(C)).

Remark 2. An I;0S C of (X, 7,7f) is:

(i) an intuitionistic fine a-open set (I faOS) if Cis an intuitionistic o open subset
of (X, 7). (it) an intuitionistic fine semi-open set (I;SOS) if C is an intuitionistic
semi open subset of (X, 7). (¥ii) an intuitionistic fine pre-open set (I;POS) if C
is an intuitionistic pre open subset of (X, 7). (iv) an intuitionistic fine 3-open set
(I£BOS) if C is an intuitionistic B open subset of (X, 7). (v) an intuitionistic fine
reqular-open (IyROS) if C is an intuitionistic reqular open subset of (X, 7).

Theorem 3. Suppose (X,7,7f) be an I;S w.r.t the TS (X,T), then T§ C every
1508 and IaOS.

Proof. Assume, E C X and E ¢ 75.

T.P: E is not 1SOS in X.

VT E¢Ti=CoNE=¢.

Va € J = Ipint(E) = ¢ = Iycl(Iyint(E)) = ¢ = E not contained in I¢cl(Iyint(E)).
Hence E is not intuitionistic semi open and hence E is not contained in
Irint(Ipcl(Ipint(E))) and therefore E is not an IaOS. O

Theorem 4. Suppose (X, 7,7T¢) be the ItS w.r.t the TS (X, 1), then Ty C every
IPOS and IBOS.
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Proof. Assume, E C X and E ¢ (X, 7).

T.P: E is not TPOS and not I50S in X

it is known that E ¢ Ty = CoNE = ¢Va € J = E C (Cy)°¢ and Ifcl(E) C
(Cq)¢ and (Cy)¢ is an I;C'S containing E. - Cq N (Cy)¢ = ¢ and I;cl(E) C
(Co)¢ = CoNIfc(E) = ¢ = Ipint(Ifcl(E)) = ¢ and hence E not contained
in Iyint(Ifcl(E)). Therefore E is not intuitionistic pre open and thus E is not
contained in I¢cl(Igint(Icl(E))). Hence E is not I50S. O

Example 6. Suppose X = {p,q,r} & 7 ={X, ¢, A1} where

A = <X7 {7‘}, {p7Q}>

I;08 ={X, ¢, (X, {0}, {8}) , (X, {o}. {p}) . (X, {0}, {a}) , (X, {p}. {o}) ,

(X Aa}, {0}) , (X, {r}{o}) . (X Ao} {p, a}) . (X {p, a} . {o}) , (X, {q, r} {o})
(X Ap.r Aol (X {r}h {p,ad) - (X {g, 7} {ph) (X {p v} {ad) . (X {p} {a})
(X ArtAph) (X {d}, {p}) , (X {r}. {a}) .

It is found that <Xa {(b}’ {7”}> ) <X7 {¢}7 {Q7 7“}> ) <X7 {¢}7 {p, 7“}> »

(X, At Ag,r}), (X Adh {p,r}) . (X Ap, a3, {7}, (X {g}, {r}) . (X, {p}, {r})
are not members of Ty, they are not IoOS,IB0OS,1SOS and IPOS but they are
1;CS.

Theorem 5. Suppose (X,7,7f) be an I+S and C any arbitrary subset of X. Then:
(1)Iint(C) C Ipint(C)
(15)Icl(C) C Icl(C).

Proof. By the definitions of interior, closure, intuitionistic fine interior and intu-
itionistic fine closure Iint(C) C Iyint(C) and Icl(C) C Icl(C). O

Theorem 6. Suppose (X,7,75) be an I;S and C be any arbitrary subset of X.
Then x € I;cl(C) iff every I;0S 'O’ containing x intersects C.

Proof. Assume (X,7,7¢) to be an I;S and C be any arbitrary subset of X. Let
x € Icl(C'), consider every IfOS O’ containing x by the def. of intuitionistic fine
closure we find that every 1;OS O’ containing z intersects C.

Conversely assume that every intuitionistic fine open set O containing x intersects
C then using the definition of intuionistic fine open set we find that « € Ircl(C). O

4. INTUITIONISTIC FINE MAPS

Definition 17. Map g : (X, 7,7;) — (Y, T,,?/f) is known as intuitionistic fine-
continuous if g1 (V) is intuitionistic open set (I0S) in XV I;OS V of Y.

Definition 18. Map g : (X,7,75) — (Y, 7/7?}) is known as intuitionistic fine-
irresolute if g~ (V') is intuitionistic fine open in XY I;OS V of Y.

Definition 19. A map g : (X, 7,77) — (Y, T/,?/f) is known as intuitionistic fine-
irresolute homeomorphism if

(i) g is 1-1 and onto. (ii) Both maps g and inverse map of g are intuitionistic fine
irresolute.
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Example 7. Suppose X = {p,q,7} & 7 ={X,¢,A} s.t

A = (X, {p},{q}) and suppose Y = {1,2,3} anc,l ™ = {Y,¢, B} where B =
(.;(7){3},{1,2}>. Suppose g = (X, 7,Tf5) — (Yﬂ'l,?f) where g(p)=1, g(q)=2 and
g(r)=3.

Here I;OS in X are {(X, ¢, X) (X, X, ¢), (X, ¢, {p},) . (X, 8, {a}) . (X, 0, {r}),
<X7 {p}’, ¢> ) <X7 {q}7 ¢> ) <X7 {7“}, ¢> ) <X7 o, {p7 q}) ’ <Xa o, {Q7T}> »

(X{p,a},¢), (X.{q.r},0) (X, {p. v}, @) (X, {p} {a}) , (X, {a}, {r}),

(X ArtAph) , (X Aa}, {p}) (X {r}{a}h) . (X, Ap} {r}) . (X {p} {a.r})

(X Ary A, ah) , (X Ag, rhApd) (X Ap, ) {ah) (X Ap, g}, {r}) (X 6, 8) )

I;08 in Y are {(Y,¢,Y) , (Y,Y,9) . (Y, 6, {1},) . (Y, 6,{2}) . (Y, 4, {3}) ,

(Y {1},9), (Y, {2}, ¢) . (Y, {3}, 0) , (Y. ¢, {1,2}) . (Y, 9, {2,3}),
(Y{1,2},0),(Y,{2,3},¢), (Y, {1,3},0) . (Y, {1}, {2}) , (Y, {2}, {3}) ,

(V{31 A1h) , (V. {21, {1}) . (¥ {3}, {2}) , (V. {1}, {3}) , (V7 {1}, {2,3}),

(Y, {34 {1,2}) (v, {2,3} {1}) , (Y, {1, 3}, {2}) , (Y, {1, 2}, {3}) , (Y. ¢, 9) }.

Here the given function is not intuitionistic fine continuous but it is intuitionistic
fine irresolute and intuitionistic fine irresolute homeomorphism.

Theorem 7. Suppose X & Y be I+Ss and suppose g : X — Y. The following are
equivalent :

(i) g is intuitionistic fine irresolute.

(i1) For every subset C of X, g(Icl(C)) C I;clg(C).

(iii) For every I;CS D in Y, g~ *(D) is I;CS in X.

Proof. (i) = (ii) : Suppose that g is intuitionistic fine irresolute. Suppose C be a
subset of X. We S.T if z € I;cl(C), then g(x) € g(I;cl(C)) = g(z) € I;cl(g(C)).
Assume V to be an intuitionistic fine neighbourhood of g(x). Hence g~ (V) is [;OS
of X containing x ; this intersects C in some point y. Then V intersects g(C) in
g(y) s.t g(x) € Ircl(g(C)), which is required.

(ii) = (iii) : Suppose D be I;CS in Y and suppose that C = g=1(D). We have to
P.T Cis I;CSin X; We P.T I;cl(C) = C. By basic set theory, g(C) = g(¢7 (D)) C
D. Hence if x € I;cl(C),g(z) € g(I;(C)) C I;cl(C)) C Iycl(D) = D, . D is an
I;CS, st w € g7 H(D) = C. Hence I;(C) C C, s.t Ircl(C) = C as required.

(44i) = (i) : Suppose V be an I;OS of Y. Set D =Y — V. Hence g~ (D) =
g (Y)—g (V) =X —g (V). Here D is an I;CS of Y. Hence g~ (D) is I;C
in X by hypothesis s.t g7' (V) is I;0S, as required. O

5. ENVISAGING APPLICATIONS IN IMAGE PROCESSING: THE PROBABLE
IMPACTS OF INTUITIONISTIC FINE SPACE

Given that intuitionistic fuzzy sets inherently handle both membership and non-
membership values, their significance in image processing is well-established. The
similarity between intuitionistic fine space and intuitionistic topological space with
fuzzy measures suggests a promising avenue for the application of intuitionistic
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fine space in the realm of image processing. In the digital plane, each pixel func-
tions as an open set [21]. Notably, intuitionistic sets encompass both membership
and non-membership values, with measures for these values defined in intuitionistic
fuzzy sets. This framework forms the foundation for various applications such as
image extraction, image segmentation, optimization, and more within the domain
of image processing. This article posits that the same rationale can be extended to
intuitionistic fine open sets, potentially yielding intriguing and valuable results in
the context of image processing.

6. CONCLUSION

The continued advancement of the intuitionistic fine topology, as introduced in
this article, into fuzzy, binary space holds the potential to unlock further applica-
tions in diverse areas. These areas span from digital lines to computer networking,
image processing, and data analysis, among others. Consequently, this article lays
the groundwork for future applications of /¢S in both intuitionistic topology and
intuitionistic fuzzy topology, paving the way for broader and more varied practical
implementations.
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ABSTRACT. Frank matrix is one of the popular test matrices for eigenvalue
routines because it has well-conditioned and poorly conditioned eigenvalues.
In this paper, we investigate the bounds for the maximum eigenvalues of the
special cases of the generalized Frank matrices which are called Fibonacci-
Frank and Lucas-Frank matrices. Then, we obtain the Euclidean norms and
the upper bounds for the spectral norms of these matrices.

1. INTRODUCTION

The Fibonacci and Lucas number sequences which are the most famous integer
sequences, are defined by the recurrence relations (n > 1) [8]

Jnt1=Jfo+ o1 with fo=0,f1=1 (1)
and
ln+1 = ln + ln,1 with lo = 2, ll =1. (2)
The Binet formulas for the Fibonacci and Lucas number sequences are
a™ — g" n
fn:ﬁ and I, =a" + 8", (3)
1 1-—
respectively, where o = +T\/5 and g = T\/g |8]. Also, there are some summa-

tion formulas for these number sequences, for example [81[22]
n n
Zfi:fn-i-Q_l’ Zfz?:fnfn-i-l (4)
i=1 i=1
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and N n
Z ll = ln+2 — 3, Z ZZQ = lnln+1 —2. (5)
i=1 i=1

Matrix theory plays an important role in mathematics, engineering and many other
sciences because the matrices are very useful tool to solve multidimensional equation
systems. A matrix may be assigned numerical items in various ways, for example
the determinant, trace, eigenvalues, singular values, spectral radius, matrix norm,
etc. Norms for matrices are used to measure the “sizes” of the matrices, have an
importance in the matrix theory. Due to the various applications of the Fibonacci
and Lucas number sequences, there have been many studies on the norms of the
special matrices with entries of the Fibonacci and Lucas numbers [1}[2}/7}/15,{17H20].
The Euclidean (Frobenius) and spectral norm of an m X n matrix A are defined as

1
m n 2
_ 2 _ (AH
4le = | o | and Al = [ 0 (A7), @
=1 j=
respectively, where A is the conjugate transpose of the matrix A and \; (AH A) ’s

are the eigenvalues of A A [6]. The maximum row length norm r; (A) and the
maximum column length norm ¢; (A) of any matrix A are defined by

= max \/ﬁ and ¢ (A) = maX \/m (7)
i)

respectively [6]. Moreover, for any m x n matrices A = [a; = [b;;] and C = [¢;4],
if A= Bo(C, then
[All2 <71 (B)er (O, (8)
where B o C' is the Hadamard product of the matrices B and C, which is defined
by BoC = [bijci;] (6]
Frank [3| defined the matrix of order n

n n—1 0 0 ... 00
n—1 n—-1 n—-2 0 ... 00
n—2 n—2 n—-2 n-3 ... 00
2 2 2 2 o201
1 1 1 1.1 1]
which is called Frank matrix. The elements of the Frank matrix F,, = [g;;] are

characterized by the formula

n+1—max(i,j), ¢>j—2
9ij = ) (10)
0, orherwise.
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Hake [5] investigated the determinant, inverse, LU-decomposition and character-
istic polynomials of the matrix Fj,,. Because of its well conditioned and poorly
conditioned eigenvalues, the Frank matrix is one of the popular test matrices for
eigenvalue routines. As a consequence of Sturm’s Theorem, all eigenvalues of the
matrix F,, are real and positive [5]. Varah |23] gave a generalization of the Frank
matrix and computed its eigensystem. The generalized Frank matrix F},, is defined
as

Ap  Ap_1 0 0 0 0
Gp—1 Qap—-1 Gp—2 0 0 0
p—2 Qap—2 Gp—-2 (ap-3 0 0
Fan = ) (11)
a2 a2 az a2 az @
ai a1 ai ai ay ax
where a = (aj,a2,as,...,a,) is a finite sequence with any a; real numbers |12].

The elements of the generalized Frank matrix F, = [( fa) ij} are characterized by

an—i—l—max %,7) v > ] -2
(fa)ij = { (9

. (12)
0, otherwise.

It is clear that for a; = 4,(i = 1,2,...n) the generalized Frank matrix turns into
the well-known Frank matrix. The authors investigated some properties of the
matrix F, and presented that the set of all n x n generalized Frank matrices is an
n-dimensional vector space. They obtained the characteristic polynomials of the
matrix F, as

P, ()\) = ()\ — ay + an_l) P,_1 ()\) — Qp_1AP,_o ()\) R
with the initial conditions
Pr(A)=X—a; and Py(\) =X\ — (a1 +a2) A\ +ajas — a3,

The Sturm’s Theorem gives the exact number of zeros in an interval for any
polynomial without multiple zeros, is used for computing the eigenvalues of sym-
metric or tridiagonal matrices [44{01/16/21}/24]. According to the Sturm’s Theorem, if
the sequence Py (z), Py (x),..., P, () has the Sturm sequence properties on (a, b)
and «a, 8 (a < ) are any numbers in (a,b), then P, (z) has exactly ¢(8) — ¢ ()
different zeros in the interval (a, 3), where ¢ (a)) denotes the number of changes in
sign of consecutive members of the sequence Py (o), Py (a), ..., P, () [4]. Mersin
and Bahsgi [11] showed that the characteristic polynomial of the generalized Frank
matrix Fy,, is the form of the Strum sequence for the positive and strictly increasing
(or negative and strictly decreasing) sequence {a,,}. They obtained all eigenvalues
of the matrix F,_ are different and positive, also the eigenvalues of the matrices
F,, and F,, , are interlaced for 1 < ¢ < n, by considering the Sturm’s Theorem.

(13)
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Moreover, as a conclusion of the Sturm’s Theorem, for the positive and strictly
increasing sequence {a, }, the inequalities

Ap<ap and a, <M\ (14)

are hold, where A\, and A; are the minimum and the maximum eigenvalues of Fj,
for n > 2, respectively [11].

As the special forms of the generalized Frank matrices, Fibonacci-Frank matrix
Fy, and Lucas-Frank matrix Fj, are defined as

[ fn fn—l 0 0 0 0
fn—l fn—l fn—2 0 0 0
fn72 fn72 fn72 fn73 0 0
Fr,=1| . ) . . (15)
P f2 P! for . fo N1
L f1 fi fi fi ... fi fi]
and ~ _
Y 0 0 ... 0 0
ln—l ln—l ln—2 0 0 0
ln—o lp_o lpno ln3 ... 0 O
la lo Iy lo ... 1o L
I T OV A

where f,, and l,, are the ordinary Fibonacci and Lucas numbers [10]. The elements
of the matrices Fy, = [f;;] and F, = [I;;] are

fij = Jnt1—max(ij), ©>J —.2 and ;= Inf1—max(i,j)s &> —.2 17)
0, otherwise 0, otherwise.
Since the determinant of the matrix in equation is zero, Fibonacci-Frank matrix
Fy. is used as

_fn+1 fn 0 0 ... 0 O
fn fn fn—l 0 0 0
fn—l fn—l fn—l .fn—2 o 0 0
Fy = . . . ) . . (18)
I3 I3 I3 s o [z fa
L o e fa fo o f2 S

in [10].
We note that Fy, will represent the matrix given by , throughout the paper.
The determinants, inverses, LU-decompositions and characteristic polynomials of
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the matrices Fy, and Fj, are examined in [10]. The characteristic polynomial of
the Fibonacci-Frank matrix FY, is obtained from equation as

P, ()‘) = (fn—l - )‘) P, (/\) - fn/\Pn—Z (/\) s (19)

with the initial conditions Py (\) =1, P, (\) = 1=\, Po(A\) = A> =3\ +1, and the
characteristic polynomial of the Lucas-Frank matrix Fj is

@n (1) = (ln—2 = p) @n—1 (1) = ln—111@Qn—2 (1) , (20)
with Qo (1) =1, Q1 (1) =1 — p, Q2 (1) = p? — 4u + 2. The characteristic polyno-
mials in equations and have the properties of the Sturm sequences [11].

In this paper, firstly we obtain the number of the eigenvalues of the matrices F,
and Fy,, in the interval (0,1). We examine the bounds for the maximum eigenvalues
of the matrices Iy, and Fj,. Then, we present the Euclidean norm and the upper
bounds for the spectral norms of these matrices. Additionally, we give an example
to illustrate our results.

2. MAIN RESULTS

Lemma 1. Let the characteristic polynomials of the Fibonacci-Frank matriz Fy,
and Lucas-Frank matriz Fy, be P, (A) and Qy, (1), respectively. Then, for the value
of A =pu =1, we have

(i) P, (1) < 2P,—1 (1), forn > 6,

(il) Qn (1) > 3Qn—1 (1), for n > 3.

Proof. (i) We use the induction method on n. Since Fs (1) =0 < 2P5 (1) = 12,
the result is true for n = 6. Suppose that the result is true for n = k > 6.
Then,
Pe(1) < 2P 1 (1). (21)
Hence, we have
0>P;(1)>Ps(1)>PFPy(1)>...>Pr_1(1). (22)
Forn=Fk+1,

Peyr (1) =2Pc (1) = (fe = 1) Pe (1) = fug1Pr—1 (1) — 2P, (1)
= fuPs (1) =3P, (1) — (fi + fr—1) Pe—1 (1)
= fi (Px (1) = P11 (1)) = fr—1Pr—1 (1) =3P (1)
< fuPi-1 (1) = fro—1Pp—1 (1) — 3P (1)
= fr—2Pr—1(1) =3P (1)
< fr—2Pr—1(1) —6P,_1 (1)
< (fr—2 —6) Pr1 (1)
< 0.

Hence,
Pey1 (1) <2P (1). (23)
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(ii) The proof is similar to the proof of ().
O

Theorem 1. The number of the eigenvalues of the Fibonacci-Frank matriz Fy, in
the interval (0,1) is three forn > 7.

Proof. Considering the Sturm’s Theorem, we must show that ¢ (1) — ¢(0) = 3,
where ¢ (z) denotes the number of changes in sign of consecutive members of the
sequence in equation , for n > 7.

TABLE 1. The number of sign changes of Pi<7 (A) for A\=0, A =1

Characteristic polynomials P; () for ¢ <7 Sl%;lro/{ f é)\) Sl%;lro/\f f 1()\)
Po(N) =1 ¥ x
Pi(A)=1-2)\ + 0
Po(A\) =X -3\ +1 + -
Ps(A) = =23 +6)2 — 61+ 1 + 0
Pr(A) =2 — 1103 42702 — 16\ + 2 + +
Ps(A) = =A% +19X* — 903 + 12702 — 55\ + 6 + +
Ps(\) = X5 — 32)\°% 4 2730* — 793X 4 818\ — + 0
297\ + 30

Pr(A) = —=AT 4+53X% — 77675 +4147)\* — 881313 + + -
TT56A% — 2484\ + 240

Number of sign changes ¢z (0) =0 cr (1) =3

From Table 1, we have ¢; (0) = 0 and ¢; (1) = 3. Then, P;()\) has ¢; (1) —
c7 (0) = 3 eigenvalues in the interval (0,1). The eigenvalues of the matrix Fp,
are A1 = 33.108, Ao = 11.495, A3 = 4.834, \s = 2.083, A5 = 0.882, \¢ = 0.433,
A7 = 0.164. Then, the eigenvalues in the interval (0,1) are A5, A\¢ and A7, so it is
clear that our result is correct for n = 7. As it seen in Table 1, Pr (1) < 0. From
Lemma [I] we have P, (1) < 2P,_1 (1), then P, (1) < 0 for n > 7. That is, there is
no sign change of P, (1) for n > 7. Hence, ¢, (1) = 3 is true for n > 7. To complete
the proof we must show that ¢, (0) = 0 is true for n > 7. From the initial condition
of the recurrence relation in equation , we have P; (0) = 1. Considering the
recurrence relation in equation , we have

Pn (O) :fnflpnfl (0)
= fa—1fn—2Pn—2(0)

.: fnflfnf2fn*3 te flPl (0)

> 0.

That is, there is no sign change of P, (0) for any positive integer n. Thus, ¢, (0) =0
for n > 1. Hence, we have ¢y, (1) — ¢, (0) = 3 for n > 7. That is, the number of
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the eigenvalues of the Fibonacci-Frank matrix F, in the interval (0, 1) is three for
n > 7, as desired. ([

Theorem 2. The number of the eigenvalues of the Lucas-Frank matrixz Fy, in the
interval (0,1) is two for n > 4.

Proof. The proof is similar to the proof of Theorem [} O

Lemma 2. The equalities for the Fibonacci-Frank matriz Fy,

(i) trFy, = fats — 2,
(i) trF? =3 (faforr — 1)+ f211,

n

L tTFf" 2 _ _ 2 _ _ 2
(lll> Z /\Z n 3 (fnfn+1 1) + fn+1 (fn+3 2)

1
i=1 n
are valid and also the equalities for the Lucas-Frank matriz Fy,
() trEy, =lnyo — 3,
(i) trF? =3 (lnlpt1 —2) — 212,

(i) Zn: _trh, 2 = 3 (Il —2) — 202 — 1 (Inss — 3)
iii W - =3 (lnlnt n o Unt2

i=1
are hold, where \;’s and p;’s (i=1,2,...,n) are the eigenvalues of the matrices
Fy. and Fy,, respectively.
Proof. (i) For the Fibonacci-Frank matrix Fy, = [f;;], we have
n+1 n
trFp, =Y fi= fit fosr = F1 = fara+ fas1 — 2= fays — 2.
i=2 i=1

ii) For the matrix F? = f@ , we have
f’Vl

(3

trF} = Zfi(iz) = Z ( fikfki)-
k=1

i=1 i=1 =

From the following equalities
fir = Jn+2—max (i,k)» i>k—2
' 0, otherwise

and
Fri = Sn+2—max (k,i)> k> z -2
0, otherwise,
we can say that if | ¢ — k |< 2, then firfri # 0, otherwise firfr; = 0.
|i—k|<2yieldsi =k, i=k—1andi=k+1for 1< i< n. Since,
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i = f2+ 2 and fun® = f3 + f3, we have

n n—1 i+1
T O I RN ( > fmfm) MR
i=1

i=2 \k=i—1
n—1
= Z (2favomi + favisi) + foa + [+ 25
i=2

n—1
= 22f5+2 it Zf;gl A AR e )

—2(f2+f31+ +f3) (F2 42+ 43+ 13)

Hfn At fae + 203
= 2§:f2 + ZF + fa
=3 (fnfn+1 - 1) + fn+1
(iii) By using (i) and (ii), we get

t’f’an 2
> (v -)

i=1

2 t?"Ff " - tTFf 2
Q)T —2—= ) N —
ot =2 S e 3 (M

i=1

\2 2
()\,)2_2@”’1"")2 ton (TES
! n n

(fnfn+1 - ]-) + f2+1 - % (fn+3 - 2)2 .

The proofs of (i’), (ii’) and (iii’) are similar to the proofs of (i), (ii) and (iii),
respectively. (I

s s.
i M:n M:
—_ [

Theorem 3. There are the following inequalities for the Fibonacci-Frank matriz
Fy. and Lucas-Frank matriz Iy, whose eigenvalues are ordered as Ay > Ay > -+ >
An and pu; > piy > -+ >, , respectively

(i> fn+1 < )‘1 < \/(1 - ,rll> (3 (fnfn+1 - 1) +f7%+1 - % (fn+3 - 2)2)

2 (s =),

1 1
(i) I, < py < \/<1 - n> (3 (lnlpy1 —2) — 21,2 — ~ (Iny2 - 3)2)

Proof. (i) The equation

(lni2 — 3).

S|

n

tTFf tTFf
Ay — —In — ,E )\i _ 17 Jn
! n < n ) (24)

=2
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is clearly holds for the Fibonacci-Frank matrix F,. Then, we can write
the inequality

trky - trEy
A ——2| < Ap — —.
O R
By means of [13,[14], we have for the sequence of positive real numbers
g = (g;) and the sequences of non-negative real numbers with similar
monocity a = (a;) and b= (b;), (i =1,2,...,m)

Z(Iiz%aibi > ZQiaiZQibio (26)
=1 i=1

=1 =1

(25)

Moreover, if a = (a;) and b = (b;) has opposite monocity, then the sense of
the inequality in (26)) reverses [13}[14].
If equation (26]) is applied to the right hand side of the inequality

trF
fn |, then we get

1
byusingasai:Wandbi:qiﬂ i — ~
| A — — |

tT’an " f’/’an - t’l"an 2
DI LR N ICESID PP

=2 =2

Hence, we have

trFy \°
()
n X
t?“Ff 2 - trFf 2
A — - ANi— ——= ],
(n-m) = p (-

tTan

AN
—
S
\

L
S~—"
SV
Ingb
VR
ke
\

-
5
e
N——
[
\
7N
>
>
\
~
=3
s
N——
)
N—————

IA

AL —

INA
7N
=
\
S|
N———
ngb
7N\
&

\
-
-
s |
N——
[

Then, by using Lemma [2 (iii),

A1 < \/(1 - ;) (3 (fafnir =)+ 2 — % (frts — 2)2> + % (fn4s —2)

(i)

as desired. Considering equation , we have f,,11 < A1. This completes
the proof.
The proof is similar to the proof of (i).

O
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Theorem 4. The Euclidean (Frobenius) norms of the Fibonacci-Frank matric Fy,
and Lucas-Frank matriz Fy are

. 1 1 n
() [1E [l = \/5 (Blon+1 +l2n) + fipr —n =5 (=1)" +5),

1 n
) 1Fi e = 2l + b+ 20— (51" 5 11),

where f, and l,, are the ordinary Fibonacci and Lucas numbers, respectively.

Proof. (i) By using the Binet formulas for the Fibonacci numbers, we have
n—1
1E 17 = Z (n—i+2) fz+1 + fn+1
= n—1
= Z(”+2)f12+1 - ZZ 2+ o
i=1 i=1
n—1 . n—1
n+2 i it1\2 ¢ i i1y 2
i e DICREET DD DICRSE s I
i=1 i=1
—1
n —|— 2 i i
_ ( o?)'+ g2 () —2(-1)"")

—42( () + 87 (82) = 2(-1)""") + f2.0.

Using the well known equalities

n—1 n—1
;A" —« .. a—na"+(n—1)a™!
Za =7 and Zza = (a—(1)2 ) ) (27)
i=1 i=1
we have
pr () L) S
Foz=" 2 2 9 1)
150 = <a R Al = uED M
2 2\ " . o\ n+1
1 a2 n(a?)" + (n—1) (a?)
5 (a2 —1)°
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_ NT-FQ <<a2n+1 +62n+1) _ (a3 _,_ﬁB) — (=)™ + 1))
L@ 8 (a8 4 (a1 4 )
1+(2n-1) (—1)n> 4 g2

2 n+1
L 1) — L (s =l + (1 — 1) o) —
=75 2n+1 3 5 2 — Nlan n 2n+2 B)
2n+ 3
1 9 1 n
= g (312n+1 + lQn) + fn+1 - n— 5 ((_1) + 5) .

Thus, desired result is obtained.
(ii) The proof is similar to the proof of (i).
O

Theorem 5. There are the following upper bounds for the spectral norms of the
Fibonacci-Frank matriz Fy, and Lucas-Frank matriz Fy

() I1Fs, 2 < /(200 + 1) (240 —1),
(i) 1Bl < /@2 +1) (B +n—1),

where f77 and l,, are the ordmary Fibonacci and Lucas numbers, respectively.

Proof. (i) By using the Hadamard product, the matrix F, can be written as
[ g1 1 0 0 ... 0 01 [1 fn 0 0 . 0 0]

fn fn 1 0O ... 0 0 11 fua 0 ... 00

fom1 fao1 fur 1 ..o 00 1 1 1 fr—2 ... 0 0

Fy, = ) : . . A TN ) ) . ..
f3 f3 fs fs ... f3 1 1 1 1 1 R B
L 2 I2 fo fo oo f2 fo] |21 1 1 ... 1 1]

A B

Considering the inequality 2f2 < f2 11, which can be proven by the math-
ematical induction method, we have the maximum row length norm of the
matrix A = [a;;] and maximum column length norm of the matrix B = [b;;]

as
1 (A) = max D ay P=/f20+1, (28)
J
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1 (B) =max [ |by [*=+/f2+n—1, (29)
J ,
respectively. Then, by using equation , we have
1Fsll2 < 1 (A)er (B) =/ (F20 +1) (f2 40— 1), (30)

(ii) The proof is similar to the proof of (i).

Now, we give the following example to illustrate our results:

Example 1. Consider the Fibonacci-Frank and Lucas-Frank matrices for n = 8.
Then, the matrices are

34 21 0 0 0 0 0 O 47 20 0 0 0 0 0 O
21 21 13 0 0 0 0 O 20 29 18 0 0 0 0 O
13 13 13 8 0 0 0 0 18 18 18 11 0 0 0 0
po_|8 8 885000 . (11 11 11 11 7 0 0 0
Fs=15 5 5 5 5 3 0 0 5= \7 7 7 7 7 400
3 3 3 33320 4 4 4 4 4 4 3 0
2 2 2 2 2 2 21 3 3 3 3 33 31
11 1 111 11 11 1 1 11 1 1}

The characteristic polynomials of the matrices Fy, and Fj, are

Ps(A) =A% —87A" +2137A% — 19968\° + 79377A* — 139303\% + 106949)\?
—33162) + 3120,

Qs (1) = p® — 12007 + 40545 — 517925 + 278231 p* — 64774013
46525662 — 268188 + 33264

and the eigenvalues of the matrices Fy, and Fi, are

A1 = 53.563, [y = 74.018,
Ao = 18.591, 115 = 25.689,
A3 = 7.889, 115 = 10.920,
A4 = 3.753, [, = 5.232,
\s = 1.756, 115 = 2.300,
X6 = 0.851, 11 = 1.009,
A7 = 0.432, 117 = 0.618,
\s = 0.164, 1ig = 0.214.

It is clear that X¢, A7 and Ag are in the interval (0,1), then the matriz Fy, has three
eigenvalues in the interval (0,1). Similarly, since p, and pg are in the interval
(0,1), the matriz Fi, has two eigenvalues in the interval (0,1).
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There are the following bounds for the mazimum eigenvalues of the matrices Ffp,
and Fy, from Theorem [3

f9§>\1é\/<1—;> <3(f8f9_1)+f92_;(f11_2)2>+;(f11_2>7

34 < A\ = 53.563 < 56.210

and

1 1 1
l8</~L1<\/<1_8> (3(l8l9_2)_2182_8(110_3)2>+8(110_3)»

47 < py = 74.018 < 77.694.
Considering Theorem[J}, the Euclidean norms of the matrices Fy, and Fy, are

1 1
| Fpsllr = \/5 (8hi7 + i) + f3 8~ ((—1)8 + 5) — 61.065

and

1
Bl = \/2l15 +he+E 165 (5 (1) + 11) — 84.380.

By using Theorem [J] we have the following upper bounds for the spectral norms of
the matrices Fy, and Fy,

[ Fysll2 = 56.911 < \/(fg +1) (f2+7) = 719.955

and
|1 Eigll2 = 78.643 < (l% +1) (l? +7) = 1368.970.

In Example [1, we gave our results for Fibonacci-Frank matrix Fy, and Lucas-
Frank matrix Fj, for n=8. The bounds we have obtained for the maximum eigen-
values of these matrices for increasing values of n obtained from Theorem [3] are
given in the following tables:
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TABLE 2. The bounds for the maximum eigenvalues of the matrix
F, according to the increasing values of n.

n=2 |2<\ = 2618< 2618
n=3 |3<\ =4.791 < 4.828

n=4 |5<\ =7.796 < 8.095

n=05 |8<A\ = 12654 < 13.130

n=06 | 13 <A1 = 20.455 < 21.337

n=7 |21 <A = 33.108 < 34.654

n=28 | 34< A\ =53.563 < 56.210

n=9 |55<A —86672<091.153

n =10 | 89 < A\; = 140.235 < 147.760

n =20 | 10946 < \; = 17247.848 < 18340.237

n =30 | 1346269 < \; = 2121345.008 < 2262287.634

n =40 | 165580141 < A\; = 260908188.115 < 278631218.037

n =50 | 20365011074 < A; = 32089585793.157 < 34297378604.5

TABLE 3. The bounds for the maximum eigenvalues of the matrix
F; according to the increasing values of n.

n=2 | 3<pu =3414<3.414

n=3 | 4<pu, =6.702<6.722

n=4 | 7<p =10.761 <11.034

n=5 | 11<p, =17.512 < 18.186

n=6 |18 <y =28.258 < 29.494

n=7 |29 < p =45.762 < 47.918

n=28 | 47 <, = 74.018 < 77.694

n=9 | 76 < p, =119.780 < 125.988

n =10 | 123 < p; = 193.798 < 204.213

n =20 | 15127 < pq = 23835.939 < 25345.591

n =30 | 1860498 < ;1; — 2931626.699 < 3126404.622

n =40 | 228826127 < p, = 360566248.032 < 385058873.003
n =50 | 28143753123 < p1; = 44346716881.237 < 47397811506.4

According to Table 2] and Table[3] the bounds are quite close to the exact values
of the maximum eigenvalues of the matrices Fy, and Fj,. Also, the upper bounds
are closer to the maximum eigenvalues than the lower bounds. Additionally, we
give the following figures to better illustrate this result.
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FicURE 1. The graph of the maximum eigenvalues of the matrix
F¢. and their lower and upper bounds for n = 2,3,4,...,10.

In Figure 1, the horizontal axis contains the values of n from 2 to 10, and the
vertical axis contains the maximum eigenvalues of the matrix Fy, corresponding to
these values of n, as well as the values of its lower and upper bounds.
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F1GURE 2. The graph of the maximum eigenvalues of the matrix
F;. and their lower and upper bounds for n = 2,3,4, ..., 10.
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Similarly, in Figure 2, the values of n between 2 and 10 are on the horizontal axis,
and the maximum eigenvalue of the matrix F; corresponding to these n values and
their lower and upper bounds are on the horizontal axis.

As indicated by the graphs in Figures 1 and 2, the lower and upper bounds
are very close to the maximum eigenvalues of the matrices Fy, and Fj, for small
values of n. As the value of n increases, the distance between these bounds and the
maximum eigenvalues widens. In this case, it is observed that the upper bounds
remain closer to the maximum eigenvalues than the lower bounds.
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ABSTRACT. In this paper, the Riesz potential (B—Riesz potential) which are
generated by the Laplace-Bessel differential operator will be studied. We ob-
tain the necessary and sufficient conditions for the boundedness of the B—Riesz

potential I in the B—local Morrey-Lorentz spaces M;)?;:,A,W(RZ,JF) with the

use of the rearrangement inequalities and boundedness of the Hardy operators
HE and ’Hf with power weights.

1. INTRODUCTION

Lorentz spaces, which are very useful in the theory of interpolation, have first
been introduced by Lorentz [18]. These spaces are Banach spaces and generaliza-
tions of Lebesgue spaces. The Lorentz space L, 4(R™), 0 < p,q < o0, is known as
the set of all measurable functions f such that

11,
1 fllz,  ny = [It7 73 5 ()|, 0,00) < OO
Here, by f* we denote the nonincreasing rearrangement of f and
@) =if{A>0: {yeR": |f(y)| > A} <t}, te(0,00).

The necessary and sufficient condition for the functional || - ||z, , be a norm is
l1<g<porp=gqg=o0 Ifp=gq=o00, then Lo (R") = Loc(R"). One can
easily observe that L, ,(R") = L,(R") and L, (R") = WL,(R"™). It is obvious
that L, C L, C L,, C WL, for 0 < g <p < g <r <oo. For further details, we
refer the interested reader to [5}18}/19).
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On Lorentz spaces, the boundedness of the Riesz potential and the boundedness
of its version related to the Laplace-Bessel differential operator

Za axﬁzaf lsksn,

i=k+1

have been studied by many researchers [3,4,/10H15/21]. The Riesz potential con-
nected with the Laplace-Bessel differential operator (B—Riesz potential) is gener-
ated by generalized shift operator

Tyf C’yk/ / f 33172/1 a17~-~7(xkayk>ak7$//_y//] d’}/(Oé)
Here Cy =7 5F(7’+1 [F(%)] L6, Yi)a, = (22 —2xzyzcosal+yl)%, 1<i<k,

1<k <nand dy(a Hsm% a; day [164[17].

=1
The B—convolution operator is defined as:

(f®g)(z) = - f)T?g() (') dy.
Here, Rf , ={z € R" : 21 > 0,...,2 > 0, 1<k<n}’y (Yisee s Vi)s Y1 >
0, e, >0, ¥ =791+ + 7 Let us set z = (2/,2"), 2’ = (21,...,71) € RE,
and 2" = (Tg41,-..,7n) € RP7F,

The purpose of this paper is to obtain the boundedness of the B—Riesz potential
operator I on B—local Morrey-Lorentz spaces with the use of the rearrangement
inequalities and the Hardy inequality. Local Morrey-Lorentz spaces lef,);’ L(R™)
which have first been introduced by Aykol et al. |2] and are generalizations of
Lorentz spaces. One has M IOC o(R™) = L, ,(R™). They have also proved that the
Riesz potential operator is bounded in these spaces. In this study, we consider the
B—Riesz potential by

i) = [ Tl ) s 0<a<q

The maximal operator has a crucial role in the study of the regularity of some partial
differential equations and in the study of the boundedness of some singular integrals
and on the differentiability properties of functions. For a function f € Lllofy(]RZ )
the B—maximal operator and B—fractional maximal operator are defined by, (see
[7]) respectively,

My f@) = suplB 0 [

o
M f(z) = sup | B4 (0,7)| / TV f(@)|(y) dy, 0<a<Q,
>0 B4 (0,r)
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where B (z,7) = {y € R}, : [z —y| <r}. Let B+(0,7) C R}, be a measurable
set, then

B4 (0,7)], = / (@')Vdz = w(n, k,7)re,
B+(O,T‘)

e (A/TTH)
where w(n, k,y) = o Z1:[1 e
MOf = M, f for a = 0 (see [7]). It is well known that the inequality M$ < C'I¢
holds.

On local Morrey-Lorentz space, the necessary and sufficient conditions for the
boundedness of the Riesz potential operator are given in [13]. On the other hand,
the B— Riesz potential has been investigated in various function spaces by many
mathematicians (see, for example [3[]10H12]). The above results inspire us to investi-
gate the boundedness of the B—Riesz potential defined on B—local Morrey-Lorentz
spaces.

Throughout the paper, C' denotes a positive constant independent of appropriate
parameters and not necessary the same at each occurrence.

, @ =n+|y|. It is easy to observe that

2. PRELIMINARIES

Given any measurable set E with |E|, = / (')"dx and a measurable function
/Ry, — R, the y—rearrangement of f in deb;reasing order is defined as
() =inf{s>0: f.,(s) <t}, Vte(0,00),
where f, ,(s) denotes the y—distribution function of f given by

fan(s) = Hx ERE - [f(x)] > s}‘,y

The average function of fJ* is defined as

sk 1 ¢ *

0 (t):;/{; f’y(s)d57 t>07
and the following inequality holds (see |20]):

(f +9)57 (@) < f57(8) + 957 ()

Now, we give some characteristics of the y—rearrangement of functions:
e if 0 < p < o0, then

J

sup /E (@)l de = / £ (s)ds, (1)

|E|y=t

ey = [Ty

e for any ¢t > 0,
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e the following inequality holds:
o
| @iy < [ pwa o
0
o the following inequality holds (see [5,/20,22]):

(f +9)5(8) < £5(t/2) + 95 (¢/2) - (2)

Definition 1. (18] If 0 < p,q < oo, then we define the Lorentz space Ly 4.~ (R}, )
is the set of all measurable functions f € Ry | such that
1

1_1 .
1£lly,,., = |7 qfv“)\ Ly(0,00)

If 0 < p < o0, q = oo, then meﬂ(Rz’Jr) = WLIW(]RZ_’JF), where WLIW(RZ,JF)
is weak Lebesgue space of all measurable functions f such that

n
k,+

Ifllwe,. @ )= b;ligtl/pf:(t) <oo, 1<p<oo.

Ifp=q =00 or1l < q < p, then the functional ||f||pq~ is a norm [5,/11,]22].
However if p=q = 00, then Loo,co,y(R} ;) = Loo (R} ).

In case 0 < p, ¢ < oo, a functional || - Hj‘:p .., is given by

1_1
11z, ., = 117, , 0,00 = 18777 257 Ly 0,005
p,a,Y Paq,

which is a norm on Lp,m(RZ,+) for1<g<oo,1<p<ooorp=gq=oo.
Ifl<p<oo, 1<q<o0,then

1l < IS

that is, || f|lp,q., and | ]|

Definition 2. [§] Let 1 < p < oo, and 0 < A < Q. The B—Morrey space
Ly a~(R ) is the set of all measurable functions with f € LS (RE ) such that

p
|1*7,q,7 < p—1 Hf”p,qm

N .
g,y ar€ equivalent.

loc
Py
_a
Hf||Lp,A,W(R;;,+) = ERiUPD pr Hf||L,,,W(B+(m,p)) < 00.
zeRY L,

IfA =0, then Ly o~(Ry ) = Ly (R L ); if A > Q or A <0, then Ly ,(RE ) = ©,
where © is the set of all functions equivalent to 0 on Ry, . Also, the weak B—Morrey
space WLy (R} ) is the set of all functions f € WLPS(RE ) with following
norm

_2A
||fHWLp,A,'y(RLL,+) = xeR%?ﬁp pr Hf||WLm(B+(z,p)) < 0.

Definition 3. [6] Let 0 < A < 1 and 0 < p < oo. The local Morrey space
LMy, \ = LM, 5(0,00) is the set of all functions f € Li>°(0,00) such that

_A
£l 2az, 1 (0,00) = SUP P~ # | fll 2, (0,p) < 00
p>0
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Moreover, W LM, yx = WLM, x(0,00) denotes the weak local Morrey space of all
functions f € WL¢(0,00) such that

_2
||f||WLMp‘A(O,oo) = SUIS/) » ||f||WLp(O,p) < o0.
p>

Definition 4. [9] Given a function f € Llffy(RZ’Jr), and a ball By (x,r). By fp, ()
we denote the average of TY f on the ball By,

I3, (2) = | By [ / T (o) (V" dy.

By

The BMO—Bessel space BMO~ (R}, ) is the set of all functions on Lllofy(R};Q
with
e =sup|Boly [ 127 5(e) = o, 'y < o0

Definition 5. Let 0 < p,g < 00 and 0 < X\ < 1. The B—local Morrey-Lorentz

space M;?;)AW(RZ#) 1s set of all measurable functions with the quasinorm

A 11,
1 llagioe = ig%/) [t 79 S ()|, 0.0) < 00

If A > 1 or A <0, then M;)?;,A,»Y(RZ,+) = O, where O is the set of all functions

equivalent to 0 on Ry . Also,

1 1 _ 1
Mp?;,o,'y( Z,+) = LP,Q»“/(RZ,+) and Mp(,);():,)\,'y( Z,+) = Mp(,)g,'y( Z,Jr)’

The weak B—local Morrey-Lorentz space WM;?;’/\W(RZ’Q is the set of all measur-
able functions with the quasinorm

A 1_1
||f||WM11;?;M = i‘;lgﬂ a|[tr 79 f3 () lwi, (0,0 < 00

We need the boundedness of the Hardy operators which will be used in the proof
of our main theorem.

Definition 6. [21] Let ¢ be a measurable function on (0,00) and B € R. The
weighted Hardy operators HS and H? with power weights are defined as

t o
Ho(t) =t’3+”_1/ @dy, Ho(t) =t5+”/ “”fi’f dy.
o Y t Y

In the following theorem, we state that the Hardy operators are bounded in local
Morrey and weak local Morrey spaces.

1—
Theorem 1. [1,21/Let0<)\<1,0<ﬁ<1—)\,1§r<7andf—f:
p

1—=X
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1 A
i. ]fu<—+f, then
r

HHV@HLMg A(0,00) = <C H‘PHLMm(O 00)

ii. Ifv= Tl + é, then
||H </’”WLMS A(0,00) = < Cllell L, 5 (0,00 -

A—1
iii. Ifv> ——, then
T

HH SDHL]\/[b A(0,00) = <C HSDHLMT,A(O,OO) )
iv. Ifv= ¥, then

||,HV90||WLMS A(0,00) = <C ||90||LM7 A(0,00)

3. B—RiESZ POTENTIAL IN B—LOCAL MORREY-LORENTZ SPACE

This section devoted to obtain the boundedness of the B—Riesz potential in
B—local Morrey-Lorentz and weak B—local Morrey-Lorentz space.
For the B—Riesz potential, the following inequality

(L2 FY5(8) < (I2F)5 (1) < C (t%1 / f2(w)dy + / ooyé’élf:(y)dy) 3)

holds, where Cy = C,, 1(Q/a)?w(n, k, 7)(@=*)/? (see |10]).
Theorem 2. Let 0 < A < 1, 0< a< @, 1 <g<o00,1<7r <s < oo

_1 -
A <p<(+g) mdren, ..

) If 75 <p< (%—I— %)_ , then % — % = )\(% — l) + % is necessary and

: 1 feY loc loc
sufficient condition for the boun;\iedne&s of I from M,° \ ~ Lo M A
(o]

(ii) If p = s then 1 — % =5 — 5 U8 necessary and sufficient condition for

the boundedness of IS from le,ofA . to WM;OSCAN

-1
Proof. (i) Sufficiency. Let 15 <p < (% + %) . From 1D we have

A 1
12 fllasi gy =50 > [t 200
I f||MlsA (R ,) i‘i%p (Wf)*y() L.(0.p)
N 1
<supp s |t s (IS t
p>0p (LD L.(0,p)
A 1_1 o _q t * o a1 px
< Cysupp™ = ||ta = (L@ /fw(y)dy+/ Yy 5 (y)dy
>0 0 ¢ L. (0,p)
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A
< Cysupp™ s
p>0

Ls(0,p)

t
1_ 1, a *
tht+s 1/ £ (0)dy
0
o0

1 1

@]

/ Y@ (y)dy

+ Cy supp_% ’
t

p>0 Ls(0,p)
I+ Iy

1 1
We take v = — — — and ¢(y) = y%_%f;‘(y) Then, we have
p T

+ +

8=

®w |~
S|
"=

Q| =
> Q8

1 1 1
From Theorem we can write 8 = (1—X\) ( — ) Then we get — —— =
ros D q

1 1
A ( — ) + %. Therefore, again by Theorem we get
s

r

t
atEt [ pay
p>0 0

t
= Cosupp~ HtBJr”l/ L(f)dy
p>0 o Y
Hp|

I, = Cysupp™* ’

@ >

Ls(0,p)

A
=Csupp =
p>18 P Ls(0,p)

=C HHE‘PHLMS,A(O,OO)

RPN
< CllellLm, 50,000 = Csup ™7 |9l L,0,0)
p>0

PiTy ALY

A, A1y
:CSI;ISP e W00 = Cllf e, @y )
o )

1 1
We now estimate Io. We take v = — — — — % and ¢(y) = y%_%f:(y)
p T

Then, we get
1 1 1 «

1
B==—=4+=-—=+_-.
qg s r p Q

Therefore, by using Theorem |1} we obtain

1

oo
_all,ia o
Iy =Cysupp™ s ||ta S/ ye 1ff;(y)dy
t

p>0 Ls(0,p)
oo
= Cysup p‘% thtv / —(pu(ﬂ dy
p>0 t Y L.(0,p)

= Cysupp > HP
25mr #llz. 0.0
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=C HHEWHLMS,/\(OQO)

_A
< CllollLar, 10,000 = Csupp™ " [l0ll L, 5 (0.0)
p>0

p,'r',A,W(RZ,Jr).

A,
= Csupp™ [[t7 77 ST, 0.0) = C I f |l agee
p>0

Hence, we obtain that the B—Riesz potential /5 bounded from M;OTC Ay tO

Necessity. Suppose that the B—Riesz potential I is bounded from

A\ —1
lef,)fv\ﬁ to M;?SC’AW and 7“—1—% <p< (r + g) . For 7 > 0, we define

fr(x) = f(rz). Then (f;)3(t) = f;‘(tTQ) and

—supp ()
I+ g ., =00~ F 183 (23Ol

7 L) 0.0)

RPN

=supp -
p>0

1

A _Q 1_ *
supp T P ||tP "'fry(t)HLr(O,PTQ)

p>0
_Q e —2i-1
— 7t F Sup(p’TQ) r||te Tf;(t)”Lr(O,p‘rQ)
p>0
—O(l_2A
=796 T)|\f||M;?g7A7W'

Also, (IS f-)(x) = 7= (I8 f)(r9) and (IS f,)%(t) = 7= *(I$ f)5(t79). Then,
we get

_Ag,l_1
||IA3‘JCT||M;?§YAYw :ililép s |lte S(I’?fT)’*y(t”Ls(O:P)

ta (1)L (t79)

_ _2
=7 %supp” =

sup Ls(0,p)
—« _2 o 2 — a p\* s : -2
=resup? ([T i s ran ) o
p>0 0
_a—Q_ex T e T
=T s sup(pTQ) dix SI'yf’y(t)|Ls(O7p)

p>0
1 A
=7 Q>g=7)

125 Fllages -

Since the B—Riesz potential I is bounded from MIIJ"TCA,Y to Méﬁ;kﬁ, we

can write || IS f| ppoc < O f[|ppoc , where C' > 0 is a constant. Then
q,8, X,y P,y

1_2A
||I$f||Méj{gAﬂ = rot9 S)”I'?fTHM{l;”;)\’,Y

< OTOHFQ(%_‘%)

| f7 lagioc
PaTs ALY
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LotQ(A-2

_ atQ(E-1)+QA(E-1

Mloc

o If ]% < %Jr)\(l -+ G- then we have ||I,$“fHJ\4{1;,§)AT7 =0as7—0
for all f € M;)Of)w
o If ]% > % +A(-H+ G- then we have ||Ij‘/‘f||]\/[(1;35,%w =0as7— o0

for all f € Moc

DTNy
. If 1 l =+ /\(% - %) %,thenwehave],‘;‘f(:c) =0forall f € Mlljof>\7
and a. e zeRE ., Which is impossible.
Hence, we obtain % —==A (7 — 7) + & ok

-1
(ii) Sufficiency. Let ax <p< (% + @) . From , we have

A 1 1
I oc n - Bl ta_; Ia * t H
5 Fllwarios |y ) Sup p DO s 00
A 1 1
<supp s ||[ta (LSt H
p>18p (L1)5 ) WL.(0,p)
—2 -1/ a g i * F ey *
< Casupp™ = |[ta™ > (t@ 5 (y)dy + ye  fi(y)dy
p>0 0 t W Ls(0,p)
t
a0 [
p>0 0 W L(0,p)
11 % .
+ Cosupp™© |t / y@ fr(y)dy
p>0 ¢ W L.(0,p)
=Ji + Jo.
A— 14 A1
We take v = 1 + and ¢(y) = y* ™7 f*(y) in the Hardy operator
Then, we get
1 1 1 « A
= - — — — _— 1 —_ —
B 7 s + . + 0
. 1 1
From Theorem |1} we can write § = (1 — A)( — — —]. Then we have
r s
1 a A .
1—-= é — —. Therefore, again by Theorem |1} we get
q s

J1=Cy SUPP7%

it [ e

p>0 W Ls(0,p)
2 "oly)
= Cysupp™ = ||tPv—1L / deH
p>0 o Y W L.(0,p)
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A
_ < ||H?
- Cili%p H) %OHWLS(o,p)

=C ||HEQDHWLMS,A(O,OO)
< CllellLa, 5 (0,00)

_A
= Csupp™ " [|ollL,0.p)
p>0

1+)\—1

_A *
=Csupp "y W)L 0,
p>0

= Clfllagec, xp,)-

A—1 _
We now estimate Jo. We take v =1+ —— — % and ¢(y) = yHArl ()
r
in the Hardy operator. Then, we get
1 1 1 « A
B=-—-+=-4—--1-1=.
qg s r @ r

Therefore, by using Theorem [1] we obtain

11 % e,
ta / ya 1fw(y)dyH
t

Jo = Cysup p_%

p>0 WLs(0,p)
oo
= Casup Pié e / @5}_’3 dy‘
p>0 t Y WLs(0,p)

=, sup p* Hoollw . 0.0
=C H%E(‘DHWLMS,A((LOO)
<C ||<p||LM7‘,/\(O)OO)
= Csupp~ 7 [|¢llz, 5 (0.)
p>0

A=l
YT W00

= C'sup pfé
p>0
= C [ fllagec, @y )
Necessity. Suppose that the B— Riesz potential is I} bounded from lef’f Ay
to W Mloc and p = L Again, for 7 > 0, we define fT(x) = f(Tm)

4,8,y r4+ A\
Then || f7[ 1o = 779 fll Ao and

r/(r+X), N,y r/(r+X), Ny
_2 1_1
IIIﬁfTIIWM;?;M=iggp Ay (L5 5w L. 0.0

_ _2 1_1 *
=T O‘sg%p s ||y S(I»?f)fy(yTQ)”WLs(O,P)
p
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— 77T sup(pr)
p>0

_ e Q(-2)

11 o px
y SI'yf’y(y)”WLS(O,p)

|I»?fHWM;?§YAW~

Since the B—Riesz potential I is bounded from le;”f’Aﬁ to WM;?;’)W, we

have |15 fllwagpoe < C|fl[ppoc , where C'> 0 is a constant. Then we
q,8, A,y P,Ty ALY

get

12
||I$f\|WM;?§YM = 7RG S)HI;YfTHWM;j;M

< OrotQG=3) FA .
PiTs XY
_ atQ(:-2)
T B |f||M;’;/\W

132 -3
— FotQ(g m)TQAG S)Hf”lef?*ﬁ'

o If1 < é +5— %, then we have HI’?fHWM};?;AW =0as 7 — 0 for all

loc
f € Mr/(rJr)\),r,)\,'y'
o If 1> % +5 - %, then we have ”[’?fHWMéf’.?,A,W =0 as 7 — oo for all
f c Mloc

r/(r+X),r,A\,v"
o If 1 +# %Jr g~ A then we have I9f(z) = 0 for all f € MI°¢,  and

s T AY
a.e. z € Ry |, which is impossible.
«a A

Hence, we obtain 1 — % =05 This completes the proof.

O

The following corollary is easily obtained from the inequality M$ < C'IT and
Theorem [2] .
Corollary 1. Let 0 < A < 1, 0 < a < @, 1 < q¢g< 00,1 <r <s < oo,
—1
A
Ax<r<(2+5)
-1
(i) If x <p< (% + %) , then %,é = (% - %) +% is mecessary and suf-
ficient condition for the boundedness of the B—fractional maximal operator
M$ from Mlg?ﬁ;)\ﬁ to Mé?s(i)w‘

(ii) If p = T then 1 — % = % — % s necessary and sufficient condition for

the boundedness of the B—fractional maximal operator M from M];f’;f)\y7
to W Mo¢

q,5,\,7"
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A KIND OF ROTATIONAL SURFACES WITH A LIGHT-LIKE
AXIS IN CONFORMALLY FLAT PSEUDO-SPACES OF
DIMENSIONAL THREE
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TURKIYE

ABSTRACT. In this work, we define the rotational surface with a light-like axis
in conformally flat pseudo-spaces (IE%;))\, where X is a radial-type conformal
factor. We relate the principal curvatures of a non-degenerate surface that
belongs to conformally equivalent spaces (Eé)x and R?, based on the radial
conformal factor. Thus, we establish a relationship between the radial con-
formal factor and the profile curve of the rotational flat surface in (Eé)/\, but
also for that of the rotational surface with zero extrinsic curvature.

1. INTRODUCTION

The theory of surfaces is one of the significant subfields of study that belong to
the field of differential geometry. This theory has a wide variety of applications.
For instance, it is used in computer graphics to create 3D models of objects, in
physics to describe the behavior of fluids and solids, and in engineering to design
structures with optimal shapes [1,/2].

In contrast to the creation of a helicoidal surface, which has been differently charac-
terized in a recent publication [3], the formation of a rotational surface is achieved
only through the rotation of a curve around an axis. The investigation of rota-
tional surfaces has been the subject of considerable scholarly research. To access
studies done in recent years, refer to references [4H6]. The study of special surfaces,
such as rotational and helicoidal surfaces, is conducted in the setting of conformally
flat spaces. Conformally flat spaces possess distinctive characteristics through the
utilization of their conformal factors. The determination of the proper conformal
factor is important for undertaking surveys of the aforementioned surfaces in con-
formally flat spaces. A function f is said to be invariant under a transformation 7’

2020 Mathematics Subject Classification. 53C18, 53C21, 53C42.

Keywords. Rotation surface, light-like axis, conformally flat pseudo-space, conformally flat
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of the space into itself if the condition f (Tx) = f (z) is satisfied for all z. If the
conformal factor A is a function that meets this criterion, it is reasonable to consider
such surfaces in conformally flat spaces. An estimation for this type of function
can be derived from the Cartesian equation of geometric shapes such as the sphere
and the cylinder. In contrast to the cylinder type, which exhibits invariance under
both rotational and translational symmetries, the spherical type is only invariant
under rotational symmetry. For more on research done in the framework of the
spherical type t := 2?2 + 23 + 2%, see |7,[8]. For another type, see |[9-15]. In the
aforementioned studies, the authors consider the various conformal factors, such
as Vi, %, and e~t. It is worth noting that the first two factors contribute to the
formation of the generic metric, whereas the third factor serves as a metric that is
a solution to Einstein’s equation.

Yerlikaya [14] introduces the conformally flat pseudo-space of dimensional three,
and presents a non-degenerate surface’s curvatures for an arbitrary conformal fac-
tor. But, this work is based on the utilization of the radial conformal factor as the
framework. From this perspective, rotational surfaces in conformally flat pseudo-
spaces are analyzed.

2. BAsiCc NOTATIONS

Denote the Minkowski space by R?, defined by the Minkowski metric g (z,y) =
—T1y1 + Toyo + T3y3 with respect to a cononical basis {ej, ez, e3} of R}, where
x = (x1,22,23), ¥y = (Y1,Y2,y3). Observe that for a pseudo-orthonormal basis
{€1,&5,&5} of R$, the metric becomes g (x,y) = T1y3 +T2y2 +x3y1. In a such basis,
the following equalities hold

9(&1,&1) = 9(&1,&) = 9(£2,€3) = 9(&3,83) =0, (1)
9(&1:€3) =9(62,6) =1 (2)
For some tools regarding the transition matrix given by
-1 g L
€1 1\/5 \45 3t
€2 = vz 0 V2 &, (3)
es 0 1 0] [&

see |16]. The rotational motion about the null coordinate axis O&; is represented
by

X1 T
T2 —)A_lRA 2| ,
| L3 T3
i.e.
To2| — (1) (1) 1 % 1—% 0 7z 0 vAREIE
x3 7 v Ol 0 -0 1 0 1 0] [=s
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or the more useful form

I 1 0 O X1

T2| — t 1 0] [z2f, (4)
2

Z3 -5 —t 1] |73

where t = —+/20.

Equipped the Minkowski space R} with a conformally flat pseudo-metric given
by the angle-bracket notation

1
<w17w2>g>\ = )\27@<’LU1,’[U2>L, leva GTPR?7 VPGR?v
the resulting space is said to be the complete pseudo-Riemannian manifold if the
conformal factor A is bounded. From now on, unless otherwise stated, this pseudo-
manifold shall be mentioned as the conformally flat pseudo-space, represented by
(]E%) ,- Here, note that the pseudo-metric (, ), is the Minkowski metric whose co-

efficients are those of Egs. and .

3. SURFACES IN A CONFORMALLY FLAT PSEUDO-SPACE WITH RADIAL
CONFORMAL METRICS (E},)))\(T)

In [14], the author calculates the principal curvatures of a non-degenerate param-
eterized surface for an arbitrary conformal factor in the conformally flat pseudo-
space. Now, we’ll modify the process so that it works with the radial conformal
factor

A=\(r), r=2r23+ 3, (5)
which implies the spherical type with respect to the pseudo-orthonormal basis of
R?. Consider a non-degenerate parametrized surface M = X (U) in the Minkowski
space as

X:UCR?* RS
(s,t) = X (s8,t) = (z1(8,t) , 22 (5,1) , 23 (s,1)) .
Since this surface also belongs to a pseudo-space that is conformal to the Minkowski
space, we can write N (s,t) = (AN) (s,t) for (s,t) in some planar domain, where

N and N denote the normal vector fields in Minkowski space and conformally flat

pseudo-space, respectively. Let V be the Levi-Civita connection of (E3) (- Thus,

we get

()

Vi, N = Vx, (AN) =X, (\) N +AVx N, (6)
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where X ; denotes the partial derivative of X with respect to the parameter s. Using

the properties of the connection V and considering N as the linear combination of
the pseudo-basis, we write

3
Vx N=Ns+ > XINTGE, (7)
i\j k=1
where I’fj denote the Christoffel symbols of the conformal pseudo metric. Note that
Eq. (7)) holds for the parameter ¢, as well.

Taking Eq. li into account, we have % = %%. From now on, we use the
notation % =\ Thus, we can write
€j Ar) dr g A(r) or e A(r) Or

Ik = —g.,. -2 — G ikl -,
t gjkek A Ox; glkek A Oz, e N Oz

where €¢; = g;;. From Eq. together with Eq. , we get

1—% = 1—‘?1 = F?Q = F%a = F:133 = Fég = F§3 = F§3 =0,

(®)

dz3 ()
Fh = 2F%2 = *21%2 = *ﬁ (9)
22 (1)
F%Q = _1—?3 = F%z = ng = _f
.
_21%2 = 2F§3 = ng = _%(T)

Theorem 1. Let X : U — R} be a non-degenerate surface parametrized as X (s,t) =
(71 (s,t), 22 (s,t), 23 (8,t)) in the Minkowski space R3. Consider X (U) as a non-
degenerate surface in a conformally flat pseudo-space (E%))\(r). Then, the eigenval-

ues %l of X in (]Eé))\(r) are calculated as

ki = Ny — 2) (21, w2, 23) ,N), 1<1<2, (10)

where N denotes the normal Gauss mapping of X in R3 and k; are the eigenvalues

of N.

Proof. Let’s proceeed with the proof for the parameter s. Putting @D into Eq. @,
we have

- 2 2)
Vx , N=N;— N (X,N)X 5 — Y (X5, X)N.
Substituting this into Eq. @, we obtain

Vx N =AN, - 2A(X,N) X .. (11)
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Taking Ny = k1 X, and @X,SN = 21X7s into account and using Eq. , we
obtain

k1= M — 20 (X, N), (12)
which concludes the proof. ([

3.1. Rotational Surfaces with a light-like axis in (Eé)/\(r). We now consider
the Gauss and extrinsic curvatures of a non-degenerate rotational surface in con-
formally flat pseudo-spaces (Eé) Ary? 88 it relates to the radial conformal factor.
As mentioned in the introduction, helicoidal surfaces are described as the general
category to which rotational surfaces belong. For this reason, the ability to define
helicoidal surfaces in conformally flat pseudo-spaces, as made possible in [14], also

allows for the definition of a new type of rotational surface in these spaces.

Let v (s) = (5,0, f(s)), s > 0 be a curve x1x3-plane defined on I C R, which
is called the profile curve. Applying this curve to the rotation in Eq. , in the
following way:

1 0 O s
t 1 0 0o |,
-2 1 f(s)

we get a non-degenerate surface given by the parametric form

X:IxR— (E},,)A(r)

@ﬂaX@ﬂ:Gﬂj@—i),uw

which implies that it is a rotational surface in (E}) where f(s) is a function

A(r)?
defined on an open interval I of R.

Lemma 1. Let X (s,t) = (s,st, f(s)— %) be a rotational surface in (E3)

Thus, the Gaussian curvature of X is computed as

K- —eX? 9 ()\—2).\3(f—i-sf’))>7 (14)

Ar)”

sv2f 0s A2F

where \ = % and € = £1.

Proof. To find the Gaussian curvature of X in the conformally flat pseudo-space
(E3) Ay We need to calculate the coefficients of the first fundamental form of X
with respect to the conformal metric. Then, it is easily seen that

~ 2fl ~ ~ 82
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Due to F' = 0, we have from [17] the knowledge that there is a formula for calculating
the Gaussian curvature in the Euclidean version. Based on this knowledge, we
modify, in the Minkowskian version, the formula of Gaussian curvature such that

—€ 8 Et a és
K= — — . 16
= <8t — | Yo | == ) (16)
2\ EG EG EG
~ ~ SA2— \ sf')s2
Hence, together with F; = 0 and G4 = 292 4)\))\\£f+ ) , using Eq. 1’ we get
Eq. (I4). This concludes the proof.

O

42 . .
Theorem 2. Let X (s,t) = (s, st, f (s) — %) be a rotational surface in (Eé)/\(r),

Thus, X (s,t) is flat in (Eé) if and only if N = X\ (2sf) = e/ ﬁds, c1 #0.

A(r)

Proof. Tt is clear from Eq. that the necessary condition for X to be flat in
(]Eé) NS have to satisfy the following equation

SA— 282X (f + sf')

A/2s2f!
Hence, if ¢; = 0, we get a contradiction about the completeness of the metric. If

c1 # 0, then Eq. " becomes % = %

the desired outcome. O

=C1. (17)

. By integrating both sides, we obtain

2
Thus, the extrinsic curvature of X is computed as

Lemma 2. Let X (s,t) = (s,st, f(s)— ﬁ) be a rotational surface in (Eé)/\(r),

~ . . .
Ki =15 (M =407 (£ =s)) (A +25A(F = s£)). (18)
where € = 1.

Proof. If we proceed through the steps of proving Lemma for the Minkowskian
metric, then the coefficients of the first fundamental form are as follows:

E=2f, F=0 and G = s°, (19)
and the coefficients of the second fundamental form are calculated as
" 2
T 0 and g:%, (20)

where o = 1/2s2f’. On the other hand, taking into account the partial derivatives
of X, we find

(21)
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Ultimately, using together Egs. and with Eq. (1)), we get
S AN o ! N gt
Kp=kik> = 2 ()\f AN (f — sf )) (A+2s>\(f sf )). (22)

(]

Theorem 3. Let X (s,t) = (s, st, f(s) — %) be a rotational surface in (E3)

Thus, X (s,t) has zero extrinsic curvature in (E3)

Ar)”
A if and only if either one of
the next two equations

61\/]?/
f=sf

are satisfied, where c1 is a positive real number.

S 7=y e (23)

A=XA(2sf) = orA=\(2sf)=e¢

Proof. In order for X to have zero extrinsic curvature in (Eé) the following

A(r)?
equations must be met:

A/ =AM (f—sf')=0 or A+2sA(f —sf') =0.
Of these, the first one becomes % = WZSJ“)' Using the integration, we get

A= ;1@ As similar to this, we find the other one. The proof concludes here. [

Remark 1. In the first equality of Eq. , for X(r) = %, rotational surfaces
X with zero extrinsic curvature are rational kinds. More clearly, from Eq. (@,
when A\ (r) = #, Kg = 0 if and only if sff" + ff' — sf’? = 0, whose general
solution is f(s) = ns™, where m is a constant and n is a positive real number.

Rotational surfaces with zero extrinsic curvature can be determined to be polynomial
in character with isothermal parameters by a special solution of the differential

equation mentioned above. In the second one, for A(r) =e~", Kg =0 if and only
if it satisfies the equation 25 f'—2sf+1 = 0, which ensures that the general solution
is f(s) = ms+ é, where m is a real number. By using a special solution of the
differential equation, we just talked about above, we can figure out that rotational
surfaces with zero extrinsic curvature are of constant Gaussian curvature. Both
conformal factors are useful, but in different ways for different models, as was
mentioned in the introduction.

Example 1. Let’s use Theorem[3to describe a rotational surface with zero extrinsic

curvature in (IE}),)L From Remark , for X(r) = #, we have the knowledge whose

profile curve will be f(s) = ns™. Substituting this profil curve into Eq. , we get
the parametrization of a rotational surface with zero curvature surface as follows:
t2
X (s,t) = <s,st,nsm - 82) )
We now plot it putting for m =3 and n = 2. See Fig. .



A KIND OF ROTATIONAL SURFACES WITH A LIGHT-LIKE AXIS 457

FIGURE 1. The graphic belongs to a rotational surface of rational
kind with zero extrinsic curvature in (Eé) .

T

We also sketch it out with respect to the constants m = 3 and n = % that serves
as the isothermal parametrization condition. See Fig. (@

FIGURE 2. The graphic belongs to a rotational surface of rational
type with zero extrinsic curvature having the isothermal parameter
in (E%) 1.

™

3

Example 2. As similar to Fxample , the profile curve of a rotational surface
with zero curvature in (Eé)e,T is f(s) =ms+ i. Applying this to Fq. yields

1 st?
X (s,t) = t ——— .
(s,t) (s,s yms + = = )

For m =1, see Fig. (@
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FI1GURE 3. The graphic belongs to a rotational surface of with zero
extrinsic curvature in (Ej)
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PARAMETRIC GENERALIZATION OF THE MODIFIED
BERNSTEIN-KANTOROVICH OPERATORS

Kadir KANAT,! Melek SOFYALIOGLU? and Selin ERDAL3

L.2,3Department of Mathematics, Ankara Haci1 Bayram Veli University, Ankara, TURKIYE

ABSTRACT. In the current article, a parametrization of the modified Bernstein-
Kantorovich operators is studied. Then the Korovkin theorem, approximation
properties and central moments of these operators are investigated. The rate
of approximation of the operators is obtained by the help of modulus of con-
tinuity, functions from Lipschitz class and Peetre-K functional. Finally, some
numerical examples are illustrated to show the effectiveness of the newly de-
fined operators.

1. INTRODUCTION

Approximation theory has an important place in studies in the field of math-
ematics. Let f be a continuous function on the interval [a,b] and then for every
g > 0, there is a polynomial p that satisfies the || f(z) — p(x)|| < € condition. This
theorem was given by Weierstrass [19] in 1885. In 1912, Bernstein [3| proved the
approximation theorem defined by Weierstrass on the closed interval [0,1]. A gener-
alization of Bernstein operators was made by Chen et al. |[7] in 2017. Fuat Usta [1§]
defined modified Bernstein operators in 2020 as

n

Biga) =23 (1) (€ -mape oty (4

N n
By definition of the operator B} (g;z), he obtained the following equalities
B(l;z) = 1,
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n—2 1

Bl(t;x) = x+ -,

! U U
) (n? — T+ 6) 5n —6 1
Bi(tz) = 2 a? + it

Certain examples of articles on parametric generalizations of operators can be
found in 2], [4], 5], [6], [8], [7, [9], [10], [12], [13], [14], [16], [17], [20] and [21].

The 6 parameterization of modified Bernstein operators were defined for every
g € C0,1] by Sofyalioglu et al. |[15] as

n
B;ﬁ@nx>=:§jp$2@»g(g), W
¢=0
wheren >1,0<6 <1,z € (0,1) and
K@) = a p@) =1-ua,
@) _ 1 n—2 o — TV 2(1 —
W = {5 (7 ) -t vera- o
(T2 — 1 - e - 0)(1— )
n—1\ ¢—2 K
+1 ( Z ) (¢ —nx)?0x(1 — :c)} 21 —) 2 > 2
7
with binomial coefficients
1\ _ [ 5%m  Hf0<¢<n
¢ 0 otherwise

In this paper, we give the Kantorovich type of parametric generalizations of the
modified Bernstein operators created by Sofyalioglu et al. |15]. Later, we study
approximation properties of the operators. Then we give central moments and rate
of convergence.

Now, we define the parametric generalization of the modified Bernstein-Kantorovich
operators

n ¢+1
* [ K
Krolgio) =Y pyi(@) | g, (2)
¢=0 n
wheren >1,0<6 <1,z € (0,1) and
[ 6
P =z, @) =1-z,
(0) _ n n—2 o — 1))2(1 —
W = {25 (7 ) -t vera- o
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(1) € mros - fa 2, gz

with binomial coefficients

¢ 0 otherwise
Choosing ¢ = 1, it is seen that the operators By ,(g; x) turn into By (g;x) given

by Usta [18].
The following equalities are going to use in the proof of the next theorem

() - S )
(1) - 407

Theorem 1. The parametric generalization of the modified Bernstein-Kantorovich
operators can be expressed as

¢+1

K} o(gia) = “‘”Zl#[(“ﬁl)/f dHi/ ]

n

X ( " : ) (¢ = (n—Da)*at (1 —a2)"
+9§( Z )(c—n:c>2w<—1(1 —x)n—c—l/ " g(t)dt.

<

Proof. We rewrite the Eqn. in more explicit form as

Kyolie) = (-0 [ 2 (102 ) (¢ (- a0 - o
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In other words,

Kioln) = (=) i) +03 (L) (C=nopat 1 -y

¢=0
C41
<[ gt )
where p; and p, are
n—2 $+1
mo= (7 ) s vt [ gan
¢=0 0
n
mom 2 (123)c-1-t-epsa e

When we choose the term ( =7 and ( = 7 — 1 respectively, we get p; = 0.
Similarly, replacing ¢ = 0 gives puy = 0.
Therefore, we obtain

hy = ;Onﬁl ( . ) (€ (n— Daas (1 - 2)1¢=2 / gty

By using Eqn. and Eqn. (4)), we have

¢+1

= "2227721 l(ng2>/cn g(t)dt+<2:%>/4: g(t)dtl

¢=0
<(C— ( — a2t (1 — 2y,

If we rewrite the above equation in , we achieve the desired result. ([l

2. AUXILIARY RESULTS

Lemma 1. For every z € (0,1), the operator Ky 4(em;x) has the following identi-

ties:
K;;ﬂ(eo;:z:) = 1,
n—2 3
Kiglena) = 1= 2p 2
n,0 n 2n
3 — 1872 -3 18) — A(6n% — 42 36
K2 (enz) = (3n 1" —3n+18) — 6(6n n+36)

3n%(n—1)
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(1802 — 6m — 24) — (361 — 48)
3n*(n—1)
(n*+5n+6) — 120
3*n—1) 7

where e, =t™ form =0,1,2.

Proof. We briefly mention the results of K,*,’g(em; x), where e, = t™, m =0,1,2.
For eg = 1, we write

no(132) (19&57711 [(1,751%51)](”51)

¢=0
><(C - (77 1)x)2 L)

= 9) (1,x)+93;;(1;x)
= 1.

For e; = t, we have

rolt) = (1—9)772(177?1 l(l—nfl)/;tdw/: tdt]

x ( (e ) (¢ — (= D)2t~ (1 — )12

+92n:< ! ) (g—7733)2a:<—1(1—9[;)?7—4—1/C "Lt

¢=0 7
1 2
Since [." tdt = 22477;1 and [/ tdt = 2243;37
n—1
. U ¢ 20+1 ¢ [2¢+3
K o(t; = (1-40 1-—
ot ) ( );}n_l[( 77—1)< o2 +77—1 o

x ( 772 ! ) (¢ —(n—1D)ax)2a¢ (1 —2)1¢2
+9§ ( Z ) (€ =)z (1 —a)1=¢ (2“;1)

2n
. 10 .0
—2 3

= +—
n 2n
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For e, = t2, we have

K o(tho) =

1
Since [ " t*dt =

n

no(t?x) =

C+2

S ¢ S ¢ ;
(1-0)y (1 >/ t2dt + —— t2dt
¢ n—1 n—1 % n—1 4’#

=0

X ( n—1 ) (€ — () — D)2~ (1 — 2)1=¢—2

¢
(o =N
0 — )t (1~ ”‘4‘1/ 2dt.
+ qzo( ¢ >(< nz) z*" (1 —x) i
2 st2 5
SEEAEL and [y t2dt = FEAT

n

n—1 9
n ¢ 3CC+3¢+1
(1—9);771{(1—771)( 57 )

¢ (342 +9<+7>}
n—1 3n3

X ( n—1 ) (€ — () — D)2~ (1 — 2)1=¢—2

¢

; 2
+0<Z: ( Z— > (¢ — na)2af= (1 — z)n=¢-1 <3CJ;,773§H>
=0

1-60 (1-0n s
<TllJr n—1 +9)B’7(t””)

P Y e 10
n=1 nn=1 n) " 3n 3
(3773—18772—377+18)—9(6772—4277+36)$2
3n?(n—1)
(1872 — 61 — 24) — 0(367 — 48)
3n?(n—1)
(n? + 5n + 6) — 126
3Pn—1)

+

x

+

Lemma 2. For every x € (0,1), we have the central moments as

N -4z +3
nolt —zz) = Ty
1
((t—2)%2) = ——— {1827 — 242+ 6 + (5 + 3z — 152?)
ol 320 = 1) |
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+1%(1 4 92 — 32?)
—0[12 — 48z + 362% + 6n°2? + 1(36z — 422%)]} .

Proof. For the sake of brevity, central moments can be expressed as

not—mz) = Kjoler;m) — 2Ky y(eo;z),
no(t—2)%2) = Kjoleasa) — 2Ky g(er; x) + 2> Ky g(eo; ).
The proof is completed by using these equalities. ([l

Let C[0,1] be the Banach space of all continuous functions g on [0, 1] with
the norm

lgll = Iren(gﬁ)lg(x)h

Theorem 2. For every x € (0,1) and g € C|0, 1]

[ K095 2) = g(@)|| = 0, (6)
uniformly as n — oco.
Proof. In the light of Lemma 1, we have

lim K} g(e;2) =t',  i=0,1,2.

71— 00

By Korovkin theorem [11] the proof is completed. O

3. RATE OF CONVERGENCE
The modulus of continuity is given by

w(g,0):= sup sup |g(t) —g(z)], >0,
[t—x|<6 2€(0,1)

where g € C[0, 1]. Following feature of the modulus of continuity [1]
|t — =

90 9l < (14151 ) wta.s)

will be used in the proof of the next theorem.

Theorem 3. For every x € (0,1) and g € C|0, 1],

1K 0(952) — g(2)] < 2w(g; by). (7)
Here,
dy(x) = [Kpe((t—a)%a)]”
1 4 3 2 2 2
= {3772(77_1){—977 x+9I°r + 1827 — 24z + 6 + n°(1 + 18z — 3z°)

+(5 — 63 — 1522) — 0[12 — 48z + 3622 + 61222 + (362 — 4222)]}}'/%.
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Proof. For K ,, we write

K o(g:w) — g(2)]

!K* g t) —g(w)'ﬂc)!

7Ia

IA
H~
Q
—
&
\_/
&
~—

IN

If we select

N

d=10, = [ ne((t_$)2 33)] ,
then we get
1
K 0(g32) = 9(@)] < 20 (g3 Kot = 2)% )] ),
which is the desired result. O
Here, we investigate the rate of convergence of K;’G(g; x) by using functions

of Lipschitz class. Let’s recall that a function g € Lipys (¢) on (0, 1) if the
inequality

lg(t) —g(2)] < M|t —=[* ; Vt,z € (0,1) (8)
holds.

Theorem 4. Let z € (0,1), g € Lipp (<), 0 << <1, then we get
K o(95 @) — g(a)| < M&3, (),

where
Sp(z) = [K;o((t—2)%2)]

1
= oo -t + 9P + 1827 — 242 + 6 + n*(1 + 18z — 32?)
{3772(77 -1) {

Nl

+(5 — 6 — 1522) — O[12 — 48z + 362° + 61°2” + (362 — 4222)]} }/2.

Proof. Let © € (0,1), g € Lipp(s) and 0 < ¢ < 1. From the linearity and
monotonicity of the operators K:;ﬂ, we have

Ky o(gix) —g(@)] < K;(lg(t) —g(2)];2)

< MK (-2l ;).

By putting p = %, q= % in the Holder inequality, we obtain
M K g((t =) i)

S
2

Ko (g:2) — g (2)]

IN

IA

By choosing

Nl=

0y(x) = [K; p((t — 2)% )]
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the proof is completed. ([

Lastly, we will give the rate of convergence of our operator K ;,0(% x) by means
of Peetre-KC functionals. First of all, we give the following lemma.

Lemma 3. Forz € (0,1) and g € C[0,1], we get

K2 o (g:2)] < gl (9)
Proof. For K ,,
n ¢+1
* 0 K
Kool = |3 %) / olt)dt
¢=0 n
n ¢+1
0 n
< 30w / olt)dt
¢=0 n
n S+l
0 n
< 30 / 9(t)] dt
¢=0 n
911K (15 2)
gl
O

C?[0,1] is the space of the functions g, for which g, ¢’ and g” are continuous on
[0,1]. The norm on the space C?[0,1] is given by
17l c2p0,1) = IRl oy + 1A oo,y + 1R oo, -
Now, we define classical Peetre-XC functional as follows:

e . _ "
K(g.%) = inf Lo — Al +An")

where A > 0.
Theorem 5. Let z € (0,1) and g € C[0,1]. Then we have for alln € N,
[K0(952) = g () | < 2K(g; Ay (2)),

where

1
Ay (2) 5 |10n* — 4n+ 6 — 120 + (=24 + 159 — 3> — 66 (6n — 8)) =

6% (1
+ (18 — 15 — 3n* — 60 (6 — Tn + %)) 22| .

Proof. For a given function h € C?[0, 1], we have the following Taylor expansion
t

h(t) = h(z) + (t — x) (x) +/ (t —s)h"(s)ds, t e (0,1). (10)

x
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Applying K; , operator to the Eqn. , we get

t
|Kpr g ((t —2)h! (z); )| + ‘ (/ (t— s)h"(s)ds;x)‘
t
1] K <t—x;x>|+|h”||\f<;,9 (/ <t—s>ds;m)\

IPI| [5G (t — 50 |+Hh”llf o ((t=2)%2).

| K5 o(h; 2) — h(z)|

IN

IN

So,
| K o(hi ) — h(@)| < X[h]].

Using the above inequality, we get

|53 0(932) — g(2)] K5 o(g52) — g() + K g (hw) — K o(hs ) + h(z) — h(z))|

< g = hll [5G (L 2)| +1lg = Rl + [ Ky o (hi 2) — h(=)]
< 2(|lg —Al| +A||h||)
= 2K(g;N).
As a result, by choosing
1
A=)\, (z —————— [10n* — 4n + 6 — 120
(%) 6772(?7—1)| T
+ (=24 + 1507 — 3n” — 66 (6n — 8)) =
+ (18 — 150 — 3> — 60 (6 — Tn + n?)) 22|,
we obtain
K5 0(g:2) — g(2)] < 2K (g3 Ay) - (11)
Thus, the proof is completed. O

4. GRAPHICAL ANALYSIS

In this part, we present some graphics to show the convergence of the operators
K3 5 to the function g. It is already known that, the operators K} ¢(g; z) have been
deﬁned for € (0,1). For this reason, the closed interval is given by [0 +¢,1 — €],
where € = 0.0001.

Example 1. Let

g(x) = 2(z — 1) (x - 112>

Then for 8 = 0.25, 8 = 0.5 and 8 = 0.9, we have plotted the convergence of the
new constructed K 1.0 parametric Bernstein-Kantorovich operators and By modified
Bernstein opemtors /18] to the function g in Fig. lfor n = 125.
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7=125
002 . !
Ki25,025(0%)
O Ki25050%)
K 25,09(0%)
0.02 12500
Bp5(@%)
0.04 9x)=x(x-1)(x-1/12)
006 y

N\
.

-0.12

y/ / ]
,/ /

AN
014 L L L s L L L
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8 0.9 1

FIGURE 1. Convergence of K ,(g; ) for different values of 6 with

fixed n = 125.
6=0.5 0=0.9
0.02 T T T T 0.02 T T T T T
~ Ko 0(0%) Kps.00(0%)
0 Ko0.5(0%) 0 Kip0s(@4)
0.02 K!nc.as(g*x) 002 E— ijln 5(9%)
T Kazsosle®) Ki25,000%)
008 gO)=x(x-1)(x-1/12) 004 gx)=x(x-1)(-1/12)

0 0.1 0.2 0.3 0.4 0.5 06 0.7 0.8 0.9 1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 08 0.9 1

FIGURE 2. Convergence of K o(g; ) for different values of n with
fixed 0.

In Fig. EI, we have illustrated the convergence of the K}, operators to the

target function g(z) = z(x — 1) (z — 75) for fixed # = 0.5 and 6 = 0.9, where

n € {25,50,100,125}. The maximum errors for the operators K;,e and B to the

function g(z) = x(x — 1) (z — ;) are presented in Table [1| for different values of §

and 7. .

It is obvious from the Table [I] that the best error in the approximation of g
by K;,a is achieved when 6 = 0.999. Moreover, we note that the error in the
approximation of K} ;99(g) and Ky 999(g) is much smaller than the errors in the
approximation B;(g), where n € {25,50,100, 125}.

Example 2. As a second example, we choose

g(x) = we™™
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TABLE 1. Error for approximation of the parametric Bernstein-
Kantorovich operators K} , and modified Bernstein operators By.

0 n o By(g) —gll K 4(9) —dll

099 25 0.0296 0.0262
0.99 50 0.0155 0.0134
0.99 100 0.0079 0.0069
0.99 125 0.0063 0.0056
0.999 25 0.0296 0.0258
0.999 50 0.0155 0.0131
0.999 100 0.0079 0.0066
0.999 125 0.0063 0.0053

and z € (0,1). Then for § = 0.79, 8 = 0.89 and 0 = 0.99, we have plotted the
convergence of the K} , Bernstein-Kantorovich operators to the function g in Fig.

[4 for n = 170.

Ki70070(0¥)
Ki70089(9%)

—K

170099(0%)

——— gexe™

0 0.1 0.2 03 04 05 06 07 08 09 1

FI1GURE 3. Convergence of K;‘hg(g;a?) for 6 = 0.79, § = 0.89 and
0 = 0.99.

In Fig. @, we have presented K;ﬂ(g;x) for fixed § = 0.9 and 6 = 0.99, where
n € {25,100, 125,170}.
The error estimation for newly constructed operators K;,e to the function g(z) =
xe 3% is presented in Table [2] for different values of § and 7.
It is evident from the Table [2] that the best error in the approximation of g by
K}  is achieved when 6 = 0.99 and n = 170.
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H:P.Q 0=0.99

. 0ol0X
gs.ng‘g ) 250990%)

0008999

(@)
10009 100,0.99

12509(9%)

170,09(9%)

125,0.99(9%)

T
—K
K
—K
Ki700908%

—K
K
—K
K.

X glg=xe™ —gix)=xe™

0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1

FIGURE 4. Convergence of K 4(g;z) for = 0.9 and 6 = 0.99.

TABLE 2. Error for approximation of the K} o for § = 0.79,0.89,0.99.

0 n K e(9) —dll

0.79 25 0.0496
0.79 125 0.0194
0.79 170 0.0171
0.89 25 0.0194
0.89 125 0.0157
0.89 170 0.0130
0.99 25 0.0171
0.99 125 0.0119
0.99 170 0.0090
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ABSTRACT. The involute of a curve is often called the perpendicular trajecto-
ries of the tangent vectors of a unit speed curve. Furthermore, the B-Lift curve
is the curve acquired by combining the endpoints of the binormal vectors of
a unit speed curve. In this study, we investigate the correspondences between
the Frenet vectors of a curve’s B-lift curve and its involute. We also give an
illustration of a helix that resembles space in Lorentzian 3-space and show how
to visualize these curves by deriving the B-Lift curve and its involute.

1. INTRODUCTION

The Lorentz-Minkowski space was expressed in a special metric by the German
mathematician Hermann Minkowski in 1907. Unlike the Euclidean space, this space
has a temporal dimension. Studies in the Lorentzian space have many physical
applications. For example, Lorentzian space is used to formalize Einstein’s relativity
theory. The character of a vector in Lorentzian space is also defined as spacelike,
timelike or lightlike (null).

C. Huygens carried out the curvature of the plane curves at any point in Eu-
clidean space. Sir Isaac Newton defined the curve depending on a parameter and
expressed the curvature of the curve. The differential geometry of curves in Eu-
clidean or Lorentzian spaces has been the subject of numerous investigations. |[1H9].
Especially at the mutual point of the two curves, new ideas were put forward by
establishing connections between Frenet operators. Involute curves and natural lift
curves are some of them.
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The involute of a curve is generally referred to as the orthogonal trajectories of
the tangent vectors of a unit speed curve. In 1668, the idea of involute curves was
first discovered by C. Huygens in optical studies. Afterward, Millman and Parker
(1977) [10] and Hacisalihoglu (1983) [11] clarified the known theorems and results.
A basic study on the involute-evolute curves was examined by Caligkan and Bilici
in 2002 [12|.They looked into the relationship between the main curve’s Frenet
operators and its involute curve. They also introduced some important results
in 2009 |13|, such as curvature and torsion for involute curves, Frenet vectors of
non-null curves in Lorentzian space.

By definition, a natural lift curve is created by joining the ends of a unit speed
curve’s tangent vectors. [14]. The natural lift curve has been investigated by many
mathematicians |[L5H19]. In |18], the authors identified the correlations between the
Frenet vectors of the natural lift curve and the main curve. They also gave the
characterizations between the natural lift and involute of a curve [19].

In this article, we present the relationships between the B-Lift curve and the
involute curve’s Frenet vectors in Minkowski 3-space. In this context, the results
show that the Frenet vectors of the B-Lift curve and the involute curves are the
same; only their signs are different. Additionally, we illustrate our curves and
provide an example based on these findings.

2. PRELIMINARIES

The real vector space R3 that is supplied with a Lorentzian inner product is
known as the Lorentzian 3-space R} and is defined as

(Z, )L = —21y1 + T2y + T3Y3
where x = (21,22, 23) and y = (y1,y2,y3) are in R3 [20].
Let * = (x1,72,73) be a vector in R$. Then, x is considered timelike if (x,
x) < 0, lightlike if (x, x) = 0 and x # 0, spacelike if (x, x) > 0 or x=0 [20].
If 'y/(s) is timelike, lightlike, or spacelike at any s € I, then a curve v : I C R
— R is either timelike, lightlike, or spacelike, respectively. Using the Lorentzian
inner product, the norm of the vector = (21,2, x3) is defined as [20]

[zll= v/I(z, z)].

If ||||L=1, the vector z is called a unit vector. The definition of the Lorentzian
vector product of the vectors x and y for the vectors z and y in R is [21]

€1 —€2 —€3
TXYy=| 1 To T3
U1 Y2 Y3

Assume that ~ is a unit speed curve. Given by tangent, primary normal, and
binormal vectors, respectively, the set {T'(s), N(s), B(s)} is known as the Frenet
frame. For any unit speed curve -y, the Darboux vector represented by W, and we
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call W(s) = 7(s)T(s)+k(s)B(s). Let 0 be the angle formed by the binormal vector
B and the Darboux vector W, then we have

k= ||Wllcos 8,7 = ||W]|sin 6.
We now look at Frenet-Serret formulas based on the curve’s Lorentzian character-
istics [22]:

i) Suppose that 7 is a unit speed spacelike curve and B is a spacelike vector.
As a result, N is a timelike vector, while T" and B are spacelike vectors. In that
condition, we have:

NxB=-T, TxN=-B, BxT=-N.

The Frenet-Serret formulas follow as

T = &N,
N = kT +71B,
B = 7N.

ii) Assume that « is unit speed spacelike curve and B is a timelike vector. Then,
T and N are spacelike vectors, B is a timelike vector. In that case, we can write

NxB=-T, TxN=B, BxT=-N.

Here are the Frenet-Serret formulas

T = kN,
N = —kT+ 7B,
B = rN.

iii) Assume that 7 is a unit speed timelike curve. Then, N and B are spacelike
vectors and T is a timelike vector. In that case, we have

NxB=T, TxN=-B BxT=-N.

Here are the Frenet-Serret formulas

T = kN,
N = kT +7B,
B = —7N.

Lemma 1 ( |23]). Assume that © and y are linearly independent spacelike vectors
that span a spacelike vector subspace in R3. In that case, we get the following
inequality:
[z, )< Nzl lylle-
Hence we can write
(z,y) = ||zl llyllcos ¢,
where the angle amongst © and y is ¢.
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Lemma 2 ( [23]). Assume that z and y are linearly independent spacelike vectors
that span a timelike vector subspace in R3. Thus we get

[z, ) > Nzl lylle-
Therefore we can write

(z,y)|= |z - |lyllcosh p,
where the angle amongst x and y is ¢

Lemma 3 ( |23]). Assume that x is a spacelike vector and y is a timelike vector in
R3. In that condition, we can write

Iz, y)|= =]l lyllLsinh ¢,
where the angle amongst x and y is ¢

Lemma 4 ( [23]). Suppose that x and y are timelike vectors in R3. In that case,
we can write

(,9) = —[lz[|L-ly[lLcosh ¢,
where the angle amongst x and y is ¢

Definition 1 ( |19]). Let y= (v(s); T(s), N(s), B(s)) and v*= (v*(s*); T*(s*),
N*(s*), B*(s*)) are reqular curves in R3. ~*(s*) is called the involute of v(s) (v(s)
is called the evolute of v*(s*)) if (T'(s),T*(s*)) = 0. In that case, (v, v*) is called
involute-evolute curve couple.

Proposition 1 ( [19]). Assume that «y is a timelike curve. Then, v* is a spacelike
curve and B* is a timelike or spacelike vector. We are aware of the following
equations connecting the Frenet frames {T, N, B} and {T*, N*, B*} of curves v
and v*:

i) Assume that v is a spacelike curve and B is a spacelike vector.

a) If W Darbouzx vector is timelike, then we can write

T* 0 1 0 T
N* sinh¢p 0 coshyp N
B* —coshep 0 —sinhe B
b) If W Darboux vector is spacelike, then we can write
T* 0 1 0 T
N* coshp 0 sinhgp N
B* —sinh¢ 0 —coshe B
ii) Let v be a spacelike curve and B be a timelike vector.
a) If W Darbouzx vector is timelike, then we can write
T 0 1 0 T
N~ = —sinhep 0 —coshyp N
B* —coshy 0 —sinhep B

b) If W Darbouz vector is spacelike, then we can write
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T* 0 1 0 T
N* = | —coshe 0 —sinhyp N
B* —sinh 0 —coshyp B

Proposition 2 ( [19]). Let v be a spacelike curve and B be spacelike or timelike
vector. Then v* is a spacelike curve. We know the following equations:
i) Let v be a spacelike curve and B be spacelike vector.

T+ 0 1 0 T
N~ = | cosp 0 singp N
B* sinp 0 —cosyp B

ii) Let v be a spacelike curve and B be timelike vector.
a) If W Darbouz vector is timelike, then we have

T* 0 1 0 T

N* = | coshy 0 —sinhy N

B* sinhy 0 —coshy B
b) If W Darbouz vector is spacelike, then we have

T 0 1 0 T

N* = | sinhy 0 —coshy N

B* coshpy 0 —sinhgp B

Proposition 3 ( |19]). Assume that v is a spacelike curve and B is a spacelike
vector. Then v* is a spacelike curve and the following equations are available:
i) Let v* be a spacelike curve and B* be a spacelike vector.

T* 0 1 0 T
N* = sing 0 —cosy N
B* —cosp 0 —singp B
ii) Let v* be a spacelike curve and B* be a timelike vector.
T* 0 1 0 T
N* = sing 0 —cosyp N
B* cose 0 sing B

Proposition 4 ( [19]). Assume that 7 is a spacelike curve and B is a timelike
vector. In that case, v* is a spacelike curve and the following equations exist:

i) Suppose that v* is a spacelike curve and B* is a spacelike vector.

a) If W Darbouz vector is spacelike, then we have

T* 0 1 0 T

N* = | —sinhy 0 coshy N

B* coshpy 0 —sinhy B
b) If W Darboux vector is timelike, then we have

T* 0 1 0 T

N* = | —coshy 0 sinhep N

B* sinh¢y 0 —coshy B
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ii) Suppose that v* is a spacelike curve and B* is a timelike vector.
a) If W Darboux vector is spacelike, then we have

T* 0 1 0 T

N* = | sinhy 0 —coshe N

B* coshy 0 —sinhy B
b) If W Darboux vector is timelike, then we have

T+ 0 1 0 T

N* = | coshy 0 —sinhe N

B* sinhy 0 —coshy B

Definition 2 ( |24]). If v : I — P is a unit speed curve, then vg : I — TP is
known as the B-Lift curve and guarantees the following equation:

v5(8) = (7(s), B(s)) = B(s)ly(s) (1)

where P C R? is a surface.

3. INVOLUTE CURVES AND B-LIFT CURVES IN MINKOWSKI 3-SPACE

Proposition 5. Assume that vy is a timelike curve. Then, v is a spacelike curve
and B is spacelike or timelike.

i) Suppose that vg is a spacelike curve and Bpg is timelike vector. The following
equations are available:

a) If W Darboux vector is spacelike, we can write

Tg 0 -1 0 T

Np = | —coshy 0 —sinhy N

Bp sinh ¢ 0 —coshyp B
b) If W Darboux vector is timelike, we can write

Tp 0 -1 0 T

Np = | —sinhe 0 —coshep N

Bp cosh ¢ 0 sinh ¢ B

ii) Assume that vg is a spacelike curve and B is spacelike vector. We are aware
of the following equations connecting the Frenet frames {Tp, Np, Bg} and {T, N,
B} of curves yg and vy:

a) If W Darbouz vector is spacelike, we know that

T 0 ~1 0 T
Np = coshp 0 sinh ¢ N
Bp —sinhy 0 —coshy B
b) If W Darboux vector is timelike, we know that
Tg 0 -1 0 T
Np = | sinhy 0 coshyp N
Bp coshe 0 sinhe B
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Proposition 6. Suppose that v is a spacelike curve and B s a spacelike vector.
Then, vg is a timelike curve. We know the following equations:

Tgp 0 -1 0 T
Np =] cosp O sin @ N
Bp sinp 0 —cosyp B

Proposition 7. Suppose that vy is a spacelike curve and B is timelike vector. Then,
v 4 a spacelike curve and Bp is timelike or spacelike vector.

i) Let vz be a spacelike curve and Bp be a timelike vector. The following equations
are available:

a) If W Darboux vector is spacelike, we have

Tp 0 -1 0 T

Np = —sinhe 0 cosh ¢ N

Bp coshpy 0 —sinhe B
b) If W Darboux vector is timelike, we have

Tp 0 -1 0 T

Np = | —coshy 0 sinh ¢ N

Bg sinh ¢ 0 —coshyp B

ii) Let v5 be a spacelike curve and By be spacelike vector. We have the following
equations:
a) If W Darboux vector is spacelike, we have

Tp 0 -1 0 T

Np = | sinh¢y 0 —coshy N

Bp coshp 0 —sinhe B
b) If W Darboux vector is timelike, we have

Tp 0 —1 0 T

Np = | coshy O sinh ¢ N

Bgp sinhpy 0 —coshe B

Corollary 1. Assume that v is a timelike curve. Then v* is a spacelike curve and
B* is spacelike vector.
i) If W Darbouz vector is spacelike, then we get

™ = -Tg,
N* = Ngp,
B* = Bg.
ii) If W Darbouzx vector is timelike, then we get
T = -Tg,
N* = Bg,
B* = Ngp.

where {Tp, Np, Bp} is the Frenet frame of the curve vg.
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Corollary 2. Assume that v is a timelike curve. Therefore v* is a spacelike curve

and B* is timelike vector.
i) If W Darboux vector is spacelike, then we get

™ = -Tg,
N* = —Bg,
B* = Ng.
ii) If W Darboux vector is timelike, then we get
™ = -Tg,
N* = Ng,
B* = -Bp,

where {Ts, Np, Bp} is the Frenet frame of the curve vg.

Corollary 3. Assume that 7y is a spacelike curve and B is a spacelike vector.

*

v* is a timelike curve.
i) If W Darboux vector is spacelike, then we have

" = -Tp,
N* = -Bg,
B* = Np.
ii) If W Darbouz vector is timelike, then we have
T = -Tg,
N* = Np,
B* = -Bp,

where {Tp, Np, Bp} is the Frenet frame of the curve vg.

Corollary 4. Assume that v is a spacelike curve and B is timelike vector.
*

~* is a timelike curve.
™ = -Tg,
N* = Ng,
B* = -Bp,

where {Ts, Np, Bp} is the Frenet frame of the curve vg.
Corollary 5. Assume that v is a spacelike curve and B is spacelike vector.
i) If v* is spacelike curve and B* is spacelike vector, hence we get

™ = T,

N* = Ngp,

B* = Bpg.

Then

Then
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ii) If v* is spacelike curve and B* is timelike vector, hence we get

T = TBa
N* = _NB7
B* = Bp,

where {Tp, Np, Bp} is the Frenet frame of the curve vg.

Corollary 6. Assume that v is a spacelike curve and B is timelike vector.
i) If v and v* are spacelike curves with timelike binormal, then we get

™ = T,
N* = —Ng,
B* = -Bgp.
ii) If v* is spacelike curve and B* is spacelike vector, then we get
™ = T,
N* = Npg,
B* = Bp,

where {Tp, Ng, Bp} is the Frenet frame of the curve vg.

Corollary 7. Let v* and g be involute curve and B-Lift curve of a unit speed
curve y, respectively. Then, the sets {T*,Tg}, {N*, Ng} and {B*, Bg} are linearly
dependent.

Example 1. Suppose that the spacelike circular heliz curve is given by

v(s) = (%, 2C05(ﬁ), ZSin(ﬁ)).

FIGURE 1. The spacelike helix curve 7(s)
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For the spacelike helix curve ~y, Frenet frames can be calculated by

1 2 . s 2 s
T(s) = (ﬁ,—ﬁsm(%),%ces(ﬁ)),
N(S) = (07_008(%)7_Sin(ﬁ))a
Bls) = (= —pmsin(—), - cos(~)
Then the B-lift curve is followmg as
s 1 S
VB(s) = (\[ \f (\7) ECOS(E))

FIGURE 2. B-Lift curve of the curve 7(s)

For A=—+/3, the involute of the curve (s) is given by
Y(s) = (s)+AT(s)

s S .S 1 2 . s 2
= (E,QCOS(%),QSHl(ﬁ)) + (_ﬁ)(ﬁ’_ﬁ sm(%),ﬁ
= (ﬁ -1, (COS(T) + SIH(T)),Q(SiH(%) - COS(%)))

483
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FIGURE 3. Involute curve of the curve 7(s)

4. CONCLUSIONS

In this study, the relations of a spacelike or timelike unit speed curve given in
Minkowski-3 space with the B-Lift curve were examined. Furthermore, the equa-
tions relating the Frenet operators of the involute curve and the B-Lift curve were
discovered. As a consequence, we may summarize the findings of this study as
follows:

1. When the Frenet apparatus of the B-Lift curve of a unit speed curve are
compared with the Frenet apparatus of the involute curve of a unit speed curve, it
is shown that the Frenet vectors are similar; only their signs differ.

2. By giving an example, we obtained the B-Lift curve and the Frenet operators
of the involute curve of a given curve and checked the results we found with the
help of an example.
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COMPLEX DEFORMABLE CALCULUS

Serkan CAKMAK
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Science, Istanbul Gelisim University, Istanbul, TURKIYE

ABSTRACT. In this paper, we give a new complex deformable derivative and
integral of order A which coincides with the classical derivative and integral
for the special values of the parameters. We examine the basic properties of
this derivative and integral. We also investigate the basic concepts of com-
plex analysis for the A-complex deformable derivative. Finally, we give some
applications.

1. INTRODUCTION

The derivative of a complex-valued function is defined as a certain limit, similar
to the derivative of real-valued functions. The official definition is

e—= 0 £

For this limit to exist, it must be equal to the same complex number from any
direction. Therefore, the differentiability of a complex-valued function at a point
is more complex than the differentiability of a real-valued function at a point.
See [1}/7].

The fractional derivative emerged in 1965 when Leibniz asked L’Hospital what
does it mean derivative of order 1/2 [3]. Since then, the fractional derivative has
attracted the attention of many researchers. Many fractional derivatives have
been defined so far. An integral form was generally used in these definitions.
Fractional derivatives, introduced by mathematicians such as Caputo, Riemann-
Liouville, Hadamard, Riesz, and Grunwald-Letnikov, are the most popular of the
fractional derivatives. See |[4H6] for more information on the fractional derivative.
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In 2014, Khlalil et al. [2] presented a limit-based definition of the fractional
derivative for real-valued functions, similar to the standard derivative definition.
Recently, Zulfeqarr et al. |8] introduced a new derivative called the deformable de-
rivative, similar to Khalil’s definition of the derivative. The conformable derivative
is defined for functions whose domain is zero and positive numbers. Therefore,
this derivative definition lacks to include negative numbers. Deformable derivative
overcomes this deficiency in the conformable derivative.

The aim of this study is to introduce the A-complex deformable derivative. In
the second section, we give the relationship between A-complex differentiability
and complex differentiability. In the third section, we investigate the fundamental
properties of the A-complex deformable derivative. On the other hand, we examine
the fundamental concepts of complex analysis according to this derivative. In the
fourth section, we introduce the deformable integral operator for complex functions
and give some of its properties. In the last section, we give some applications.

2. COMPLEX DEFORMABLE DERIVATIVE
We first give the A-complex deformable derivative definition.

Definition 1. Let f be a complex-valued function and 0 < X\ < 1. Then the
A-complex deformable derivative is defined by

D f(2) = lim (14 €8)f(2 + ) — f(2)

e—=+ 0 3

(2)
where A+ 6 = 1.

Note that this definition is compatible with A = 0 and A = 1. Because, if A =0,
we get DOf(z) = f(2), and if A = 1, we get Df(z) = f/(z). In this study, we
assume that 0 < A < 1 unless otherwise stated.

The first result implies a relationship between the complex differentiability and
the A-complex deformable differentiability.

Theorem 1. A complex differentiable f at (, € C is always A-complex deformable
differentiable at that point for any A. Moreover, we have

D f(Co) = 6f(Co) + ADF(Cy), where A+ 6 = 1. (3)
Proof. By definition, we have
DM(¢p) = lim (1+¢0)f(Co : Ae) = £(Co)

= ADf(Co) + 5€1Lm0 f(Co + Ae).

Since f is differentiable at (), it is continuous at (. Hence, lim0 f(Co + Ae) exist.
e—

Thus, the proof is complete. (Il
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We know that a differentiable function f is continuous. The following result
gives a similar result for A-complex deformable differentiable functions.

Theorem 2. If f is A-complex deformable differentiable at a point (., then f is
continuous at (.

(1+ed) f(CoteN) = £f(Co)
e

Proof. By hypothesis, the limits 1im0 and lim e exist and equal
e—

e— 0
D*f(¢,) and 0, respectively. Hence, we can write

(1+¢e6)f(Co+eN) — f(Co)E

Tim, (1+28)f(Co+2X) = f(G)) = lim) )
e—= 0 e e—= 0
= D)\f(fo)'o =0.

Since lim (1 +€d) = 1, we get lim f((y +eA) = f({y). Thus, f is continuous at
e—= 0 e—= 0

Co-
(]

Theorem 3. Let f be A-complex deformable differentiable function at (,. Then f
is differentiable at (.

Proof. By the description of complex differentiability
1 f(Co +eA) = f(<o)

Df(¢o) = Y Jim .
L (L0 f(Go+eN) = () = 05 (Go + )
Ae— 0 S
L (1 +e0)f(Co+eN) — f(Co) :
= X <Ell>m0 - — (S 5ll>m0 f(CO + €A) .
Since the function f is A-complex deformable differentiable at point (), it is con-
tinuous at the same point. Thus, the proof is complete. [l

Theorem 4. A function f is A-complezx deformable differentiable at (, if and only
if it is differentiable at (.

Definition 2. Suppose that f is an m-times differentiable at (y. For A € (m,m+1],
A-complex deformable differentiable at (, is defined as

1 m _ m
D) — i (HEODD™ (G +e0) = D1 (Go)
e—= 0 3
where {\} is the fractional part of X and {\}+{6}=1.
By the above definition, if [ is (m+1)-times differentiable, we get

D*f(Co) = {8}D™ f(Co) + {AID™ 1 £(¢y).
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3. BAsiCc PROPERTIES OF COMPLEX DEFORMABLE DERIVATIVE
In this part, we investigate certain properties of A-complex deformable derivative.

Theorem 5. The operator D* provides the following properties:
(a) D(af(2) + By(2)) = aD*f(z) + BD g(z) (Linearity),
(b) DM.D*2 = D2 D™, (Commutativity),
(c) For any constant ¢, D*(c) = dc,
(d) D*(fg)(2) = (D*f(2))g(2) + Af(2)Dyg(z).

Theorem 6. The operator D* possesses the following property

NEAYE _g(2)D*(f(2)) = AfD(g(2))
P <g>( )= 9%(2) '

Proof. We have

() - o) 0(i)
()

The following result gives the chain rule for the A-complex deformable derivative.

Theorem 7. Suppose f and g are A-complex deformable differentiable at (. Then,
D*(fog)(Co) = 8(fo9)(Co) + AD(fog)(Co)-

Proof. Since

(g = i, UH O XN IG) _ [t N SG) g, o],
we have
D)\f(g(co)) _ Eli_{no f(g(CO + E)‘()e) — f(g(CO)) + 5f(g(€~0 + 5)\)):|
— lim [ f(g(Co +eX)) — f(9(Co)) 9(Co +EN) — g(Co)
=l [ e e e)
- lim flg(Co) + 5503 — f(9(Co)) 9(Co + 6/::) —9(Co) L SF(g(Co + 5)\)} 7
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where £ — 0 as ¢ — 0. We obtain

Do) = tim 0G0 T e0) = F9(Go))  9(Co+eN) ~9(Co)

go— 0 =0) e— 0 £

Df(9(¢o))ADg(Co) +0f(9(Co))
= AD[f(g9(Co))] + 6./ (9(Co))-
The proof is completed. O

+ lim 8£(g(C + M)

Proposition 1.
(a) DMz") = 62" +n 2", neR.
(b) D*(e?) = €.
(c) D*(sinz) = dsinz + Acosz.
(d) D*(logz) = 6logz + %

We now give the notion of real deformable partial derivatives.

Definition 3. Suppose f(x1,x2,...,x;) is real function. Then the formula for the
partial derivative of f with respect to x; is given by

o . (1+€5)f(x1,...,xi_1,xi—l—/\s,...,xj)—f(xl,xg,...,xj)

— enxi) =1
axf\f(l‘laan ax]) €i>m0 c

. (4)

%f can be also represented fé/\)

Theorem 8. Let f(z) = u(x,y)+iv(x,y) be an A\-complex deformable differentiable
at (o = xo + 1Yyo. Then the A-complex deformable derivative of f

D (Co) = uiM (w0, y0) + 08 (20, 30) = 0 (w0,90) — iV (w0, 90)- (5)
Proof. Let € = a+ib. For b= 0 and a — 0, we get
(1+e0)f(Co+eN) = f(Co)

A _ .
D f(¢o) = alimo -
-t [0l o)~ o) (1 oFntas + 0hse) o)
a— 0 a a

= ugz/\) (:L'Oa yO) + iny\) (1'07 yO)
For a =0 and b — 0, we get

D f(G) = lim (L+20)f(Co = eN) — f(So)
- {(1 + ibd)u(zo, yo +1bA) — u(wo,yo) | (1 + ibO)v(wo, yo +ibA) — n(mo,yo)]
b— 0 ib -

= oM (z0,50) — M (20,70).
Therefore, we have

DAf(Co) = ué” (w0, y0) + ibg‘) (z0,90) = Ug(,k)(xo,yo) - iul([\)(%’ Y0)-
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Corollary 1. Let f(z) = u(z,y)+iv(z,y) be an A\-complex deformable differentiable
at {y. Then, u(z,y) and v(z,y) satisfy the A-deformable Cauchy-Riemann equations

as
uM = t)z(f‘) and uz(f‘) = (6)

xT

The conversely of Corollary[d] is not always true. For example, consider the function
@’ z#0
f(z)_{o,z 2=0.
For z = x +1iy # 0, we have
N2
lim 7“2) — f0) = lim <x — Zy) .

z— 0 z z—= 0\ x+ 1y

This limit is equal to 1 when approaching the origin along the real azis, and -1
when approaching along the y = x line. Then the function f is not differentiable
at z = 0. Therefore, f is not A\-complex deformable differentiable at z = 0. On the
other hand, since

utM(0,0) = A =0{M(0,0)
and
ul¥(0,0) = 0= —0{Y(0,0)
the A-deformable Cauchy Riemann equations satisfy at z = 0.

Now we give the notion of an A-deformable analytic function using a complex
deformable derivative.

Definition 4. The function that is A-complex deformable differentiable at every
point of an open set U is called to be A-deformable analytic in U.

Definition 5. A function that is analytic at every point in the complex plane is
called a A-deformable entire function.

Definition 6. A mapping is called conformal at the point (, if it preserves the
angles between pairs of regular curves intersecting at (.

Theorem 9. Let f be A\-deformable analytic in D. If D*f(¢,) # 0 at ¢, € D, then
f is conformal at (.

4. COMPLEX DEFORMABLE INTEGRAL

In this section, we introduce A-complex deformable integral and examine some
of its basic properties.
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Definition 7. Let C be a smooth curve given by the equation z(t) = x(t) + iy(t),
a <t <b. If the function f(z) is defined and continuous on C, then f(z(t)) is also

continuous and we can set
b

1 -
IDf = XeT‘Sz/ eX=0) f(2(8))2 (t)dt.
Definition 8. Let f : [a,b] — C be a continuous function. We define A-complex
deformable integral of f,
1 _ b
INf = XeTéz/ eng(z)dz. (7)

Proposition 2. The operator I)) f possesses the following properties:

(a) 13(bf +cg) = bI3 f + eIy,
(b) IMI}2 = I2I0, where A+ 6; = 1,i=1,2.

Definition 9. Let f be continuous on D. If there exists a function F such that
DA(F)(z) = f(2) for every z in D, then F is called an anti-A-complex deformable
derivative of f.

We now give another version of the fundamental theorem of calculus.

Theorem 10. Let a function f be continuous on a domain D. Then I} f is -
complex deformable differentiable in D.

Proof. 1f we set F = I\ f then we have
DMIMf(2)) = DM(F(2)) = ADF(2) 4+ 6F(2).

Moreover, a particular solution of the differential equation ADF + 0F = f is ob-
tained as

1 b
F(z)= XeTéZ/ e%zf(z)dz.
The proof is completed. O

Theorem 11. Let a function f be continuous on D and F' is a continuous anti-\-
complex deformable derivative of f in D. Then we have

I (DM(2)) = I3 (9(2)) = f(t) = 3“2 f(a).
Proof. Since
F(z) = (DYf(2)) =ADf +6f
we get
INF(2) = MMDf(z)+0I)f(2)

b
= e%gz/ egZDf(z)dz—I—(SIjl\f(z)
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GTZ<F*Df@ﬂZ—i/wJ%ﬂ@w>+6@f@>

a

= f(2) =X f(a).
The proof is completed. O

5. APPLICATIONS TO DIFFERENTIAL EQUATIONS

The linear first-order A-complex differential equation can be expressed in the
form

D w+ p(z)w = q(2)

where w = f(z) be a complex valued function and p(z) is continuous complex valued
function. Using expression , we get

5+ p(z)

Dw + —y Y= q(2).
Then commonly written as
1 C
w= @/u(z)q(z)dz + W)
with
u(z) = ef 5

the integrating factor. Thus, we obtain the general solution of the linear first-order
A-complex deformable differential equation is given by

—(64+f P(z)d= 54 [ P(2)dz —(64+f P(z)d=
w:e(+f )/e(+}; )q(z)dz—ﬁ—C’e(Jrf ) (8)

where C is arbitrary complex constant.

Example 1. Suppose w = f(z) is A-complex deformable differentiable function.
Solve
D w+w=0.
Using expression (@), we can write

Dw + (T)uﬂrwo.

Hence, by using an integrating factor
u(z) = of (B)de _ (55):

we have

where C is an arbitrary complex constant.
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Example 2. Suppose w = f(z) is A-complex deformable differentiable function.
Solve )
D3w +w = e**.
Using expression @, we can write

1 2
ng—l- gw—kw = e??,

or equally

Dw + 5w + w = 3%,
Hence, by using an integrating factor

u(z) = el 5z — 5.

we have

w = 3675Z/67zdz+0675z

3
= —e¥* 4 Qe
7
where C'is an arbitrary complex constant.

Example 3. Suppose w = f(z) is A-complex deformable differentiable function.
Solve

i 1 2, 2

Diw+ —w = z"w”.

z

To solve the %—complea: deformable differential equation, the exrpansion @ 18 first

used, and then both sides of the obtained equation are multiplied by w2.

have

Then we

2
w2Dw + <1 + ) wl =222
z
By substituting w™' = 1 in the above equation, we get
2
Dn — (1 + ) n=—22%
z

Since the integrating factor of the last differential equation is

w(z) =e 272,

we find the general solutions
n= 6Z22/67Z272(722’2)d2 +Ce?2? = 2%(2 4 Ce?)

where C is an arbitrary complex constant. Thus, its general solution may be ex-
pressed as

1

YT 221 e
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ABSTRACT. A mathematical model for the dynamics of alcohol-marijuana co-
abuse is presented in this work. In the past years legalization of recreational
marijuana in several states in the United States has added a new layer to
alcohol addiction. Much research has been done for alcohol addiction or drug
abuse independently, but few include the incidence of marijuana use for alcohol
users. A compartmental epidemiological model is used, and results such as the
existence and boundedness of solutions, the basic reproduction number using
the next-generation method, the disease-free equilibrium, and an analytical
expression for the endemic equilibrium are included. Numerical simulations
with parameters obtained from data in the United States are performed for
different compartments of the population as well as the reproduction number
for the alcohol and marijuana sub-models. The model can be adapted for
different regions worldwide using appropriate data. This work contributes to
understanding the dynamics of the co-abuse of addictive substances. Even
though alcohol and marijuana are both legal, they can be of great harm to the
brain of the individual when combined, having tremendous consequences for
society as a whole. Creating awareness of a public health concern with facts
based on scientific research is the ultimate goal of this work.

1. INTRODUCTION

Alcohol consumption is a widely accepted social practice between friends and
family and sometimes in work environments. Despite its status as an intoxicating
substance, classification as a central nervous system depressant |16, and its risk
of addiction for one in ten who try alcohol, networking events, business meetings,
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and social gatherings normalize the use of this substance. Since alcohol is socially
acceptable, many users disregard the consequences that come with its use [16]. Cur-
rently, alcohol use can be placed on a spectrum. Drinking habits can be classified
as occasional, such as casual drinking at social events, as moderate, including binge
drinking, or as heavy, which is the most dangerous and can lead to many health
problems and even death.

The behavior becomes a public health crisis when someone cannot cut back on
consumption despite efforts to control consumption habits. This leads to physical
health issues, possible driving while intoxicated, and the less quantified suffering
that abusers experience with out-of-control behavior when intoxicated [12]. In
addition to drinking alcohol, cigarette smoking, marijuana, and other drug use
while drinking alcohol is common, as studies show that using one often involves
using the other in the same event/occurrence [30].

Studies have shown that peer pressure in adolescence plays a significant role
in young adults starting to consume alcohol and/or marijuana [28]. Furthermore,
college students are constantly participating in activities that involve the use of
alcohol and/or marijuana [20]. Some studies have shown that certain conditions
in individuals make them more vulnerable to becoming addicted to alcohol and/or
marijuana [14].

Researchers from NIH:NIAAA present a comprehensive study on risk factors
periodically, |19], where several studies have shown the severity of alcoholism in
modern society. Another study [27] examines alcohol abuse using a mathematical
model with recovery and relapse from epidemiology. Neurologists have studied
the brain during addictions and concluded that when trauma happens at an early
age, the brain structure of an individual may change predisposing someone to be
more likely to be addicted than others [14]. Additionally, the use of alcohol and/or
marijuana during pregnancy causes “impaired neuro-development” [17].

From well-known studies on rats in the 1950’s where pleasure in the brain was
identified when certain areas were electronically stimulated and rats would seek
that sensation despite negative consequences, scientists observed something that
is now termed “hijacking” of the brain [23|. This is where the brain confuses
the pleasurable results of the drug with survival such as eating for nutrients or
procreating to perpetuate the species |23].

Similar studies have yet to be done for the use of marijuana and the nature of
each differs in that alcohol is a depressant but marijuana has other properties, |11].
In the United States the use of medical and recreational marijuana is fully legal and
decriminalized in several states |33]. However not enough research has been done on
the effects of the use of marijuana, or the co-abuse of alcohol and marijuana. Many
teenagers are engaging in the use of alcohol and marijuana at an early age, without
knowing the side effects. Unfortunately for many of them, the recreational use
of this combination ends in a disorder they cannot control, affecting their health,
their family environment, and their future as productive members of society. In
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the majority of cases, treatment plans are not affordable for most families, and
numbers as few as one out of ten of those who have a substance use disorder attend
treatment with approximately 13% attending alcohol treatment, 50% drugs only,
and 30% both [22].

There is plenty of literature using mathematical models to analyze the dynamics
of alcohol addiction or marijuana addiction individually, see for example [9,/13}[25]
27.29]. However, the literature surrounding the co-abuse of alcohol and marijuana,
to the authors’ knowledge, is sparse. As the use of marijuana becomes socially
acceptable and legalized in many states, related data for the co-abuse is not totally
available. Since multiple health organizations show several studies where the co-
abuse of alcohol and marijuana is at the top of health concerns in the United
States [1,/5,/6], the necessity of developing mathematical models to contribute to
the analysis of alcohol-marijuana co-abuse is imperative.

A mathematical model for the dynamics of the co-abuse of alcohol and marijuana
is presented in this work, by using a system of ordinary differential equations under
certain assumptions for the whole population. In the first part of this work, the
analysis of the model is carried out. The system was divided in two subsystems,
one corresponding to the dynamics of alcohol, and the second to the dynamics
of marijuana, the evaluation of the basic reproduction number was performed for
each sub-system by using the next generation method [31]. The basic reproduction
number for the entire system is evaluated in terms of the population parameters.
Stability results for the disease-free equilibrium are included. Furthermore a sec-
tion with the analytic solution for the endemic equilibrium is included. The last
section of this work includes multiple simulations for different compartments of
the population using parameters for the population and simulations for the repro-
duction number for the sub-systems as well as the entire system. Most of these
parameters were gathered from health organizations in the United States, [1}4}6].

By using mathematical modeling, the ultimate goal of this work is to contribute
to understanding the co-abuse of alcohol and marijuana as it is now a public concern
of the 21st century and to create awareness in teenagers, young-adults, and adults of
the consequences of co-abuse. Public health reports indicate that even though both
alcohol and marijuana are legal, this does not mean they are good for consumption
together. This model can be used for different geographic regions, by changing the
parameter values in the simulations.

2. MODEL FORMULATION

A compartmental epidemiological model is used to describe the dynamics of
the co-abuse of alcohol and marijuana in the population. The total population is
divided in 13 compartments, S(t) — Susceptible, F,(t) — latent alcohol consumers,
E,,(t) — latent marijuana consumers, Eg,, (t) — latent alcohol-marijuana consumers,
U, (t) — alcohol users, U, (t) — marijuana users, Uy, (t) — alcohol-marijuana users,
T.(t) — alcohol users in treatment, T,,(¢f) — marijuana users in treatment, Tp,
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— alcohol-marijuana users in treatment, @,(t) — alcohol quitters (recovery from
alcoholism), @,,(t) — marijuana quitters (recovery from marijuana abuse), Qqm(t)
— alcohol-marijuana quitters (recovery from alcohol-marijuana co-abuse). For ease
of exposition, we will simply write compartments, rather than list each compartment
individually. With the above assumptions in place, we have

N(t) = S(t) + Ea(t) + B (t) + Eam(t) + Ua(t) 4+ Upn (t) + Ua (1)
+To(t) + Ton(t) + Tam (t) + Qa(t) + Qn(t) + Qam(t).

Our model draws inspiration from a co-abuse model for alcohol and metham-
phetamine presented in [26]. We build on this model by introducing a latent com-
partment E consisting of users who are not yet addicted. It is assumed that sus-
ceptible individuals become alcohol /marijuana users after an effective contact with
alcohol/marijuana users. In this model, latent classes represent individuals who
use alcohol/marijuana moderately, user classes represent individuals who use al-
cohol/marijuana on a regular basis (these are the infected individuals in general
epidemiological terminology, meaning they are alcoholic individuals or marijuana
addicted individuals or both). In Table [1} the symbol * indicates that the range
for those parameters were estimated for numerical simulation purposes. Those val-
ues are still a very good approximation following the literature. Data collection for
marijuana use is still in process due to the fact that legalization of recreational mar-
ijuana is pretty recent in many states in the United States. The main public health
organizations are making a great effort to collect data as mentioned in [18}32].

We assume a homogeneous mixing of populations. A complete analysis for the
theory that human social networks may exhibit a “three degrees of influence” prop-
erty was included in [15], which suggests that individuals acquire habits of alcohol
use, marijuana use, or both, based on interactions with different populations. In this
model we also assume that individuals who consume alcohol at any level, including
during treatment (rehabilitation), contribute to the new alcohol user population.
Individuals from T,., relapsing during treatment from abusing multiple drugs [4,21]
also have the potential to influence susceptible individuals to drink alcohol. There-
fore, individuals adopt the habit of alcohol consumption at the rate Ay given by the
following expression:

Ea + Qan + 02Ta + Eam + 93Uam + 04Tam
A1 = 61 )

N

where (8, denotes the effective contact rate (the contact with an alcoholic drinker
that will result in one taking alcohol). Similarly, individuals acquire the habit of
smoking marijuana at the rate Ao given by

By +e1Up + 6T + Eom + €3Uam + €4Tom
>\2 = ﬁZ N )

where 8, denotes the effective contact rate (the contact with a marijuana user that
will result in one smoking marijuana).
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It is assumed that individuals under alcohol/marijuana treatment tend to have
lower recruitment rates relative to alcoholics without treatment or marijuana ad-
dicts. Then the following relations hold: 61 > 1, 03 > 1,05 < 1,04 <1, ¢ > 1,
e3>1,e0<1,e4 <1.

Epidemiological models for co-abuse or co-infections are of tremendous interest
in recent research [8]. For example in [7] a complete study for the co-infection
between HIV and HCV was developed.

The following system of ordinary differential equations captures the dynamics of
alcohol-marijuana co-abuse:

Cﬁl—f:A—()\l—f—)\Q‘i‘M)S (1)
di“ =MS+ p1Eam — (Mgh2 + 00 + 1) E, (2)
df;m = NaAo B + 1M1 B — (01 + Py + Tarm + 1) Eam 3)
%’” = 205 + Py Bam — (G + M + 18) B (4)
dZ“ = 0B + p3Uam + ¥ Ta — (NA2 + aa + &, + 0 + 1)Ua (5)
dg‘;’" = OamEam + Mo 2Ua + 1 MU + ¥y Tam
—(p3+ P+ ¥am +Eapm + Oam + 1) Uam (6)
ddltm — 0B + p4Uam + T — (MM + G + &y + 1)Unm (7)
d;;a = @alUs — (Vg + 70+ W7Ta (8)
dg;m = AamUam — @am + Vam + 1) Tam (9)
ddi;” = amUn — W, + Vo + 1) T (10)
d?t“ = € Un +7,Ta — 11Qa (11)
d%:"‘ = & Uam + YamTam — HQam (12)
dgg” =& Un + Vi Tin = 1Qm (13)

Figure [I] represents the transition between compartments for the alcohol-marijuana
co-abuse model.

In the next section a complete mathematical analysis is developed, positiveness
and boundedness of solutions are always fundamental properties for a consistent
dynamical system in epidemiology. The basic reproduction number is included. The
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TABLE 1. Parameters values®

’ Symbol ‘ Description Value ‘
A Recruitment rate for susceptible .0546 |1
w Natural mortality rate 0.001 [2]
B4 Alcohol transmission rate .24 — .27 [31]10]
Bs Marijuana transmission rate 0.169 |1| ]
Oa Alcoholism effective rate 0.056 [1]
Om Marijuana users effective rate 0.011 [1)
Tam Co-abusers effective rate [0.01-0.06] [1F
Qq Alcoholism treatment rate 0.131 |1|7 |
Qm Marijuana users treatment rate 0.09 (1)
Qam, Co-abusers treatment rate 0.32 [1)
Yo Alcoholism recovery rate after treatment 0.87 [24]
Yin Marijuana users recovery rate after treatment 0.45 (1)
Yam Co-abusers recovery rate after treatment [0.1-0.4] |1|
01,03 Weight contributions to A1 from U,, Uam [1.01-1.05] (1]
02,604 Weight contributions to A\i from Tq, Tam [0.01-0.03] [li
€1, €3 Weight contributions to A2 from Uy, Uam [1.01-1.08] lli
€2, €4 Weight contributions to A2 from T, Tum [0.4-0.7] [1) ]
N Rate at which alcohol users become marijuana users [0.5-0.9] |1)
Nim Rate at which marijuana users become alcohol users [0.5-0.9] [1]
Y, Relapsing rate from alcoholism 0.13 [24]
Vo Relapsing rate from marijuana use [0.4 — 0.6]*
Vam Relapsing rate from Co-abusers [0.4 —0.6]
&, Quitting rate from alcohol abusers without treatment 0.36 [1)
& Quitting rate from marijuana abusers without treatment [0.1 —0.4]
Eam Quitting rate from Co-abusers without treatment [0.2 —0.6]
0 Alcohol-induced mortality rate .000392 |3]
Sam Co-abusers mortality rate [0.0004 — 0.0007]*
01 Rate at which individuals from E,,,-class back to E,-class [0.4 —0.7]"
P Rate at which individuals from FEqgp,-class back to Ey,-class [0.4 —0.7]"
Ps Rate at which Co-abusers back to U,-class [0.4 —0.8]
04 Rate at which Co-abusers back to Up,-class [0.2 —0.7]*

!The scenarios used to choose most of the parameters were obtained from statistics found
in |1}/5,/6] for the state of Virginia, United States in 2017. For example, 0q, 0m, and aq
are taken from the Behavioral Health Barometer for Virginial which can be found in [1].
Other parameters, in particular those for co-abuse such as agm, were estimated using
rates for general drug and alcohol co-abuse or by using compartmental rates as bounds.
For example, bounds for g, were assumed based on o, and o,,. The validity of these
bounds, such as oam can be checked using Crosstab, also from [1|. Individual state level
data is not available in Crosstab for general public use. In the case of g4m, this Crosstab
tells us that almost 3% of Virginians and Marylanders co-abused alcohol and marijuana

in 2017.


https://www.samhsa.gov/data/sites/default/files/cbhsq-reports/Virginia-BH-BarometerVolume5.pdf
https://datatools.samhsa.gov/nsduh/2017/nsduh-2016-2017-rd02yr/crosstab?row=CADRKMARJ2&column=STNAME_RECODE&weight=DASWT_1&recodes=STNAME_RECODE%7CVIRGINIA%3DState%26MARYLAND%3DState%26ALABAMA%3DNot%26ARIZONA%3DNot%26ALASKA%3DNot%26CALIFORNIA%3DNot%26COLORADO%3DNot
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FIGURE 1. Visual representation of alcohol-marijuana co-abuse model.

free disease equilibrium and an analytical expression for the endemic equilibrium
point are included. Some stability results are proven as well.

3. MATHEMATICAL ANALYSIS FOR THE ALCOHOL-MARIJUANA CO-ABUSE
MODEL

Positiveness and long-term behavior for the solutions of System 7 are
established in this section. Assume that the variables and the parameters are all
non-negative for all times ¢ > 0.

Theorem 1. If each compartment is non-negative att = 0, then each compartment
is non-negative for time t > 0. Moreover,

lim N(¢) <

t—o0

==

Proof. Assume that T is the maximum time for the epidemic. That is,

T=sup{S>0,FE, >0,E;n>0,...,Qmn >0} €][0,¢.
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Therefore for T > 0, from System (1)—(L3)), equation (I)) is equivalent to

dsS
%+(M+>\1+>\2)S:A,

from which it holds
S(T) > S(0) exp {—,uT +/O (M (s) + /\2(8))d$} .

Hence, S(T) > 0 for all T > 0.
From System 7 equation ,
dE,
dt

= M5+ p1Eam — (NeA2 + 00 + 1) B
> —(NgA2 + 00 + p) Eq.
Then
E1) 2 Bupesp { = ((0u+ 0+ | t nra(e)ds) |

Hence, E,(T) > 0 for all T > 0. The positiveness of the remaining compartments
can be shown in a similar way.
The evolution change in the population is given by

dN
E =A-— ‘LLN - 6(1 - 5amUam-
Then
dN
— < A—uN
at =M
from which it holds
dN
— 4+ uN <A.
gt + pN <
Then
A A
N(t) < —+ (No - ) exp(—ut).
[ T
Since (No — A/p) is a constant and p > 0,
A A A
—+ <N - ) exp(—ut) = — as t — oo.
1 1 [
So lim;_,oo N(t) < % as desired. O

The feasible region D, for System f is therefore

A
D= {(S,Ea,EaWEm,...,Qa,Qam,Qm) eERP|IN< u}'
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3.1. Basic reproduction number. The basic reproduction number is the number
of secondary infections. In the context of this model, if an individual is an alcoholic
or a marijuana user or both, after an effective contact with susceptible individuals,
the basic reproduction number corresponds to how many susceptible individuals
become alcoholics or marijuana codependent or alcohol-marijuana co-abusers. The
next generation matrix method is used to find the basic reproduction number for
the co-abuse model System (I)-(I3) [31]. First the basic reproduction number is
found for the alcohol model, denoted Z,o. Second the basic reproduction number
was found for the marijuana model, denoted Z,,,o. The basic reproduction number
Ram is the larger of R,9 and R,,,0. So one only needs to calculate the reproduction
number for these individual models to determine the reproduction number of the
co-abuse model, see |7] for a detailed calculation of the basic reproduction number
for a co-abuse model.

In the next sub-sections, System f is sub-divided into two models, one
corresponding to the dynamics of alcohol use, and the other to the marijuana use.

3.2. Alcohol abuse model. Taking S together with the first column of Figure
one can see that the alcohol abuse model is given by

ds <
— =A—(n+X\)S (14)
dt
dE, ~
dta =MS—(0a+p)E, (15)
du,
prai 0aFo + 0, To — (aq + &4 + 0+ 11)Us (16)
dT,
dta = aaUa - (Tﬁa + Ya + M)Ta (17)
dQ
dta = gaUa + ’YaTu - /-LQa (18)
where
~ E,+ 601U, +0-T,
AL = 51 < 1N 2 >
The corresponding matrices to apply to the next generation method to are
[ 5\15 ) i (Ua + ,LL)Ea ]
0 _JaEa _waTaJ'— (aa+£a+6a+M)Ua
F = 0 and V= _aaUa =+ (wa + Ya + M)Ta
0 —A 4 (u+M)S
L 0 i L _gaUa - ’YaTa + MQa |
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The alcohol model has a disease-free equilibrium X? = (A/p,0,0,0,0). The
matrices F' and V at the disease-free equilibrium, following the next generation
matrix method in |31], are given by:

By B1br B102 oo+ 1 0 0
F= 0 0 0 and V = —04 Qg +&,+ 0+ p -,
0 0 0 0 -y Yo+ Yo + 10

or

where by = g + &, + 0o + 1 and be =, + 7, + 1
The basic reproduction number %, corresponds to the spectral value of the
matrix FV !, so

61 Blelaa ﬁ192aaaa
ot bi(og+p)(1—=8,)  biba(oa + p)(1 - @)

%ao =

where @, = oy, /b1ba.

3.3. Marijuana abuse model. Taking S together with the right column of Fig-
ure [1} one can see that the Marijuana abuse model is given by

ds <

- =A—(utXo)s (19)
dE,, ~
dU,
dT;,
g = amUnm = U + Y + 1) T (22)
dQm
% =& Un + 90T — pQm (23)

where

~ B, +eUy, +eT,,
)\2:62( lN 2 )
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The corresponding matrices to apply the next generation method to are

[ XS ] (om + p)Em
0 —0mEm — Y, Tw~+ (0 + &, + O + 1) Uny
F = 0 and ¥ = = Up + (U + Y + 1) T
0 —A+ (u+ A2)S
L 0 | L —§Ua =74 Ta + pQa ]

Similarly to the alcohol model, the marijuana model has a disease-free equi-
librium X0 = (A/p,0,0,0,0), and the matrices F and V at the marijuana-free
equilibrium, following the next generation matrix method, are given by

Ba  Baer  Pae2 Om + 1 0 0
F=| 0 0 0 and V= —Om  Qm+ &, P
0 0 0 0 —Qp U +Ym T 1
or
Oq + 1 0 0
V= —Om c1 U |
0 -y C2

where ¢; = ay, + &, + 1 and co =P, +7,,, + K-
The basic reproduction number %, is

52 ﬂQelam ﬂQEQO—mam
0 omtp c(om+p)(1 =)  crcalom + p)(1— @p)

where ®,,, = ap,,/c1ca.
Then the basic reproduction number for System 7 is given by

%am = max{%ao, '@mO}

Graphs for Zy9, Zmo, and Z,, were obtained using Matlab, the graphs gave
us an insight for the behaviour of the basic reproduction number when parameters
are varied. Most of the parameters used were found from publicly available data
and recent literature.

In Figure [2] notice that Z,0 > 1 for values of o, < 0.3. From the data o, =
0.056 < 0.3, meaning that alcoholism is not under control, a similar situation is
observed for the marijuana model, since %Z,,o > 1 for values of o, < 0.2, and from
the data o, = 0.0011 < 0.2. So marijuana use is not under control either. For this

)
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range of values, notice that Z,,, = Zao- Then the alcohol-marijuana co-abuse is
an epidemic and can become a pandemic if severe actions are not implemented.

18

1.6

14

12

0.8

0.6

0.4 r

0.2 1

. . . . . . . .
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

FIGURE 2. Z,0 and Zp,0 with .1 < 04,0, < .9, 87 = 1.01,¢; =

1.05 and 65 = .01, e5 = .7. On this interval, Zy.m = PZao.

Theorem 2. The disease-free equilibrium X° for the Alcohol abuse model is stable.

Proof. The Jacobian for the Alcohol abuse model at X?, is given by

[ —(u+ M) 0 0 0 0
A —(04 + 1) 0 0 0
Ja(Xg) = 0 Ta —(a + & + 0 + 1) Va 0
0 0 g (Yo t+vatn) 0
L 0 0 €a Ya —H

The eigenvalues of J,(X?) are given by

— K, _(/J/+5‘1)7 —(/J,+O'a),
1

1 1 1
_§aa_§6a_§7a_:u/_§ a

L1 (0242000 —20007, 2001+ 200 +02 — 258,47,

2ty + 200Es + 12+ 2ty — 2yafa + U2 — 25,6, +€2)'2

and
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1(02 + 2040, — 2007, + 2000 + 200 4 + 02 — 2007 — 260 + 2000 +V2E+ 2V,

1/2
_2’7a£a+wi_2wa§a+€i) _%6a_%va_u_%wa_% a_%aa-
notice that the real parts for the five eigenvalues are negative, therefore when ¢
approaches infinity, the solutions approach X?. ([l

Similarly, it is possible to show results for the marijuana abuse model, and for
the alcohol-marijuana co-abuse model.

4. CHARACTERIZATION OF THE ENDEMIC EQUILIBRIUM

Analytic expressions for the endemic equilibrium are presented in this section.
Setting equations from System f to zero and performing several calculations,
the endemic equilibrium is obtained depending on the force of infectious A} and A3,
and the parameters for the model. System 7 was sub-divided to accomplish
this task, the first set of equations correspond to the variables S, E,, Eq.mn, Emn, as
follows:

A
R — 24
bt AT+ A (24)
AT A3[bs1, + ban,y,]
E* _ 17'2 a m S* 25
am b3b4b5[1 — @3] ( )
A
E;=2E, + s (26)
by b4
A
B, ="2E, + 225 (27)
bs bs

where by = py + py + Oam + f, ba = A5 + 00 + 1, bs = N A + 0 + poand
Bo = Mar2P1 | MuwAipo
3 = Tbaby bsbs

The second set of equations correspond to the variables U,, U, Uym, as follows:

* Uana)‘; * UmnmAT * Oam *
Uam = Ea + Em + Eam 28
Famq)él 1_‘amq)5 Fam ( )
* p3 * Oa s
=L LR 2
Ua (I)4 Uam + @4 a ( 9)
Ur =Lags o Impr (30)

m (DS am P-
where ¢ = ¢am+7am+ﬂa C4 = p3+p4+aam+€m+5am+ﬂv Py = 77a/\;+b1_ abl!);pqa
* mY¥Pm _ am® am a)‘* wl)\*
‘1)5:77m/\1 +C1—%,and Fam—C4—a c¢ _ P3;7)4 2 _P47(71)5 1
The last set of equations correspond to the variables 17, T, T, Q% ., Q%,
».» as follows:

T, = S, (31)
C3
T = ey (32)

by
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T =7 U (33)
and
Qi = (S 4 TemCen ) (39
K Hes
Q= (o4 Ze0e ) oy (35)
Q= (S ) g (36)
TR

Reaching an analytic expression for the endemic equilibrium is considered of
great value in epidemiological models because the disease free-equilibrium and the
endemic equilibrium are the two stages that the population approaches, in the long
term. But, in general, for the majority of contagious diseases, the disease remains
in the populations, and therefore approaches to the endemic equilibrium.

5. NUMERICAL SIMULATIONS

In this section, numerical simulations are presented.

Figure |3| shows the behavior for compartments S, E,U, T, @, for the sub-model
of alcohol abuse. Observe that with a small initial amount of latent population
(E), after interactions with susceptible individuals, the number of alcohol users (U)
increased, peaking in the fifth year. With treatment programs in effect, the number
of alcoholics decreases after the fifth year. Notice that population @ increases,
indicating treatment is effective.

The most relevant compartment to observe in this work is the compartment U,
of alcohol-dependent individuals. In Figure[3] it is noticeable that if the alcoholism
effective rate increases, the number of alcoholic individuals will increase, having a
peak around the fifth year. As treatment plans and programs are implemented, the
number of alcohol-dependent users starts decreasing, even though the treatment
rate is very low.

For the marijuana abuse model, Figure [g] shows that the population of mari-
juana users U, steadily increases during the first five years after 2017. Between
five to thirty years after 2017, the user population appears to transition from a
slow increase to a slow decrease. After the thirty year mark, the user population
decreases more quickly, perhaps due to treatment for marijuana-abuse not being as
ubiquitous as treatment for alcohol-abuse.

When simulating System 7, in Figure 5| notice that the compartment
classes Eapy Uamy Tam, and Qg for co-abuse reach their maximum close to the first
year, meaning that the use of both alcohol and marijuana lead faster to addiction
that the independent use of the substances. Again, if entering treatment happen
as soon as the individual detect an addiction, then the probability of recovery is
higher than without treatment.
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Alcohol-Abuse ODE System: compartments S, E, U, T, Q
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F1cURE 3. Simulation of alcohol-abuse system with #; = 1.05 and
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Marijuana-Abuse ODE System: compartments S, E, U, T, Q
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FIGURE 4. Simulation of marijuana-abuse system with ¢; = 1.05
and eo = 0.7.

For the alcohol abuse model, in Figure[6] alcohol users U, increases significantly
during the first five years after the year 2017. Notice that the dominant graph of
U, corresponds to o, = 0.076, which is the maximum value for o,.
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Co-Abuse ODE System: all compartments
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FIGURE 5. Simulation of co-abuse system with ¢; = 1.05 and e; = 0.7.
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For the marijuana abuse model, in Figure [7} data corresponding to marijuana
treatment is not available yet because legalization is very recent in many states.



512

A. VIVAS, J. TIPTON, S. PANT, A . FERNANDO

_, Dynamics of compartment T__ with respect to £
6 x10 m m
5F Lt E
4r * R
LE3l e i
2k ,.// &= 0.10 E|
v §,=015
e
f\/‘ €,=020
4 i
1+ f - —£,=025
¥ ———€,=030
id
[d
0 s s s s s s
0 5 10 15 20 30 35

years after 2017

FIGURE 7. T, with .1 < ¢, < .3, ¢; = 1.01 and e = 1.01.

0.03

0.025

0.02

o 0015

0.01

0.005

FIGURE 8. Q,, with .1 <¢,_ < .3,60, =0.01

Dynamics of compartment Qm with respect to fm

10 15 20
years after 2017

30 35

and 6, = 1.01.



MATHEMATICAL MODEL FOR THE DYNAMICS OF ALCOHOL-MARIJUANA 513

The parameters used for this simulations were estimated based on parameters for
treatment for other types of drugs.

For the marijuana abuse model, in Figure the parameter in consideration
& corresponds to the quitting rate of marijuana users without treatment. The
reason @, increases slowly is because of a lack of treatment programs for marijuana
addicts.

6. CONCLUSIONS

Even though alcohol-marijuana co-abuse will always be present in modern so-
ciety, the question of how to prevent co-abuse from becoming a pandemic can be
asked. A mathematical model that describes the dynamics of the alcohol-marijuana
co-abuse allowed us to identify the most relevant parameters to help control this
epidemic. Alcohol and marijuana are two addictive substances that when combined
can cause severe damage to young generations. This co-abuse is a social problem
that is growing out of control, and if public health entities do not implement pre-
vention programs, susceptible individuals are at high risk of becoming addicted to
both substances. Analytical evaluations and numerical simulations show that for
some parameters the alcohol-marijuana co-abuse can be controlled under certain
constraints. The basic reproduction number for the independent models of alcohol
and marijuana, and for the co-abuse model, in terms of the parameters, is a very
standard way of defining public policies with the purpose of avoiding pandemics.
This work can be implemented for any region by changing the parameters for the
model using data values that correspond to each region. The model is well de-
fined since positiveness and boundedness of solutions were shown. Stability for the
disease-free equilibrium was attained by evaluation of eigenvalues for the sub-matrix
for the newly infectious (latent and alcoholic individuals). Additionally, we were
able to find an analytic expression for the endemic equilibrium which will help to
identify where the individuals from different compartments will approach in the long
term. Simulations for the most relevant parameters were included, showing that
it is possible to control the co-abuse by implementing different approaches. These
approaches include voluntarily quitting the use of the substances or, for a faster
recovery, by entering a treatment program. Unfortunately, if quitting excessive al-
cohol consumption is not accomplished on time, the consequences of alcoholism can
cause irreparable damage in the individual, for example, cardio vascular diseases,
diabetes, cirrhosis, and some type of cancers, among others. Similarly, recent re-
search shows that uncontrolled use of marijuana can cause neural damage, mental
health disorders such as anxiety, depression, and in some cases paranoia. Also,
some studies show that the constant use of marijuana causes digestive problems.
When modeling co-abuse, it is expected that health consequences will be worse.
Therefore, conduction of more research in this area, and collection of data are very
important in order to create awareness and prevention programs for a real problem
in society.
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tionally, a comprehensive bilinear index-reduction formula is derived, which
encompasses Vajda’s, Catalan’s, Cassini’s, D’Ocagne’s, and Halton’s identi-
ties as specific cases.

1. INTRODUCTION

Hypercomplex numbers have many applications such as in physics, geometry,
robotics, and quantum mechanics. There are many studies related to different types
of hypercomplex numbers. One among them is dual-generalized complex numbers.
They are defined by Gurses et al. [11] as a generalization of dual-complex numbers,
hyper-dual numbers, and dual-hyperbolic numbers. The set of dual-generalized
complex numbers is defined by

DC, = {ag + a1J + aze + azJe | ag, a1, a2, a3 € R}, (1)

where the dual unit € and the generalized complex unit J adhere to the following
rules:
J2:p,—oo<p<oo,52:075;&07&7:]5, (2)
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TABLE 1. Multiplication table of units J, e, Je.

1 J e Je
1 1 J e Je
J |J p Je pe
€
J

e Je 0 O
elJe pe 0 O

The multiplication scheme for the basis elements of dual generalized complex
numbers can also be given in the following table.

Clearly, when the parameter p takes the value of —1, the newly introduced
commutative number system corresponds into dual-complex numbers. Similarly,
for p = 0, it aligns with hyper-dual numbers, and for p = 1, it corresponds to
dual-hyperbolic numbers. Consequently, an examination of dual-generalized com-
plex numbers allows for the simultaneous understanding of dual-complex numbers,
hyper-dual numbers, and dual-hyperbolic numbers. For a more in-depth under-
standing of dual-generalized complex numbers, one may refer to the relevant liter-
ature |5}/6,/9,/11,/17,/18] and the cited references therein.

Extensive research has been conducted on quaternion sequences within specific
quaternion algebras. Notably, Horadam [14] explored Fibonacci quaternions within
the realm of real quaternion algebra, focusing on quaternion sequences comprising
Fibonacci number components. Expanding on the concept of Fibonacci quater-
nions, Sentiirk et al. |[19] introduced unrestricted Horadam quaternions within a
generalized quaternion algebra by

H7(L:n,y,z) = Wy + U)n_t,_xi + wn+yj + ’LUn+Z]€,
where {wy,} is the Horadam sequence |15] defined by
Wy = PpWn—1 + qWn_2, N =2 (3)

with the arbitrary initial values wg,w; and nonzero integers p,q. Here the basis
{1,4, 4, k} satisfies the following multiplication rules:

PP = =, j2 = —H, k? = _)‘Ma

ij = —ji=k, jk=—kj=pi, ki=—ik=\j,
with A\, u € R. For A = p = 1, it simplifies to the real quaternion algebra, and
when z = 1,y = 2, and z = 3, the unrestricted Horadam quaternions reduce
to the Horadam quaternions in [13|. Some matrix representations of Horadam
quaternions can be found in 22|, and for some recent papers related to special
types of quaternions with unrestricted subscripts can be found in [2}3,[7,/8]. For
more on Horadam sequences, see [16,/20].

Several researchers have explored the realm of dual-generalized complex numbers

incorporating components resembling Fibonacci sequences. Specifically, Cihan et
al. [4] pioneered the study of dual-hyperbolic Fibonacci and Lucas numbers, while
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Gungor and Azak [10] established the framework for dual-complex Fibonacci and
Lucas numbers. In a similar context, Tan et al. [21] introduced the concept of hyper-
dual Horadam quaternions. Furthermore, Gurses et al. [12] innovatively presented
the dual-generalized complex Fibonacci quaternions, utilizing dual Fibonacci num-
bers as coefficients in lieu of real numbers. Recently, Tan and Ocal |23| introduced
the dual generalized complex Horadam quaternions.

Inspired by the studies mentioned earlier, we now present the unrestricted dual
generalized complex Horadam numbers. We obtain some recurrence relations, the
generating function, and the Binet formula of these numbers. We also obtain the
general bilinear index-reduction formula of these numbers which reduces to the
Vajda’s, Halton’s, Catalan’s, Cassini’s, and D’Ocagne’s identities as a special case.
Moreover, we give summation formulas and a matrix representation of them.

We conclude this section with some preliminaries related to the Horadam se-
quence.

The Horadam sequence {w,, } transforms into the (p, ¢)-Fibonacci sequence {u,,}
when wy = 0, w; = 1, and into the (p, ¢)-Lucas sequence {v, } when wy = 2,w; = p.
When p = ¢ = 1, these sequences simplify to the traditional Fibonacci sequence
{F,} and Lucas sequence {L, }, respectively.

The Binet formula of Horadam sequence {w,} is

Aa™ — BB"

W, = —————

where A := w1 — wof, B := w1 — woa, and «, 8 are the roots of the characteristic

polynomial 22 — pz — ¢, that is; o = 2=V §2+4q,5 = oV 12’2+4q
af =—qa+B=pA=a—f=/p?+4q with p* + 4¢ > 0.

(4)

. Also we have

2. MAIN RESULTS

In this section, we initially establish the concept of unrestricted dual-generalized
complex Horadam numbers, followed by an exploration of some fundamental prop-
erties associated with these numbers. Throughout this section, we simply denote
the unrestricted dual-generalized complex Horadam numbers as unrestricted DGC
Horadam numbers. Let also z,y and z be arbitrary positive integers.

Definition 1. The nth unrestricted DGC Horadam number is defined as
@ff’y’z) = Wy + Wntad + Wniy€ + WnyoJe,

where wy, is the nth Horadam number, € is dual unit, and J is generalized complex
unit adhering to the multiplication rules in .

In the following table, we give some special cases of the unrestricted dual-

generalized complex DGC Horadam numbers 117,(}’2’3). We should note that when
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TABLE 2. Special cases of the unrestricted DGC Horadam numbers.

P | P|g|wo|w

p |1[1|0 |1 |DGC Fibonacci numbers [12]

p |1|1]2 |1 |DGC Lucas numbers [12]

—1[1[1]0 |1 [Dual-complex Fibonacci numbers [10] |
—1[1]1]2 |1 [Dual-complex Lucas numbers [10] |
—1[k[1]0 |1 |Dual-complex k-Fibonacci numbers [1] |
1 1[1]0 |1 | Dualhyperbolic Fibonacci numbers [4] |
1 [1][1]2 |1 [Dualhyperbolic Lucas numbers 4] |
0 |1]|1]|w|w |Hyper-dual Fibonacci numbers [22]

x =1,y =2, and z = 3, the unrestricted dual-generalized complex Horadam num-
bers @S}’y"z) reduce to the conventional dual generalized complex Horadam numbers
in [23].

The addition, subtraction, and multiplication of two unrestricted DGC Horadam

~(T,Y,2 ~(T,Y,2
numbers wlfl =2 and w,ﬁn =2 are defined as

@'Szz’%Z) + wg:,y,z) = (wn + wm) + (wn—i-;c + wm-{-x) J
+ (wn+y + w7n+y) e+ (w7l+z + wm+z) J€

and
@;x’y’z)@g’y’z) = (wnwm + pwn+xwm+$>+<wnwm+z + wn+a:wm> J

+ (wnwm—i-y + Wy 4y W + pwn+wwm+z + pwn+zwm+w) €

+ (wnwm+z + wn+zwm+y + wn+ywm+a: + wnJrzwm) J57
respectively.
Theorem 1. The unrestricted DGC Horadam numbers satisfy the following rela-
tion:

B = @y gd Y, 0> 2,

Proof. Using the definition of unrestricted DGC Horadam numbers and the defini-
tion of classical Horadam numbers, we get

glw_ﬂfZ)_Fq@f;a:g’Z) =p (wn—l + wn—l—i—wJ + wn—l—i—y€ + wn—l-i—zJE)

pW,
+q (’LUn_Q + wn_2+xJ + Wn—24yE + wn_2+zJ€)
= (pwn—l + qwn—Q) + (pwn—l—i-m + qwn—2+w) J
+ (pwn71+y + qwn72+y) €+ (pwnflJrz + qwn72+z) Je
= Wn + Wnyod + Wnpy€ + Wy Je = BV,
([l

In the following Theorem, we give a relation between (p, q)-Fibonacci numbers
and the unrestricted DGC Horadam numbers.
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Theorem 2. Forn > 1, we have
@éw’yz) _ unagrvy@) + qun,liﬂ(()x’y’z).

Proof. From the definition of (p,q)-Fibonacci numbers and the definition of the
unrestricted DGC Horadam numbers, we get

U, (W1 + Weg1J + Wyt16 + Wop1J€) + qup—1 (wo + weJ + wye + w, Je)
= UpWi + QUyp_1Wo

+ (UnWet1 + qUup—1wWz) J + (UpWyt1 + qUp_1Wy) € + (UpWop1 + qUp—w5) JE
= Wy + Wnyzd + Wngy€ + Wpy Je
W),
O
Theorem 3. The generating function for unrestricted DGC Horadam numbers is
w4 (T —pif )

Gt) = 1—pt—qt?

Proof. Let

G(t) == Z 17)’7(1907y7z)tn _ @(()zyy,z) + @gz,y,z)t + Z ’LE,(f’y’z)tn.
n=0

n=2

From Theorem [T} we have
(1—pt—qt*) G(t)

o0 oo o0
_ @éx,y,Z) + @Y,y,Z)t + Z zﬂgf’y’z)t" _ p@(()xvy,Z)t —p Z @fiyl’z)t” —q Z zﬂiﬁ’g’z)t"
n=2 n=2

n=2

T R ST U T ({57(19:71172) ) _ q@(m%a) i

n—1 n—
n=2

_ 73(()96,1:,2) + (@gamm) _p@(()r,y,Z)) ‘
Thus, we get the desired result. O

Theorem 4. The Binet formula of unrestricted DGC Horadam numbers is

@) _ Aaa™ — Bﬁﬁ
n a — /8 K

where o = 14+ o®J + a¥e + o Je and f =1+ T 4 % + B* Je.

Proof. Using the Binet formula of Horadam numbers in @, we have

@;ﬂs,yz) = Wy + Wntgd + Wpyye + WngoJe
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(Aa" — Bﬁ") n (Aoz”"‘z — B,B”'”) 7

a—p a—0
Aanty — Bﬁn-i-y AantE — Bﬁn_i_z
+< a=p >”<H>J€
_ Aaa” - B

(]

From Theorem E|, we derive the Binet formulas of unrestricted DGC (p, q)-
Fibonacci and Lucas cases:
oy _ 007 = 58"
S =
a—p
respectively. By considering , the following relation can be easily derived:

and o) = a” + 5", (5)

Szyz) — (@y,2) ~(z,y,2)
Un - un-i-l +qun—1 .

To establish various properties of unrestricted DGC Horadam numbers, we re-
quire the following lemma.

Lemma 1. Let x,y, 2z be positive integers with z >y > x. Then we have
aB =T = 14 (=0)" (L4 vemse) p + vy—sJe).
Proof.
aff = (I+a*J+aYe+a®Je)(1+ BT+ Y% + 37 Je)
= 1+4p(aB)’
+ (a4 %) J
+ (¥ + Y +p (o +a”pY))e
+(@®+ 55+ a"8Y +a¥B7) Je
af = 1+p(—q)" +vsd +ve+p (@B +a*B%)e+v.Je+ (oY + a¥B7) Je
= 1+, J+vetv.Je+p(—q)" +p (@B +a*B%) e+ (a"BY +a¥B) Je
= %(()W’” —1+p(=q@)" +p(@®B +a*B) e+ (aBY +a¥B") Je

= B =14 p (=) +p ((@B)" (@77 + 5777)) e+ ((aB)” (a¥ " 4 5777)) Je

— ’,[}’émvyaz) —1 + (_q)w (p + p (az—m + ﬂz—z) e+ (ay—z + By—m) J{;‘)
= BV 14 (=) (14 vanl) P+ vy_o ).
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Utilizing the Binet formula for unrestricted DGC Horadam numbers and apply-
ing Lemma [I} we derive the following identity.

Theorem 5. (General bilinear index-reduction formula) For nonnegative integers
a,b,c,d such thata+b=c+d, b> a,d > ¢, we have

arrAw ) — g aE? = — 5 aB (-0)" thea = (-9) vae).

Proof. Let A =a— . Using the Binet formula of unrestricted DGC Horadam num-
bers, we have

(Oé — 6)2 (wt(lLy,Z)wl()w,y,z) _ ﬂ}“£z,y,z)@éa:,y,z)>

= (4aa” - BBE") (Aaa’ - BEA") - (Aaa® - BABY) (Aaa’ - BES")

= 2%~ ABafBa® B~ ABBaa® 3+ B2 g2t
—A2g2ac+d+Angozc,3d+ABégﬁcad—BQQQﬂC"_d

— A24? (aa+b _ a°+d)—ABg§ (aaﬁb — a8 +abpe — adﬂc>+B2é2 (ﬁa+b _ 5c+d>
— —ABap (aaﬁb +abB% —atpd — adﬁ(;)
- (o ) - 5]

= _ABQQ((_Q)G Vb—a — (_Q)C Vd—c) -
Thus we get the desired result. O

From Theorem 5] we have the following corollaries.

Corollary 1. (Vajda’s identity) For a = m+k,b=n —k,c =m, and d = n, we
have

~(2,9,2) ~(,9,2) _ ~(2,y,2) (2,y,2)
mtk Wn—p = Wn W,

= ——SaB ((—q)erk Vp—m—2k — (—q)" Unfm)

= —Fgﬁ (—Q)m ((—Q)k Un—m—2k — Un—m) .

. k
Since vy m — (—q)" Vn_m—2r = A2UpUp_ 1, We also have

@R G e G@ve) = ABaf (—q)™ uktin—m—k-

m+k
Corollary 2. (Catalan’s identity) For a =n —m,b=n+m and ¢ = d = n, we
have
@Sc_»?i;lz)@gﬁlﬁ) _ @gx,yw)@gw,%z)

] (" L TR
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AB m
= A B (0 (a2 (-0)™).
Since va,, — 2 (—q)™ = A%u2,, we also have
@;ﬁgﬁz)@gﬁ%@ o U’jfla:,y,z)@;z,y,z) _ 7ABQ@(*q)nim’u,2n

Corollary 3. (Cassini’s identity) Fora =n—1,b=n+1 and c = d = n, we have

@éx,zi@@gﬁzi,@7@5190,?/,2)@%1&1/&) — fABgé(,q)”*l

By using Lemmal [T} we get

GEv2) m@2) | (e.y,2) m(wy,2)
n 1 wnJrl n wn

= —AB(—=q)" " (T = 14 () (14 vea2) P+ vy T) )

Corollary 4. (d’Ocagne’s identity) Fora =n,b=m+1l,c=n-+1, andd =m
we have

- . . . AB
wgy,x,%z)wﬁs-‘,:-ng) - wilai&-yl Z)w£7f7y7Z) = - A2 (_q)n (Um—n-‘rl + qvm—n—l) .
Since Vm_ni1 + QUm-n_1 = —AUy,,_,, we also have

@%ﬁyz)w?(sff) _ wfﬁl{x)@gz,y,z) = ABaB(—q) tmn.

Corollary 5. (Halton’s identity) For a = m+k,b=n,c=k, and d = m +n, we
have

~ 12) ~(z,y,2 ~(x, ~(x, m-+k k
wfsf ) (,y ) _ (xyz)wgfnz) = *Fgﬂ (( ) * vn—m—k*(fq) Um+n—k>

- _Fgﬁ(_q)k (=) Vn—k—m = Vn—ktm) -

. m 2
Since vp—gtm — (—9)" Vn—k—m = A*UpUy—_k, we have

BV gave) _ o) glve) = ABaf(-

m-+k ) U Up—k -

Next, we give a relation between the unrestrlcted DGC (p, q)-Fibonacci numbers
and the unrestricted DGC (p, ¢)-Lucas numbers.

Theorem 6. For nonnegative integers n and m such that m > n, we have

’gr(lay,Z)’d?(g,yz) _ 57(751671172)5%%3172) — 9 (_q) Umn—n (v(ﬂIj Y:2) -1

+ (=) (1 + vare) p + vy_pJe) )

Proof. Using the Binet formula of unrestricted DGC Horadam numbers, we have
A (5gw,y,z>agg,y,z> _ 5g,y,z>aglw,y,z>)
= (aa” +BB") (aa™ = BB™) — (aa™ + B5") (aa” — BB")
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= o’a"" —afa” " + afa™ " — B2
—aa™" + aBa™B" — afa” BT + BB
~ 2l (e - )
= 2(—¢)" aBAUR .
By using Lemmal I} we have

’ﬁngy*z)ﬂ%y@ _ ’1;7(791677;,@&511,%2) - 9 (_q)n U (géw,y,Z) 1

+ (=) (1 +v.0e)p+ vy oJe) ) .
O

Presently, we provide a sum formula for unrestricted DGC Horadam numbers.

Theorem 7. Forn > 2, we have

n—1 G@va) _ agx»y@) tq (a&%z) _ @(()w,yJ))
Z @Y2) —
T

r=1 p + q- 1
Proof. Using the Binet formula for unrestricted DGC Horadam numbers, we have
n—1 n—1 ro_ r
Y =y 2
r=1 r=1 a-§

r=1 r=1
Ao (o' -« BB (p" -8
_a—ﬁ<a—1)_a—5<5—1>
— 1 _ n __ ny n—1 __ n—1
B I L

+q (Ag - Bﬁ) + (Aga — Bﬁﬁ))

_glewa) _ (e2) | gowe)

qwfffi@ + quy

1-p—q

Theorem 8. For nonnegative integers n and r, we have

n
2 : n - ~(z,y,2) _ ~(z,y,2)
n—m, m Ys2) Y
(m> q p wm+r - w2n+r .

m=0
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Proof. Using the Binet formula for unrestricted DGC Horadam numbers, we obtain

n n—m, m~(%,9,2)
w.
<m> q p m—+r

- n—m,m AQO[erT B BBBWH_T
:Z(Z)q v < a-f )

3

I
<

m

m=0

Aad” N (nN m BB (nN m m
:a—ﬁmz_:o<m)q (pa) _a—ﬁm_()(m)q (pB)

Aaa” Bpp"
= Q_QB (q+pa)” — Ofﬁﬂ (¢+pB)"

Aga2n+r _ Bﬂ52n+7’ (2)
= — =Wy, .

o — ﬁ 2n+r

O

Ultimately, we present a matrix representation for unrestricted DGC Horadam
numbers.

Theorem 9. Forn > 0, we have

[ p g }n wém,y&) wgr,yz) _ ﬁiﬁg@ @fﬁ?{&) .
1 0 @%I,yyz) @(()r,y,Z) wﬁ@{%) {Eﬁf’y’z)
Proof. By using Theorem [2| it can be easily demonstrated through mathematical

induction on n. O

By computing the determinant on both sides of the matrix equality mentioned
earlier, we derive Cassini’s identity for the sequence {w,} in a straightforward
manner as:

~T(Locﬁé,2)w7(lz7y,z) _ w;ﬁzi@)a?(ﬁ?i,z) _ (_q)n (wéaym)w(()w,y,z) _ wgw,y,z)@?ﬂ@) )

3. CONCLUSION

In this paper we define a novel category of dual-generalized complex numbers,
with components represented by unrestricted Horadam numbers. The main advan-
tage to introducing unrestricted dual-generalized complex Horadam numbers is that
many unrestricted dual-generalized complex numbers with the well-known numbers
such as Fibonacci, Lucas, Jacobsthal, Jacobsthal-Lucas, Pell, Pell-Lucas can be de-
duced as particular cases of these unrestricted DGC numbers. We state recurrence
relations, summation formulas, Binet formula, and generating function associated
with these numbers. In addition, a comprehensive bilinear index-reduction formula
is derived, which encompasses Vajda’s, Catalan’s, Cassini’s, D’Ocagne’s, and Hal-
ton’s identities as specific cases. For interested readers, the results of this paper
could be applied for any other type of hypercomplex numbers.
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ABSTRACT. In the case of oscillatory potential, we present some new Lyapunov
-type inequalities for linear hyperbolic and elliptic equations on a rectangular
domain in R2. No sign restriction is imposed on the potential function. As
applications of the Lyapunov-type inequalities obtained, we give some esti-
mations for disconjugacy of hyperbolic and elliptic Dirichlet boundary value
problems.

1. INTRODUCTION

In the paper, we first obtain a Lyapunov-type inequality for the linear hyperbolic
equation of the form

Ut (X, 1) — gy (x,t) + q(t)u(z, t) =0, (x,t) eR (1)
satisfying the Dirichlet boundary condition
u(z,t) =0, (x,t) € OR, (2)
where
R ={(z,t) : x € [x1,22],t € [t1, 2]}, (3)

and that no sign restriction is imposed on the potential function ¢(t) € L[ty, ta].
Secondly, we give an analogous result for the linear elliptic equation of the form

Ut (2, 1) + g (2, t) + q(O)u(x, t) =0, (z,t) €R (4)
satisfying the Dirichlet boundary condition .
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The well-known Lyapunov inequality |13] for Hill’s equation
2" (t) +v(t)z(t) =0 (5)

states that if ¢; and ¢ (¢; < t2) are consecutive zeros of a nontrivial solution z(t)
of this equation, then the inequality

/t2 ()t >

t1 to — 11

(6)

holds. Inequality @ was later strengthened by replacement of |v| by vT, i.e.,

ta 4
/ vH(t)dt > ——, (7)
4 to — 11
cf. Wintner |17], and thereafter by some other authors, where v+ = max{r,0}. In-
equality is the best possible in the sense that the constant “4” can not be replaced
by any larger constant in (7)) due to Hartman [8, Theorem 5.1]. Inequalities (6]) and
@ and their several generalizations to Hamiltonian systems, higher order differ-
ential equations, nonlinear and half-linear differential equations, difference and dy-
namic equations, functional and impulsive differential equations, have found many
applications in areas like oscillation and Sturmian theory, disconjugacy, asymptotic
theory, eigenvalue problems, boundary value problems, and various properties of
the solutions of related differential equations, see [5,/12,[16] and their references.
We also refer reader to recently published monograph by Agarwal et al. [1] for the

historical development of Lyapunov inequalities and its applications.
The classical result of Lyapunov is usually connected with the disconjugacy of
Eq. , i.e. the inequality

/ vH(Ed < ®)

o —1
implies that is disconjugate in [t1, t].

There has been an increasing interest for the Lyapunov-type inequalities for
partial differential equations in the last few decades; see for example [2H416,,7,(9L[10}
14/{15] and their references. In 2006, Canada et al. [2] considered the linear partial
differential equations

{ —Au(x) = a(x)u(x), x e

a
ou
%(x) 0, x € 09,

where Q C RY (N > 2) is a bounded and regular domain and the function a : Q —
R. They proved how the relation between the quantity p and N/2 play a crucial
role by considering the sub-critical (1 < p < N/2), super-critical (p > N/2) and
the critical (p = N/2) cases.
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In 2016, de Népoli and Pinasco |7] proved Lyapunov-type inequalities for the
p-Laplacian equations
Apu(z) + w(x)|u(z)[P~2u(z) = 0, x €Q
u(z) =0, x € 09,

where p > 1 and the weight function w € L*® for some s depending on p and N.
They obtained Lyapunov-type inequalities for two separate cases p < N and p > N,
and the case p = N was given as an open problem for the reader. Recently, Kumar
and Tyagi [11] solved this open problem and established Lyapunov-type inequality
for a class of the following N-Laplace equations:
Anv(z) + f(z)|v(z)|N 20(x) = 0, x €,
{ v(x) =0, x € 00

under some conditions on pu, g, R and b, where

_N
/(@) = ng(a) (|:c log fl) T b(a).

In 2020, Jleli at al. [10] established Lyapunov-type inequalities for the partial dif-
ferential equations of the form
—G,Y’U/((E7y) :’LU(I')U(LIT7y), (xay) el
u(z,y) =0, (z,y) € OT,
where I' = (a,b) x O; (a,b) € R? and O is an open bounded subset in RY for
N > 1. Here G, is the Grushin operator

2

0%u
G’Yu(xa y) = @("Ly) + zz’yAyu(zvy)v (‘Ta y) el

When v = 0, Grushin operator reduces to the standart Laplace operator but the
presence of 227, this operator can not be elliptic on I'. In 2020, Jleli et al. [10] proved
the Lyapunov-type inequality for the Grushin operator via sign change criteria.

In this paper, we obtain a Lyapunov-type inequality for the hyperbolic equa-
tion () satisfying the Dirichlet boundary condition ([2). Moreover, we extend this
result to the elliptic equation satisfying the Dirichlet boundary condition .
To obtain such type of inequalities, we use the separation of variables technique in
problems both 7 and 7. In Section we present several examples which
illustrate how easily the results obtained can be applied to the related equations.
At the end of the paper, we impose some open problems.

2. MAIN RESULTS

Throughout this section, we denote h* = max{h,0} and we shall assume that
the potential ¢ is in the set L[ty ts].
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Now, let us restate Prb. (I)-(2) as

utt(x7t) - Umr(x t) + Q( ) (‘T t) =0, (Ivt) € R;
u(z,t1) = u(z,t2) =0, 1 < <z (9)
(:101, ) (xg,t):O tl Stﬁtg,

where R is defined in .
The first main result of the paper is the following.

Theorem 1 (Lyapunov-type inequality). If u is a nontrivial solution of Prb. @D,
then the inequality

/t : [(z2 — 21)%q(t) +7T2]+dt >3 1

g, (2 @1)? (10)

holds.

Proof. Let u be a nontrivial solution of Prb. (9). The method of separation of
variables starts by looking the solutions of Eq. (1)) of the form

u(@,t) = y(x)z(t), (11)
where the variables separate with y(z) # 0 on (z1,22) and z(¢) # 0 on (t1,t2).
Substituting in , we obtain

y()2"(t) — y"(x)2(t) + q(t)y(z)z(t) = 0 (12)
for € (z1,22) and t € (t1,t2). Since y(x)z(t) # 0, dividing both sides of by
it, we separate the variables z and t as

2"(t) y"(z)
z(t) y(x)
The left-hand side of is a function of ¢ only, whereas the right-hand side has

just . But x and t are independent variables so is possible only when both
sides of it are constant; that is

+lt) = (13)

2"(t) y"(x)
+q(t) = = 14
0 10 -
for some real number A\. On the other hand, we have boundary conditions to be
satisfied. The first boundary conditions in @D imply that

y(@)=(t) =0 and y(a)z(ta) = 0 (15)
for all z € (x1,x2). Since y(x) # 0 on (x1,x2), is possible only when z(t1) =
z(t2) = 0. Applying the similar argument to the second boundary conditions in @D,
we must have y(z1) = y(z2) = 0. Using these conditions together with (I4), we
can conclude that z(t) is a nontrivial solution of the boundary value problem
2"(t) + [q(t) = AJ=(t) = 0, (16)
Z(tl) = Z(tg) =0
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and y(x) is a nontrivial solution of the boundary value problem
') — Mylz) = 0,
17
L e v 2o ()
We note that t1, ta (t1 < t2) and x1, 22 (21 < x2) are consecutive zeros of z(t) and
y(z), respectively. Now consider the boundary value problem

w”(x) + kw(x) =0
’ 18
e e 2o 18)
where k is a constant. It is known that the eigenvalues k,, of Prb. are
2,2
bp= — =12,
(w2 —21)
and hence the smallest eigenvalue of it is k1 = 72/(z2 — x1)?. Since Prb. (17) has
a nontrivial solution, we take A = —k;. Now replacing A by —k; in Prb. (16)), it
turns out that
2'(t) +Qt)z(t) =0
’ 19
{ =) = 2(ta) = 0, (19)
where
2
t)=q(t) + ————.
Q) =alt) + s
Applying Lyapunov’s result to Prb. , we see that inequality holds. The
proof of Theorem [1]is complete. O
In case
r for te (t,t
t -
Q( ) > ({EQ _xl)g or € ( 1, 1)7
inequality turns out to be
ta
/ [(z2 — x1)%q(t) + 72| dt > (1 — x1)?
t o —t
which requires that
t2 4 to —t
t)dt > - 2.
/tl a0t to—t1 (22 —x1)?
Corollary 1. If the inequality
& 2 21+ 4 2
[ s —nPa)+ w2 e < 2 (on - o) (20)
t1 t2 — tl

holds, then Prb. (ED has no nontrivial solution.
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Now consider the elliptic equation satisfying the Dirichlet boundary condi-
tion by restating it as

Ut (2, 1) + gy (2, ) + q(t)u(z,t) =0, (x,t) € R;
’LL((E ) ($7t2) =0, 1 < < T2, (21)
U(Qf]_, )—U(l‘g,t) :Oa tl StStQa

where R is defined in .
The following is the second main result of the paper.

Theorem 2 (Lyapunov-type inequality). If u is a nontrivial solution of Prb. ,
then the inequality

ta
/ [(w2 — 21)%q(t) — 7r2]+ dt > (z2 — 21)? (22)
t1 tg - tl
holds.
Proof. The proof Theorem [2]is analogous to that of Theorem[I} and hence it is left
to the reader. O
When
2 .
t) > ——— te (t1,t
q( ) (1‘2 _ 1‘1)2 or ( 1 1)3
inequality turns out to be
123
/ [(xz —x1)%q(t) — 7r2} dt > (z9 — x1)?
t1 t2 — tl

which requires that

bz 4 to — t;
t)dt > + 2.
/tl att) to—t1  (z2 —x1)?

Corollary 2. If the inequality

/ [ — 20)2a) — 72 Fdr < —2 (@2 —21)? (23)

t to — 11

holds, then Prb. has no nontrivial solution.

3. APPLICATIONS

In this section, we give some disconjugacy estimations for hyperbolic and elliptic
Dirichlet boundary value problems, by applying the Lyapunov-type inequalities
obtained in Section P

Example 1. Consider the hyperbolic boundary value problem
gt (2, 1) — Uge (2, t) + (1 — 72)u(z,t) = 0, (z,t) € Ry,
u(z,0) = u(z,m) =0, 0<x<1, (24)
u(0,t) = u(1,t) =0, 0<t<m,
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where Ry is the rectangular region
Ro = {(z,t) : x €[0,1],t € [0, 7]}

Substituting ¢(t) =1 — 72, 29 — 2y = 1 and t, — t; = 7 in Lyapunov-type inequal-
ity , we see that it is satisfied by 72 > 4. Note that the solution of Prb. is
the function u(z,t) = sin(7z) sin .

Example 2. Consider the hyperbolic boundary value problem

Ut (T, 1) — Uge (2,1) + (2 +t — t2)u(x,t) = 0, (z,t) € Ry,
w(z,0) = u(z,1) =0, 0<z<m, (25)
u(0,t) = u(mw,t) =0, 0<t<1,
where p is a positive constant and R, is the rectangular region
R1={(z,t):x €[0,n],t €[0,1]}. (26)

In the view of Lyapunov-type inequality 7 the following inequality must be
satisfied:

/1 RT(t; p)dt > 4, (> 0) (27)
0

where h(t; ) = 2pu+ 1+ pt — pt?. It can be shown that h(t; ) > 0 for all t € [—1,2],
and hence turns to

1 1
13 1
/ h(t;,u)dt:/ 2+ 1 it — )t = St g > 4 (28)
0 0

So Prb. has no nontrivial solution, if p < 23/13 & 1,76923 by Corollary [1} In
particular if 4 = 4, then Prb. has a nontrivial solution
u(z,t) = t(1 — 1)tV sin x, (x,t) € Ra.

Example 3. Consider the elliptic boundary value problem

ge (2, 1) + U (2, 8) + 0(5/2 + t — t2)u(x,t) = 0, (z,t) € Ry,
u(z,0) = u(z,1) =0, 0<z<m, (29)
u(0,t) = u(m,t) =0, 0<t<1,

where o is a positive constant and R; is the rectangular region defined in . In
the view of Lyapunov-type inequality , the inequality

/ o)t >4 (0> 0) (30)
0

must be hold, where v(t;0) = 50/2—1+0ot —ot?, o > 0. It is clear that v(t;0) < 0
for all o € (0,4/11). Moreover, if o > 4/11, then v(t;0) > 0 for all t € [(1 —

V11)/2, (1 + +/11)/2], and hence turns to

1 1
8
/ v(t;o)dt = / [50/2 — 1+ ot — ot?]dt = 39~ 1>4. (31)
0 0
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So Prb. has no nontrivial solution, if ¢ < 15/8 ~ 1,875 by Corollary [2 In
particular if ¢ = 4, then Prb. has a nontrivial solution

u(x,t) =t(1 —t)et"Dsinz, (z,t) € Ry.

Finally, we present some open problems concerning possible extensions of The-
orem [l and Theorem [2} It will be of interest to find a Lyapunov-type inequalities
for the linear parabolic equation of the form

up(x,t) — gy (x,t) + p(t)u(z,t) =0, (z,t) eR (32)

satisfying the Dirichlet boundary condition , where R is defined in , and that
no sign restriction is imposed on the potential function p(t) € L[t1,t2]. In fact,
the nonlinear cases

g (2, 1) £ uge(x,t) + F(t,u(z,t)) =0, (z,t) eR
and
up(x,t) — ugg(x,t) + G(t, u(x,t)) =0, (x,t) eR
are of immense interest. Moreover, Lyapunov-type inequalities for elliptic, hyper-
bolic and parabolic equations of the form
uge(x,t) £ Au(z, t) + F(t,u(z,t)) =0, (z,t) € Q
and
ug(x,t) — Au(z, t) + G(t, u(z, t)) =0, (z,t) € Q

may give remarkable results under some appropriate boundary conditions, where
) is any closed subset of R™.
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A NEW APPROACH TO CONSTRUCT AND EXTEND THE
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ABSTRACT. In this study, Schur stability, sensitivity and continuity theorems
have been mentioned. In addition, matrix families, interval matrix and extend
of the intervals also have been mentioned. The Z, and Z¢ intervals of the
matrix families have been determined so that the linear sums family £ and
convex combination family C are Schur stable. Samely, the Z}. and Z} intervals
have been determined and £ and C are w*—Schur stable. Afterwards, the
methods which based on continuity theorems and the algorithms which based
on the methods have been given. Extended intervals have been obtained with
the help of the methods and the algorithms. All definitions are supported by
examples.

1. INTRODUCTION

One of the real problems of the stability analysis is to determine the stability
of the matrix families. In this paper the intervals Z, and Z¢ have been presented
to make the matrix families £ and C Schur stable. Here the matrix families £ and
C consist of linear sum and convex combination, respectively. Also, these intervals
are extended with the help of continuity theorems and the matrix families are
constructed in order to provide Schur stability [13}[16]. There are many studies in
the literature specifically related to linear sum and convex combination [5H8}/19,{24].
Unlike studies that control the Schur stability of interval matrices, Schur stable
interval matrices are constructed in this study.

In 1892, Lyapunov studied the behavior of solutions of systems and developed
the concept of stability (see, for instance, [149,/18]). The stability problem is reduced
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to the problem of the existence of a positive definite solution of the matrix equation
known as the Lyapunov equation with this concept for linear systems.

A necessary and sufficient condition for the matrix A to be discrete-asymptotic
stable is that the eigenvalues of the matrix A lay in the unit disk, that is, |A;(4)] < 1
for all i = 1,2,..., N, where A\;(i = 1,2,...,N) are the eigenvalues of the ma-
trix A [1,/1§]. On the other hand, this is also known as spectral criterion in
the literature. The spectral criterion can also be represented by the spectrum.
o(A) = {A| A=A (A)} to be spectrum, the matrix A is said to be Schur stable if
it satisfies the condition o(A4) C Cs = {2 | |z] < 1} [27]. Let’s also give the family
of Schur stable matrices as follows;

Sy ={Ae My (C)||MA)| <1 (i=1,2,..,N)}.

If the locations of these eigenvalues are known approximately, stability anal-
ysis of the system can be done with help of many well-known methods. Sta-
bility analysis of many control systems is concerned with the region where the
eigenvalues of the matrices are located. Gerschgorin and Rouche theorems, which
are used in determining the region, can be given as an example to this situa-
tion [[18,/20]. However, it is not easy to determine the eigenvalue in practice. Small
changes in the inputs of the matrices lead to the big changes in the eigenvalues,
i.e. the eigenvalue problem is an ill-posed problem for the non-symmetric matri-
ces |9,28]. We can give the example of Ostrowski to explain this situation better.
A, = (Clij) € My (R); a;; = 0.5, a; ;41 =10, a1 =w, 1 =1,2,..., N—1. It is seen
that ||A107100 — A()H = 1019 and A (Alofloo) =1.5s0 ‘/\z (Al(]fwo) -\ (A0)| <1
[1]. As can be seen here, while the matrix Ay is Schur stable, the matrix A;g—100
is not Schur stable because of \; (A;1g-100) = 1.5. Therefore, it is more convenient
to use the parameters calculated with the help of the solution of a linear algebraic
equation which characterizes the stability for the determination of stability.

Thus, the stability problem is reduced to the problem of the existence of a
positive definite solution of the matrix equation given as the Lyapunov equation
[1,/2,/18]. According to Lyapunov’s theorem, the Lyapunov matrix equation, which
determines the Schur stability of the systems, is given as follow

A*HA—H+1=0. (1)

If this system of equations has a positive definite solution

[e.e]
H=Y (A)"A" H=H">0 (2)

k=0
then the matrix A is said to be Schur stable |1,|9|18][23}27]. The existence of
H = H* > 0 equivalent to having the eigenvalues of the matrix A inside the unit

circle.

The parameter w(A) = ||H|| > 1, which determines the quality of the stability,
is known as the Schur stability parameter of the matrix A [1}/9,/11]. Furthermore,
w* is the practical Schur stability parameter of the matrix A, where 1 < w* € R
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and the users choose the value w* in view of their problem. If w(A) < w* then
the matrix A is w*-Schur stable. Otherwise, the matrix A is w*-Schur unstable
matrix |1L3l[26]. Let’s examine the following matrices in order to see the notion of
quality of stability more easily.

Let’s take A, € Sy as follow

—-0.1 10kt -1
Ak—( 0 01 ),keN.

It is clear that, although o (Ay) = {—0.1,0.1} for k € N, it can be seen from the
Table [T] that the values of w (A) also increase as the values of k increase.

TABLE 1. The quality of Schur stability of the matrix Ay

k \ 1 2 3 4 5
w(Ag) | 1.0101 82.0282 9803 998102 9.999e-+007

Also the quality of the Schur stability increases as it approaches 1. Especially,
in case of A = 0, when we substitute it in (2), H = I and w(A) = 1 are obtained.
This state is also known as the perfect state.

In [25], Hurwitz stability intervals for the matrix families were studied. The
matrix families were introduced. The intervals were determined to make these
families Hurwitz stable. A method and an algorithm were given to extend these
intervals.

This study is an analogy of [25]. Here, Schur and w*—Schur stability of linear
sum and convex combination families are discussed. In Section 2, £ and C matrix
families are introduced, Z, and Z¢ intervals are determined to make these families
Schur stable. The illustrative examples related to the subject are given. In Section
3, Z; and I} intervals are determined to make these families w*—Schur stable.
Thereafter, the illustrative examples related to the subject are given. In Section 4,
a new approach is given for the Schur stability of the matrix families. According to
the approach, the methods which based on continuity theorems are given. These
theorems shows the sensitivity of Schur stability and w*—Schur stability. The
algorithms which based on the methods are given. The extended intervals Z7,
18, 17° and I3° are obtained with the help of methods and algorithms. End of the
paper, examples are given. The numerical results in the article are obtained using
the computer dialogue system MVC [10].

2. SCHUR STABILITY OF THE MATRIX FAMILIES

Let’s give the theorems which determining the intervals Z, and Z¢ for the matrix
families
EZE(Al,AQ):{A(T):A1+TA2|A1, AQEMN(C)} (3)
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and
C=C(A1,A)={A(r)=(1—-r)A1 +71A5| A1, Az € My (C)} (4)

to be Schur stable for A1 € Sy and Ay € My (C). Before giving the theorems
for these matrix families, let’s give the continuity theorem which determines the
sensitivity of the stability. We use this theorem for Schur stability. Let’s remember
the family of Schur stable matrices as follows;

Sy = {A € My (C) | w(A) < o0}

Theorem 1. Let A € Sy. If | B| < \/||A|I* + ﬁ— |A|| then the matriz A+ B €
Sy and

w(A)
w(d+B) < 1=[[A[[+ BN Bllw(A)

_ @IAIIBIIBIw?(A)
w(A+ B) = w(A)| < T=Grapsnis

holds [4,|14)].
Theorem 2. If Ay € Sy, A2 € My (C) and r € Iy = [r,7] then L (A1, A3) C Sy,

_ o Al 1 2 1 _
where —l—u——m—i—m\/ﬂfll” +m7l<[<r<u.

Proof. Let us consider the given linear sum as follow
A(r) = Ay +rAs.

If A2 =0 then A(r) = A;. We know that 4; € Sy so A(r) € Sy, too. Let’s take
As # 0. If we substitute A(r) in the Lyapunov equation, we get the equation as
follow
(A +7A) " H(A; +717A) —H+1=0
ATHA) — H = — (I +rAHAy + rASHA, + r* A3 HA) .
At that rate,

C=T+7rATHAy +rASHA, +r*ASHA; >0
C = C* > 0 is available. The obtained result is written as follows
ICN < 12| [|[Ad]| [ H| (| A2]| + 72 || Ao|* || H |
then, if the inequality is substituted in the equation which is the solution of the
Lyapunov equation
H=> (A)"cA}
k=0
[H] < [[Cf|w (A1)
VAN < (120 ALl I Aol 4+ 72 (A2 ) |H ) w (A1)
w (A1)
||| < s
1=2[r[ | Ar] [[Az]| w (A1) — 72 [[A2]]" w (A1)
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is obtained. While A; € Sy, the following condition must be verified for A(r) to
be Schur stable

1=2|r[[|Au]| | Azl|w (A1) = || As]|* w (A1) > 0.
Then if the inequality is arranged with according to r, the Schur stability intervals
[r, 7] of the matrix A(r) are obtained, where
2 2
[Ar]|w(A1) - \/HAlll (W(A1))” + w(Ar)
[ Az|| w(A1)

and

A ) + AP @A) + ()
- [Az][w(4y) |
O

Theorem 3. If Ay € Sy, A2 € My (C) and r € Zc = [r,T] then C (A1, A3) C Sn,

7= = — A4 1 2, 1 _
where —| = u = \IArAlII+\|A27A1||‘/HA1” + oy L <r<T<u

Proof. If we write Ay — Ay instead of Ay in Theorem 2] proof is clear from Theorem

Bl O

Here, the equation expressed as a convex combination is shown with A(r) =
(1 —r)A; + 1Ay and the values r are examined in such a way that the convex sums
of two matrices are Schur stable without the condition r € (0, 1).

Let’s examine the values r of the matrix families £ (A1, A2) and C (A1, Az2), which
provide the Schur stability, by using the Schur stability of A;. During this review,
the articles of Duman and Aydin were taken into consideration [14}[15].

It is possible to write the convex combination as a special case of the linear
sum. In other words, we can express the convex combination given as A(r) =
(1—7)A;+7rAy as alinear sum as A(r) = Ay +r (A — Ap). In order to the matrix
A(r) to be Schur stable, let’s determine the intervals Z, and Z¢ using the Schur
stability of the matrix A;.

a 0
0 0 and Ay =

1 0
0 0
ine the interval Iy which leaves the matriz families L (Aq, Ag) Schur stable.
According to the Theoreml% from ||A1]| = |af, [|[42] =1, w(A1) = 25, we
obtained as follows,

Example 1. Fora € (-1,1), A = < . Let’s exam-

Il=la|—-1, u=—la|+1.

> 18 known, then

W(A(T)):ﬁ

a <0, lim, (TW> -

a>0, lim,,_|q41 (m) =0
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is obtained.

Example 2. Let’s examine the following matrices

05 0 10
A1_< 0 0.5>’A2_(0 o)’

For these matrices we obtained ||A|| = 0.5, ||[A2 — A1] = 0.5, w (A1) = 1.33333.
So we know that Ay is Schur stable.

TABLE 2. The effectiveness of the interval Z¢

r | -0.9999  -0.99 -0.9 ... 0.9 0.99 0.9999
w(A(r)) | 10000.3 100.251 10.2564 ... 10.2564 100.251 10000.3
According to the Theorem[3, we obtained | = —1, u = 1. As can be seen in the

Table[3 the condition numbers change according to the values r selected from the
intervals Ze. Also the quality of the stability decrease as the value r approaches —1
or 1.

Remark 1. In particular, if taken A1 = Ay = 0, we get the matriz family L (0,0) =
{0} C Sy . Lets take Ay # 0, the matriz family £ (0, As), r € I, specified here,
which is obtained in the form of —l = u = m for |A1]l = 0 and w(Ay) = 1. If
we call this interval obtained for the r value “perfect interval”, we can say that the
result obtained here is the “perfect state”.

3. w*—SCHUR STABILITY OF THE MATRIX FAMILIES

Let w* be the practical Schur stability parameter, where 1 < w* € R and the
users choose the value w* in view of their problem. If w(A) < w* then the matrix
A is w*-Schur stable matrix. Otherwise, the matrix A is w*-Schur unstable matrix
[1[3126).

Although there are theorems known as continuity theorems in the literature that
determine the sensitivity of the problem, these theorems show under which condi-
tions the given problems maintain the same property |LLOLTTL[I4L[15[17]. Let’s give
the continuity theorem which determines the sensitivity of the w*—Schur stability.

Theorem 4. Let A be a w*—Schur stable matriz (w(A) < w*). If the matriz B

satisfies | B|| < /|| A|I* + WL:;:‘(’%) — ||A|l, then A+ B is w*—Schur stable [14)].

Let’s define the family of w*—Schur stable matrices as follows;
Sy={AeSy|w(d) <w"}.
Now, considering Theorem [ let’s give the following two theorems.

Theorem 5. If A; € S%, As € My (C) andr € I} = [r, 7| then L (A1, A2) C Sk,

A 1 2 1 1 _
where —1* = u* =~} + AP - & + o, U Se<T<wn
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Proof. It As = 0 then A(r) = A;. We know that A; € S% so A(r) € Sk too.
Lets take Ay # 0. For r € T} we can write [* < r < «*. Then we get following
inequality,

r? [ Aall* w (A1) w + 2| [ As]| [ Az w (A) 0" =" +w (A1) < 0.

If we arrange above inequality

w (Al) < wF
5 <w
L—r2[|Ag|["w (Ar) = 2[r[ | Ax]] [ Az[lw (A1)
3 U.)(Al) . .
holds. Since w(A4; +7143) < oA PalAn e AT A oD S valid from the
Theorem [2| the inequality w (A1 + rA2) < w* is found. O
Theorem 6. If Ay € Sy, Az € My (C) and r € I} = [r,T] then C (A1, A2) C Sk,
ko ook A 2 * = *
where —* = u* = _HAH2—1J4I1H + HA;AlH \/HA1|| - L+ ﬁ, F<r<7<u*.
Proof. 1t is obvious from the previous proof. [

Now let’s give the following illustrative example on this subject.

Example 3. For a € (7\/1fwl*’\/1f71*) c (-1,1), A = (((J)é 8) c

Sy and As = (1) 8

family £ (Ay, As) is w*—Schur stable.
According to the Theorem[J, we obtained,

" =|al - 1—J,u =—lo|+ 1—;

from || Ar] = lal, [|[A2] =1, w (A1) = =z w(A(r)) =

1—a?

. Let’s examine the interval I} which leaves the matriz

1 .
et is known, then

: 1 %
a<0, hmr—>\a|— = (71_(%”)2) =w

*

. 1
a>0, hmT_)_‘aH\/@ (m) w

05 0 10
A1_< 0 0.5> ’A2_(o 0)'
For these matrices we obtained w (A1) = 1.33333, ||A1]| = 0.5, |42 — 44| = 0.5. So
we know that Ay € Sy. If we choose w* = 10 then we get —l = u = 0.897367. Let’s
examine the interval r € I3 which leaves the matriz family C (A1, As) is 10—Schur
stable. According to the Theorem [0, as can be seen in the Table[3, sharp intervals

are obtained for the specified w* = 10 parameter. It is seen that w* < w(A(r)) for
the r value selected outside these intervals.

is obtained.

Example 4.
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TABLE 3. Sharpness of the interval Z7 of 10—Schur stability

r | -0.897368 1 -0.897366 ... 0.897366 wu  0.897368
w(A(r) | 100003 10 9.99937 ... 9.99937 10 10.0003

Remark 2. From the above example, when values of Schur stability parameter
w (A (r)) are checked for the r values, it can be seen clearly that Theorem[9, Theorem
[3 Theorem[d and Theorem[f gave sharp bounds.

4. OBTAINING THE EXTENDED INTERVALS

The intervals Z.,Z¢,Z} and Z; are given in the Section 3. Although these
intervals are found, actually it has been realized that big intervals which preserve
Schur stability or w*— Schur stability of the matrix families £ and C can be found.
For this reason, the intervals are extended with certain rule in this section. Here,
the extended intervals for the matrix families which preserve the Schur stability
or w*— Schur stability are given. In addition, the extended intervals also allow us
to introduce the Schur stable interval matrices or and w*— Schur stable interval
matrices. To extend the intervals Z, and Z¢, the methods which based on continuity
theorems are given and the algorithms which based on the methods are given.
Similarly, to extend the intervals Z} and Z7, the methods and the algorithms are
given. So it can be obtained bigger intervals which preserve the Schur stability or
w*— Schur stability of the matrix families £ and C. In this process, the stepsize
is determined from the continuity theorems which are Theorem [2 Theorem [3]
Theorem and Theorem@ The extended intervals 77, 7§, Z7° and Z3° are obtained
at the end of processing. Let’s give the methods and the algorithms as below.

4.1. A method and an algorithm to find the extended interval 73.

4.1.1. A method. Keeping the Schur stability of the matrix family £ (A;, B), a
method is given to extend the intervals with the Schur stable matrix A; and the
matrix B. Zp = [r,7] has been chosen with Theorem For r € Z., the matrices
A(r) = A, = Ay + rB are Schur stable.

i) Defining the stepsize

The stepsize parameter r is used to extend the interval Z,. So, generalizing form

. < || Ak || 1 2 1
the Theorem it is chosen as rv S — 51 + 1H71/ lALI" + TR

ii) Determining the initial value

From the Theorem the first value of the parameter r; is taken as 7 é Uu.
iii) Calculating the upper bound u°®

To extend the upper bound of the intervals Z,, the following steps are done,

Ak:Ak71+Tk71B,T1§U,k22, (5)
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| Al 1 2 1
Th S~ + i Al + ———, (6)
1Bl [IB] w(Ag)
Up = Ug—1 + T , UL =T1. (7)

The new matrix Ay in the equality is obtained as Schur stable. ri in equality
(6) is calculated with Theorem [2} uy in the equality (7)) is the upper bound of the
extended interval obtained in step k. At the end of this process, the upper bound
u® of the extended interval Z7 is obtained.

iv) Calculating the lower bound [°

Similar to the above application, to extend the lower bound of the intervals Z.,
the matrix Ay is taken as Ay = Ax_1 — rx_1 B in the equality and the equality
@ is replaced by the recurrence relation Iy = lp_1 — i ,l1 = —ry. [ is the lower
bound of the extended interval obtained in step k. The result obtained with the
new equations, the lower bound /¢ of the extended interval Z7 is obtained.

Remark 3. If the method is applied consecutively to get the upper bound, the
stepsize r, 1is become smaller and the parameter w continues to grow by increasing.
A similar situation is also observed for the lower bound. Because of these reasons,
the working with very small numbers is non-practical.

4.1.2. An algorithm. As given in the Remark[3] to stop the calculation, the stopping
criterion is given as follow.

Stopping parameter r

After a certain step, the new stepsize becomes too small. Calculations with such
values are not practical due to some reasons (i.e. floating point arithmetic)(see.
[12,/16]). 7* is called the practical parameter for the stepsize which chosen by user
small enough [21,22]. With this criterion, less processing is needed and the given
method run smoothly.

Let’s give the algorithm to extend the upper bound of the intervals Z,.

Algorithm 1.1 (for the upper bound u°)
(1) Input; A€ Sy, B, r*, v S 1.
(2) Calculate w(A), ||A||7 1Bl

B=—i5t + mry/ Il + Sy =8
(3) Take k = 1, A1 = A, Uy :=171.
(4) If ry < r* then write “The interval cannot be extended based on the avail-
able data.” and go 7. step.
(5) Calculate;
A1 = A + 1B, | Ak |l w(Ag+1),

_ Al
Br1 = =787 +|\B||\/”Ak+1|| ST

Tk+1 = 7-5k+1-
(6) If rgyr1 > r* then calculate ugy1 = ug + re41, take k := k 4+ 1 and go 5.
step.
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(7) Write as M := k and the upper bound of interval u® = up;.
To extend the lower bound of the intervals Z, steps (5)-(7) in Algorithm 1.1 are
taken as follow.
Algorithm 1.2 (for the lower bound [¢)
(5) Calculate;
Apy1 = Ak =B, [[Apsa |, w(Akt1),
Tk+1 = ’Y-/Bk+1-
(6) If rgy1 > r* then calculate gy = Iy — rey1 (I := —r1), take k== k+ 1
and go 5. step.
(7) Write as M := k and the lower bound of interval I¢ = [;;.
Finally, the found values u® and [® are combined and these values constitute of
the Schur stability interval Z& = [I¢, u¢] of the matrix family £ (Ay, B). Here, the
interval Z7 preserves the Schur stability of the given matrix family.

Theorem 7 (Generalization of the Theorem [2). If A; € Sy, B € My (C) and
r €Z% =% u] then L (A1, B) C Sy, where u® and I° are defined as in Algorithm
1.1 and Algorithm 1.2, respectively.

Proof. Tt is clear from the Theorem [2] Algorithm 1.1 and Algorithm 1.2. |
4.2. A method and an algorithm to find the extended interval Z}°

4.2.1. A method. Keeping the w*—Schur stability of the matrix family £ (44, B),
a method is given to extend the intervals with the w*—Schur stable matrix A;
and the matrix B. Z} = [r,7] has been chosen with Theorem For r € I},
the matrices A( )=A =4 —|— rB are w*—Schur stable. The stepsize chosen as

T = ““‘?B’“H“ + HBII \/||Ak\| (}L‘k), the initial value taken as u*. To extend
the upper bound of the 1ntervals T}, the following steps are done,
Ay = Ay 1+, 1B, m=u", k>2 (8)
ARl
TR = | Ak® - ; (9)
1Bl IB | ( k)
Up = Up_1 + T, UL = T1. (10)

On the other hand, to extend the lower bound of the intervals 77, the matrix Ay
is taken as Ay = Ap_1 —rr—1B in the equality and the equality is replaced
by the recurrence relation I, = lp_1 —r , I1 = —r1. At the end of this process, the
upper bound u*¢ and lower bound [*¢ of the extended interval Z;°

Remark 4. Let’s take A1 and B.
0.1 0 0 1
Al_( 0 0.2> ’B_<0 o)’
From the Theorem [, it is known that u = 0.748683 for w* = 10. If the method is
applied consecutively to get the upper bound, the stepsize is become smaller and the
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parameter w approaches to 10 as in Table[])} A similar situation is also observed for
the lower bound. Because of these reasons, the working with very small numbers is
non-practical. For this reason, as in Remark[3 for the Algorithm 1.1 and Algorithm
1.2, the stopping parameter r* is needed for the algorithm to stop.

TABLE 4. The values r and w(Ag) corresponding to the number

of steps k
1 50 100 200 300 380
r 0.748683 0.00817741 0.00310605 0.00079299 0.000245453 9.98825e-005
w(Ag) | 1.66462 7.23792 8.61111 9.57978 9.86377 9.94385

4.2.2. An algorithm. As given in the Remark[d] to stop the calculation, the stopping
criterion r* is used as follow.
Let’s give the algorithm to extend the upper bound of the intervals Z7.
Algorithm 2.1 (for the upper bound u*¢)
(1) Input; A € Sy, B, w*, r*.
(2) Calculate w(A).
(3) If w(A) > w* then “The matrix A is not w*—Schur stable” and finish the

algorithm.
(4) Caleulate [|All, |BI, u* = —{f + thy/14I° - 2= + 5.
(5) Take k=1, A1 := A, ri :=u" u1 =7
(6) Calculate;
Ap1 = A + 1B, HAkH” (Ak+1)
_ Akl
reen = =5y Aknl - &+ s

(7) If rgqp1 > r* then calculate ugy1 = ug —|— rk+1, take k := k + 1 and go 6.
step.
(8) Write as M := k and the upper bound of interval u*¢ = uy,.
To extend the lower bound of the intervals 7, steps (6)-(8) in Algorithm 2.1 are
taken as follow.

Algorithm 2.2 (for the lower bound [*¢)

(6) Calculate;
Ap1 = A — B, HAkH” (Ak+1)
Tkl = J‘ﬁﬁf“ + iy el = 3 + gy

(7) If 7k41 > r* then calculate lp41 = lk —Tpg1 (L = —rp), take k:=k+1

and go 6. step.
(8) Write as M := k and the lower bound of interval [*¢ = [).
Finally, the found values ©*¢ and [*® are combined and these values constitute

of the w*—Schur stability interval Z/° = [I*®, u*°] of the matrix family £ (A, B).
Here, the interval Z7¢ preserves the w*—Schur stability of the given matrix family.
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Theorem 8 (Generalization of the Theorem . If Ay € S%, B € My (C) and
r € I;° = [I*,u*?] then L(A1,B) C S}, where u*® and I*® are defined as in
Algorithm 2.1 and Algorithm 2.2, respectively.

Proof. 1t is clear from the Theorem [B] Algorithm 2.1 and Algorithm 2.2. (]

Example 5. Let us consider the matrices Ay and B as follow,

. —01 0 ) 02 1
Al_( 0 0.1 > Al_( 0 01 )
By = En + B2, By = Evg, B3 = En+ E1g + Ea
Here E;; is a real matriz which the element in position (3, j) equals 1 and all other
elements are 0.

Let’s examine the Table E (Table @ The matrices A1, B and the parameters
r* and w* are the input elements, where r* and w* selected by the users. 1
(1*) are the lower bounds and u (u*) are the upper bounds of the interval Ip (I})
which is calculated with the help of Theorem[d (Theorem[3). 1 (1*¢) are the lower
bounds and u® (u*®) are the upper bounds of the interval ZG (I:°) which is the
extended interval obtained by the Algorithm 1.1 (Algorithm 2.1) and Algorithm 1.2
(Algorithm 2.2). M indicates how many steps the algorithms stopped.

TABLE 5. The computed values for the data Ay, B, r*

Aq B ¥ r* T="7.u u® M Aq B ~y r* r=—y.u © M
0.01 0.891 2 0.01 20.891 2

4| B 0-9 1 9901 || *8! 0.8991 3 A | B 09 | g.o01 || 081 -0.8991 3
1 1 095 | 0-01 0855 0.89775 2 1 1 095 | 002 0855 Z0.89775 2
0.001 : 0.899888 || 3 77 | 0.001 000 -0.899888 || 3

0.1 - 0.320172 || 2 0.1 - 20.665416 || 4
A2 | B 09 1 901 0185918 | 638475 || 12 a2 | B 09 | .01 0-185918 | 930985 || 13
1 0.1 ) 0.334315 || 2 1 0.1 0.6877 7
0.95 | )0 0.196247 | yesri | 0.95 | )0 0196247 | Ty 0 hsos || 13

0.1 0429824 || 3 0.1 _ 240175 8

a2 | B, 09 1 901 0185918 | 5 95532 88 a2 | B, 99 | .01 0185918 | 36054 94
1 0.1 0748557 [ 3 1 01 245135 g
0.95 | )0 0.196247 | 575 %0 90 0.95 |y 0196247 | 700 05

0.01 0.486169 || 14 0.01 ~1.08201 9

a2 | B, 0-9 1 p.001 || 114994 | g 667356 || 77 a2 | By 0-9 | p.g01 || 0114994 | 109759 || 14
1 0.01 0499272 || 14 1 0.01 ~1.08676 9

5 -
0-95 1 g 001 || 0121287 | 66961 75 0-95 1 9 001 0121287 | 4 0975 13
(a) The computed values 7 and u°® (b) The computed values r and 1°

For example, according to Table (Algorithm 1.1) and Table (Algorithm
1.2), the initial value is obtained as u = —I = 0.206575 for the matrices A2, Bs.
o For~y=0.9,
— The extended upper bound is obtained as u® = 0.320172 in 2 steps for
r* = 0.1 and u® = 0.638475 in 12 steps for r* = 0.01.
— The extended lower bound is obtained as [ = —0.663416 in 4 steps for
r* =0.1 and I° = —0.932985 in 13 steps for r* = 0.01.
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The extended interval I = [1°,u°] = [l13,u12] = [—0.932985,0.638475] is ob-
tained from the Table@for the matrices A2, By and the parameter r* = 0.01 and
v =10.9.

o For~vy=10.95,
— The extended upper bound is obtained as u® = 0.334315 in 2 steps for
r* =0.1 and u® = 0.635644 in 11 steps for r* = 0.01.
— The extended lower bound is obtained as 1° = —0.6847 in 4 steps for
r* =0.1 and I° = —0.940808 in 13 steps for r* = 0.01.
The extended interval Z¢ = [1°,u®] = [l13,u11] = [—0.940808, 0.635644] is obtained
from the Table@for the matrices A2, By and the parameter r* = 0.01 and y = 0.95.

TABLE 6. The computed values for the data Ay, B,w*, r*

Aq B w* r* u* u*e M Aq B w* r* * 1*c M
REFREREEE 0.878683 | 0.8/8683 BRI ENEZ T0.878683 | -0.878683 | -
1 1| 100 | 0.01 0.894987 | 0.894987 1 1| 100 | 0.01 -0.894987 | -0.894987 | -
0.1 | 0281339 || 1 0.1 PP T0.604153 | 3
a2 | 5 T 0.165268 | " e || o 2| s 10| o 0.165268 | ot |G
1 0.1 0.5971518 || 1 1 0.1 ) 20.697796 | 3
100 | g0, 0.202507 | el g 100 | g0, -0.202507 | oot | 1
0.05 _ 0.627035 || 6 0.05 _ 2.60586 | 11
a2 | B, 101 p.gos || 0165268 | 51639 69 a2 | B, 101 p.gps || "0-165268 | 551905 | 75
1 0.1 ; 0.457837 || 2 1 0.1 . 2.78489 | 7
100 | 5oy 0.202507 | 50 o 100 | 50y -0.202507 | 7000 | gy
0.01 0.544321 || 8 0.01 i ~1.03721 | 8
A2 | Bs 101 g oor || O102H41 | g 403504 || 24 A2 | Bs 101 9 001 0102141\ 3 pa426 | 10
1 0.01 - 0479572 || 12 1 0.01 [ 107752 | 7
1001 g ppr || 0125156 | o s19721 || 54 1000 g ooy || “0-125156 | Y los9ss | 10
(a) The computed values v* and u*® (b) The computed values {* and [*¢

On the other hand, according to Table [6d (Algorithm 2.1) and Table [6] (Algo-
rithm 2.2), if the parameter w* is chosen as 10, the initial value is obtained as
u* = —I* = 0.165268 for the matrices A3, Bo. If the stopping parameter r* is
chosen as r* = 0.05 (r* = 0.005),

o the extended upper bound is obtained as u*¢ = 0.627035 (u*® = 1.51639) in
6 (69) steps.
o the extended lower bound is obtained as I*® = —2.60586 ("¢ = —3.51925)
in 11 (75) steps.
The extended interval Z/° = [I*¢,u*°] = [—2.60586,0.627035] is obtained from
the Table@for the matrices A%, By and the parameters w* = 10, r* = 0.05.
According to the Table[5 and the Table[8, let’s give the following;

o The interval I; is bigger than the interval I} with same condition.

e The number of steps increases while the stopping parameter decreases.

e [If the matrices Ay, and B are taken diagonal, the extended intervals are
obtained by the theorems.

o [f the parameter w* is chosen bigger, the extended interval Z;° is obtained
bigger in the same conditions.
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4.3. Methods and algorithms to find the extended interval Z; and Z3°.
The methods and the algorithms can be given to extend the intervals Z¢ and Z; as
similar to the methods and algorithms to extend the intervals Z, and Z} in Section
4. So, in this paper, the methods and the algorithms to find the intervals Z¢ and
Z5° won'’t be given to avoid repeat.

5. CONCLUSION

In this study, the matrix families £ and C based on linear sum and convex
combination were constructed, respectively. This construction is a new approach
that preserves the Schur stability of the matrix families. The intervals Z, and Z¢
that make these matrix families Schur stable were determined in the Theorem 2land
Theorem [3]and supported by the illustrative examples. Here it is seen that the sharp
results are obtained from the Theorem [2| and Theorem (3| especially in the Example
and Example [2] for the matrix families £ and C. Similarly, the intervals 7} and
Z; that provide w*—Schur stability of the matrix families £ and C are determined
in the Theorem [f] and Theorem [6] and supported with the numerical examples. It
is seen that the Theorem [f]and Theorem [f] give sharp results in the Example [3] and
Example[d] At the end, the methods and the algorithms are given to extended the
intervals Zp,Z¢, 1} and Z;5. Here, the methods are based on continuity theorems
and the algorithms based on the methods. With the help of these theorems, the
obtained intervals are extended and the results are presented with the numerical
example.

On the other hand, unlike other studies in the literature, this study shows the
importance of continuity theorems which guarantee Schur stability. With the help
of these theorems, the matrix families are extended in such a way that their Schur
stability is preserved. Also, in many studies, the matrices A; and B were taken as
Schur stable but in this study there is no need for the matrix B to be Schur stable
or w*-Schur stable.
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ABSTRACT. In this paper, we study minimal translations surfaces in a strict
Walker 3-manifold. Based on the existence of two isometries, we classify min-
imal translation surfaces on this class of manifold. Some drawings have been
added to illustrate the shape of certain surfaces.

1. INTRODUCTION

Minimal surfaces are the most natural objects in differential geometry, and have
been studied during the last two and half centuries since J. L. Lagrange. In par-
ticular, minimal surfaces have encountered striking applications in other fields, like
mathematical physics, conformal geometry, computer aided design, among others.
In order to search for more minimal surfaces, some natural geometric assumptions
arise. Translation surfaces were studied in the Euclidean 3-dimensional space and
they are represented as graphs z = a(z)+0(y), where « and § are smooth functions.
Scherk |11] proved in 1835 that, besides the planes, the only minimal translation
surfaces are the surfaces given by

1 cos(ax)
z=—log | ———=

a cos(ay)
where a is a non-zero constant. Since then, minimal translation surfaces were gen-

eralized in several directions. For example, the Euclidean space R? was replaced
with other spaces of dimension 3-usually being 3-dimensional Lie groups and the

)
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notion of translation was often replaced by using the group operation (see for exam-
ple [6], [8], [14] and references therein). Another generalizations of Scherk surfaces
are: affine translation surfaces in Euclidean 3-space |7], affine translation surfaces in
affine 3-dimensional space |12]| and translation surfaces in Galilean 3-space |14]. On
the other hand, Scherk surfaces were generalized to minimal translation surfaces in
Euclidean spaces of arbitrary dimensions(see [5], [9]). In |13], the authors introduce
and define the notion of translation surfaces in the Heisenberg group H(1;1) as the
formal analogue to those in the Euclidean 3-space.

In this paper, we define and classify minimal translation surfaces in a 3-dimensional
strict Walker manifold. The strict Walker manifolds are described in terms of a
suitable coordinates (z,, z) of the manifolds R? and their metric depends on an
arbitrary function of two variables f = f(y, z) and their metric tensor is given by

95 = edy® + 2dxdz + fdz (1)

where € = £1. These manifolds are denoted by (M, g%). In [4], the authors study
a class of minimal surfaces in the three-dimensional Lorentzian Walker manifolds.
Their proved the existence of minimal flat and non totally geodesic graphs on three
dimensional Lorentizain Walker manifolds. In [2], the authors have found that the
strict Walker manifold (M, g;) where f depends only on the variable y are very
important. Here we will work with the manifold (M, g$) where f depends only on
y and f is not locally a constant.

Three dimensional geometry plays a central role in the investigation of many
problem in Riemannian and Lorentzian geometry. The fact that Ricci operator
completly determines the curvature tensor is crucial to these investigations, (for
detail see [1]).

The paper is organised as follow: in section 2, we recall some preliminaries results
for three-dimensional Walker manifold (M, g§) and we give some basic formula for
immersed surface in (M, g%). We consider two families of translation surfaces in
(M, g}) which are used in the main result. In the last section we classify those
which are minimal.

2. PRELIMINARIES

A Walker n-manifold is a pseudo-Riemannian manifold, which admits a field
of null parallel 7-planes, with r < 5. The canonical forms of the metrics were
investigated by A. G. Walker |15]. Walker has derived adapted coordinates to
a parallel plan field. Hence, the metric of a three-dimensional Walker manifold

(M, g5) with coordinates (x,y, z) is expressed as

9§ = drodz +edy’ + f(x,y,2)dz" (2)
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and its matrix form as

0 0 1 -f 0 1
gy=10 € 0 with inverse (g})_1 = 0 € 0
10 f 1 00

for some function f(z,y,z), where ¢ = 1 and thus D = Span{d,} as the parallel
degenerate line field. Notice that, when ¢ = 1 and € = —1 the Walker manifold has
signature (2,1) and (1,2) respectively, and therefore is Lorentzian in both cases.
Hence, if (M, g%) is a strict Walker manifolds i.e., f(z,y,2) = f(y,2), then the
associated Levi-Civita connection satisfies

Vo, 07 = % F,00, Vo.07 = % 10— 10y 3)

Let now u and v be two vectors in M. Denoted by (e1,es,e3) the canonical
frame in R3. The vector product of v and v in (M, g;) with respect to the metric
gy is the vector denoted by u x v in M defined by

gy (u x v,w) = det(u, v, w) (4)

for all vector w in M, where det(u, v, w) is the determinant function associated to
the canonical basis of R3. If u = (uy,us2,u3) and v = (v, ve, v3) then by using ,

we ha ve:
e u
1 €
u

UXU_(

Let D be an open subset of the plane R? satisfying this interval condition: horizontal
or vertical lines intersect D in intervals (if at all). A two-parameter map is a smooth
map ¢ : D — M. Thus ¢ is composed of two interwoven families of parameter
curves:

up V1
Uz V2

U2 V2
uz U3

Uz V2
uz U3

1 U1
3 U3

-f

(1) the u-parameter curves v = vy of ¢ is u — p(u,vg).
(2) the v-parameter curves u = ug of ¢ is v — (ug, v).
The partial velocities ¢, = dp(9,) and ¢, = dp(0,) are vector fields on ¢. Ev-

idently ¢, (ug,vo) is the velocity vector at wg of the u-parameter curve v = vy,
and symmetrically for ¢, (ug,vg). If ¢ lies in the domain of a coordinate system

o', ..., 2", then its coordinate functions z; 0 (1 <4 < n) are real-valued functions
on D and
ox’ oxt
Oy = %31' 0, = %51‘-

So far M could be a smooth manifold: now suppose it is pseudo-Riemannian. If Z
is a smooth vector field on ¢, its partial covariant derivatives are: Z, = %, the
covariant derivative of Z along u-parameter curves, and 7, = %, the covariant
derivative of Z along v-parameter curves. Explicitly, Z,(ug,vo) is the covariant

derivative at wug of the vector field u — Z(u,vp) on the curve u — ©(u,vp). In
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terms of coordinates, Z = 3 Z'0;, where each Z' = Z(z") is a real valued function
on D. Then

Zuzzk:{ ZI"“Zl } (5)

In the special case Z = ¢,,, the derivative Z, = ¢, gives the accelerations of
u-parameter curves, while ¢,, gives v-parameter accelerations. With coordinate
notation as above, we have:

92 Ot D29
- :21@:{8vgu+ > T ; af} }‘9 (6)

,J

Now we will assume that ¢ is an isometric immersion. The first fondamental form
of the immersion ¢ is given by

E = g5 (¢.(0u), ¢, (0u))
F = g7 (9.(04),9,(8,)) (7)
G= gr (90* (av)» @*(av)) .

The coefficients of the second fundamental form of ¢ are

L = é&i9f (‘puuag)
M = €19f (‘puwg) (8)
N = €19f (C)Ovmg)

where 1 = g}(f, £) the sign of the unit normal £ along .
The mean curvature of ¢ is given by

LG —2MF + NE
H*“E( EG— F? ) )

The idea of translation surface have its origine in the classical text of G. Dar-
boux [3] where the so-called ”surfaces définies par des propriétés cinématiques”
is introduced. A Darboux surface of translation is defined kinematically as the
movement of a curve by a uniparameter family of rigid motion of R3. Hence, such
a surface in locally described by ¢(s,t) = A(t).a(s) + B(t) where a and (3 are
parametrized curves in R? and A(t) is an orthogonal transformation. A(t) being
identity is the case which is most investigated. So a surface S in R? is called a
translation surface if S can be locally discribed as a sum

p(s,t) = a(s) + B().

Next, we consider a three-dimensional strict Walker manifold (M, ¢7), where f is
not locally a constant and depends only on the variable y. For any real number a,
the following two maps:

R® —» R?
(z,9,2) = (z,9,2+a)
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and
R® — R3
(z,y,2) — (x+a,y,2)
are isometries of (M, g?) Based in these isometries, we will define two types of

translation surfaces.

Definition 1. A non-degenerate surface S of sign e1 in (M, gfc) s a translation
surface if it can be described locally by an isometric immersion ¢ : U C R? —

(M, g%) of the form

o(u,v) = (u,v, a(u) + B(v)), Type 1 (10)
or

p(u,v) = (a(u) + B(v),u,v),  Type I (11)
where a and B are smooth functions on opens of R.

The aim of this work is to classify the minimal translation surfaces in (M, g3) of
the Type I and type II as above.

3. MAIN RESULTS

3.1. Minimal translation surfaces of Type I. Let us consider a translation
surface of Type L in (M, g) parametrized by ¢(u,v) = (u,v,a(u) + 5(v)). In this
case we have x = u, y = v and z = a(u) + B(v). For a function g of one variable u
(respectively v) we denote j—g by ¢ (respectively Z—g by ¢'). The tangent plane of S
is spanned by

Y, =0, +&0. and ¢, =0, + B8'0.. (12)
The unit normal ¢ (up to orientation) is given by
1
&= X [(1+&f)0, —eB'o, —ad.]. (13)

where A = ||, X ¢, ||. We obtain the coefficients of the first fundamental form of
© as

E=2a+d%f, F=pF+ap'f, G=c+p(">f (14)
And using @ we have
’, 204y oy
Puu = —%O& fy y Puv = _%aﬂ fy s Pov = _%B fy . (15)
! 0 B"
Then the coefficients of the second fundamental form of ¢
g1 1€ . .
L= 3[pretal
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€1 1, €. 2
v g aetnegeeta)
€ ) €
N =2 [—aﬂ/fy + 2B+ 3”} . (16)
Consequently, the minimality condition @D may be expressed as follows:
1
G(e + B2f) + &2 (=58 fy + 1B) + 248" = 0. (17)
Since y = v, we can rewrite the minimal condition for Type I in the form
1
e+ B7f) +d2(—§5'f’ + f8") +2a8" =0. (18)

We have the following solutions:
(1) Case 1: Assume that & = 0 that is & = «ag (constant). We get the following
surface:
(s1) 2 p(u,v) = (u, 0,00 + B(v))
for any smooth functions .
(2) Case 2: Assume that & # 0 and & = 0. Equation becomes

e+ B2) +al(-3 8 + 18") +28" =0, (19)
Since & = 0, from we have:
a(u) = au+b with aeR*, beR (20)
(af+2)/811 _ %aflﬂl'

(a) If B = 0, then 8 = 3, is a constant with a(u) = au+b, a € R* satisfy
as . Thus we have the plan:
(s2) : gp(u,v)z(u,v,au+5), aeR* beR
(b) Now assume 3’ # 0. An easy integration of the second equation in

gives
s = [ VETafld,

where ¢ € R*, v, is a real number such that v and v, belong to interval
on which (2+af > 0) or (2+ af < 0). So we get the solution

(s3): @(u,v)z(u,v,au—l-b—&-é/ \/|2—|—af|dv>, a,c e R*, beR.

(3) Case 3: Assume that & # 0 and & # 0. Then equation can be written
as anywhere where & # 0. By differentiating the equation with
respect to u and v, we get:

d ¢ , P /ot 2V
= (§) iy i gor s+ gey =0 (21)
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(a) Case 3-1: (¢ + 8"*f)’ = 0. Since & # 0, the equation gives
(—=38'f' + fB") = 0. So we get

e+p%f =
L 20 22

where cq,co € R. Then the equation becomes

(a) 1+ dep = —2". (23)
«

Since the left member depends only on u and the right member depends
only on v, then there exist a constant c3 and we have:

Ly vae = 507 (24)
($)er+aey = cs,

where c3,¢4 € R. If ¢c3 = 0, then 8 = 0 and ' = ¢4. From , one
gets e + c2f = c¢;. Then ¢2f' = 0 and ¢4 = 0 by the hypothesis on f.
So B = 0 implies ¢, = 0 and ¢; = . Using this with we get @ =0
(contradiction with the hypothesis). So c3 # 0. And then 8’ # 0 and
B" = —3c3 # 0. Then (22) becomes

f = (_%2;;_"6_&1)2 (25)
—Lpp + 8 = ca.

So we get f/ = (Cs(c%_s) Thus gives —(¢1=2)__ — ¢, and then

—Lcsvteq)? (—3cavtca)?
we must have ¢co = 0 and ¢; = ¢. Then we get f = 0 (a contradiction).

So the sub-case (¢ + 8%f) = 0 is not possible.
(b) Case 3-2: (¢ + 8" f) # 0. The equation (21)) becomes
L) (318 20)
g (e+825)

Since the left member depends only on v and the right member depends
only on v, its must be constant c. So we get % (&) =ciand (—38'f'+

fB") = —c(e+B"f)". Then, there exist constants ¢1, ¢y € R such that

=ca+c¢; and (féﬁlf/ + f8") = —c(e + Bf) + ca. (27)

If we put the equations in , we get
cile + B%f) 4+ acy + 28" =0.
If we differentiate with respect to u, we obtain &y = 0 i.e., co = 0. So
we get:
ci(e + B2 f) + 26"
—c(e + B”f)

[e3%

Q-] 2

0
—3B'f + f8" (28)

ci+ ¢
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And now we have two possibilities: ¢; =0 or ¢; # 0.
e Case 3-2-1: ¢; = 0. We have ¢ # 0 otherwise & = 0. The first

equation in gives " =0, so B/ = B, € R. And we get
1
e+ B2f) = 3185, (29)

If By = 0, then by using we get ce = 0, which is impossible.
v

Therefore B; # 0. An easy integration of gives f(v) =
& — i gives

K e2eBov _ ﬁ and 8 = Byv + By. The equation
o = —% log |cu + ¢1], ¢ € R* and ¢; € R. Then we get solution
of the form
( ) SD(U,’U> = (u’U’—%IOg|CU+Cll +/86’U+50)
S LR
V) = K> — g0y

where K, ¢, B; € R* and ¢y, B, € R.
Case 3-2-2: ¢; # 0. The first and the second equations in

give:

{ (f=2)8" = 38
B%f = —(28" +ecr).

If # = 0 then 8/ = 0 and e¢; = 0, which is impossible since
c1 # 0. Therefore we have 8’ # 0. So we get
72/3”—}-2501

(30)

B 1
pT 2j—Zz=

The second equation of gives

2c . N
B = +c, ’f—c—’ with ¢, € RY.

Denoted by pu = sign (f — i—f) and we get:

8% = pe(r-x)
noo_ N nf’ (31)
B8 +c 2 M(f7%>

dT where v,

The first equation of gives: f ==+ fvv ‘f — %f

and v belong to an intervall on which (f— %lc) > 0or (f— i—f) <
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0.
The first equation of gives
j:c*“ifl +ecq
2yrls-%)
f=-
puc? (f - %C)

If we put t = ,u(f— %) then t? = ,u(f - %f), we have f =
ut? + i—f and t satisfy —puc?(t? + z—f)tz + c.t! = ec;. We get the

solution:

(s5): p(u,v) = (u,v,a(u) + 5(v))

where o and g are given by:

(i) a(u) = Ae“* + B and B(v) = +c. fvv V| fldr with f =
pt? (u = 41) where t is solution of differential equation

—pcttt £ et = ecy;

(i) a(u) = [ =iz and B(v) = e [ \/If = Elar,

where K, c,c; € R* ¢, > 0 with f = p(t? + i—f) where ¢ is

solution of —uc (t? 4+ 26)t% £ 1/ = ecy.

We conclude with the following:

Theorem 1. A translation surface S of Type I in (M, g;) where f depends only on

y and not locally a constant, is minimal if and only if there is an interval I (uw € I)

and an interval J (v € J) such that on I x J the surface take one of the following

form
1) ¢(u,v) = (u,v,0 + B(v)) for any smooth functions B where ay € R.
2) p(u,v) = (u,v,au+0b), where a € R*,;b € R.
3) o(u,v) = (u,v,au+b+6fv \/|2—|—af|dr), where a,¢ € R*, b € R.
4) o(u,v) = (u,v,—Llogleu + c1| + Bov + By) where the function f(v)
Ke2Bov — e and Kc, By € R* and ¢y, B, € R.
5) p(u,v) = (u,v,a(u) + B(v)) where a and B are given by

—~

i) a(u) = Ae“" + B, A € R*,B € R and B(v) = *c, [*\/|fldr, with

f = ut®> where t = t(v) is solution of differential equation +c.t' =

puctt +ecy;

(i) a(u) = [* =—— and B(v) = +c, fv lf— 3—10|d7'; K,c,c1 € R,

Ke—c1u_ <
€1

e > 0 with f = p(t? + %f) where t = t(v) is solution of Lc.t’

pcZ(t? + %f)tzecl .
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Example 1. Let (M, g%) be a Walker manifold where the function f(y) = y?. Let
S be a translation surface in M satisfying the condition of the theorem . In 3) of
the above theorem, if we take a = 2,b=0,¢ =1 then the surface S is given by (see

figure (A)):

o(u,v) = (u, v, 2u + % In(v+v1+02)+ %v\/ 1+ v2> . (32)

In 5)i), if we take A=1,B = —3,c. = 1,¢1 = 1 then the surface S is given by (see
figure (B)):

1
p(u,v) = (u,v,e“ + 51)2 - 3) . (33)

3.2. Minimal translation surfaces of Type II. Let us consider a translation
surface S of Type II in (M, g%) parametrized by ¢(u,v) = (a(u) + 8(v),u,v). In
this case we have z = a(u)+8(v), y = u and z = v. For a function g of one variable
u (respectively v) we denote % by ¢ (respectively g—g by ¢'). The tangent plane of
S is spanned by

Pu = a0y + ay and Pov = ﬂ/az + 0, (34)
while the unit normal £ (up to orientation) is given by
1 .
£= x [(—B’ — )0y — a0y + 32} (35)

where A = ||, X ¢, ||. We obtain the coefficients of the first fundamental form of
© as

E=¢ F=d& G=28+1f. (36)
And we have by using @
i %fy ﬂ//
Puu = 0 y Puv = 0 ) Pov = _% Y . (37)
0 0 0
Then the coefficients of the second fundamental form of ¢
_ 1.
L = A (a)7
_ eyl
M= 3 (Qf y)
€1 g .
N o= S(8+5ah): (38)

Consequently, the minimality condition @I) may be expressed as follows:

a(28 + f) — %af +ep’ =0 (39)
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(B) o(u,v) = (u,v,e" + 3v* —3)

FI1GURE 1. Figures of the Example

Taking the derivatives with respect to v, we get
268" +ep" = 0. (40)

We will consider the following cases:

(1) Case 1: Assume that & = 0. Since , we get B’ = By € R and
& = &p € R. And the equation becomes —%dgf +¢eBy = 0. We have
the following two subcases:
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(a) Case 1-1: &g = 0. If &9 = 0 then B = 0. Thus we get a = ag and
B(v) = av + b. We get the plane
(s1):  plu,v) = (a1v + az,u,v); a,as € R.

b) Case 1-2: & # 0. If & # 0 then 8] # 0 and we get f = 2580 We get
0 &
the solution

(s}) : o(u,v) = (a1u+ agv + ag, u,v)
2/ flu) = 2e2u+ aq

where a1,a9 € R*, ag,aq4 € R.
(2) Case 2: Assume that & # 0. We will consider the following two sub-cases.
(a) Case 2-1: 3" = 0. If 3” = 0 then 8 = 3, € R. And the equation in

becomes
a 1 f
a2 <2ﬁ6 +f ) ’
which gives

{a(u) = ¢ \/If+2aldr, a€R

Bv) = av+d

where u* and u belong to an interval on which (f+42a > 0) or (f+2a <
0). We get the solution

(s5) : { plu,v) = (Ef:f \/de+av+d7u,v)

ceR* a,deR
(b) Case 2-2: 3" # 0. If 8" # 0 then there exist ¢ € R* such that

200 = c
% = —CE.
Thus we have

{Qéy = cu+ cp

8" = —cef 4
where c¢1,c2 € R. And the equation in becomes

5(251 +f)— %(CU +c1)f 4+ e(—ecB +¢3) =0,

that is

c 1
§f = 1(cu+c1)f + eco.
And then we have the solution

1 1
(54) o(u,v) = (ZCUQ + §Clu +c¢1 + %U + K1€_ECU7U70)
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with f(u) = Ko(cu+c1)? + QCTQE, where ¢1,¢1,c2,00 € Rand K1, K5 €
R*.
We have the following result:

Theorem 2. A translation surface S of Type II in (M, g}) where f depends only
on y and not locally a constant, is minimal if and only if there is an interval I
(uw € I) and an interval J (v € J) such that on I x J the surface take one of the
following form
(1) o(u,v) = (a1v + ag,u,v); ag,az € R.
(2) p(u,v) = (a1u + agv + az,u,v); ai,az € R* az,ay € R with f(u) =
QE%U +ay.

(3) e(u,v) = (Ef; VI + 2aldr + av +d,u,v); a,d € R.
(4) p(u,v) = <icu2+%01u+51+%v+f{16_“”7U, v); c1,C1,¢2,62 €ER, ¢, K1, Ko €
R* with f(u) = Ky(cu+ c1)? + 2222,
(

(&

Example 2. Let (M, g5) be a Walker manifold where the function f(y) = 29%. Let
S be a translation surface in M satisfying the condition of the theorem @ In 3) of
the above theorem[3, if we take a = 1,é = 1,d = 0 then the surface S is given by
(see figure 2a):

et = (5

1
In(u+ vV1+u2)+ —u 1+u2+v,u,v>. 41
5 In( ) (4)

V2

15—
10—
-
4
—
-
8
5

FIGURE 2. ¢(u,v) =
Figure of the Exampl
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4. CONCLUSION

In this paper we have defined two types of translation surfaces using two kind of
isometries in a strict Walker manifold (M, g%). First we have studied and classified
the minimality of the translation surface of type I and we draw some examples of
these family of surfaces. Secondely, we considered the family of translation surfaces
of type II and we studied their minimality. We classify these surfaces and draw
some example.
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ABSTRACT. In this paper, singularly perturbed pseudo-parabolic initial-boundary
value problems with time-delay parameter are considered by numerically. Ini-
tially, the asymptotic properties of the analytical solution are investigated.
Then, a discretization with exponential coefficient is suggested on a uniform
mesh. The error approximations and uniform convergence of the presented
method are estimated in the discrete energy norm. Finally, some numerical
experiments are given to clarify the theory.

1. INTRODUCTION

Singularly perturbed problems are defined by a small parameter ¢ multiplying
the highest order derivative term in the differential equation. The solutions of
them typically include the boundary or interior layers depending on the situation
of the problem. Because of the existence of the layers, the solution shows a mul-
tiscale character, i.e., the solution behaves stable and slowly away from the layer
region while it behaves unstable and rapidly in the layer region. Therefore, the con-
ventional numerical approaches do not produce the reliable results and e-uniform
computational techniques are required [19,/24,/35,|37,43L145L|47L[51] (see, also the ref-
erences therein). To examine singular perturbation problems and their applications
more comprehensively, one may refer in [19}24}35}37},43,45,47,51].

Intercalarily, many mathematical models of real life situations in science are ex-
plained with the singularly perturbed delay differential equations (SPDDEs). Their
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applications can be found in processes for metal plates, spread of HIV and bacte-
rial infections, control theory, population dynamics, neurobiology, thermo elastic-
ity, hydrodynamics of liquid helium, mechanic systems, laser optics and financial
mathematics (see, also the references therein). In the liter-
ature, SPDDEs have been investigated widely by many authors and different nu-
merical methods have been introduced. These include: Reproducing kernel method
, initial value technique , numerical integration method , Nu-
merov method , the method of hybrid difference schemes , discontinuous
Galerkin method , collocation methods , Ritz—Galerkin method ,
hp—finite element method |46 . fitted mesh technique |3 , domain decomposi-
tion approach [56], cubic spline methods [36], finite dlfference methods ll@l.

and so on ......

In this paper, we consider the singularly perturbed linear initial-boundary value

pseudo-parapolic problem with time-delay on the domain D = Q x [0,T]; Q =
[0,{], @=(0,1), D=Q x (0,7T):

Lu=1, [au] + Lou+c(t)u(z,t —r)= f(z,t), (z,t)€D, (1)

ot
u(z,t) = (x,t), (z,t)€Qx[-r0], (2)
u(0,t) =u(l,t) =0, t € (0,7T], (3)
where
ou &3u ou
L [61&] = o Te@ g
Lo [u(z,t)] = 22 5 +b(z,t)u(z,t),

and 0 < € < 1 is the perturbation parameter; the functions a, b, ¢, f and ¢ are
sufficiently smooth, r > 0 is delay parameter and a(z) > « > 0. The problem —
have been studied on Boglaev-type adaptive mesh by conducting linear basis
functions and energy inequalities in . Also, G. Amiraliyev and Y. Mamedov [4]
have proposed an exponentially difference scheme for solving the problem 1}
without delay parameter.

Pseudo-parabolic or Sobolev type problems have had an important role in the
literature. For scientific background and existence-uniqueness results of pseudo-
parabolic problems without singular perturbation and the delay parameter, one
may refer in . I. Amirali et. al have constructed two-level difference
scheme for semilinear pseudo-parabolic initial-boundary value problems with de-
lay parameter (Please, see also a series of the papers ) C. Zhang and Z.
Tan have used linearized compact finite difference methods for solving non-
linear delay Sobolev partial differential equations. On the other hand, latterly,
various numerical schemes have been proposed for parabolic type problems with
singular perturbation case. L. Govindarao and J. Mohapatra have suggested a
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numerical scheme comprised of implicit-trapezoidal scheme on temporal direction
and hybrid type scheme on spatial direction for solving singularly perturbed delay
parabolic initial-boundary value problems. In the paper [6], a fully discrete scheme
has been generated on Shishkin mesh to solve singularly perturbed Sobolev initial-
boundary value problem with initial jump. S. Kumar and M. Kumar [40] have
discretized singularly perturbed nonlinear delay parabolic type partial differential
equations on a generalized Shishkin mesh by using quasilinearization techniques.
M. M. Woldaregay et. al |61] have developed a numerical approach by using Crank-
Nicolson technique for temporal discretization and exponentially fitted difference
scheme for spatial discretization to analyse parabolic convection-diffusion problems
with layer behavior. N. A. Mbroh et. al [41] have designed a numerical discretiza-
tion using fitted operator finite difference method on spatially direction and Crank
Nicolson finite difference approach on time direction. S. Yadav and P. Rai [62]
have constructed a higher-order difference method consisting of hybrid scheme on
Shishkin mesh and implicit Euler method on a uniform mesh to examine singularly
perturbed delay parabolic turning point problems of convection-diffusion type. Au-
thors in |10f12] have provided the standard finite difference scheme on piecewise uni-
form fitted mesh to analyze singularly perturbed delay parabolic initial-boundary
value problems. L Govindarao et. al |[31] have established a fourth-order numerical
scheme on Shishkin-type mesh by using Richardson extrapolation to examine sin-
gularly perturbed delay parabolic reaction-diffusion problems. A. B. Chiyaneh and
H. Duru [17,{18] have formulated difference schemes to resolve singularly perturbed
Sobolev initial-boundary value problems with time-delay parameter. S. Elango
et. al |23] have provided finite difference scheme on the rectangular piecewise uni-
form mesh by using trapezoidal rule for solving singularly perturbed partial delay
differential equations with integral boundary condition. F. W. Gelu and G. F.
Duressa |26] have suggested B-spline collocation technique on Shishkin mesh to ob-
tain a numerical approximation of singularly perturbed delay parabolic problems of
reaction-diffusion type. In |21], singularly perturbed Sobolev type initial-boundary
value problems with Robin boundary condition have been discretized on a uniform
mesh.

Our focus in this study is to present a robust and stable finite difference scheme
on a uniform mesh for solving problem —. With in this mind, we use the
interpolating quadrature rules and exponential basis functions (see |4]).

The rest of this paper is as follows: In Section 2, some priori estimates for
the continuous problem are given. The finite difference scheme is constructed on a
uniform mesh in Section 3. Section 4 presents the stability and convergence analysis
of the proposed scheme in the discrete energy norm. Two numerical examples are
solved and the computed results are tabulated in Section 5. Lastly, the paper ends
with a brief conclusion.
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2. A PRrIor1 BOUNDS

In this section, we give the asymptotic behavior of the analytical solution and
its derivatives.

Lemma 1. The solution u(x,t) of the problem (1)-(3) satisfies that

2
4 o) < {HW 0

2
+ Iw(w,O)Iﬂ e

“ 0w ?
, ¢
+ [ e lo sl tas+ [ 17 as
0
0
where ||.|| = |||, 0,1, C is a generic positive constant and c* = tgﬁ)%] le(t)] -
Proof. The proof of the lemma can be found in the paper [32]. O
Lemma 2. Under the assumptions a € C%[0,1], b € C? (D), fed (D) and
a(0) = b(0,8)| < Ce, a(l) = b(l,1)| < Ce, (4)

asymptotic expansion of the solution of the problem -(@ can be written in the
form

U (1'7 t) = Uo (I7 t) + 190 (ga t) + wo (7]’ t)
+\£ [ul (CL’, t) + 191 (5, t) +wq (777 t)] + R (CL’, t) ’ (5)
where the functions ug (x,t), uy (z,t), 9o (&,t), wo (n,t), 91 (1), w1 (n,t) are the
solutions of the following problems:

{ CL(.’E)% + b(ffat)uo + C(t)uo ($,t - T) = f(x’t)v
ug(z,t —r) =p(x), —r <t <0;

a (@) 28 4 b (2, t)ur + c(thur (,t — 1) = —/E | Sty + P ||
up (x,t) =0,—r <t <0

< Gt +a(0) G — %8+ a(0)o + (1) (2.t — 1) = 0,
Po(&,t) =0, —r <t <0

90(0,1) = —uq (0,1); Vo(z,t) =0,

—e 20 +a(0) 20 — 25 + a(0)9: + () (z,t —7)
=—£25(0,)0 — £a’(0) %02,

01 (&,t) =0, —r<t<0;

ﬁl(ovt) = U (Ovt); ﬁl(%vt) =0,

—5355?702 a(l) agzo — 56;77’;0 + a(l)wo + c(t)wo (z,t — 1) =0,

wo(n,t) =0, —r<t<0;
wo(ﬁ,t) = 07’11)0(07t) = —Ug (l,t),
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—agfé‘;g +a(l)%e — 5632:7‘;1 + a(l)wy + e(t)wy (z,t — 1)
2

=—n2(1,t)wo — na’ (1) 2552,

wl(nat)zoa _TStS(L

wl(ﬁ,t) = 0; wl(O,t) = —Uuj (l,t) 5

x l—x

where £ = NG and n = N Additionally, the remainder term of the asymptotic

expansion can be estimated as

8k+s R*
Otkdzxs
Proof. The proof can be shown by using a similar approach of . O

Lemma 3. Under the conditions of Lemma @, using

et <Ce? k s=0,1,2.

ak+57‘90 —s/2 _—xz+/a(0
T
and
Wo

< Cafs/Qef(lfm)\/a(l)/s’

Otkdxs

we have the following bound:

‘ k+sy, s {1 P [e_x\/m + e—(z_@\/W} } , (6)

’ akJrs

Otkoxs | —

(z,t)e D, k=0, 1, 2, s=0, 1, 2.
Proof. The proof of the lemma is similar to those of . ]

3. SPATIAL AND TEMPORAL DISCRETIZATION

In this section, we propose the discretization for the problem —. Let wp,r =

wh X w, denote the mesh on D:
wp ={x; =th, i=1,2,..,N—1, h=I[/N}
wr={t;=47,57=12,. ., M;Tr=T/M}
and
wp =wpU{xg =02y =1}, &, =w, U{t =0}.

For any mesh function v(z) described on @y, we use the difference formulas in :

o Uy — Ui

v = v(x;), vz = —
oo oo Vil TV Vi1 = 205 Uiy
xr,n Tx, i — .

h ’ h?

Also, for a function w = w! = w(x;,t;) defined on @w,, we need (see \\
j i—1
w! — w!

i i

T
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Now, we begin to establish the difference scheme according to the space variable.
To formulate the difference method, the following integral identity is used:

Bl /w+L {gﬂ () dath™ / T Ll e, (2) do

i—1 i—1
Ti41 Ti41
w7 [ Ce@ulnt-np@den [ fee@de @
Ti—1 Tj—1
where the exponential basis function
1 _ sinh~y,_¢ s(z—xi—1)
o (2) = %a T € w1, mi)
. — (2) _ sinhy, o 5(zig1—)
¢; (v) 0, (x) = —sin£07i+0,5h ,
0, x¢ (i_1,%41).

Also v; = v/a;/e (i = 1,2,..,N — 1), and a(2,105) = a (z; £ 2). The functions
<pz(-1)(x) and @EQ) (z) are the solutions of the following problems, respectively:

T €[z, Tiq1],

{ —6@1(-1) (z) + ai—o.5pW (£) =0, z;_1 <z <uay,
90(1) (iL’ —1) = 07 Qo(l) (xz) 13

—s<p§2) () 4 airos50? (x) =0, 2; < T < Tiy1,
¢ (@) =1, ¢ (2i41) =0,

For the first term of the equality @, applying interpolating quadrature rules in [4]

and some processes in [17], it is found that

[T ou Tit1 A3u ou
h 1/ Ly [815} ; () de =h~ / {—EM—i—a(I)at}%(m)dm

i—1

T 83 o
:h_l { u + ai—0.5 u}‘Pgl)( )dl‘

H\_/

21 <0220t ot
1 Tit1 B 83u ou @)
h /x Ea zgp TG0y p o0 (T)da
-~ Tq a i+1 a
+ht - [a(x) — a;—o.5) o <pl x)dx+h~ / — i40.5) althp?)( x) dx.
Then, we get
”1 Ju ou .
W |G e @i (0]5] ) can(5) <m0 ®
where .
A= 3 (ai—0.5 + aiyos),

du ()

L =7 [ o)~ aias) G (@) deen [ o) — aisos) Gl (o) do

i—
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0
+ [(04;05 — A) 9(11) + (ai+0,5 — A) 9§2)} <u>

ot
and
90 = (90)1‘ =1+ 6_1ai_0,5/ (.23 - Z‘i)gol(»l) (.23) dx
Ti—1
P/ @i—0.5
—F . (p=h/VE),
sinh (p\/m)
o 1 Jai_0s
051) —pt (pgl) (x) dr — tanh P/ @i 0.5’
Ti—1 P/ @Ai—0.5 2
Tiq1 1 ;
Rl B L e e
@ P/@it0.5 2

1
0177; = 983 + efz)’ Al = 5 (a (.’Eifo,f,) +a (xi+0.5)) .
For the second term of the equation , we obtain

1 Ti41 4 Ti41 B @
h Lo [u] p; (x) dx =h 68:102 +b(x,t)u(x,t) |, (x)de

i1 T
=—¢ (90u£)m + BOyu (v,t) + 01 R5 ; (1) (9)
where )
B= 3 [b(xi—0.5,t) + b(xito.5,1)]
and

R, (1) = 07 [h-l [ @) dot (s o), — o (xi,t>)] .

Ti—1

For the third term of the equation , it is found that

h_l/wiﬂc (t)u(z,t —7) @, (x) de =h~'c(t) /Iiﬂu (z,t —71) @, (x)dx

Ti+1
=c(t)u(z;,t—71) h_l/ ©; (x) dz+Rj ; (t)
=bic(t)u(x;t—1) +R§J (t) (10)
where
Tit1
R;’;i (t) = Gl_lh*lc (t) / [u(z,t —r) —u(z;,t — )] @, (x) dz.

The term of the right side of the equation , we can write:

h_l/%+1 [z, t)p; () de =0, F; — 01 Ry ; (1) (11)

i—1
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where i
Ry, (t) = —h oyt / Fl@rt) — F (@0 0)] ¢; () da

1—1
and

1
F(z,t) = 3 [f(®i0.5:t) + f(@ito5,1)]
By combining ,@7 and , we have

—€ (90 [gﬂ ) +A0, <gltt> —¢€ (Bouz), ;+Bbu(xi, t)+01c(t)u (2, t — r)+01 R = 61 F;

Ry =R;,()+ Ry, (t)+ Rj, (t)+ Rj, ().

Then, to obtain the discretization for the time variable, we consider the integral
equality in the form

t ti ou ou
-1 _ _ _ 1 ou ouy N
r /t“wu [ @i t))dt = / {e[eo(at)xLﬁAel(at)i  (Ous),

+B€1u(xi, t) + Qlc(t)u(a:i, t— T) —0.F; + 91R:} dt (12)
Applying the interpolating quadrature rules [4] to first two terms of the equation

, we have

K ou ou
T /tfl [_E <00 <3t)z)m An <3t>z] dt = —¢ (Bouiz), + 01 4uz.

For the third and fourth terms of the equation , it is obtained that

t; .
7'71 / [—6 (90U§;)I + OlBiui] dt = —¢ (Hougj)) + HlBguZ(-U) +e (00R(0)) B + Rgl)

tj—1
where
tj
R(O) — u(g) (xi; t]) — 7'71 / (% (mia 77) d77

tj71

tj
R =¢,B (7'_1/ u(x;, t)dt — ugo)> .
tj—1

For the term involving the delay parameter, rewriting 7 = T/M and rM /T = M,
we have

and

tj o .

67! / c(t)u (z;, t —r)dt zelcjuZ_M" + R’
tj—1

where

RI =0, {Tl /“ [e(t) — ] (it — r) dt

tj71
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t;
+7-_1/ c](u(wi,t—r)—u(xi’tj_T))dt}_
tj—1
For the term of the right side of the equation (1)), we find
t |
7'—1/ 91F(sz,t)dt :91FZ+Rf7

tj—1

where .
Ry :7*1/ 01F (z;,t)dt—60, F).

tj71
Thus, we can suggest the following difference scheme

Eug = (u%ﬂ) + 05 (uz) + 91cju5*Mo + Rg = 91Fij, (13)
where ' . 4
A (ui—l) = —¢ (Oou%i)m + 01 Au?,
123 (uf) =—¢ (90u§;)>m + 91Bfu§a)7

and the remainder term is denoted by
R} =2 (00R©) +0:RY + 6, R,

where
tj
RO = ;1 / Ri(t)dt + RV — R;.
tj—1

By omitting the remainder term Rg in , we can write for the approximate
solution

—e (903/%}0)“. + 61 Ayl —¢ (903/3({’))“, +0Bly” + 01y M =0, F, (14)
y(zitj) =@ (zist;), —Mo<j<0,0<i<N, (15)
v =yh =0. (16)

4. ERROR BOUNDS

Let u? be the solution of the problem — and let yf be the solution of the
problem —. Then, the error function 2] = y] — u] be the solution of the
following discrete problem:

/1 (Zgl) + 0y (Zz) + 0lcjzf_M° = RZ (17)
Z($i7tj):0, 0§Z§N, 7M0§j§0, (18)
2 =2y=0,t€w,, (19)

where
0y (thz) = —¢ (Oozt{i)xi + 91AZ§

)
s
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and ) )
62 (ZZ]) = —£ (002:(50)> ] + 018522(0)

T,i

Lemma 4. Under the conditions 1 + o1 > 0 and A + orB > 0, the following
estimate is satisfied:

J
121 < oy [lor R, -
k=1
where

Lo (R, )
Hel R‘L*_(Ql) Sgp(Qovg@,vf)ﬂ-(alva)

< @) {e (0RO, RO) + (0,RV, RD) + (02 Re Ro) |

Proof. To carry out the error analysis, we use a similar approach in [4/17/32]. First
of all, we consider the following equation for the discrete problem —:

(lz,2) = (R, 2).
From here, we get
€ € eT
(—5 (002tz) i ,Z) =3 (0027z,i> 22,i) = 3 (Bozz,is 22,i); + > (0027z,i, 22,1

and

1 T
(01420,2) = 5 (A4012,2); + (Aelz{,z{) .

Then, to obtain the bound for the term (%) (z;, tj), we take the following equality
into account:

2 =024+ (1—0)2 =0z(wi, tj) + (1 — 0)2(xi, tj_1) (20)
Hence, we acquire as
<_€ (902;%U)> ) Z) = € (9025}7 éi) +eT (90293, Zfif)
2
EOT EoT
+7 (eozia Zi){ + T (90253?7 Zf:i)
and
(91BZ(U),Z) = (9132,2) +T(9132,Z{)
2
+55 (01B2,2); + 7 (02 Bz, 20).
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Furthermore, we can write the following estimates:

‘(chjzg_Mo,z)‘ <y (elz{‘MD,z{‘MO) + ¢

41y
(e (or), 2 <[ (R )

[(0RD.2)| < g 0222 + - (01RO, R)

*

(0127 Z) )

IS
< Elo |(00’Ziv Zi)| + r (HOR(O)7 R(O)> )
Ha

and

[(01Re, 2)| < pa[(01Re, Be)| + 17— (612, 2) .

4#4
Taking pq = plo = fig = iy = % and merging these results, we obtain

1
3 {e(M+o07)(Bo2z,i, 22,5) + (A+07B) (012,2)};

_|_g {5 (I1+o7) (902550,1’7 Zfi,i) + (A+07B) (0125’ Zf)}

+e (00Zz, 2z) + (01BZ,2) + 7 (00Zz, ziz) + 7 (01 BZ, 2p)

< ¢ (91z7_M°,zf_M ) + — (912 z) + %(902;,23—0)

l\D

+§ (00R<0>, R<°>) ¥ (612, 2) (0130 R<1>) S (R, R)  (21)
which concludes the proof of the 1emma. ([l

Lemma 5. Under the conditions of the Lemma (@ and rewriting o = 0.5 in the
relation @, the remainder term R holds the following estimate:

IRl < C (h+17%).
Proof. The proof of the lemma is similar manner as in [4}17]. |
5. NUMERICAL RESULTS

In this section, the numerical method is tested on two examples to validate the
theory. To determine the reliability of the numerical approximation, we take into
consideration the elimination method in [52]. Firstly, the difference equation
can be written explicitly:

—eh 2771 {eo,wl (yg+1 yl+1 —yl +yl~ 1) — o ( Loy vyl yf:ll)}
+771 A6, (yz — yf 1) —eh™2 [90,i+1 (yz(+)1 Zl/z(g) a) + y(a) )}

+91,¢By£g) + 910jy57M0 = 01,4F;. (22)
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Secondly, we adapt the relation according to the following difference equality:
Diyl \ —Elyl +Giyl,,=-H, i=23,.,N—1, j=23,..,M-1.
Here, to express the term yEU) in , we use

Y =oy+(1—0)§=oy(@t;)+(1—0)y(wit;1). (23)
Substituting o = % in the equation l) we obtain

0o 1
D:( = 7€h72 (90,2'7'1 - 072+1> s Gf = 76}17290714_1 (Tl + 2> s

B,
El* = —Eh72007i+1 (7’71 + 1) + 0071‘4_1771 — 91,7; (AiTl + 2Z>

and

o . 0o,
Hf =—0,,F;,+ 91,i07yffM0 + yf:ll (—Eh_2 (0’2+1 + 6‘0’1-7_1))

; 1
+yf;11 <—€h2007¢+1 <2 + T1>)
j—1 B; -2 -1 -1
+y; 91’2‘? —ch (9077;+1 + 7 (1 + 9()’1')) — 90’2‘+1Ai’7' .

Thirdly, the coefficients of the elimination method [52] are indicated as
Gi g, = i+ Dib;
Ef —Dfoy’ "' EF — Dray’

and the output of the computational approach is calculated by

Qip1 =

yz :ai+lyf‘+1 +ﬁi+17 i = 1aaN_1
In numerical calculations, we use the double-mesh approach [19}/24]. The approxi-
mate errors and e-uniform maximum pointwise errors are noted as

N _ e,N €,2N
eg = max yz _yi
Wh XWr
and
eV = maxel .

£
Additionally, the order of convergence and e-uniform rate of convergence are cal-

culated as NN NN
n_ In(el/eZV) N In(e™/e*Y)

be = In2 = In2
Example 1. Consider the following singularly perturbed pseudo-parabolic initial-
boundary value problem:
_ O
Otdx?

ou 0%u
+(x2(1—x)+1)§—e@+(

= e 'sint(x +sin(rx)), (x,t) € (0,1) x (0,T]

3+ tsin(mat))u + (1 +t2)u (v, t — 1)
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subject to the conditions
u(z,t) = ¢ (z,t) = e 'sin(rz), (2,t) € Q x [-7,0],
u(0,t) =u(l,t) =0, t € (0,T],

wherel =1, r =1 and T = 2. The computed results are shown in Table 1.

Example 2. Take into account the second test problem:

aSU T 8U 82’11, t2
oo T (1+ 5(1 - $))a Bl (3 +tcos(mat))u+ (1 + E)u(zc,t —7)

=e 'sint(x — cos(mz)), (x,t) € (0,1) x (0,7

with
u(z,t) = ¢ (z,t) = e 'sin(27x), (z,t) € Q x [-7,0],
u(0,t) =u(1,t) =0, t € (0,7T],
where l =1, r =1 and T = 2. The experimental results are presented in Table 2.

In Tables 1-2, the maximum nodal errors and order of convergence are presented
for the values N = 2", (n = 7,8,...,11) and ¢ = 272¥, (w = 1,2,...,8). It is
concluded that as the value N increases the maximum pointwise errors eV, e2V
are decrease. This implies the reliability of the proposed scheme. Even though the
presented numerical algorithm produce stable results, it can be further improved
in terms of computational timing.

6. Di1scuUssION AND CONCLUSION

In this paper, we have generated a new and efficient numerical scheme to solve
initial-boundary value problems of singularly perturbed delay pseudo-parabolic
equations. Using the energy estimates and difference analogues of integral inequal-
ities, the error bounds and the parameter-uniform convergence of the proposed
scheme have been analyzed. Two test problems have been solved and the experi-
mental results have been reflected in Tables 1-2. From these results, it is observed
that the order of convergence pV is almost 2. In a nutshell, numerical applica-
tions agree with the theory. To improve the outlines of this study, the suggested
approach can be carried out for more sophisticated problems involving higher di-
mensional equations, nonlinear functions, fractional derivatives.

Author Contribution Statements These authors contributed equally to this
work.

Declaration of Competing Interests The authors declare no competing inter-
ests.
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N

TABLE 1. Maximum pointwise errors e, e
convergence p”¥ on wj X wy

2

N and the order of

N

128

256

512

1024

2048

o
2

0.00002343

0.00000586

0.00000146

0.00000037

0.00000009

(9]
S
2

0.00000586

0.00000146

0.00000037

0.00000009

0.00000002

2 Z

1.9997

2.0003

2.0002

2.0002

2.0000

274

0.00009372

0.00002343

0.00000586

0.00000146

0.00000037

o=
=

0.00002343

0.00000586

0.00000146

0.00000037

0.00000009

2 Z

1.9997

2.0003

2.0002

2.0001

2.0001

276

0.00037489

0.00009374

0.00002346

0.00000586

0.00000146

SUEY kS
2

0.00009374

0.00002343

0.00000586

0.00000146

0.00000037

1.9998

2.0003

2.0002

2.0001

2.0001

2 Z

0.00150000

0.00037497

0.00009371

0.00002342

0.00000586

Al =
3

0.00037497

0.00009371

0.00002342

0.00000586

0.00000146

2.0001

2.0004

2.0003

2.0001

2.0000

o3
2

0.00600672

0.00150030

0.00037488

0.00009370

0.00002342

o)
N
=

0.00150030

0.00037488

0.00009370

0.00002342

0.00000585

3

2.0013

2.0007

2.0003

2.0001

2.0001

o
2

0.02413597

0.00600810

0.00149997

0.00037481

0.00009369

(9]
I
2

0.00600810

0.00149997

0.00037481

0.00009369

0.00002342

2 Z

2.0062

2.0019

2.0006

2.0002

2.0001

2714

0.09832477

0.02414373

0.00600685

0.00149968

0.00037477

VRS kS
2

0.02414320

0.00600685

0.00149968

0.00037477

0.00009368

2 Z

2.0259

2.0069

2.0019

2.0005

2.0001

2—16

0.42375898

0.09838510

0.02413962

0.00600574

0.00149951

A=
=

0.09838312

0.02413933

0.00600574

0.00149951

0.00037474

=

i

2.1067

2.0270

2.0069

2.0018

2.0005

(1]

2]

(3]
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N

TABLE 2. Maximum pointwise errors e, e
convergence p"¥ on wj X wy

2

N and the order of

583

N

128

256

512

1024

2048

o
2

0.00002862

0.00000715

0.00000179

0.00000045

0.00000011

(9]
S
2

0.00000715

0.00000179

0.00000045

0.00000011

0.00000003

2 Z

2.0013

2.0008

2.0004

2.0002

2.0001

274

0.00011449

0.00002860

0.00000714

0.00000179

0.00000045

o=
=

0.00002859

0.00000714

0.00000179

0.00000045

0.00000011
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