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On discrete orthogonal U -Bernoulli Korobov-type polynomials

Dedicated to Professor Paolo Emilio Ricci, on occasion of his 80th birthday, with respect and friendship.

WILLIAM RAMÍREZ, URIELES ALEJANDRO, AND CLEMENTE CESARANO*

ABSTRACT. The primary objective of this paper is to introduce and examine the new class of discrete orthogonal
polynomials called U–Bernoulli Korobov-type polynomials. Furthermore, we derive essential recurrence relations and
explicit representations for this polynomial class. Most of the results are proven through the utilization of generating
function methods. Lastly, we place particular emphasis on investigating the orthogonality relation associated with
these polynomials.

Keywords: Bernoulli polynomials, U–Bernoulli Korobov, discrete orthogonal polynomials.

2020 Mathematics Subject Classification: 11B68, 11B83, 11B39, 05A19.

1. INTRODUCTION

The study of discrete Appell polynomials is significant in mathematics due to their spe-
cial properties and wide range of applications. Analogous to continuous Appell polynomials,
they feature a discrete shift operator as their primary differential operator. Moreover, they
are closely related to orthogonal polynomials, such as Hermite and Chebyshev polynomials,
which are vital in areas like approximation theory and quantum mechanics. Together, these
polynomials contribute to the development of special functions that are applied across diverse
fields, including mathematics, physics, engineering, and statistics (see, [7, 10, 17]).

In this context, let f : Z → R be any function of the natural numbers, and consider the
discrete operator ∆f(x) = f(x + 1) − f(x). This operator plays a crucial role in the defini-
tion and analysis of discrete Appell polynomials, further highlighting their importance in both
theoretical and applied mathematics.

A discrete Appell sequence {pn(x)}∞n=0 is a sequence of polynomials such that (see, [6]):

∆pk(x) = pk(x+ 1)− pk(x) = kpk−1(x), k ≥ 1.

It is known that a Taylor series expansion can define Appell sequences (see, [1]):

(1.1) A(z)exz =

∞∑
n=0

Pn(x)
zn

n!
,

where A(z) is a function analytic at z = 0 with A(0) ̸= 0; similarly, discrete Appell sequences
can be defined by a Taylor generating expansion

Received: 19.06.2024; Accepted: 12.10.2024; Published Online: 16.12.2024
*Corresponding author: Clemente Cesarano; c.cesarano@uninettunouniversity.net
DOI: 10.33205/cma.1502670
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2 William Ramírez, Urieles Alejandro and Clemente Cesarano

(1.2) A(z)(1 + z)x =

∞∑
n=0

pn(x)
zn

n!
,

where A(z) is a function analytic at z = 0 with A(0) ̸= 0.
There is a substantial body of mathematical literature devoted to studying the families of

Appell sequences. Typical examples include the trivial case
{
xk
}∞
k=0

, whose generating func-
tion is given by (1.1) with A(z) = 1, and the Bernoulli polynomials, which were used by Euler
in 1740 to sum

∑∞
n=1 1/n

2k. Their generating function is (1.1) with A(z) = z
ez−1 .

In the case of discrete Appell sequences, the trivial case, obtained from (1.2) with A(t) = 1,
is the family

{
xk
}∞
k=0

, where

xk = x(x− 1) · · · (x− k + 1) =

k−1∏
j=0

(x− j)

is the falling factorial (various notations have been used for these polynomials; here we fol-
low [11] and [8, p. 47]). The discrete counterpart to the Bernoulli polynomials is the so-called
Bernoulli polynomials of the second kind (see [3]), denoted by bk(x), which were indepen-
dently introduced by Jordan [9] and Rey Pastor [16] in 1929. These polynomials, also known
as Rey Pastor polynomials (see, [2]), are now defined by a generating function as in (1.1) via

z

log(1 + z)
(1 + z)x =

∞∑
k=0

bk(x)
zk

k!
.

We consider the discrete orthonormal polynomials {p(x)}n≥0 corresponding to a positive mea-
sure with respect to a discrete weight ω(k) and satisfies the conditions

(1.3)
∞∑
k=0

pn(k)pm(k)ω(k) = δm,n,

where δm,n is the Kronecker delta (cf., [14, pp. 586]).
The moments µn of the discrete weight ω(k) in (1.3) are given by

µn =

∞∑
k=0

knω(k), n ≥ 0.

In the special case when the discrete weight has the special form

ω(k) = c(k)zk, z > 0,

which is the case for the Charlier polynomialsCn(k; z) and the Meixner polynomialsMn(k;α; z)
(see, [5, 13]), then

µn(z) = µn =

∞∑
k=0

knc(k)zk.

Considering the aforementioned context, the main objective of this work is to define and study
the discrete U -Bernoulli Korobov-type polynomial. We study the algebraic and differential
properties associated with this particular family of polynomials. Furthermore, we introduce
an orthogonality relation that satisfies these polynomials.
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2. NOTATION AND BACKGROUND

Throughout this paper, let N,N0,Z,R, and C denote, respectively, the set of all natural num-
bers, the set of all non-negative integers, the set of all integers, the set of all real numbers, and
the set of all complex numbers.

The Korobov polynomialsKn(x;λ) of the first kind are given by the generating function (cf.,
[12])

λz

(1 + z)λ − 1
(1 + z)x =

∞∑
n=0

Kn(x;λ)
zn

n!
.

When x = 0, Kn(λ) = Kn(0, λ) are called the Korobov number.
In [4], L. Carlitz considered the degenerate Bernoulli polynomials which are given by the

generating function to be

(2.4)
z

(1 + λz)
1
λ − 1

(1 + λz)
x
λ =

∞∑
n=0

Bn(x;λ)
zn

n!
.

From (2.4), we have limλ→0 Bn(x;λ) = Bn(x), (n ≥ 0).
Additionally, for n ∈ N0, we defined the new family U–Bernoulli polynomials Mn(x) of de-

gree n in the variable x by the power series expansion at 0 of the following generating function
(see, [15]):

f(x; z) =
z

e−z − 1
e−xz =

∞∑
n=0

Mn(x)
zn

n!
, |z| < 2π.

We have for the first few U–Bernoulli polynomials Mn(x), that

M0(x) = −1, M3(x) = x3 − 3

2
x2 +

1

2
x,

M1(x) = x− 1

2
, M4(x) = −x4 + 2x3 − x2 +

1

30
,

M2(x) = −x2 + x− 1

6
, M5(x) = x5 − 5

2
x4 +

5

3
x3 − 1

6
x.

When x = 0 in (2), the U -Bernoulli numbers are defined by the generating function

f(z) =
z

e−z − 1
=

∞∑
n=0

Mn
zn

n!
, |z| < 2π.

Some of these numbers are

M0 = −1; M1 = −1

2
; M2 = −1

6
; M3 = 0; M4 =

1

30
; M5 = 0.

3. U–BERNOULLI KOROBOV-TYPE DISCRETE POLYNOMIALS

In this section, we introduce the U -Bernoulli Korobov-type discrete polynomials and derive
several key results for these polynomials.

Definition 3.1. The new family of U–Bernoulli Korobov-type discrete polynomials Pn(x) of degree n
in x ∈ N are defined by the generating function

(3.5)
(

z

e−z − 1

)
(1 + z)x =

∞∑
n=0

Pn(x)
zn

n!
, |z| < 2π.
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The first six U–Bernoulli Korobov-type discrete polynomials Pn(x), are

P0(x) = −1, P3(x) = −x3 + 3

2
x2 − x,

P1(x) = −x− 1

2
, P4(x) = −x4 + 4x3 − 4x2 + 3x+

1

30
,

P2(x) = −x2 − 1

6
, P5(x) = −x5 + 15

2
x4 − 65

3
x3 +

55

2
x2 − 33

6
x.

For x = 0 in (3.5) the U–Bernoulli Korobov-type discrete numbers Pn(0) are defined by the
generating function

(3.6)
z

e−z − 1
=

∞∑
n=0

Pn
zn

n!
, |z| < 2π.

Some of these numbers are

P0 = −1; P1 = −1

2
; P2 = −1

6
; P3 = 0; P4 =

1

30
; P5 = 0.

A consequence of (3.5) and (3.6) is the following proposition, which highlights several proper-
ties satisfied by this family of polynomials.

Proposition 3.1. The U -Bernoulli Korobov-type discrete polynomials in the variable x, they satisfy the
following relations

Pn(x+ y) =

n∑
k=0

(
n

k

)
(y)kPn−k(x),(i)

Pn(x) =

n−1∑
k=0

n

(
n− 1

k

)
(x)k +

n∑
k=0

(
n

k

)
Pk(x),(ii)

n∑
k=0

(
n

k

)
Pk(x+ y)Pn−k =

n∑
k=0

(
n

k

)
Pn−k(x)Pk(y),(iii)

Pn(x) = Pn +

n−1∑
k=0

n

(k + 1)

(
n− 1

k

)
(x)k+1Pn−1−k,(iv)

Pn(x) =

∞∑
k=0

(
x

k

)
n!

(n− k)!
Pn−k,(v)

Pn(x) = Pn(x+ 1)− nPn−1(x).(vi)

Proof. (see (iii)). Let’s consider the following expressions(
z

e−z − 1

)
(1 + z)x =

∞∑
n=0

Pn(x)
zn

n!
(3.7)

and (
z

e−z − 1

)
(1 + z)y =

∞∑
n=0

Pn(y)
zn

n!
.(3.8)
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Of (3.7) and (3.8), we have[
z

e−z − 1

]2
(1 + z)x+y =

( ∞∑
n=0

Pn(x)
zn

n!

)( ∞∑
n=0

Pn(y)
zn

n!

)
( ∞∑

n=0

Pn
zn

n!

)( ∞∑
n=0

Pn(x+ y)
zn

n!

)
=

( ∞∑
n=0

Pn(x)
zn

n!

)( ∞∑
n=0

Pn(y)
zn

n!

)
∞∑

n=0

n∑
k=0

(
n

k

)
Pn−kPk(x+ y)

zn

n!
=

∞∑
n=0

n∑
k=0

(
n

k

)
Pn−k(x)Pk(y)

zn

n!

n∑
k=0

(
n

k

)
Pn−kPk(x+ y) =

n∑
k=0

(
n

k

)
Pn−k(x)Pk(y).

Therefore,
n∑

k=0

(
n

k

)
[Pk(x+ y)Pn−k − Pn−k(x)Pk(y)] = 0.

□

Theorem 3.1 (Differential expressions). For n ∈ N, let {Pn(x)}n≥0 be the sequences ofU–Bernoulli
Korobov-type discrete polynomials in the variable x ∈ N, they satisfy the following relations

(1)

(n− 1)Pn(x)− nψ(x; z)
∂

∂x
Pn−1(x) = 0,

where

ψ(x; z) =

[
x

(z + 1) log(z + 1)
+

e−z

(e−z − 1) log(z + 1)

]
,

(2)
∂Pn(x)

∂x
=

n−1∑
k=0

n

(
n− 1

k

)
(−1)k

k!

k + 1
Pn−k−1(x).

Proof. For the proof of (1). Consider the following equations

L(x; z) =

∞∑
n=0

Pn(x)
zn

n!
,(3.9)

L(x; z) =
z

e−z − 1
(1 + z)x.(3.10)

Partially differentiating with respect to z in (3.9) and (3.10) , the result is

∂L(x; z)

∂z
=

∞∑
n=0

Pn(x)
nzn−1

n!

and
∂L(x; z)

∂z
=

(1 + z)x

e−z − 1
+

[
z(1 + z)x

e−z − 1

]
x

1 + z
+

[
z(1 + z)x

e−z − 1

]
e−z

e−z − 1
.(3.11)

Partially differentiating with respect to x in (3.10) , we have

∂L(x; z)

∂x
=

z log(z + 1)(1 + z)x

e−z − 1
.
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Of (3.11), we have

0 =
∂L(x; z)

∂z
− (1 + z)x

e−z − 1
−
[
z log(z + 1)(1 + z)x

e−z − 1

]
x

(1 + z) log(z + 1)

−
[
z log(z + 1)(1 + z)x

e−z − 1

]
e−z

(e−z − 1) log(z + 1)

0 =
z∂L(x; z)

∂z
−
[

zx

(1 + z) log(z + 1)
+

ze−z

(e−z − 1) log(z + 1)

]
∂L(x; z)

∂x
− z(1 + z)x

e−z − 1

0 =

∞∑
n=0

Pn(x)
nzn

n!
−

∞∑
n=0

[
x

(1 + z) log(z + 1)
+

e−z

(e−z − 1) log(z + 1)

]
∂

∂x
Pn−1(x)

nzn

n!

−
∞∑

n=0

Pn(x)
zn

n!

0 = (n− 1)Pn(x)−
[

x

(1 + z) log(z + 1)
+

e−z

(e−z − 1) log(z + 1)

]
n
∂

∂x
Pn−1(x).

This completes the proof of (1).
For the proof of (2). Partially differentiating with respect to x in (3.1), we have(

z

e−z − 1

)
∂

∂x
[(1 + z)x] =

∞∑
n=0

∂

∂x
Pn(x)

zn

n!( ∞∑
n=0

Pn(x)
zn

n!

)( ∞∑
n=0

(−1)n

n+ 1
zn+1

)
=

∞∑
n=0

∂

∂x
Pn(x)

zn

n!

∞∑
n=0

n−1∑
k=0

Pn−1−k(x)(−1)k
(
n− 1

k

)
k!

(k + 1)
n
zn

n!
=

∞∑
n=0

∂

∂x
Pn(x)

zn

n!
.

Comparing the coefficients of
zn

n!
in both sides of the equation, the result is

∂

∂x
Pn(x) =

n−1∑
k=0

n

(
n− 1

k

)
(−1)k

k!

k + 1
Pn−k−1(x).

□

4. ORTHOGONALITY RELATION OF THE U -BERNOULLI KOROBOV-TYPE DISCRETE
POLYNOMIALS

In this section, we will present a comprehensive demonstration of the orthogonality rela-
tionship associated with the U -Bernoulli Korobov-type discrete polynomials.

Theorem 4.2. The U–Bernoulli Korobov-type discrete polynomials Pn(x), fulfill the following orthog-
onality relation

∞∫
0

Pm(x) Pn(x) dµ(x) = (−1)n−1m!n δm,n,

where

dµ(x) = ω(x, λ1, σ1)dx =
(1− eλ1)(1− eσ1) e

x!
dx,

with x ∈ N , z, v ∈ C, and λ1 ∈ Re(z), σ1 ∈ Re(v).
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Proof. Let’s consider the following equality

L(x, z) =

(
z

e−z − 1

)
(1 + z)x =

∞∑
n=0

Pn(x)
zn

n!
, |z| < 2π.

Then

L(x, z) =

(
z

e−z − 1

)
(1 + z)x(4.12)

=

∞∑
n=0

n∑
k=0

(
x

k

)
Pn−k

(n− k)!
zn

L(x, z) =

∞∑
n=0

Ln(x)z
n,(4.13)

where we get

Ln(x) =

n∑
k=0

(
x

n

)
Pn−k

(n− k)!

Ln(x) =

n∑
k=0

1

k!
(x(x− 1)(x− 2) · · · (x− k + 1))

Pn−k

(n− k)!
.(4.14)

Note that (4.14) is a polynomial of degree n and Ln(x), which coincides with the so-called
U–Bernoulli Korobov-type discrete polynomial.

On the other hand, let

L(x, v) = f(v)g(x, v)

=

(
v

e−v − 1

)
(1 + v)x(4.15)

=

∞∑
m=0

m∑
k=0

(
x

m

)
Pm−k

(m− k)!
vm

L(x, v) =

∞∑
m=0

Lm(x) vm,(4.16)

where it is obtained

Lm(x) =

m∑
k=0

(
x

m

)
Pm−k

(m− k)!
.

Considering the product of (4.12) and (4.15), we obtain

L(x, z)L(x, v) =

(
z

e−z − 1

)
(1 + z)x

(
v

e−v − 1

)
(1 + v)x

=

[
zvez+v

(1− ez)(1− ev)

]
[(1 + z)x(1 + v)x]

then,

L(x, z)L(x, v) =

[
zvez+v

(1− ez)(1− ev)

]
[(1 + z)(1 + v)]

x
.
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For any k = x, we have

(−1)kL(x, z)L(x, v) =

[
zvez+v

(1− ez)(1− ev)

]
[(−1)(1 + z)(1 + v)]

k
.

Then,
∞∑
k=0

(−1)kL(x, z)L(x, v)

k!
=

zvez+v

(1− ez)(1− ev)

∞∑
k=0

[−(1 + z)(1 + v)]
k

k!

=
zvez+v

(1− ez)(1− ev)
e−(1+z)(1+v)

=

[
zv e−1

(1− ez)(1− ev)

]
e−zv.

Therefore,

(4.17)
∞∑
k=0

(−1)kL(x, z)L(x, v)

k!
=

∞∑
n=0

[
zv e−1(−1)n

(1− ez)(1− ev)

]
zn vn

n!
,

from (4.13) and (4.16) on (4.17) left side we have

(4.18)
∞∑
k=0

(−1)kLm(k , z)Ln(k , v)

k!
=

∞∑
m,n=0

∞∑
k=0

Lm(k), Ln(k)
(−1)k

k!
znvm.

From (4.17) and (4.18) we get

(4.19)
∞∑

n=0

[
zv e−1(−1)n

(1− ez)(1− ev)

]
znvn

n!
=

∞∑
m,n=0

∞∑
k=0

Lm(k), Ln(k)
(−1)k

k!
znvm.

Which gives:
∞∑

n=0

[
zv e−1(−1)n

(1− ez)(1− ev)

]
znvn

n!
=

∞∑
n=0

[
e−1(−1)n

(1− ez)(1− ev)

]
zn+1vn+1

n!

=

∞∑
n=0

[
e−1(−1)n−1

(1− ez)(1− ev)

]
nznvn

n!
.

Therefore, in (4.19) we have
∞∑

n=0

[
e−1(−1)n−1

(1− ez)(1− ev)

]
nznvn

n!
=

∞∑
m,n=0

∞∑
k=0

Lm(k)Ln(k)
(−1)k

k!
znvm,(4.20)

by comparing the coefficients in (4.20), one has

(4.21)
∞∑
k=0

Lm(x)Ln(x)
(−1)k

k!
=


(−1)n−1 e−1

n!

[
n

(1− ez)(1− ev)

]
; if m = n.

0; if m ̸= n.

In (4.21), we note that {Ln(x)}n≥0 , is a sequence of orthogonal polynomials with respect to the

weight function
(−1)k

k!
, k = 0 , 1 , 2, . . .
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Remark 4.1. We define about (4.21) the functional L as follows:

(4.22) L

[
Lm(x)Ln(x)

(−1)k

k!

]
=

(−1)n−1

n!
e−1 ψn δm,n,

where

ψn =
n

(1− ez)(1− ev)
.

Therefore (4.22) can be expressed in terms of the Riemann-Stieltjes integral as follows.

(4.23)

∞∫
0

Lm(x)Ln(x)
(−1)k

k!
dx =

(−1)n−1 e−1

n!
ψn δm,n.

In (4.13) and (4.16), we have that,

L(x, z) =

∞∑
n=0

Ln(x) z
n and L(x, v) =

∞∑
m=0

Lm(x) vm.

Therefore,

(4.24) Ln(x) =
Pn(x)

n!
and Lm(x) =

Pm(x)

m!
.

Of (4.24) and (4.23) we obtain

(4.25)

∞∫
0

Pm(x)

m!

Pn(x)

n!
dλ =

(−1)n−1 e−1

n!
ψn δm,n,

where

d λ =
(−1)k

k!
dx, k = 0 , 1 , 2, . . .

(4.26)

∞∫
0

Pm(x)Pn(x) dµ(x) = (−1)n−1 m!ψn δm,n,

where dµ(x) =
(−1)x e

x!
dx.

□
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ABSTRACT. The paper considers the problem of representation and extension of Horn’s confluent functions by a
special family of functions – branched continued fractions. An estimate of the rate of convergence for the branched
continued fraction expansions of the ratios of Horn’s confluent functions H6 with real parameters is established in a
new region. Here, the region refers to a domain (an open connected set) which may include all, part, or none of its
boundary. Additionally, a new domain of the analytical continuation of the above-mentioned ratios is established, using
their branched continued fraction expansions whose elements are polynomials in the space C2. These expansions can
approximate solutions to certain differential equations and analytic functions represented by Horn’s confluent functions
H6.

Keywords: Horn’s hypergeometric function, branched continued fraction, holomorphic functions of several complex
variables, analytic continuation, convergence
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1. INTRODUCTION

Hypergeometric functions have been and continue to be the subject of research for a century,
surprisingly appearing in various applications in many sciences [8, 20, 28, 27, 29, 31]. Among
the problems associated with the study of these functions, one of the most interesting and
difficult is the representation and analytical expansion through a special family of functions –
branched continued fractions [7, 14, 19]. A generalization of the classical Gaussian method is
used to construct formal branched continued fraction expansions of hypergeometric functions
[13, 21, 30], and the PC and PF methods are used to establish domains of analytical continuation
of these functions [4, 16, 18].

In this paper, we consider the Horn’s confluent function H6, which is defined by the following
double power series (see, [25])

H6(α, β; z) =
+∞∑
p,q=0

(α)2p+q

(β)p+q

zp1z
q
2

p!q!
, |z1| < 1/4, |z2| < +∞,

where α, β ∈ C, β ̸∈ {0,−1,−2, . . .}, (·)k is the Pochhammer symbol, z = (z1, z2) ∈ C2.
Let I0 = {1, 2, 3}, i(k) = (i0, i1, i2, . . . , ik), and

Ik =

{
i(k) : i0 ∈ I0, 2−

[
ir−1 − 1

2

]
≤ ir ≤ 3−

[
ir−1 − 1

2

]
, 1 ≤ r ≤ k

}
, k ≥ 1,

Received: 08.09.2024; Accepted: 02.10.2024; Published Online: 16.12.2024
*Corresponding author: Roman Dmytryshyn; roman.dmytryshyn@pnu.edu.ua
DOI: 10.33205/cma.1545452
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where [·] denotes an integer part.
In [5], it is formally established that for each i0 ∈ I0

H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

=1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

vi(1) +

3−[(i1−1)/2]∑
i2=2−[(i1−1)/2]

ui(2)(z)

vi(2)+ . . .

,(1.1)

where δji denotes the Kronecker delta, and, for i(1) ∈ I1,

ui(1)(z) =



−2
α+ 1

β
z1, if i0 = 1, i1 = 2,

−z2
β
, if i0 = 1, i1 = 3,

− (2β − α)(α+ 1)

β(β + 1)
z1, if i0 = 2, i1 = 2,

− β − α

β(β + 1)
z2, if i0 = 2, i1 = 3,

α

2β
, if i0 = 3, i1 = 1,

α

2β(β + 1)
z2, if i0 = 3, i1 = 2,

(1.2)

for i(k + 1) ∈ Ik+1, k ≥ 1,

ui(k+1)(z)

=



−
2(α+ k + 1−

∑k−1
r=0 δ

3
ir
)

β + k −
∑k−1

r=0 δ
1
ir

z1, if ik = 1, ik+1 = 2,

− z2

β + k −
∑k−1

r=0 δ
1
ir

, if ik = 1, ik+1 = 3,

(α− 2β − k −
∑k−1

r=0(δ
3
ir
− 2δ1ir ))(α+ k + 1−

∑k−1
r=0 δ

3
ir
)

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)

z1, if ik = 2, ik+1 = 2,

−
β − α+

∑k−1
r=0(δ

3
ir
− δ1ir )

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)
z2, if ik = 2, ik+1 = 3,

α+ k −
∑k−1

r=0 δ
3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)
, if ik = 3, ik+1 = 1,

α+ k −
∑k−1

r=0 δ
3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)
z2, if ik = 3, ik+1 = 2,

(1.3)

and, for i(k) ∈ Ik, k ≥ 1,

vi(k) = 1−
α+ k −

∑k−1
r=0 δ

3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)
δ3ik .(1.4)

Here it is shown that if

α ≥ 0, β ≥ α+ 1 + δ1i0 for i0 ∈ I0,(1.5)
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and there exist the positive numbers ν1, ν2, ν3, µ1, µ2, and µ3 such that

2ν1
µ2

≤ min

{
1− µ1 −

ν2
βµ3

, 1− µ2 −
ν2

(β + 1)µ3

}
,

ν3
(β + 1)µ2

+ µ3 ≤ 1

2
,

then

Ων1,ν2,ν3 = {z ∈ C2 : |z2| − Re(z2) < 2ν3, |zk|+Re(zk) < 2νk, k = 1, 2, }

is the domain of the analytical continuation of the function on the left side of (1.1).
The results of the study of branched continued fraction expansions of the other Horn’s

hypergeometric functions can be found in [1, 17, 23, 24].
In the next section, we give the formula for the difference of two approximants of branched

continued fraction expansions of the ratios of Horn’s confluent functions H6 with real parameters
and prove the auxiliary Theorem 2.1 on the estimation of the rate of convergence for these
expansions in a new region of the space R2 (that is, a domain (an open connected set) which
may include all, part, or none of its boundary). In Section 3, we prove Theorem 3.2 on the new
domain of the analytical extension of the above-mentioned ratios in the space C2 and give an
important Corollary 3.1 from it.

2. AUXILIARY RESULTS

Let i0 be an arbitrary index in I0. We set, for i(n) ∈ In, n ≥ 1,

F
(n)
i(n)(z) = vi(n),(2.6)

and for i(k) ∈ Ik, 1 ≤ k ≤ n− 1, n ≥ 2,

F
(n)
i(k)(z) = vi(k) +

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

ui(k+1)(z)

vi(k+1) + . . . +
3−[(in−1−1)/2]∑

in=2−[(in−1−1)/2]

ui(n)(z)

vi(n)

.

This gives the following recurrence relations

F
(n)
i(k)(z) = vi(k) +

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

ui(k+1)(z)

F
(n)
i(k+1)(z)

, i(k) ∈ Ik, 1 ≤ k ≤ n− 1, n ≥ 2,(2.7)

and also the following expressions

f (i0)
n (z) = 1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

F
(n)
i(1)(z)

, n ≥ 1.(2.8)

Suppose that F (n)
i(k)(z) ̸= 0 for all i(k) ∈ Ik, 1 ≤ k ≤ n, n ≥ 1. Using the method suggested in

([11, p. 28]), we show that for n ≥ 1 and k ≥ 1

f
(i0)
n+k(z)− f (i0)

n (z) =

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

. . .

3−[(in−1)/2]∑
in+1=2−[(in−1)/2]

(−1)n
∏n+1

r=1 ui(r)(z)∏n+1
r=1 F

(n+k)
i(r) (z)

∏n
r=1 F

(n)
i(r)(z)

.(2.9)
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On the first step we obtain

f
(i0)
n+k(z)− f (i0)

n (z)

=1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

F
(n+k)
i(1) (z)

−

1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

F
(n)
i(1)(z)


=−

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

F
(n+k)
i(1) (z)F

(n)
i(1)(z)

(F
(n+k)
i(1) (z)− F

(n)
i(1)(z)).

For an arbitrary integer r such that 1 ≤ r ≤ n− 1, we have

F
(n+k)
i(r) (z)− F

(n)
i(r)(z)

=vi(r) +

3−[(ir−1)/2]∑
ir+1=2−[(ir−1)/2]

ui(r+1)(z)

F
(n+k)
i(r+1)(z)

−

vi(r) +

3−[(ir−1)/2]∑
ir+1=2−[(ir−1)/2]

ui(r+1)(z)

F
(n)
i(r+1)(z)


=−

3−[(ir−1)/2]∑
ir+1=2−[(ir−1)/2]

ui(r+1)(z)

F
(n+k)
i(r+1)(z)F

(n)
i(r+1)(z)

(
F

(n+k)
i(r+1)(z)− F

(n)
i(r+1)(z)

)
.(2.10)

Since

F
(n+k)
i(n) (z)− F

(n)
i(n)(z) =

3−[(in−1)/2]∑
in+1=2−[(in−1)/2]

ui(n+1)(z)

F
(n+k)
i(n+1)(z)

,

using the recurrence relation (2.10), at the nth step we obtain (2.9). For convenience, we rewrite
(2.9) as follows

f
(i0)
n+k(z)− f (i0)

n (z) = (−1)n
3−[(i0−1)/2]∑

i1=2−[(i0−1)/2]

. . .

3−[(in−1)/2]∑
in+1=2−[(in−1)/2]

ui(1)(z)

F
(q)
i(1)(z)

×
[(n+1)/2]∏

k=1

ui(2k)(z)

F
(p)
i(2k−1)(z)F

(p)
i(2k)(z)

[n/2]∏
k=1

ui(2k+1)(z)

F
(q)
i(2k)(z)F

(q)
i(2k+1)(z)

,(2.11)

where q = n+ k, p = n, if n is even, and q = n, p = n+ k, if n is odd.
The following theorem is true:

Theorem 2.1. Suppose that α and β are real constants such that satisfy inequalities (1.5). Then for each
i0 ∈ I0 :

(A) The branched continued fraction (1.1) converges to a finite value f (i0)(z) for each z ∈ Θl1,l2 ,
where

Θl1,l2 = {z ∈ R2 : −l1 ≤ z1 ≤ 0, 0 ≤ z2 ≤ l2}, l1 > 0, 0 < l2 <
β

4
,(2.12)

in addition, it converges uniformly on every compact subset of an interior of the region Θl1,l2 .

(B) If f (i0)
n (z) denotes the nth approximant of the branched continued fraction (1.1), then for each

z ∈ Θl1,l2

|f (i0)(z)− f (i0)
n (z)| ≤ C(i0)

(
ϱ

ϱ+ 1

)n

, n ≥ 1,
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where

C(i0) =



2l1(α+ 1)(β + 1)

β(β − 2l2 + 1)
+

2l2
β

, if i0 = 1,

l1(2β − α)(α+ 1)

β(β − 2l2 + 1)
+

2l2(β − α)

β(β + 1)
, if i0 = 2,

α

2(β − 2l2)
+

l2α

2β(β − 2l2 + 1)
, if i0 = 3,

(2.13)

and

ϱ = max

{(
2l1(β + 1)

β − 2l2 + 1
+

2l2
β

)
β

β − 4l2
,

β

β − 2l2
+

l2
2(β − 2l2 + 1)

}
.(2.14)

Proof. We will carry out the proof in the same way as in [5, Theorem 3.2]. In [5, Formula (3.22)],
it is shown that

vi(k−1),3 = 1−
α+ k −

∑k−1
r=0 δ

3
ir

2β + 2k − 2
∑k−1

r=0 δ
1
ir

≥ 1

2
, i(k − 1) ∈ Ik, k ≥ 2,(2.15)

are valid under the condition (1.5).
Let n be an arbitrary natural number and z be an arbitrary fixed point in (2.12). We set

g1 = 1− 2l2
β

, g2 = 1− 2l2
β + 1

, g3 =
1

2
.

By induction on k, we prove that

F
(n)
i(k)(z) ≥ gik ,(2.16)

where i(k) ∈ Ik, 1 ≤ k ≤ n.
Taking into account (1.4), (2.6), (2.12), and (2.15), it is clear that for k = n inequalities (2.16)

hold for in = 1, 2, 3. Let (2.16) hold for k = r + 1 such that r + 1 ≤ n and for all i(r + 1) ∈ Ir.
Then from (2.7) for k = r and for any i(r − 1) ∈ Ir−1, we have

F
(n)
i(r)(z) = vi(r) +

3∑
ir+1=2

ui(r+1)(z)

F
(n)
i(r+1)(z)

≥ vi(r)(z)− 2
l2
β

= 1− 2l2
β

= g1,

if ir = 1,

F
(n)
i(r)(z) ≥ vi(r) − 2

l2
β + 1

= 1− 2l2
β + 1

= g2,
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if ir = 2, and

F
(n)
i(r)(z) ≥ vi(r)

≥ 1

2
= g3,

if ir = 3.
Let now n be an arbitrary integer such that n ≥ 2. We show that

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

|ui(k+1)(z)|
|F (n)

i(k+1)(z)F
(n)
i(k)(z)|

≤ ϱ

ϱ+ 1
,(2.17)

where i(k) ∈ Ik, 1 ≤ k ≤ n− 1, and ϱ is defined by (2.14), or the same as

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≤ ϱ

|F (n)
i(k)(z)| −

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|

 ,

where i(k) ∈ Ik, 1 ≤ k ≤ n− 1.
Using (1.2)–(1.4), (2.12), (2.15), and (2.16), for any i(k) ∈ Ik, 1 ≤ k ≤ n − 1, and for any

z ∈ Θl1,l2 we have

|F (n)
i(k)(z)| −

3∑
ik+1=2

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≥ 1− 2

|ui(k),3(z)|
g3

= 1− 2

β + k −
∑k−1

r=0 δ
1
ir

|z2|
g3

≥ 1− 4l2
β

and
3∑

ik+1=2

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≤ 2

α+ k −
∑k−1

r=0 δ
3
ir
+ 1

β + k −
∑k−1

r=0 δ
1
ir

|z1|
g2

+
1

β + k −
∑k−1

r=0 δ
1
ir

|z2|
g3

≤ 2l1(β + 1)

β + 1− 2l2
+

2l2
β

≤ ϱ

(
1− 4l2

β

)
,

if ik = 1,

|F (n)
i(k)(z)| −

3∑
ik+1=2

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≥ 1− 2

|ui(k),3(z)|
g3

= 1− 2
β − α+

∑k−1
r=0(δ

3
ir
− δ1ir

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)

|z2|
g3

≥ 1− 4l2
β + 1
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and
3∑

ik+1=2

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≤

(2β − α+ k +
∑k−1

r=0(δ
3
ir
− 2δ1ir ))(α+ k + 1−

∑k−1
r=0 δ

3
ir
)

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k − 1−

∑k−1
r=0 δ

1
ir
)

|z1|
g3

+
β − α+

∑k−1
r=0(δ

3
ir
− δ1ir

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)

|z2|
g3

≤ 2l1(β + 1)

β + 1− 2l2
+

2l2
β + 1

<
2l1(β + 1)

β + 1− 2l2
+

2l2
β

≤ ϱ

(
1− 4l2

β

)
< ϱ

(
1− 4l2

β + 1

)
,

if ik = 2, and last

|F (n)
i(k)(z)| −

2∑
ik+1=1

|ui(k+1)(z)|
|F (n)

i(k+1)(z)|
≥ vi(k)

≥ g3

=
1

2

and
2∑

ik+1=1

|Pi(k+1)(z)|
|G(n)

i(k+1)(z)|
≤

α+ k −
∑k−1

r=0 δ
3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)

1

g1

+
α+ k −

∑k−1
r=0 δ

3
ir

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)

|z2|
g2

≤ β

2(β − 2l2)
+

l2
2(β + 1− 2l2)

≤ 1

2
ϱ,

if ik = 3. Hence, due to the arbitrariness of i(k), the validity of inequalities (2.17) follows.
Now from (1.2), (2.12), (2.13), and (2.16) it follows that

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

|ui(1)(z)|
|F (q)

i(1)(z)|
≤ C(i0) for i0 ∈ I0 and q ≥ 1.(2.18)

Indeed,

|u1,2(z)|
|F (q)

1,2 (z)|
+

|u1,3(z)|
|F (q)

1,3 (z)|
≤ 2l1(α+ 1)(β + 1)

β(β − 2l2 + 1)
+

2l2
β

= C(1),
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if i0 = 1,

|u2,2(z)|
|F (q)

2,2 (z)|
+

|u2,3(z)|
|F (q)

2,3 (z)|
≤ l1(2β − α)(α+ 1)(β + 1)

β(β + 1)(β − 2l2 + 1)
+

2l2(β − α)

β(β + 1)

=
l1(2β − α)(α+ 1)

β(β − 2l2 + 1)
+

2l2(β − α)

β(β + 1)

= C(2),

if i0 = 2,

|u3,1(z)|
|F (q)

3,1 (z)|
+

|u3,2(z)|
|F (q)

3,2 (z)|
≤ αβ

2β(β − 2l2)
+

l2α(β + 1)

2β(β + 1)(β − 2l2 + 1)

=
α

2(β − 2l2)
+

l2α

2β(β − 2l2 + 1)

= C(3),

if i0 = 3.

From (2.12) and (2.16) it is clear that F (q)
i(k)(z) ̸= 0 for i(k) ∈ Ik, 1 ≤ k ≤ q, q ≥ 1, and for all

z ∈ Θl1,l2 . Thus, using (2.17) and (2.18), from (2.11) for any z ∈ Θl1,l2 we have

|f (i0)
n+k(z)− f (i0)

n (z)| ≤
3−[(i0−1)/2]∑

i1=2−[(i0−1)/2]

|ui(1)(z)|
|F (q)

i(1)(z)|

(
ϱ

ϱ+ 1

)n

≤ C(i0)

(
ϱ

ϱ+ 1

)n

, n ≥ 1, k ≥ 1,

where q = n + k, if n is even, and q = n, if n is odd. Finally, (A) and (B) follow when n → ∞
and k → ∞, respectively. □

3. ANALYTICAL CONTINUATION

In this section, we prove the following result:

Theorem 3.2. Let α and β be real constants satisfying the inequalities (1.5), and ν1, ν2, ν3, µ1, µ2, µ3

be positive numbers such that

2ν1
µ2

≤ min

{
1− µ1 −

ν2
βµ3

, 1− µ2 −
ν2

(β + 1)µ3

}
,

κ

2µ1
+

ν3
(β + 1)µ2

≤ 1

2
− µ3,(3.19)

where 0 ≤ κ < 1. Then for each i0 ∈ I0 :

(A) The branched continued fraction (1.1) converges uniformly on every compact subset of the domain

Ξν1,ν2,ν3
=

⋃
φ∈(−π/4,π/4)

tg(φ)≤
√
κ

Ξν1,ν2,ν3,φ,(3.20)

where

Ξν1,ν2,ν3,φ =

{
z ∈ C2 :

|z2| − Re(z2e
−2φ)

cos2(φ)
< 2ν3,

|zk|+Re(zke
−2φ)

cos2(φ)
< 2νk, k = 1, 2

}
,(3.21)

to the function f (i0)(z) holomorphic in the domain Ξν1,ν2,ν3 .

(B) The function f (i0)(z) is an analytic continuation of branched continued fraction (1.1) in the
domain (3.20).
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Proof. To prove (A), we use the convergence continuation theorem (see, [3, Theorem 3] and also
[11, Theorem 2.17], [34, Theorem 24.2]), which extends the domain of convergence of a branched
continued fraction, which is already known for a small domain, to a larger domain.

Let i0 be an arbitrary index in I0. Let us show that {f (i0)
n (z)}, where f

(i0)
n (z), n ≥ 1, are

defined by (2.8), is a sequence of functions holomorphic in the domain (3.20). Since each
approximant of the branched continued fraction (1.1) is an entire function, it suffices to show
that

F
(n)
i(1)(z) ̸= 0 for i(1) ∈ I1, n ≥ 1, and for z ∈ Ξν1,ν2,ν3

.

Let φ be an arbitrary real in (−π/4, π/4) such that tg(φ) ≤
√
κ and z be an arbitrary fixed point

in the domain (3.21). Under the condition (1.5) and (2.15), from (1.4) for any i(k− 1) ∈ Ik, k ≥ 2,
we have

Re(vi(k−1),3e
−iφ) =

(
1−

α+ k −
∑k−1

r=0 δ
3
ir

2β + 2k − 2
∑k−1

r=0 δ
1
ir

)
Re(e−iφ)

≥ 1

2
cos(φ),

and for ik = 1 or ik = 2 we get

Re(vi(k)e
−iφ) = Re(e−iφ)

= cos(φ).

Now, using (1.4), (1.5), (2.15), and (3.21), from (1.3) for any i(k) ∈ I, k ≥ 2, herewith ik = 1 we
obtain

|ui(k),2(z)| − Re(ui(k),2(z)e
−2iφ) =

2(α+ k −
∑k−1

r=0 δ
3
ir
+ 1)

β + k −
∑k−1

r=0 δ
1
ir

(|z1|+Re(z1e
−2iφ))

< 4ν1 cos
2(φ),

|ui(k),3(z)| − Re(ui(k),3(z)e
−2iφ) =

|z2|+Re(z2e
−2iφ)

β + k −
∑k−1

r=0 δ
1
ir

<
2ν2
β

cos2(φ),

and, thus,

3∑
ik+1=2

|ui(k+1)(z)| − Re(ui(k+1)(z)e
−2iφ)

µik+1
cos(φ)

<
4ν1
µ2

cos(φ) +
2ν2
βµ3

cos(φ)

≤ 2(1− µ1) cos(φ)

= 2(Re(vi(k)e
−iφ)− µ1 cos(φ)).
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When ik = 2 we have

|ui(k),2(z)| − Re(ui(k),2(z)e
−2iφ)

=
(2β − α+ k +

∑k−1
r=0(δ

3
ir
− 2δ1ir ))(α+ k −

∑k−1
r=0 δ

3
ir
+ 1)

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k −

∑k−1
r=0 δ

1
ir
+ 1)

(|z1|+Re(z1e
−2iφ))

<4ν1 cos
2(φ),

|ui(k),3(z)| − Re(ui(k),3(z)e
−2iφ)

=
β − α+

∑k−1
r=0(δ

3
ir
− δ1ir )

(β + k −
∑k−1

r=0 δ
1
ir
)(β + k −

∑k−1
r=0 δ

1
ir
+ 1)

(|z2|+Re(z2e
−2iφ))

<
2ν2
β + 1

cos2(φ),

and, thus,
3∑

ik+1=2

|ui(k+1)(z)| − Re(ui(k+1)(z)e
−2iφ)

µik+1
cos(φ)

<
4ν1
µ2

cos(φ) +
2ν2

(β + 1)µ3
cos(φ)

≤ 2(Re(vi(k)e
−iφ)− µ2 cos(φ)).

If ik = 3, we obtain

|ui(k),1(z)| − Re(ui(k),1(z)e
−2iφ) =

α+ k −
∑k−1

r=0 δ
3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)
−

α+ k −
∑k−1

p=r δ
3
ir

2(β + k −
∑k−1

r=0 δ
1
ir
)
cos(2φ)

≤ 1

2
(1− cos(2φ))

≤ κ cos2(φ),

|ui(k),2(z)| − Re(ui(k),2(z)e
−2iφ) =

(α+ k −
∑k−1

r=0 δ
3
ir
)(|z2| − Re(z2e

−2iφ))

2(β + k −
∑k−1

r=0 δ
1
ir
)(β + k + 1−

∑k−1
r=0 δ

1
ir
)

<
2ν3
β + 1

cos(φ),

and, thus,
2∑

ik+1=1

|ui(k+1)(z)| − Re(ui(k+1)(z)e
−2iφ)

µik+1
cos(φ)

<
κ

µ1
cos(φ) +

2ν3
(β + 1)µ2

cos(φ)

≤ 2(Re(vi(k)e
−iφ)− µ3 cos(φ)).

From [6, Proposition 2], with gi(k) = µik , i(k) ∈ Ik, k ≥ 1, it follows that

Re(F
(n)
i(k)(z)e

−iφ) ≥ µk cos(φ) > 0(3.22)

for i(k) ∈ Ik, 1 ≤ k ≤ n, n ≥ 1, and for z ∈ Ξν1,ν2,ν3,φ. Hence,

F
(n)
i(1)(z) ̸= 0 for i(1) ∈ I1, n ≥ 1, and for z ∈ Ξν1,ν2,ν3,φ,

and, therefore, due to the arbitrariness of φ and for z ∈ Ξν1,ν2,ν3
. Thus, each approximants of

the branched continued fraction (1.1) is a function holomorphic in the domain (3.20).
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Again, let φ be an arbitrary real in (−π/4, π/4) such that tg(φ) ≤
√
κ and let Υν1,ν2,ν3,φ is an

arbitrary compact subset of the domain (3.21). Then there exists an open ball with center at
the origin and radius ρ containing Υν1,ν2,ν3,φ. Using (3.22), from (2.8) for any z ∈ Υν1,ν2,ν3,φ we
have

|f (i0)
n (z)| ≤ 1 +

α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

|ui(1)(z)|
µi(1) cos(φ)

= M (i0)(Υν1,ν2,ν3,φ) for n ≥ 1,

where

M (i0)(Υν1,ν2,ν3,φ) =


1 +

2(α+ 1)ρ

βµ2 cos(φ)
+

ρ

βµ3 cos(φ)
, if i0 = 1,

1 +
(2β − α)(α+ 1)ρ

β(β + 1)µ2 cos(φ)
+

(β − α)ρ

β(β + 1)µ3 cos(φ)
, if i0 = 2,

1 +
α

2β
+

α

2βµ1 cos(φ)
+

αρ

2β(β + 1)µ2 cos(φ)
, if i0 = 3,

that is, the sequence {f (i0)
n (z)} is uniformly bounded on Υν1,ν2,ν3,φ, and, at the same time,

uniformly bounded on every compact subset of the domain (3.21).
Now, let Υν1,ν2,ν3

is an arbitrary compact subset of the domain (3.20). Let us cover Υν1,ν2,ν3

with domains of form Ξν1,ν2,ν3,φ. From this cover we choose the finite subcover

Ξν1,ν2,ν3,φ(1) , Ξν1,ν2,ν3,φ(2) , . . . , Ξν1,ν2,ν3,φ(k) .

We set
M (i0)(Υν1,ν2,ν3

) = max
1≤r≤k

M (i0)(Υν1,ν2,ν3,φ(r)).

Then for any z ∈ Υν1,ν2,ν3
we have

|f (i0)
n (z)| ≤ M (i0)(Υν1,ν2,ν3) for n ≥ 1,

that is, the sequence {f (i0)
n (z)} is uniformly bounded on Υν1,ν2,ν3 , and, hence, it is uniformly

bounded on every compact subset of the domain (3.20).
Next, let

τ = min
{
l1, l2, ν2 cos

2(φ)
}
.

Then, according to Theorem 2.1, the branched continued fraction (1.1) converges in the domain

∆χ = {z ∈ R2 : −τ < −χ < Re(z1) < 0, 0 < Re(z2) < χ < τ}.

It is clear that ∆χ is contained in the domain (3.20) for each 0 < χ < τ, in particular, ∆τ/2 ⊂
Ξν1,ν2,ν3

. Therefore, (A) follows by Theorem 3 [3].
To prove (B), we use the PC method (see, [2, 3]). Let i0 be an arbitrary index in I0. We set

R
(n)
i(n)(z) =

H6(α+ n−
∑n−1

r=0 δ3ir , β + n−
∑n−1

r=0 δ1ir ; z)

H6(α+ n+ 1−
∑n

r=0 δ
3
ir
, β + n+ 1−

∑n
r=0 δ

1
ir
; z)

, i(n) ∈ I, n ≥ 1,(3.23)

and

R
(n)
i(k)(z) = vi(k) +

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

ui(k+1)(z)

vi(k+1) + . . . +
3−[(in−1−1)/2]∑

in=2−[(in−1−1)/2]

ui(n)(z)

R
(n)
i(n)(z)

,



22 Roman Dmytryshyn, Tamara Antonova and Marta Dmytryshyn

where i(k) ∈ I, 1 ≤ k ≤ n− 1, n ≥ 2. Then it is clear that

R
(n)
i(k)(z) = vi(k) +

3−[(ik−1)/2]∑
ik+1=2−[(ik−1)/2]

ui(k+1)(z)

R
(n)
i(k+1)(z)

,(3.24)

where i(k) ∈ I, 1 ≤ k ≤ n− 1, n ≥ 2. It follows that for n ≥ 1

H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

=1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

vi(1) + . . . +
3−[(in+1−1)/2]∑

i2=2−[(in+1−1)/2]

ui(n+1)(z)

R
(n+1)
i(n+1)(z)

=1− α

2β
δ3i0 +

3−[(i0−1)/2]∑
i1=2−[(i0−1)/2]

ui(1)(z)

R
(n+1)
i(1) (z)

.

Since F
(n)
i(k)(0) = 1 and R

(n)
i(k)(0) = 1 for any i(k) ∈ I, 1 ≤ k ≤ n, n ≥ 1, then there exist

Λ(1/F
(n)
i(k)) and Λ(1/R

(n)
i(k)) (here, Λ(·) is the Taylor expansion of a function holomorphic in some

neighborhood of the origin). Moreover, it is clear that F (n)
i(k)(z) ̸≡ 0 and R

(n)
i(k)(z) ̸≡ 0 for all

indices. Using (2.6), (2.8), (3.23), and (3.24) from (2.9) for n ≥ 1, we have

H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)
− f (i0)

n (z)

=(−1)n
3−[(i0−1)/2]∑

i1=2−[(i0−1)/2]

. . .

3−[(in−1)/2]∑
in+1=2−[(in−1)/2]

∏n+1
r=1 ui(r)(z)∏n+1

r=1 R
(n+1)
i(r) (z)

∏n
r=1 F

(n)
i(r)(z)

.

From this formula in a neighborhood of origin for any n ≥ 1, we have

Λ

(
H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

)
− Λ(f (i0)

n ) =
∑

k+l≥[n+δ1i0
+δ2i0

]/2

k≥0, l≥0

c
(n)
k,l z

k
1z

l
2,

where c
(n)
k,l , k ≥ 0, l ≥ 0, k + l ≥ [n+ δ1i0 + δ2i0 ]/2, are some coefficients. It follows that

νn = λ

(
Λ

(
H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

)
− Λ(f (i0)

n )

)
= [n+ δ1i0 + δ2i0 ]/2

(here, λ(·) is a function defined on the set of all formal double power series L(z) at the origin as
follows: if L(z) ≡ 0 then λ(L) = ∞; if L(z) ̸≡ 0 then λ(L) = k, where k is the smallest degree of
homogeneous terms for which at least one coefficient is different from zero) tends monotonically
to ∞ as n → ∞.

Therefore, the branched continued fraction (1.1) corresponds at the origin to

Λ

(
H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

)
.
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Let Θ be a neighborhood of the origin, which is contained in the domain (3.20), and in which

Λ

(
H6(α, β; z)

H6(α+ δ1i0 + δ2i0 , β + δ2i0 + δ3i0 ; z)

)
=

∞∑
k,l=0

ck,lz
k
1z

l
2.(3.25)

According to (A) and Weierstrass’s theorem (see, [32, p. 288]) for arbitrary k+ l, k ≥ 0, l ≥ 0, we
have

∂k+lf
(i0)
n (z)

∂zk1∂z
l
2

→ ∂k+lf (i0)(z)

∂zk1∂z
l
2

as n → ∞

on each compact subset of (3.20), and to the above proven, the expansion of each approximant
f
(i0)
n (z), n ≥ 1, into formal double power series and (3.25) agree for all homogeneous terms up

to and including degree ([n+ δ1i0 + δ2i0 ]/2− 1). Then for any k + l, k ≥ 0, l ≥ 0, we obtain

lim
n→∞

(
∂k+lf

(i0)
n

∂zk1∂z
l
2

(0)

)
=

∂k+lf (i0)

∂zk1∂z
l
2

(0)

= k!l!ck,l.

For all z ∈ Θ, it follows that

f (i0)(z) =

∞∑
k,l=0

1

k!l!

(
∂k+lf (i0)

∂zk1∂z
l
2

(0)

)
zk1z

l
2

=

∞∑
k,l=0

ck,lz
k
1z

l
2.

Finally, by the principle of analytic continuation (see, [33, p. 53]) follows (B). □

Note that if
β = 2, ν1 = ν2 = ν3 =

1

20
, µ1 = µ2 = µ3 =

1

5
, κ =

13

150
,

then it is clear that the inequalities (3.19) hold.
Setting α = 0 and i0 = 1 (or i0 = 2 and replacing β by β − 1) in Theorem 3.2, we obtain the

following result:

Corollary 3.1. Let β be real constant such that β ≥ 2, and ν1, ν2, ν3, µ1, µ2, µ3 be positive numbers
satisfying (3.19), where 0 ≤ κ < 1. Then for i0 = 1 (or i0 = 2):

(A) The branched continued fraction
1

1 +

3∑
i1=2

ui(1)(z)

vi(1) +

3−[(i1−1)/2]∑
i2=2−[(i1−1)/2]

ui(2)(z)

vi(2) + . . . +
3−[(ik−1−1)/2]∑

ik=2−[(ik−1−1)/2]

ui(k)(z)

vi(k) + . . .

,

where for i(1) ∈ I1

ui(1)(z) =


− 2

β
z1, if i1 = 2,

−z2
β
, if i1 = 3,
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for i(k + 1) ∈ Ik+1, k ≥ 1,

ui(k+1)(z) =



−
2(k + 1−

∑k−1
r=1 δ

3
ir
)

β + k − 1−
∑k−1

r=1 δ
1
ir

z1, if ik = 1, ik+1 = 2,

− z2

β + k − 1−
∑k−1

r=1 δ
1
ir

, if ik = 1, ik+1 = 3,

(2(1− β)− k −
∑k−1

r=1(δ
3
ir
− 2δ1ir ))(k −
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r=1 δ

3
ir
+ 1)
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r=1 δ
1
ir
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∑k−1
r=1 δ

1
ir
)

z1, if ik = 2, ik+1 = 2,

−
β − 1 +

∑k−1
r=1(δ

3
ir
− δ1ir )

(β + k − 1−
∑k−1

r=1 δ
1
ir
)(β + k −

∑k−1
r=1 δ

1
ir
)
z2, if ik = 2, ik+1 = 3,

k −
∑k−1

r=1 δ
3
ir

2(β + k − 1−
∑k−1

r=1 δ
1
ir
)
, if ik = 3, ik+1 = 1,

k −
∑k−1

r=1 δ
3
ir

2(β + k − 1−
∑k−1

r=1 δ
1
ir
)(c+ k −

∑k−1
r=1 δ

1
ir
)
z2, if ik = 3, ik+1 = 2,

and for i(k) ∈ Ik, k ≥ 1,

vi(k) = 1−
k −

∑k−1
r=1 δ

3
ir

2(β + k − 1−
∑k−1

r=1 δ
1
ir
)
δ3ik ,

converges uniformly on every compact subset of (3.20) to the function f (i0)(z) holomorphic
in (3.20).

(B) The function f (i0)(z) is an analytic continuation of H6(1, c; z) in the domain (3.20).

Note that Theorem 3.2 and Corollary 3.1 are generalizations of Theorem 3.3 and Corollary 3.1
in [5], respectively.

4. CONCLUSIONS

In the paper, a new domain of analytical expansion of the ratios of Horn’s confluent func-
tions H6 due to their branched continued fraction expansions is obtained. These expansions can
be used as an efficient approximation tool for approximating special functions and solutions
of differential equations represented by the Horn’s confluent functions H6. Recent studies of
branched continued fractions (see, [9, 10, 15, 22]) open up good prospects for establishing new
domains of analytical continuation of hypergeometric functions and conducting analysis of
truncation errors and computational stability of their branched continued fraction expansions.
Our further investigation will be devoted to the development of the approach proposed in [22]
to the study of numerical stability for the above-mentioned expansions.
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ABSTRACT. Algebraic theory of coding is one of the modern fields of applications of algebra. Genetic matrices and
algebraic biology have been the latest advances in further understanding of the patterns and rules of genetic code. Ge-
netics code is encoded in combinations of the four nucleotides (A, C, G, T) found in DNA and then RNA. DNA defines
the structure and function of an organism and contains complete genetic information. DNA paired bases of (A, C, G,
T) form a geometric curve of double helix, define the 64 standard genetic triplets, and further degenerate 64 genetic
codons into 20 amino acids. In trigonometry, four basic trigonometric functions (sinx, tanx, cosx, cotx) provided
bases for Fourier analysis to encode signal information. In this paper, we use these 4 paired bases of trigonometric
functions (sinx, tanx, cosx, and cotx) to generate 64 trigonometric triplets like 64 standard genetic code, further ex-
amine these 64 trigonometric functions and obtained 20 trigonometric triplets like 20 amino acids. This parallel shows
a similarity connection between universal genetic codes and the universality of trigonometric functions. This connec-
tion may provide a bridge to further uncover patterns of genetic code. This demonstrates that matrix algebra is one of
promising instruments and of adequate languages in bioinformatics and algebraic biology.

Keywords: Hadamard matrix, trigonometric functions, genetic code, algebraic biology.
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1. INTRODUCTION

The genetic code is encoded in combinations of the four nucleotides (A, C, G, T) found in
DNA and the four nucleotides (A, C, G, U) found in RNA.The complementary pairs of the four
nitrogenous bases in DNA are A-T (adenine and thymine), C-G (cytosine and guanine). The
following table gives a complete list of 64 triplets (codons) with corresponding 20 amino acids
with three (one) letter code and stop codons.

Table 1 shows that there are 64 triplets or codons. One can see that some amino acids are
encoded by several different but related base triplets. Also three triplets (UAA, UAG, and
UGA) are stop codons. No amino acids are corresponding to their code. The remaining 61
triplets represent 20 different amino acids. Petoukhov [18] showed the "Biperiodic table of
genetic code" as illustrated below:

8 × 8 matrix table Table 2 shows a great symmetrical structure and has led to many dis-
coveries [8, 9, 10, 11, 12]. By using three fundamental attributive mappings, the stochastic
characteristic of the biperiodic table and symmetries in structure of genetic code were recently
investigated in [8, 9, 10, 11, 12].
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TABLE 1. The universal genetic code and amino acids.

First Position Second Position of Codon Third PositionU C A G

U

UUU Phe [F] UCU Ser [S] UAU Tyr [Y] UGU Cys [C] U
UUC Phe [F] UCC Ser [S] UAC Tyr [Y] UGC Cys [C] C
UUA Leu [L] UCA Ser [S] UAA Ter [end] UGA Ter [end] A
UUG Leu [L] UCG Ser [S] UAG Ter [end] UGG Trp [W] G

C

CUU Leu [L] CCU Pro [P] CAU His [H] CGU Arg [R] U
CUC Leu [L] CCC Pro [P] CAC His [H] CGC Arg [R] C
CUA Leu [L] CCA Pro [P] CAA Gln [Q] CGA Arg [R] A
CUG Leu [L] CCG Pro [P] CAG Gln [Q] CGG Arg [R] G

A

AUU Ile [I] ACU Thr [T] AAU Asn [N] AGU Ser [S] U
AUC Ile [I] ACC Thr [T] AAC Asn [N] AGC Ser [S] C
AUA Ile [I] ACA Thr [T] AAA Lys [K] AGA Arg [R] A

AUG Met [M] ACG Thr [T] AAG Lys [K] AGG Arg [R] G

G

GUU Val [V] GCU Ala [A] GAU Asp [D] GGU Gly [G] U
GUC Val [V] GCC Ala [A] GAC Asp [D] GGC Gly [G] C
GUA Val [V] GCA Ala [A] GAA Glu [E] GGA Gly [G] A
GUG Val [V] GCG Ala [A] GAG Glu [E] GGG Gly [G] G

TABLE 2. Biperiodic table of genetic code.

CCC CCA CAC CAA ACC ACA AAC AAA
CCU CCG CAU CAG ACU ACG AAU AAG
CUC CUA CGC CGA AUC AUA AGC AGA
CUU CUG CGU CGG AUU AUG AGU AGG
UCC UCA UAC UAA GCC GCA GAC GAA
UCU UCG UAU UAG GCU GCG GAU GAG
UUC UUA UGC UGA GUC GUA GGC GGA
UUU UUG UGU UGG GUU GUG GGU GGG

Genetic information is transferred by means of discrete elements: 4 letters of the genetic al-
phabet, 64 triplets, 20 amino acids, etc. General theory of signal processing utilizes the encod-
ing of discrete signals by means of special mathematical matrices and spectral representations
of signals to increase reliability and efficiency of information transfer [25, 1]. This paper con-
siders classical trignometric functions of sinx, cosx, tanx and cotx. These four functions form
the complementary pairs sinx and cosx, tanx and cotx. In this paper, we use these 4 paired
bases of trigonometric functions (sinx, cosx, tanx, and cotx) to generate 64 triplets similar to
64 standard genetic code, further examine these 64 trigonometric functions and obtained 20
trigonometric functions similar to 20 amino acids. This parallel shows a similarity connection
between universal genetic codes and the universality of trigonometric functions. This connec-
tion may provide a bridge to further uncover patterns of genetic code. This deomnstrates that
matrix algebra is one of promising instruments and of adequate languages in bioinformatics
and algebraic biology.
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2. HADAMARD MATRICES

By a definition a Hadamard matrix of dimension "n" is the (n × n)−matrix H (n) with ele-
ments "+1" and "−1". It satisfies the condition

(2.1) H (n) ∗H (n)
T
= n ∗ In,

where H (n)
T is the transposed matrix and H (n) is the (n ∗ n)-identity matrix. The Hadamard

matrices of dimension 2k are formed, for example, by the recursive formula H
(
2k
)
= H (2)

(k)
=

H (2)⊗H
(
2k−1

)
for 2 ≤ k ∈ N , where ⊗ denotes the Kronecker (or tensor) product, (k) means

the Kronecker exponentiation, k and N are integers, H (2) is showed in Figure 1. In this article,
we will mark by black (white) color all cells in Hadamard matrices which contain the element
"+1" (the element "−1" correspondingly).

Rows of a Hadamard matrix are mutually orthogonal. It means that every two different
rows in a Hadamard matrix represent two perpendicular vectors, a scalar product of which is
equal to 0. The element "−1" can be disposed in any of four positions in a Hadamard matrix
H (2).

FIGURE 1. The family of Hadamard matrices H
(
2k
)

based on the Kronecker
product. Matrix cells with elements "+1" are marked by black color.

A Kronecker product of two Hadamard matrices is a Hadamard matrix as well. A per-
mutation of any columns or rows of a Hadamard matrix leads to a new Hadamard matrix.
Hadamard matrices and their Kronecker powers are used widely in spectral methods of anal-
ysis and processing of discrete signals and in quantum computers. A transform of a vector ā
by means of a Hadamard matrix H gives the vector ū = H ∗ ā, which is named Hadamard
spectrum. A greater analogy between Hadamard transforms and Fourier transforms exists [1].
In particular the fast Hadamard transform exists in parallel with the fast Fourier transform.
The whole class of multichannel "spectrometers with Hadamard transforms" is known [27],
where the principle of tape masks (or chain masks) is used, and it reminds one of the princi-
ples of a chain construction of genetic texts in DNA. Hadamard matrices are used widely in
the theory of coding (for example, they are connected with Reed-Muller error correcting codes
and with Hadamard codes [17]), the theory of compression of signals and images, a realization
of Boolean functions by means of spectral methods, the theory of planning of multiple-factor
experiments and in many other branches of mathematics.

Rows of Hadamard matrices are called Walsh functions or Hadamard functions which are
used for a spectral presentation and a transfer of discrete signals [1, 3, 31]. Walsh functions
can be represented in terms of product of Rademacher functions rn (t) = sign (sin 2nπt) , n =
1, 2, 3, . . . , which accept the two values "+1" and "−1" only (here "sign" is the function of a
sign on argument). Sets of numerated Walsh functions (or Hadamard functions), when they
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are united in square matrices, form systems depending on features of such union. Hadamard
matrices are connected with Walsh-Hadamard transforms, which are the most famous among
non-sinusoidal orthogonal transforms and which can be calculated by means of mathematical
operations of addition and subtraction only (see more details in [1, 28, 31]). Hereinafter we will
use the simplified designations of matrix elements on illustrations of Hadamard matrices: the
symbol "+" or the black color of a matrix cell means the element "+1"; the the symbol "−" or the
white color of a matrix cell means the element "−1". The theory of discrete signals pays special
attention to quantities of changes of signs "+" and "−" along each row and each column in
Hadamard matrices. These quantities are connected with an important notion of "sequency" as
a generalization of notion of "frequency" [1, p. 85]. Normalized Hadamard matrices are unitary
operators. They serve as one of the important instruments to create quantum computers, which
utilize so called Hadamard gates (as evolution of the closed quantum system is unitary) [16].

Algebraic biology knows already examples of applications of Walsh functions (alongside
with other systems of basic functions) to spectral analysis of various aspects of genetic algo-
rithms and sequences [6, 2, 5, 14, 24, 31, 32]. The book [32] contains a review of investiga-
tions made by various authors about Walsh orthogonal functions in physiological systems of
supra-cellular levels as well. We investigate whether structures of the genetic code have such
direct relations with Hadamard matrices which can justify systematic applications of Walsh-
Hadamard functions to spectral and other analysis of many inherited biological structures of
various levels. This paper proposes relevant evidences about connections of Hadamard matri-
ces with the genetic code in its Kronecker’s matrix form of presentation.

We note that standard genetic code can be constructed by Kronecker product process from a
2× 2 to 4× 4 and then 8× 8 matrices as illustrated in Figure 2.

FIGURE 2. Genetic code matrices.

This 8 × 8 matrix represents a universal genetic code. It served as a basis for the central
dogma of microbiology (DNA→RNA→Protein). The shapes of DNA motions form DNA dou-
ble hélix [7]. Mathematical structure of DNA code has been viewed as the other secrets of
life [26]. Four bases of trignometric functions of sinx, cosx, tanx, and cotx may offer further
insights of DNA bases of A, C, G, and T.

3. HADAMARD MATRIX OF TRIGONOMETRIC FUNCTIONS

The fundamental elements of trigonometry are sinx, cosx, tanx, and cotx. These 4 elements
form the trigonometry relation base pairs T = [sinx, tanx; cosx, cotx] like DNA base pairs [A,
T; G, C]. This T matrix evolves from a 2× 2 matrix to a 4× 4 matrix and then to an 8× 8 matrix
as illustrated below:
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TABLE 3. 2× 2 matrix T [1].

sinx tanx
cotx cosx

TABLE 4. 4× 4 matrix T [2].

sinx sinx sinx tanx tanx sinx tanx tanx
sinx cotx sinx cosx tanx cotx tanx cosx
cotx sinx cotx tanx cosx sinx cosx tanx
cotx cotx cotx cosx cosx cotx cosx cosx

TABLE 5. 8× 8 matrix T [3].
sinx sinx sinx sinx sinx tanx sinx tanx sinx sinx tanx tanx tanx sinx sinx tanx sinx tanx tanx tanx sinx tanx tanx tanx
sinx sinx cotx sinx sinx cosx sinx tanx cotx sinx tanx cosx tanx sinx cotx tanx sinx cosx tanx tanx cotx tanx tanx cosx
sinx cotx sinx sinx cotx tanx sinx cosx sinx sinx cosx tanx tanx cotx sinx tanx cotx tanx tanx cosx sinx tanx cosx tanx
sinx cotx cotx sinx cotx cosx sinx cosx cotx sinx cosx cosx tanx cotx cotx tanx cotx cosx tanx cotx cosx tanx cosx cosx
cotx sinx sinx cotx sinx tanx cotx tanx sinx cotx tanx tanx cosx sinx sinx cosx sinx tanx cosx tanx sinx cosx tanx tanx
cotx sinx cotx cotx sinx cosx cotx tanx cotx cotx tanx cosx cosx sinx cotx cosx sinx cosx cosx tanx cotx cosx tanx cosx
cotx cotx sinx cotx cotx tanx cotx cosx sinx cotx cosx tanx cosx cotx sinx cosx cotx tanx cosx cosx sinx cosx cosx tanx
cotx cotx cotx cotx cotx cosx cotx cosx cotx cotx cosx cosx cosx cotx cotx cosx cotx cosx cosx cosx cotx cosx cosx cosx

Either addition or multiplication can be applied to each cell of these 64 triplets as illustrated
below in the case of multiplication operation:

TABLE 6. 8× 8 matrix T [3] with multiplication (×).
sin3 x sin2 x tanx sin2 x tanx tan2 x sinx sin2 x tanx tan2 x sinx tan2 x sinx tan3 x

sin2 x cotx sin2 x cosx sinx tanx cotx sinx tanx cosx tanx sinx cotx tanx sinx cosx tan2 x cotx tan2 x cosx

sin2 x cotx sinx cotx tanx sin2 x cosx sinx cosx tanx tanx cotx sinx tan2 x cotx tanx cosx sinx tan2 x cosx
cot2 x sinx sinx cotx cosx sinx cosx cotx cos2 x sinx cos2 x tanx tanx cotx cosx tanx cosx cotx cos2 x tanx

sin2 x cotx cotx sinx tanx cotx tanx sinx tan2 x cotx sin2 x cosx cosx sinx tanx cosx tanx sinx tan2 x cosx
cot2 x sinx cotx sinx cosx cot2 x tanx cotx tanx cosx cosx sinx cotx cos2 x sinx cosx tanx cotx cos2 x tanx
cot2 x sinx cot2 x tanx cotx cosx sinx cotx cosx tanx cosx cotx sinx cosx cotx tanx cos2 x sinx cos2 x tanx

cot3 x cot2 x cosx cot2 x cosx cos2 x cotx cot2 x cosx cos2 x cotx cos2 x cosx cos3 x

This 8 × 8 matrix has 64 cells. Applying addition or multiplication operation to each cell,
it degenerates into 20 different cells due to the commutative nature of addition/multiplication
operation like 20 amino were acids degenerated from the 64 universal genetic code. These 20
different cells and frequency distribution are illustrated below:
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TABLE 7. Trigonometric functions.
Different Matrix Cell with Addition (+) Different Matrix Cell with Addition (×) Frequency from 8× 8 Matrix T [3]

3 sinx sin3 x 1
3 cosx cos3 x 1
3 tanx tan3 x 1
3 cotx cot3 x 1

2 sinx+ cosx sin2 x cosx 3

2 sinx+ tanx sin2 x tanx 3

2 sinx+ cotx sin2 x cotx 3
2 cosx+ sinx cos2 x sinx 3
2 cosx+ tanx cos2 x tanx 3
2 cosx+ cotx cos2 x cotx 3
2 tanx+ sinx tan2 x sinx 3
2 tanx+ cosx tan2 x cosx 3
2 tanx+ cotx tan2 x cotx 3
2 cotx+ sinx cot2 x sinx 3
2 cotx+ cosx cot2 x cosx 3
2 cotx+ tanx cot2 x tanx 3
sinx+ cosx+ tanx sinx cosx tanx 6
sinx+ cosx+ cotx sinx cosx cotx 6
sinx+ tanx+ cotx sinx tanx cotx 6
cosx+ tanx+ cotx cosx tanx cotx 6
20 20 64

Each cell of this matrix represents an relation curve. The graphical representations of these
curves (with addition/multiplication) are shown below:

FIGURE 3. Twenty trigonometric curves with addition.
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FIGURE 4. Twenty trigonometric curves with multiplication.

These curves are either bounded or unbounded. These curves may serve as basis to model
the expressions of human thoughts like the 20 amino acids as the building blocks of the pro-
teins. The orthogonal relationships of sine and cosine functions along with these building
blocks of thinking frequency curves provide the basis for Fourier series that can be used to rep-
resent various thinking frequency curves. Throughout the history of humankind, trigonometry
as human mind activities, has been applied in almost every area from geometry to nature [24].

4. MATRIX GENETICS AND ALGEBRAIC BIOLOGY

Matrix genetics which can be interpreted as a part of algebraic biology on the genetic systems
by means of their matrix forms of presentation. One can name additionally the following main
reasons for an initial choice of such form of presentation of molecular ensembles of the genetic
code:

• Information is usually stored in computers in the form of matrices.
• Noise-immunity codes are constructed on the basis of matrices.
• Quantum mechanics utilizes matrix operators through the connections with matrix

forms of presentation of the genetic code. The significance of matrix approach is em-
phasized by the fact that quantum mechanics arises in a form of matrix mechanics as
formulated by W. Heisenberg.

• Complex and hypercomplex numbers, which are utilized in physics and mathematics,
possess matrix forms of their presentation. The notion of number is the main notion
of mathematics and mathematical natural sciences. In view of this, investigation of a
possible connection of the genetic code to multi-dimensional numbers in their matrix
presentations can lead to very significant results.
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• Matrix analysis is one of the main investigation tools in mathematical natural sciences.
The study of possible analogies between matrices, which are specific for the genetic
code, and famous matrices from other branches of sciences can be heuristic and useful.

• Matrices, which are a kind of union of many components in a single whole, are subor-
dinated to certain mathematical operations, which determine substantial connections
between collectives of many components. These kinds of connections can be essential
for collectives of genetic elements of different levels as well.

Matrix genetics are developed during last decade intensively [8, 9, 10, 11, 18, 19, 20, 21, 22]. Let
us list some of interesting results which were obtained in these works:

• new phenomenological rules of evolution of the genetic code;
• multi-dimensional algebras for modelling and for analysing the genetic code systems;
• hidden interrelations between the golden section and parameters of genetic multiplets;
• relations between the Pythagorean musical scale and an important class of quint genetic

matrices which show a molecular genetic basis with a sense of musical harmony and of
aesthetics of proportions;

• cyclic algebraic principles in the structure of matrices of the genetic code;
• materials for a chronocyclic conception, which connects structures of the genetic system

with chrono-medicine and a problem of an internal clock of organisms, etc.

Spectral methods of decomposition of signals on orthogonal systems of functions such as
sin (x) and cos (x) have proved themselves for a long time as especially important in the theory
of signals and informatics in general. Researchers of genetic informatics attempt to address
to them already (see, for example, the works [13, 15] which pay attention to the importance
of spectral methods in this field). But an infinite quantity of orthogonal systems of functions
exists. It is difficult for researchers of molecular-genetic systems to make a choice of one of
infinite number of possible orthogonal systems as an adequate one for spectral methods in the
field of genetic informatics. They should make here rather a volitional choice, risking the waste
of many years of work in the case of the failure of such a choice. They make this choice usually,
proceeding from secondary reasons, which do not have a direct relation to genetic systems. For
example, they choose the system of orthogonal harmonious functions, which is applied in the
classical frequency Fourier-analysis, because this system has extensive applications in technical
fields.

The results described in our article show the relation of the genetic code with the orthog-
onal systems of functions, which relate to Hadamard matrices, and which possess a special
meaning for genetic informatics and its spectral methods. The orthogonal systems of func-
tions connected with Hadamard matrixes are picked out by nature from the infinite set of basic
systems for their deep connection with an essence of molecular-genetic coding. A consistent
investigation of bioinformatics systems should be done from the viewpoint of the theory of
Hadamard matrices and their applications. In particular, the comparative analysis of various
genetic sequences on their Hadamard spectrums is interesting. The described results give im-
portant help in a choice of research tool from an infinite set of orthogonal systems of functions
and from a set of variants of noise-immunity codes.

In the spectral analysis of genetic sequences (for example, their correlation functions), it is
meaningful to spend their decomposition on orthogonal vectors-rows of Hadamard genoma-
trices, instead of on trigonometric functions of the frequency Fourier-analysis. Investigations
of Hadamard spectrums in mathematical genetics are perspective and well-founded. Espe-
cially since some works are already known as applications of Walsh functions (alongside with
other systems of basic functions) to spectral analysis of various aspects of genetic algorithms
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and sequences [6, 2, 5, 14, 23, 29, 30]. The book [32, p. 416] contains a review of works about
applications of Walsh orthogonal functions in some other fields of physiology.

The discovery of connections of the genetic matrices with Hadamard matrices leads to many
new possible investigations using methods of symmetries, of spectral analysis, etc. One can ex-
pect that those Walsh-Hadamard functions, which are related to the described genetic Hadamard
matrices, will be used effectively in the spectral analysis of genetic sequences. It seems that in-
vestigations of structural and functional principles of bio-information systems from the view-
point of quantum computers and of unitary Hadamard operators are very promising. A com-
parison of orthogonal systems of Walsh-Hadamard functions in molecular-genetic structures
and in genetically inherited macro-physiological systems can give new understanding to an
interrelation of various levels in biological organisms. Data about the genetic Hadamard ma-
trices together with data about algebras of the genetic code can lead to new understanding of
genetic code systems, to new effective algorithms of information processing and, perhaps, to
new directions in the field of quantum computers.
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1. INTRODUCTION

The Jinc-function naturally emerges in problems such as the diffraction of spherical/plane
waves converging on circular apertures [2, 5].
Its definition involves the use of the cylindrical Bessel of first order, according to the identity
[1]:

Jinc(x) =
J1(x)(x
2

)
Jα(x) =

(x
2

)α ∞∑
r=0

(−1)r
(
x
2

)2r
Γ(r + α+ 1) r!

≡ α th− order first kind cylindrical bessel.

(1.1)

A current definition is Jinc(x) = J1(x)/x, but the adoption of the form in equation 1.1 is
more convenient for the generalizations considered in this article. In the case of the Fraunhofer
diffraction by circular apertures, the scattered Airy pattern distribution exhibits a Jinc-like be-
havior, with respect to the radial coordinate, namely [9, 3]:

(1.2) F (x, y) = Jinc
(√

x2 + y2
)
.

In order to fix the terms of the forthcoming discussion, we start from equation (1.1) rewritten
as:

(1.3) Jinc(x) =

∞∑
r=0

(−1)r
(x
2

)2r
(1 + r)!r!

.
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The umbral image [15] of (1.3) is a simple Gaussian and can be written as:

(1.4) Jinc(x) = ĉe
−ĉ

(x
2

)2

φ0.

The operator ĉ is the umbral operator, satisfying the property:

(1.5) ĉαĉβ = ĉα+β

and characterized by the following action on the umbral vacuum φ0:

(1.6) ĉαφ0 =
1

Γ(α+ 1)
.

Since we have reduced the Jinc-function to a Gaussian, namely an elementary transcendent
function, we can evaluate the relevant integral using straightforward methods. Therefore, writ-
ing

(1.7)
∫ ∞

−∞
Jinc(x)dx = ĉ

∫ +∞

−∞
e−ĉ( x

2 )
2

dxφ0

and, treating the umbral operator ĉ as an ordinary constant, we find:

(1.8) ĉ

∫ +∞

−∞
e−ĉ( x

2 )
2

dxφ0 = 2ĉ

√
π

ĉ
φ0 = 2

√
πĉ

1
2φ0.

The use of equations (1.5) and (1.5) yields:

(1.9) 2
√
πĉ

1
2φ0 = 2

√
π

1

Γ

(
3

2

)
and, therefore, we eventually find:

(1.10)
∫ ∞

−∞
Jinc(x) dx = 4.

The function in equation (1.2) realizes what is known as sombrero (somb(x)) function and, from
the mathematical point of view, is the Fourier transform of the 2-d circle function [10, 6].
Although this aspect of the problem will be touched on in the final section, here we like to
mention another important property.
Thus, we consider the integral:

(1.11) L(x) =

∫ +∞

−∞
Jinc

(√
x2 + y2

)
dy.

The use of the previously outlined umbral technique yields:

(1.12)

∫ +∞

−∞
Jinc

(√
x2 + y2

)
dy = ĉe−ĉ( x

2 )
2
∫ +∞

−∞
e−ĉ( y

2 )
2

dyφ0

=2
√
π ĉ

1
2 e−ĉ( x

2 )
2

φ0 = 2
√
π

∞∑
r=0

(−1)r
ĉr+

1
2

(x
2

)2r
r!

φ0

=2
√
π

∞∑
r=0

(−1)r

(x
2

)2r
r!Γ

(
r +

3

2

) .
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In conclusion, if we apply the definition of Bessel function in equation (1.1), we end up with:

(1.13) L(x) = 2
√
π
J 1

2
(x)(x
2

) 1
2

.

For future convenience we also note that the use of the series definition of the Struve function
[7, 11, 12],

(1.14) Hα(x) =

∞∑
r=0

(−1)r

Γ
(
r + 3

2

)
Γ

(
r + α+

3

2

) (x
2

)2r+α+1

allows to write:

(1.15)
∫ +∞

−∞
Jinc

(√
x2 + y2

)
dy =

√
8π

x
H− 1

2
(x).

This introduction has been addressed to assess the formal environment in which we develop
the forthcoming discussion. The paper consists of two further sections, in which we propose
a generalization of the Jinc and their link with previously known families of special functions
and the concluding section is dedicated to comments on the relevant applications.

2. GENERALIZED FORMS OF JINC’S

The genesis of the function (1.1) is associated with the Fourier transform of the circ(x) func-
tion, which is defined as:

(2.16) circ(r) =

1,r < 1

1

2
,r = 0

0,r > 0.

The relevant Fourier transform is:

(2.17)
F̂ (circ(r)) = somb(ρ)

somb(ρ) = 2π Jinc (2πρ) .

The analogy with the sinc(x) = sin(x)/x has a twofold origin. It is, indeed, associated with the
Fourier transform of the step function, but it is also corroborated by the analogy between the
first two cylindrical Bessel (J0,1(x)) with the circular functions (cos(x), sin(x)). Postponing a
deeper discussion on this point to the final section, here we note that the jinc function is well
behaved at the origin:

(2.18) lim
x→0

Jinc(x) = 1

If we introduce the n-th order Jinc as (with n any real):

(2.19) Jincn(x) =
Jn(x)(x
2

)n ,
we find that they are well behaved at the origin (Jincn(0) = 1/Γ(n+ 1)) and that:

(2.20)
L(x) = 2

√
πJinc 1

2
(x)

Jinc(x) = Jinc1(x).
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The point we like to rise is that the function defined in eq. (2.19) are by no means new. They
are indeed expressible in terms of the so called Tricomi fuctions, namely:

(2.21) Cn(x) =

∞∑
r=0

(−1)rxr

r! Γ(n+ r + 1)

so that:

(2.22) Jincn(x) = Cn

(
−
(x
2

)2)
.

Most of the properties of the Tricomi functions can be extended to the Jinc functions as it will
be shown below. The 0-th order Tricomi is known as the Laguerre exponential and is an eigen-
functions of the Laguerre derivative [14], namely:

(2.23) [∂xx∂x]C0(λx) = −λC0(λx)

which, translated to the Jinc0(x), yields:

(2.24)
1

x
∂xx∂xJinc0(λx) = −λ2Jinc0(λx)

while for the associated differential equation we find:

(2.25)
xz′′ + z′ + xz(x) = 0

z = Jinc0(x).

The n-th order Tricomi are eigenfunctions of the operator − [∂xx∂x + n∂x], therefore the equa-
tions for the Jincn(x) writes:

(2.26)
xz′′ + (1 + n)z′ + xz(x) = 0

z = Jincn(x).

The previous equations exhibit a Bessel-like form and will be further discussed in the forth-
coming section.
As already noted the umbral methods offer an efficient tool to work out the relevant properties.
Accordingly, it is straightforward to get:

(2.27)
Jincn(x) = ĉne−ĉ( x

2 )
2

φ0∫ ∞

−∞
Jincn(x)dx = ĉn

∫ +∞

−∞
e−ĉ( x

2 )
2

dxφ0 = 2
√
πĉn−

1
2φ0 = 2

√
π

Γ
(
n+ 1

2

) .
Furthermore, the use of the following properties of the Gaussian under successive derivatives

(2.28)

∂nx e
−ax2

= (−1)nHn(2ax,−a)e−ax2

Hn(x, y) = n!

⌊n
2 ⌋∑

r=0

xn−2ryr

(n− 2r)!r!

can be exploited to work out, in finite terms, the following higher order derivatives:

(2.29) ∂mx Jincn(x) = (−1)mĉnHm

(
ĉ

2
x,− ĉ

4

)
e−ĉ( x

2 )
2

φ0.

The use of the second of equation (2.28) and of the first of (2.27) yields the desired result:

(2.30) ∂mx Jincn(x) =

(
−1

2

)m ⌊m
2 ⌋∑

r=0

(−1)rm!xn−r

(m− 2r)!r!
Jincm+n−r(x).
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It is evident that the use of the mathematical means, we have outlined, is fairly useful to explore
the properties of a Bessel-like family of functions, which have been only tangentially studied
within the context of the relevant applications.
In the recent past [2], the possibility of introducing more general forms of Jinc functions has
been discussed within the context of studies regarding their application to focusing and diffrac-
tion of circular apertures.
The functions introduced in [2], in terms of Jincn(x) reads:

(2.31) Φincn(x) = −1

2

n∑
r=0

(−1)r
n!

(n− r)!
Jincr+1 (x)

In umbral terms equation (2.31) we can cast eq. (2.31) as a combination of Gaussians, namely:

(2.32) Φincn(x) = − ĉ
2

n∑
r=0

(−1)r
n!

(n− r)!
ĉre−ĉ( x

2 )
2

φ0

and, according to equation (2.27), we obtain:

(2.33)
∫ +∞

−∞
Φincn(x) dx = −

√
π

n∑
r=0

(−1)r
n!

(n− r)!

1

Γ
(
r + 3

2

) .
Furthermore, keeping the derivative of the Φinc as expressed in equation (2.32), we obtain:

(2.34)
∂xΦincn(x) = −x

4

n∑
r=0

(−1)r
n!

(n− r)!
ĉr+2e−ĉ( x

2 )
2

φ0

=
x

2(n+ 1)

[
Φincn+1(x) +

1

2
Jinc1(x)

]
the n-th derivative can be computed in finite form, using the procedure leading to equation
(2.30).
Before closing this section, we discuss the evaluation of the generating function of the Φinc, in
particular we consider the derivation of the following infinite sum:

(2.35) GΦ(x; ξ) =

∞∑
n=0

ξn

n!
Φincn(x).

In order to write equation (2.35) in finite form, we note that, on account of the fact that r! =∫∞
0
e−ttrdt, it is possible to set:

(2.36)

n∑
r=0

(−1)r
n!

(n− r)!
ar =

n∑
r=0

(−1)r
n!

(n− r)!

∫ ∞

0

e−t (ta)
r
dt

=

∫ ∞

0

e−t (1− ta)
n
dt

applying this identity to the umbral form in equation (2.32), we find:

(2.37) − ĉ
2

n∑
r=0

(−1)r
n!

(n− r)!
ĉre−ĉ( x

2 )
2

φ0 = − ĉ
2

∫ ∞

0

(1− ĉt)ne−tdte−ĉ( x
2 )

2

φ0

and, accordingly:
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(2.38)

∞∑
n=0

ξn

n!
Φincn(x) = − ĉ

2

∞∑
n=0

ξn

n!

∫ ∞

0

(1− ĉt)ne−tdte−ĉ ( x
2 )

2

φ0

= − ĉ
2
eξ
∫ ∞

0

e−te
−ĉ

(
tξ+( x

2 )
2
)
dtφ0.

Therefore, in conclusion, we find:

(2.39)

∞∑
n=0

ξn

n!
Φincn(x) = − ĉ

2
eξ
∫ ∞

0

e−te
−ĉ

(
tξ+( x

2 )
2
)
dtφ0

= −e
ξ

2

∫ ∞

0

e−tJinc1

(
2

√
tξ +

(x
2

)2)
dt.

The same technique eventually yields:

(2.40)
∞∑

n=0

ξn

n!
Jincn(x) = Jinc1

(
2

√
tξ +

(x
2

)2)
.

In the forthcoming section we discuss, along with the relevant use in applications, the impact
Jincn(x) in the study of further Bessel-like functions.

3. JINC FUNCTIONS , CIRCULAR FUNCTIONS, PRODUCTS OF JINC FUNCTIONS AND DOUBLE
VACUA UMBRAL IMAGES

The use of the Umbral/Algebraic methods, touched in the previous sections, has allowed
a fairly significant level of freedom in defining a class of functions, “interpolating” between
Bessel and circular functions [15]. A step further in this direction allows the possibility of
defining the cosine function in terms of its Gaussian image [15]:

(3.41)
cos(x) = e−(2,1)d̂ x2

γ0

(α,β)d̂
kγ0 =

Γ(k + 1)

Γ(αk + β)
.

The sine function can accordingly be written as:

(3.42) sin(x) = 2x(2,1)d̂e
−2,1d̂ x2

γ0

thus, getting the following Gaussian image for the sinc:

(3.43) sinc(x) = 2(2,1)d̂e
−2,1d̂ x2

γ0.

The use of the paradigm underlying the derivation of the integrals discussed in the previous
section, yields the well- known result:

(3.44)
∫ +∞

−∞
sinc(x) dx = 2(2,1)d̂

1
2 γ0 = 2

√
π
Γ
(
3
2

)
Γ(2)

= π
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which leads to further mathematical speculations, associated with the derivation of integrals
like

(3.45)

∫ +∞

−∞
sinc(αx2 + β x) dx = 2(2,1)d̂

∫ +∞

−∞
e−(2,1)d̂ (αx2+β x)dxγ0

= 2

√
π

α
(2,1)d̂

1
2 e(2,1)d̂

β2

4α γ0

which has been obtained by writing in umbral form the elementary Gaussian identity:

(3.46)
∫ +∞

−∞
e−(αx2+β x) dx =

√
π

α
e

β2

4α .

The point to be clarified is whether the last term in equation (3.45) has any meaning from the
mathematical point of view. The use of the properties of the umbral operator2,1d̂ yields (the
correctness of the result has been checked numerically):

(3.47)

∫ +∞

−∞
sinc(

√
αx2 + β x) dx

=2

√
π

α

∞∑
r=0

Γ
(
r + 3

2

)
r!Γ(2(r + 1))

(
β

2
√
α

)2r

=
π√
α
I0

(
β

2
√
α

)
providing a further example of integral representation of O-th order cylindrical Bessel, whose
implications will be discussed in a forthcoming dedicated article.
Regarding however the case involving the Jinc functions we obtain:

(3.48)
∫ +∞

−∞
Jincn(2

√
αx2 + β x) dx =

√
π

α
Jincn−1/2

(
β2

4α

)
.

We have so far used the Gaussian as umbral image of Bessel-like functions. It is however well
known that any image can be used to get an umbral representation of a given function and
the choice is matter of convenience and one can choose the most suitable for the solution of a
given problem. In the following we apply this statement to the derivation of integrals involving
squares of Jinc functions.
To this aim we remind that the squares of Bessel functions can be written as [4]:

(3.49) [Jn(x)]
2
=

∞∑
r=0

(−1)r
(x
2

)2r+2n

Γ [2r + 1]

r!2Γ(r + n+ 1)2
.

Therefore, defining

(3.50) JJincn(x) =

[
Jn(x)(

x
2

)n
]2

we find:

(3.51) JJincn(x) =

∞∑
r=0

(−1)r
(
x
2

)2r
Γ [2r + 1]

r!2Γ(r + n+ 1)2
.
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The function J0(x) can usefully be exploited as umbral image JJincn(x) and, indeed, we write:

(3.52)
JJincn(x) = ĉnJ0

(√
b̂x
)
φ0

b̂rφ0 =
Γ(2 r + 1)

Γ(r + 1)
.

Furthermore, by keeping into account that

(3.53)
∫ +∞

−∞
J0

(√
bx
)
dx =

2√
b

we find:

(3.54)
∫ +∞

−∞
JJincn (x) dx = 2 b̂n−

1
2φ0 = 2

Γ
[
2
(
n− 1

2

)
+ 1
]

Γ
((
n− 1

2

)
+ 1
)2 = 2

Γ (2n)

Γ
(
n+ 1

2

)2 .
Let us now remind that:

(3.55) [Jn(x)]
2
=

∞∑
r=0

(−1)r
(
x
2

)2r+2n
Γ [2r + 1]

r!2Γ(r + n+ 1)2
.

A final point we touch here is the study of the following generalized Jinc function :

(3.56) JJincµ.ν(x) =
Jν(x)Jµ(x)(

x
2

)µ+ν =

∞∑
k=0

(−1)kΓ(ν + µ+ 2k + 1)

k!Γ(ν + k + 1)Γ(µ+ k + 1)Γ(µ+ ν + k + 1)

(x
2

)2k
which can be reduced to a easily manageable image by the use of the following two vacuum
operators

(3.57)
b̂ν1 = eν

∂
∂z1

b̂µ2 = eµ
∂

∂z2

acting on the vacuum

(3.58) φ0 =
Γ(z1 + z2 + 1)

Γ(z1 + 1)Γ(z2 + 1)

in such a way that:

(3.59) b̂ν1 b̂
µ
2φ0|z1=z2=0 =

Γ(µ+ ν + 1)

Γ(µ+ 1)Γ(ν + 1)
.

If we use now the image

(3.60) Jincµ+ν(x) =
Jν+µ(x)(

x
2

)µ+ν ,

we can end up with

(3.61) JJincµ,ν(x) = b̂ν1 b̂
µ
2Jincµ+ν(

√
b̂1b̂2x)φ0
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and get the relevant infinite integral as reported below:

(3.62)

b̂ν1 b̂
µ
2

∫ +∞

−∞
Jincµ+ν(

√
b̂1b̂2x)dxφ0

=2
√
π

b̂ν1 b̂
µ
2

Γ
(
µ+ ν + 1

2

) b̂− 1
2

1 b̂
− 1

2
2 φ0

=2
√
π

Γ(µ+ ν)

Γ
(
µ+ ν + 1

2

)
Γ
(
µ+ 1

2

)
Γ
(
ν + 1

2

) .
We have so far treated the Jinc functions and the associated generalizations using a fairly ab-
stract point of view, in the forthcoming part we will discuss physical applications where this
type of functions are used. In particular we discuss the case of the Fraunhofer diffraction in
two-iris wave-particle duality experiments, where integrals Involving functions of the type
Jincµ+ν(x) play a crucial role.

4. RELEVANT APPLICATIONS OF JINC FUNCTIONS IN PHYSICS

Jinc functions play a fundamental role in several contexts of physics, due to the fact that the
Fourier transform of a uniform distribution over a finite circular area of radius r0 coincides
with the area of the circle πr20 multiplied by a Jinc function:

(4.63)
∫ 2π

0

dφ

∫ ∞

0

drrcirc

(
r

r0

)
e−ikr cos (ϕ−φ) = 2π

∫ r0

0

drrJ0(kr) = πr20Jinc(kr0).

In the following we are going to list a few topical applications of the above result.

4.1. High-power lasers. Chirped Pulse Amplification (CPA) is the most common technique
used to amplify laser beams to unprecedented levels of peak power, up to the PetaWatt level.
CPA is based on the principle that a short seed pulse is amplified while stretched, to avoid
damages in the active media. A laser beam that enters the amplifier with a gaussian profile (or
any other bell-shape distribution), is firstly amplified on-axis, where there is a larger amount
of seeding energy. Once the saturation level is reached by the photon energy amplified on-axis,
the tails of the profile start accumulating energy more efficiently than the central part of the
beam. For high-gain, multi-pass amplifiers, the final effect on the seed beam, at the end of the
amplification process, is that of a super-gaussian distribution, which can be assimilated to a cir-
cular uniform distribution of radius r0. The flat-profile beam is then recompressed and focused
for laser-matter interactions at high-intensity. Considering an aperture of the focusing element
that is much larger than the beam diameter, the laser field at the focal plane is evaluated via
the Kirchoff’s integral [8]:
(4.64)

E(r, z = f) =
−ikeik

(
f− r2

2f

)
f

∫ ∞

0

dr′r′E0(r
′)J0

(
kr′r

f

)
=

−ikeik
(
f− r2

2f

)
f

πr20Jinc

(
kr0r

f

)
,

where f is the focal length and k = 2π/λ, with λ the radiation wavelength. The flat-profile
of the laser beam impinging on the focusing optics has been defined as E0(r) = E0circ(r/r0).
Thus, the radiation intensity in the focal point is:

(4.65) I =
cε0
2

|E(r, f)|2 =
cε0π

2k2r40
2f2

Jinc2
(
kr0r

f

)
,
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where c is the speed of light in vacuum and ε0 is the vacuum dielectric constant. A criterion
to evaluate the beam radius R at the focal plane, is to impose that the argument of the Jinc
function is equal to the first zero of the Bessel J1, defined as j1 ≃ 3.832:

(4.66)
kr0R

f
= j1 → R =

j1f

kr0
=
j1λf

2πr0
.

Typical values are λ = 1 µm, f = 1 m, r0 = 0.1 m. This means that the focal spot radius is
R ≃ 6 µm << r0. The evaluation of the total laser energy passes through an integral of the
type:

(4.67)

∫ ∞

0

drrJinc2
(
kr0r

f

)
=

∫ ∞

0

drrJinc2 (κr)

=ĉ1ĉ2

∫ ∞

0

drre−ĉ1(κr
2 )

2

e−ĉ2(κr
2 )

2

φ
(1)
0 φ

(2)
0 =

2ĉ1ĉ2φ
(1)
0 φ

(2)
0

κ2 (ĉ1 + ĉ2)
=

2

κ2
=

λ2f2

2π2r20
=

2R2

j21
,

where we have defined the action of the entangled umbral operators ĉ1 and ĉ2 on the double
vacuum φ

(1)
0 φ

(2)
0 as:

(4.68)
(

ĉ1ĉ2
ĉ1 + ĉ2

)α

φ
(1)
0 φ

(2)
0 ≡ 1

Γ (α+ 1)
.

4.2. Diffraction limits in optics, acoustics and telecommunications. The Jinc function is also
known as Airy pattern. The first zero of the Bessel J1 determines the limits of the so-called
Airy disk. The airy patterns were discovered in the context of astronomical observation, where
it was observed that the size of stars appeared different depending on the instrumentation. The
aperture of the lenses of telescopes limits the resolution of these instruments. This can be seen
using Eq. 4.66. Let’s assume here a lens of radius r0, used to focus a uniform wavefront of light
of larger size compared to the optical aperture. If the distance between two far objects is d,
then θ = d/f will be, approximately, the angular separation from the observer’s point of view,
placed at the focal plane. The minimum resolvable distance is then [8]:

(4.69)
d

f
≃ θ ≃ 1.22

λ

2r0
.

The same limits and description apply to focusing elements used in acoustics and to antennas
exploited in telecommunications.

4.3. Fraunhofer diffraction in two-iris wave-particle duality experiments. Fraunhofer diffrac-
tion affects any plane wavefront passing through a circular aperture, determining a a Jinc func-
tion pattern (see Eq. 4.64). This description also underlies the two-iris experiment for the
verification of the wave-particle duality. Considering a quantum particle that can pass a wall
only through two different circular holes, with centers in x = ±a, both of radius r0, the wave
function ψ of the particle evaluated at a certain distance R from the holes is given in the Born
approximation by [8]:
(4.70)

ψ = ψ1 + ψ2, ψ1,2(r, t) ≃ ei
pz
ℏ + f1,2(θx, θy)

ei
pr
ℏ

r

f1,2(θx, θy) = −mV0L
ℏ2

∫ r0

0

drrJ0 (q̃1,2r) = −mV0Lr
2
0

2ℏ2
Jinc (q̃1,2r0) , q̃1,2 ≃ p

ℏ

√(
θx ∓ a

R

)2
+ θ2y,

where V0 and L are empirical constants, m is the mass of the particle, ℏ is the Planck constant,



The Jinc- function: a note on the relevant generalizations and applications 47

FIGURE 1. Probability density |ψ1+ψ2|2 for the two-iris experiment. From left
to right the momentum of the particle decreases.

θx,y are the observation angles in the plane of the two holes and in the perpendicular one, re-
spectively, and p is the momentum of the particle. The partial wave functions ψ1,2, represent
the passage of the particle through one or the other iris, respectively. Fig. 1 shows the outcome
of the two-iris experiment, based on the Eq. 4.70. From left to right the momentum of the parti-
cle decreases, reaching values comparable to ℏ/r0, leading to diffraction phenomena. From the
leftest situation, showing very localized particle states, mirroring the two entrance irises, one
moves to the rightest situation where the interference is such to create a maximum probability
at the center. The normalization of the wavefunction is achieved via integrals of the type:

(4.71)

∫
dθx

∫
dθyJinc(q̃1r0)Jinc(q̃2r0)

=ĉ1ĉ2

∫
dθx

∫
dθye

−ĉ1( q̃1r0
2 )

2

e−ĉ2( q̃2r0
2 )

2

φ
(1)
0 φ

(2)
0 =

4πℏ2

p2r20
Jinc

(
2par0
ℏR

)
∫
dθx

∫
dθyJinc

2(q̃1,2r0)

=ĉ1ĉ2

∫
dθx

∫
dθye

−ĉ1
(

q̃1,2r0
2

)2

e
−ĉ2

(
q̃1,2r0

2

)2

φ
(1)
0 φ

(2)
0 = 4π

(
ĉ1ĉ2
ĉ1 + ĉ2

)
φ
(1)
0 φ

(2)
0 = 4π.

It is worth noting that integrals in Eqs. 4.71 would, normally, be very difficult to solve without
the umbral approach.

5. DISCUSSION

The article has provided a comprehensive treatment of Jinc functions and of the relevant
applications. The mathematical tools we have employed to study the relevant properties has
been the use of the indicial umbral calculus [15]. Such a choice has been dictated by mere
convenience and other means can be usefully exploited. To give an example we consider the
use of the generating function method.
To this aim we remind the Jacobi-Anger generating function [4]

(5.72)
+∞∑

n=−∞
tnJn(x) = e

x
2 (t−

1
t )

which, once applied to the Jinc, yields:

(5.73)
+∞∑

n=−∞
tnJincn(x) = et−

x2

4t .
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We use this last identity to evaluate the integral:

(5.74) Iincn(α) =

∫ +∞

−∞
e−αx2

Jincn(2
√
β x)dx.

Multiplying both sides of (5.74) by tn and summing on the index n we find:

(5.75)
+∞∑

n=−∞
tnIincn(α.β) = et

∫ +∞

−∞
e−αx2− β x

t dx =

√
π

α
et+

β2

4α t2 .

In order to get the explicit expression of the integral in (5.74) we note that:

(5.76)

et+
x
t2 =

+∞∑
n=−∞

tn(xnC(2)
n (x))

C (1.2)
n (x) =

∞∑
s=0

x2s

(n+ 2s)!s!
,

where C(2)
n (x) is an n-th order Bessel-Wright function [13]. Therefore expanding the rhs of

(5.75) and equating the t-like power coefficients, we end up with:

(5.77) Iincn(α, β) =

√
π

α
C(2)

n

(
β2

4α

)
.
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ABSTRACT. We investigate the linear hardening phenomena with a method that is not standard in the literature,
i.e. with a hemivariational method. As a result, we do not introduce any flow rules, and the number of assumptions
is reduced to the generalized variational principle with proper definition of a new set of kinematic descriptors and,
as a function of them, with a new definition of the energy functional. The variational framework guarantees the
rationality of the deduction. Analytical derivation of the force displacement hysteretic loop is also derived and, finally,
the dissipation energy is furnished with respect to either the final value of the dissipation energy potential or the
corresponding area of the hysteretic loop.
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1. INTRODUCTION

Linear hardening behavior of a class of materials is well-known in the literature [7, 21], and
the methods for its study are also explored in many aspects [74, 75]. However, we will exam-
ine the possibility of a new approach with some advantages. The first is that the number of
assumptions is reduced, and the second is that analytical solutions [18, 78] are derived with
no use of flow rules. We need to say that elastic models can be derived in different ways,
i.e. by assuming the balance of forces, of moments and therefore of the corresponding Par-
tial Differential Equations (PDEs) and Boundary Conditions (BCs) as first principles or by as-
suming an energetic approach, where the assumptions are based on an action principle, and
the PDEs and BCs are derived as a consequence of these first assumptions [8, 27, 23, 36, 32].
In standard continuum elastic models, fundamental problems arise, see e.g. [19, 49, 50], as
well as the necessity of higher order gradient generalization [4, 35, 1] also for the dynamic
case [33, 57]. These kinds of generalizations are particularly important for materials with
microstructures, made e.g. with additive manufacturing techniques [10, 11, 12], for fiber-
reinforced composites [13, 29, 46, 52, 51, 69], for composite structure [34], and for biological
applications [43, 44, 76, 61, 2]. Thus, variational approaches have been developed also for mi-
crostructural materials [26, 28]. Also thermomechanical problems [53, 56, 70, 72] can be used
via a purely variational procedure [40]. Besides, the use of 3D printers has improved the inves-
tigation of metamaterials, made with a microstructure that can be designed, as pantographic
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materials [15, 24, 25, 31, 80], where higher order gradient is essential for the modelling. Higher
order gradient elastic theories are therefore suitable for those materials with microstructure.
However, the number of constitutive parameters of a general higher order gradient theory is
so large that the problem of their identification is an open one, and deserves specific techniques
[38, 37]. In order to avoid the identification of a large number of parameters, one can use the
same strategy of Cauchy and Navier [14, 62] for homogeneous linear and isotropic materials
aimed to solve the elastic granular micromechanic problem [9] for anisotropic [30] and gener-
alized continuous [45, 47, 64, 63, 81, 82]. Granular micromechanic is ideal for concrete [16, 17]
and for any materials with a strengthening microstructure [20] with the necessity to model the
bond behavior [48]. Variational principles for elastic materials are therefore standard. For the
dissipative case, e.g. for the viscoelastic case [41, 42, 54], the variational strategy must be gen-
eralized [71, 5, 65]. For damage [83, 77, 79] and plasticity [3] such a strategy is also different.
Variational approaches in plasticity are not new [39, 22, 55]. The aim of this work is to use
a hemivariational procedure, conceived for granular micromechanics [59, 58, 60, 66, 67], for a
one degree of freedom problem with linear hardening behavior. Such a one degree of freedom
model can be used into two ways to construct a continuum model with the same linear harden-
ing behavior. The first is to build a discrete mode and use standard homogenization technique
[68, 73]. The second is to use granular micromechanics [66]. As an outlook of this work, we
will consider the fatigue problem [6].

2. FORMULATION OF THE PROBLEM

2.1. Definition of the Action functional and plastic kinematic descriptors. The action A

(2.1) A =

tfi∫
tin

{
U +W − Uext

}
dt

is a functional of the fundamental kinematical quantities u, λt, and λc, i.e. of the functions, û,
λ̂t and λ̂c,

(2.2) A = A
(
û, λ̂t, λ̂c

)
.

û, λ̂t, and λ̂c are all functions of time t (where tin is the initial time and tfi is the final time),

(2.3) u = û (t) , λt = λ̂t (t) , λc = λ̂c (t) , ∀t ∈ [tin, tfi] ,

and called, respectively, the displacement and plastic multipliers in tension and compression.
The plastic multipliers are also called, respectively, the tension and the compression plastic dis-
placement accumulations. The reason for these names is as follows. The elastic displacement
uel

(2.4) uel = u− upl,

is defined as the difference between the total displacement u and the plastic displacement upl,
that is defined as the difference between the tension and compression plastic accumulations,
i.e. between the two plastic multipliers, viz.,

(2.5) upl = λt − λc.

The values U , W , and Uext are the elastic, the dissipation, and the external energies which are
functionals of the fundamental kinematical fields,

U = U
(
û, λ̂t, λ̂c

)
, W = W

(
λ̂t, λ̂c

)
, Uext = Uext (û) .
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The explicit form of the functionals U , W and Uext is prescribed constitutively. Here we restrict
to the condition that the dissipation energy functionals depend only upon the plastic multipli-
ers and the external energy functional Uext only upon the total displacement.

2.2. Kinematic and thermodynamic restrictions of motion.

2.2.1. Boundary conditions in time. An initial datum on plastic multipliers must be assumed at
t = tin,

(2.6) λt0 = λ̂t (t = tin) , λc0 = λ̂c (t = tin) ,

as well as initial and final displacements,

(2.7) uin = û (tin) , ufi = û (tfi) ,

both at the initial t = tin and at the final t = tfi instants of times. Conditions (2.7) can also be
omitted in the present quasi-static formulation but they should be taken into account when the
kinetic energy in (2.1) is considered.

2.2.2. Definition of motion. A motion is defined as a family, fulfilling (2.6) and (2.7), of displace-
ments u = û (t) and of plastic multipliers λt = λ̂t (t) and λc = λ̂c (t) for those discrete values of
times defined as follows,

t = ti = tin + i∆t, ∀i = 0, . . . , N, tin = t0, tfi = tN = t0 +N∆t.

The increments, across two successive instants of times, of displacement

(2.8) ∆u = û (ti+1)− û (ti) ,

and of plastic multipliers

(2.9) ∆λt = λ̂t (ti+1)− λ̂t (ti) , ∆λc = λ̂c (ti+1)− λ̂c (ti) ,

at time t = ti are defined in (2.8) and (2.9).

2.2.3. Admissible variation of motion. The set AMt is that of kinematically admissible displace-
ments (2.3)1, fulfilling the (2.7) in the non-quasi-static case and any kinematical restrictions
imposed by the problem, e.g., by the external constraints, at time t. The set AVt is that of their
admissible variations,

u ∈ AMt, δû ∈ AVt.

Two examples are as follows. The first is for a force-control problem, where the displacement
u is not prescribed, the variation δû is arbitrary, and we have

AVt ≡ R, ∀t ∈ (tin, tfi)

for any values of time, in the non-quasi-static case different from the initial and the final ones
because of (2.7). The second is for a displacement-control problem, where the displacement is
prescribed, and the only admissible value for its variation δû is zero, i.e. δû = 0; as a conse-
quence the set of admissible variations

AVt = {0} , ∀t ∈ [tin, tfi]

is composed only of the zero value. The kinematical quantities λt and λc are assumed to be
irreversible and therefore can not reduce their values. Thus, their admissible variations are all
the positive numbers, viz.,

(2.10) δλ̂t ∈ R+, δλ̂c ∈ R+.

The kinematical irreversibility of the plastic multipliers justifies the relation of their names
with the accumulation of tension and compression plastic displacements. It is worth noting
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that the plastic displacement defined in (2.5) is not irreversible. The irreversibility conditions
on the two plastic multipliers that are assumed in (2.10), induce the necessity to generalize the
variational principle into a hemivariational principle, that is discussed in the next subsection.

2.3. The hemivariational principle. The variation δA of the action functional (2.2) is defined
with respect to the variations of the kinematic descriptors (2.3),

(2.11) δA = A
(
û+ δû, λ̂t + δλ̂t, λ̂c + δλ̂c

)
−A

(
û, λ̂t, λ̂c

)
,

and its increment ∆A is defined with respect to those increments defined in (2.8) and (2.9), that
yields

∆A = A
(
û+∆û, λ̂t +∆λ̂t, λ̂c +∆λ̂c

)
−A

(
û, λ̂t, λ̂c

)
.(2.12)

The hemivariational principle is formulated as follows: The following variational inequality
holds

(2.13) ∆A ≤ δA

for the solution (2.3) and for any admissible variations

(2.14) ∀δû ∈ AVt, ∀δλ̂t ∈ R+, ∀δλ̂c ∈ R+.

Finally, the only thermodynamic restriction, among the positive definiteness of the elastic en-
ergy functional U , involves the dissipation energy, that is assumed to be a non-decreasing func-
tion of time,

(2.15) ∆W
(
λ̂t, λ̂c

)
= W

(
λ̂t +∆λ̂t, λ̂c +∆λ̂c

)
−W

(
λ̂t, λ̂c

)
⩾ 0.

3. THE CASE OF AN ELASTO-PLASTIC LINEAR KINEMATIC HARDENING SPRING

3.1. Definition of the energy functionals. The elastic energy is assumed to be quadratic with
respect to the elastic displacement uel defined in (2.4) and proportional to the elastic stiffness
kel, i.e.,

(3.16) U = U
(
û, λ̂t, λ̂c

)
=

1

2
kelu

2
el =

1

2
kel (u− upl)

2
=

1

2
kel (u− λt + λc)

2
.

The dissipation energy is defined with the following incomplete quadratic form of the irre-
versible plastic kinematic descriptors,

(3.17) W = σ (λt + λc) +
1

2
h (λt − λc)

2
,

where σ is the initial plastic yielding point, and h is the hardening parameter. Positive defini-
tion of the numbers of the three constitutive coefficients of the model, i.e.,

kel > 0, σ > 0, h > 0,

guarantees not only the positive definiteness of the elastic energy functional U but also the
assumed thermodynamic restriction (2.15).

The external energy

(3.18) Uext = Uext (û) = Fu,

is defined with the external force F , that is a function of time,

(3.19) F = F̂ (t) .
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Thus, the action functional is given by the insertion of (3.16), (3.17) and (3.18) into (2.1)

A =

tfi∫
tin

[
1

2
kel (u− λt + λc)

2
+ σ (λt + λc) +

1

2
h (λt − λc)

2 − Fu

]
dt,(3.20)

and its variation is,

δA =

tfi∫
tin

{[kel (u− λt + λc)− F ] δû

+ [−kel (u− λt + λc) + σ + h (λt − λc)] δλ̂t + [kel (u− λt + λc) + σ − h (λt − λc)] δλ̂c}dt,

or, in compact form,

δA =

tfi∫
tin

{[kel (u− upl)− F ] δû+ [kel + h]
[
(λt − λty) δλ̂t + (λc − λcy) δλ̂c

]
}dt,(3.21)

where λty and λcy are the plastic yielding tension and the plastic yielding compression, respec-
tively, i.e.,

λty = λc +
kelu− σ

kel + h
,(3.22)

λcy = λt −
kelu+ σ

kel + h
.(3.23)

The increment ∆A of the action functional (2.12) is derived from (3.21),

∆A =

tfi∫
tin

{[kel (u− λt + λc)− F ]∆û+ [kel + h]
[
(λt − λty)∆λ̂t + (λc − λcy)∆λ̂c

]
}dt.(3.24)

3.2. Euler-Lagrange equations for the linear kinematic hardening spring. The variational
inequality (2.13) is valid for any admissible variations in (2.14). Let us define an arbitrary
function of time f ∈ AVt belonging to the admissible displacement variations AVt and calculate
the variational inequality (2.13) with the following admissible variation(

δû, δλ̂t, δλ̂c

)
=

(
f,∆λ̂t,∆λ̂c

)
,

and then with another admissible variation that is similar to the previous one but with opposite
f , i.e., (

δû, δλ̂t, δλ̂c

)
=

(
−f,∆λ̂t,∆λ̂c

)
,

both for arbitrary f ∈ AVt. Thus, we obtain two inequalities, that imply the following Euler-
Lagrange equation

(3.25) [kel (u− λt + λc)− F ] f = 0, ∀f ∈ AVt,

that, by assuming no restrictions on f ∈ AVt, we easily derive the standard form of the elasto-
plastic linear kinematic hardening spring response,

(3.26) kel (u− λt + λc) = kel (u− upl) = F.
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Thus, let us calculate the variational inequality (2.13) by assuming the following particular
admissible variation evaluated on the corresponding increment of the solution but doubling
that of the tension plastic multiplier,

(3.27)
(
δû, δλ̂t, δλ̂c

)
=

(
∆û, 2∆λ̂t,∆λ̂c

)
,

and then with another admissible variation that is similar to the previous one but keeping the
plastic multiplier in tension at zero,

(3.28)
(
δû, δλ̂t, δλ̂c

)
=

(
∆û, 0,∆λ̂c

)
.

It is easy to derive that the two obtained inequalities imply another Euler-Lagrange equation
for the plastic multiplier in tension in the form of the following KKT condition,

(3.29) [λt − λty]∆λt = 0.

In the same way we obtain the other plastic KKT conditions,

(3.30) [λc − λcy]∆λc = 0.

It is worth to be noted that the variations (3.27) and (3.28) are both admissible because the
increments on the solutions are always non-negative as it is prescribed in (2.14). Besides, a
variation δλ̂t = −∆λ̂t, for the same reason, is not admissible.

3.3. A resume of the governing equations. The governing equations of the present linear
hardening spring are given by the coupling effects of eqns. (3.26), (3.29) and (3.30) with the
insertion, respectively, of (2.5), (3.22) and (3.23),[

λt − λc −
kelu− σ

kel + h

]
∆λt = 0,(3.31) [

λc − λt +
kelu+ σ

kel + h

]
∆λc = 0,(3.32)

kel (u− λt + λc) = F.(3.33)

The explicit method consists of the following numerical strategy once the displacement history
u is prescribed for all the time steps. From (3.31), we evaluate λt by assuming the other mul-
tiplier λc at the previous time step. Thus, from (3.32), we evaluate λc by assuming the other
multiplier λt at the previous time step. Finally, we calculate the reaction F from (3.33) and
repeat this scheme for every time steps.

4. THE CYCLING LOADING OF THE ELASTO-PLASTIC LINEAR KINEMATIC HARDENING SPRING

4.1. The cyclic loading history. The cyclic loading history is prescribed in terms of the dis-
placement field and graphically represented in Fig. 1. The period of oscillation of the imposed
displacement is 4t. The oscillation range is 2u, where u is assumed to be larger than σ/kel.

We investigate, in the following six subsections of Section 4, the six phases of the loading
history. We will call these stages of the loading history as follows: elastic reversible one, plastic
irreversible one, elastic reversible two, plastic irreversible two, elastic reversible three, and
plastic irreversible three. We will later justify the names of these phases. It is worth noting here
that in the elastic phases, the dissipation energy is constant with respect to time, and in the
plastic phases, the dissipation energy is an increasing function with respect to time. Besides,
on the one hand, during the elastic phases, an eventual unloading process follows the loading
path (reversibility of the process), and on the other hand, during the plastic phases, an eventual
unloading process follows another path (irreversibility of the process).
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FIGURE 1. The cyclic loading history in terms of the imposed displacement u
vs the time t. Each period is divided into six phases. Three phases (red-thick
lines) are denoted elastic and three (green-dashed lines) are denoted plastic.

FIGURE 2. Elastic reversible phase one of the loading history in terms of the
imposed displacement u vs time t.

4.2. Elastic reversible phase one. At the beginning of the loading history (i.e. at t = tin = 0)
the displacement and both the plastic multipliers are null

(4.34) u (t = tin = 0) = λc (t = tin = 0) = λt (t = tin = 0) = 0.

Besides, the displacement u is imposed to evolve according to Fig. 1, and it is therefore limited,
in the elastic reversible phase one, to be

(4.35) u <
σ

kel
, ∀t ∈ [0,

σt

kelu
],

lower than the ratio σ/kel as remarked in Fig. 2. Besides, the plastic yielding tension and
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compression are at the beginning from (3.22), (3.23) and (4.34) both negative,

(4.36) λty (t = tin = 0) = − σ

kel + h
< 0, λcy (t = tin = 0) = − σ

kel + h
< 0.

On the one hand, from (3.23) and because u is an increasing function of time for this elastic
reversible phase one (see Fig. 2), the plastic yielding compression λcy is a decreasing function
of time, which guarantees that it is constrained to be negative for all the times in this initial part
of the loading history,

u̇ > 0, ⇒ λ̇cy = − kelu̇

kel + h
< 0, ⇒ λcy (t) < 0, ∀t ∈ [0,

σt

kelu
].

Thus, the KKT condition (3.30) is satisfied only by setting to zero the increment ∆λc and there-
fore also the values of the plastic multiplier in compression λc for all the times in this initial
part of the loading history,

(4.37) λc (t) = 0, ∀t ∈ [0,
σt

kelu
].

On the other hand, from (3.22) and because u is an increasing function of time for this elastic
reversible phase one (see Fig. 2), the plastic yielding tension λty is an increasing function of
time. However, from (3.22), (4.35) and (4.37), it remains negative for all times in this initial part
of the loading history,

λty (t) = λc +
kelu− σ

kel + h
=

kelu− σ

kel + h
< 0, ∀t ∈ [0,

σt

kelu
].

Thus, also the KKT condition (3.29) is satisfied only setting to zero the increment ∆λt and
therefore also the values of the plastic multiplier in tension for all the times in this initial part
of the loading history,

(4.38) λt (t) = 0, ∀t ∈ [0,
σt

kelu
].

The conditions (4.37) and (4.38) justify to call elastic this first part of the loading history. The
spring response has been derived from (3.26), (4.37) and (4.38), and takes the following simple
form

(4.39) kelu = F, ∀t ∈ [0,
σt

kelu
],

that is also represented in Fig. 3.
If, in an arbitrary moment of this elastic reversible phase we change the sign of the load-

ing velocity u̇ then the KKT conditions (3.29) and (3.30) will be both satisfied with the same
constant values of plastic multipliers (4.37) and (4.38) and therefore the response is the same
calculated in (4.39) and graphically reported in Fig. 3. This reversible behavior justifies the
name “reversible” of this phase of the loading history.

4.3. The plastic irreversible phase one. In the second part of the loading history, the displace-
ment u is imposed to evolve according to Fig. 1, and it is therefore limited, in the plastic
irreversible phase one, to be

σ

kel
< u < ū, ∀t ∈ [

σt

kelu
, t]

as represented in Fig. 4. Thus, the yielding compression from (3.23) is still a decreasing function
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FIGURE 3. Elastic reversible phase one response. We plot the reaction force F
vs the imposed displacement u.

FIGURE 4. The plastic irreversible phase one of the loading history in terms of
the imposed displacement u vs time t.

of time, and therefore, it remains negative,

(4.40) λcy < 0, ∀t ∈ [
σt

kelu
, t].

This means that the KKT condition (3.30) can be satisfied only setting to zero the increment
∆λc and therefore also the values of the plastic multiplier in compression for all the times in
this part of the loading history,

(4.41) λc (t) = 0, ∀t ∈ [
σt

kelu
, t].
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FIGURE 5. Plastic irreversible phase one response is highlighted with the
green-dashed line. We plot the reaction force F vs the imposed displacement
u.

Besides, the yielding tension from (3.22) and (4.41) becomes positive,

λty =
kelu− σ

kel + h
> 0, ∀t ∈ [

σt

kelu
, t],

and the KKT condition (3.29) is satisfied in terms of the plastic multiplier in tension by

(4.42) λt (t) = λty =
kelu− σ

kel + h
, ∀t ∈ [

σt

kelu
, t].

The spring response, according to (3.26), (4.41) and (4.42), is as follows,

kel (u− λt (t) + λc (t)) = kel

(
u− kelu− σ

kel + h

)
= F, ∀t ∈ [

σt

kelu
, t],

that means

(4.43) F = kel

(
hu+ σ

kel + h

)
=

kel
kel + h

σ +
hkel

kel + h
u, ∀t ∈ [

σt

kelu
, t],

that is a spring with a residual (with no displacement u = 0) force equal to

kel
kel + h

σ,

and a stiffness

(4.44)
hkel

kel + h
,

that is the equivalent stiffness of the series of two springs, one with stiffness kel and one with
stiffness h. The response is therefore represented in Fig. 5. As a matter of fact, from (4.42) the
final value of the plastic multiplier in tension is

(4.45) λt (t = t̄) =
kelū− σ

kel + h
> 0
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and from (4.43), the final value of the reaction force is

(4.46) F̂ (t = t̄) = F = kel
σ + hu

kel + h
.

In this phase, the dissipation energy is derived by the insertion of (4.41) and (4.42) into (3.17).
If, in an arbitrary moment t = t̃ at u = u

(
t = t̃

)
= ũ of this plastic irreversible phase, we

change the sign of the loading velocity u̇, then the KKT conditions (3.29) and (3.30) would both
be satisfied setting to zero the increments ∆λt and ∆λc, and therefore, the value of the plastic
multiplier in compression would be still the same of that already calculated in (4.41)

λc (t) = λ̃c = 0, ∀t > t̃,

and that in tension would be from (4.42)

λt (t) = λ̃t =
kelũ− σ

kel + h
, ∀t > t̃,

and therefore the response would be

kel

(
u− λ̃t + λ̃c

)
= kel

(
u− kelũ− σ

kel + h

)
= F, ∀t > t̃,

that is different from that calculated in (4.43). In particular, the tangent stiffness would be kel
and not the series reported in (4.44). This irreversible behavior justifies the name “irreversible”
of this phase of the loading history.

4.4. The elastic reversible phase two. In the third part of the loading history, the displacement
u is imposed to evolve according to Fig. 1. Thus, it changes the sign of its time derivative u̇,
and therefore, the spring is in an unloading phase. Besides, in this elastic reversible phase two,
it is limited to be

(4.47) ū = ū− 2
σ

kel
< u < ū, ∀t ∈ [t, t+ 2

σt

kelu
],

and it is graphically represented in Fig. 6. Thus, the yielding tension is from (3.22) a decreasing
function of time, and therefore, it is always lower than the final value λt (t = t̄) of the plastic
multiplier in tension calculated in (4.45), that is the last one taken during the previous plastic
irreversible one part of the loading history,

(4.48) λty < λt (t = t̄) =
kelū− σ

kel + h
, ∀t ∈ [t, t+ 2

σt

kelu
].

The KKT condition (3.29) is satisfied only setting to zero the increment ∆λt, and therefore, also
keeping constant the values of the plastic multiplier in tension for all the times in this part of
the loading history,

(4.49) λt (t) =
kelū− σ

kel + h
, ∀t ∈ [t, t+ 2

σt

kelu
].

Besides, the yielding compression is from (3.23) an increasing function of time,

(4.50) λcy =
kelū− σ

kel + h
− kelu+ σ

kel + h
=

kel (ū− u)− 2σ

kel + h
< 0, ∀t ∈ [t, t+ 2

σt

kelu
],

but it remains negative in the prescribed range (4.47) of the present third phase of the loading
history so that we still have that the KKT condition (3.30) can be satisfied only by setting to
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FIGURE 6. The elastic reversible phase two of the loading history in terms of
the imposed displacement u vs time t.

zero the increment ∆λc, and therefore, also the values of the plastic multiplier in compression
for all the times in this part of the loading history,

(4.51) λc (t) = 0, ∀t ∈ [t, t+ 2
σt

kelu
].

The spring response is, according to (3.26), (4.49) and (4.51), as follows,

(4.52) kel (u− λt (t) + λc (t)) = kel

(
u− kelū− σ

kel + h

)
= F = F̂ (t) , ∀t ∈ [t, t+ 2

σt

kelu
],

that is a spring with a residual (with no displacement u = 0) force equal to

kel

(
σ − kelū

kel + h

)
,

and the same initial elastic stiffness
kel.

The two plastic multipliers do not change their values, and this justifies calling elastic this part
of the loading history. The response is therefore represented according to Fig. 7. As a matter of
fact the final value of the reaction force is from (4.52)

F = F̂

(
t = t+ 2

σt

kelu

)
= F = F − 2σ.

If, in an arbitrary moment of this elastic reversible phase, we change the sign of the loading
velocity u̇, then the KKT conditions (3.29) and (3.30) will be both satisfied with the same con-
stant values of plastic multipliers (4.49) and (4.51), and therefore, the response is the same as
calculated in (4.52) and graphically reported in Fig. 7. This reversible behavior justifies the
name “reversible” for this phase of the loading history.
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FIGURE 7. Elastic reversible phase two response is highlighted with the red-
thick line. We plot the reaction force F vs the imposed displacement u.

FIGURE 8. The plastic irreversible phase two of the loading history in terms of
the imposed displacement u vs time t.

4.5. The plastic irreversible phase two. In the fourth part of loading history, the displacement
u is imposed to evolve according to Fig. 1. Besides, in this plastic irreversible phase two, the
spring is still in an unloading phase and it is limited to be

(4.53) −ū < u < ū− 2
σ

kel
, ∀t ∈ [t+ 2

σt

kelu
, 3t],

and it is graphically represented in Fig. 8.
The yielding tension is from (3.22) again a decreasing function of time (because the displace-

ment u is a decreasing function of time), and therefore, it continues to be always lower than the
value (that was constant in the previous stage) of the plastic multiplier λt in (4.49),

(4.54) λty < λt

(
t = t+ 2

σt

kelu

)
=

kelū− σ

kel + h
, ∀t ∈ [t+ 2kelu, 3t].
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Thus, the KKT condition is satisfied only setting to zero the increment ∆λt, and therefore also
the values of the plastic multiplier in tension for all the times in this part of the loading history,

(4.55) λt (t) =
kelū− σ

kel + h
, ∀t ∈ [t+ 2

σt

kelu
, 3t].

Besides, the yielding compression is from (3.23) an increasing function of time (because the
displacement u is a decreasing function of time),
(4.56)

λcy (t) =
kelū− σ

kel + h
− kelu+ σ

kel + h
=

kel (ū− u)− 2σ

kel + h
> λc

(
t+ 2

σt

kelu

)
= 0, ∀t ∈ [t+2

σt

kelu
, 3t],

but now it is positive (and therefore because of (4.51) greater than the plastic multiplier in com-
pression in the previous stage) in the prescribed range (4.53) of the fourth part of the loading
history so that the KKT condition condition (3.30) is satisfied by,

(4.57) λc (t) = λcy (t) =
kel (ū− u)− 2σ

kel + h
, ∀t ∈ [t+ 2

σt

kelu
, 3t].

The spring response is, according to (3.26), (4.55) and (4.57), as follows,

kel (u− λt (t) + λc (t)) = kel

(
u− kelū− σ

kel + h
+

kel (ū− u)− 2σ

kel + h

)
= F,

that means

(4.58)
kelh

kel + h
u− kel

σ

kel + h
= F̂ (t) , ∀t ∈ [t+ 2

σt

kelu
, 3t],

that is a spring with a residual (with no displacement u = 0) force equal to

−kel
σ

kel + h
,

and a stiffness (4.44), that is the equivalent stiffness of the series of two springs, one with
stiffness kel and one with stiffness h. The response is therefore represented according to Fig. 9.

As a matter of facts, from (4.57) the final value of plastic multiplier in compression is

(4.59) λc (t = 3t̄) =
kel (ū− u (t = 3t̄))− 2σ

kel + h
=

kel (ū− (−ū))− 2σ

kel + h
= 2

kelū− σ

kel + h
,

and from (4.58) the final value of the reaction response is

F̂ (t = 3t̄) =
kelh

kel + h
u (t = 3t̄)− kel

σ

kel + h
= − kelh

kel + h
ū− kel

σ

kel + h
= −kel

σ + hu

kel + h
= −F .

If, in an arbitrary moment t = t̃ at u = u
(
t = t̃

)
= ũ of this plastic irreversible phase, we

change the sign of the loading velocity u̇ then the KKT conditions (3.29) and (3.30) would both
be satisfied setting to zero the increments ∆λt and ∆λc, and therefore, the value of the plastic
multiplier in tension would be still the same of that already calculated in (4.55)

λt (t) = λ̃t =
kelū− σ

kel + h
, ∀t > t̃,

and that in compression would be from (4.57)

λc (t) = λ̃c =
kel (ū− ũ)− 2σ

kel + h
, ∀t > t̃,
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FIGURE 9. Plastic irreversible phase two response is highlighted with the
green-dashed line. We plot the reaction force F vs the imposed displacement
u.

and therefore, the response would be

kel

(
u− λ̃t + λ̃c

)
= kel

(
u− kelũ− σ

kel + h
+

kel (ū− ũ)− 2σ

kel + h

)
= kel

(
u− 2kelũ− kelū+ σ

kel + h

)
= F, ∀t > t̃,

that is different from that calculated in (4.58). In particular the tangent stiffness would be kel
and not the series reported in (4.44). This irreversible behavior justifies the name “irreversible”
of this phase of the loading history.

4.6. The elastic reversible phase three. In the fifth part of the loading history, the displace-
ment u is imposed to evolve according to Fig. 1. Thus, it changes the sign of its time derivative
u̇ and therefore the spring is again in a loading phase. Besides, in this elastic reversible phase
three it is limited to be

(4.60) −ū < u < −ū+ 2
σ

kel
, ∀t ∈ [3t, 3t+ 2

σt

kelu
],

and it is graphically represented in Fig. 10. The yielding compression is from (3.23) a decreasing
function of time (because the displacement u is an increasing function of time) so that it remains
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FIGURE 10. The elastic reversible phase three of the loading history in terms
of the imposed displacement u vs time t.

always lower than the last value (4.59) of the previous stage of the loading history,

λcy (t) < λcy (t = 3t̄) = λc (t = 3t̄) = 2
kelū− σ

kel + h
, ∀t ∈ [3t, 3t+ 2

σt

kelu
].

Thus, the KKT condition (3.30) for the plastic multiplier in compression is satisfied only set-
ting to zero the increment ∆λc and therefore it yields also constant the function of the plastic
multiplier in compression for all the times in this part of the loading history,

(4.61) λc (t) = 2
kelū− σ

kel + h
, ∀t ∈ [3t, 3t+ 2

σt

kelu
].

Besides, the yielding tension (because the displacement u is an increasing function of time) is
an increasing function of time but still lower than the previous value λt (t = 3t̄) of the plastic
multiplier in tension

λty = 2
kelū− σ

kel + h
+

kelu− σ

kel + h
< λt (t = 3t̄) =

kelū− σ

kel + h
, ∀t ∈ [3t, 3t+ 2

σt

kelu
].

Thus, the KKT condition (3.29) for the plastic multiplier in tension is satisfied only setting to
zero the increment ∆λt and therefore it yields also constant the function of the plastic multiplier
in tension for all the times in this part of the loading history,

(4.62) λt (t) = λt (t = 3t̄) =
kelū− σ

kel + h
, ∀t ∈ [3t, 3t+ 2

σt

kelu
].

From (4.61) and (4.62) we have that plastic multipliers are constant and this justifies to call
elastic the present fifth phase of the loading history. The spring response is, according to (3.26),
(4.61) and (4.62), as follows,

kel (u− λt (t) + λc (t)) = kel

(
u− kelū− σ

kel + h
+ 2

kelū− σ

kel + h

)
= F,

that means

(4.63) kelu+ kel

(
kelū− σ

kel + h

)
= F̂ (t) , ∀t ∈ [3t, 3t+ 2

σt

kelu
],

that is a spring with a residual (with no displacement u = 0) force equal to

kel

(
kelū− σ

kel + h

)
,
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FIGURE 11. Elastic reversible phase three response is highlighted with the red-
thick line. We plot the reaction force F vs the imposed displacement u.

and a stiffness
kel.

The response is therefore graphically represented in Fig. 11.
As a matter of facts the final value of the reaction force is from (4.63)

F̂

(
t = 3t+ 2

σt

kelu

)
= kel

(
−ū+ 2

σ

kel

)
+ kel

(
kelū− σ

kel + h

)
= 2σ − kel

hū+ σ

kel + h
= 2σ − F = −F .

If, in an arbitrary moment of this elastic reversible phase we change the sign of the loading
velocity u̇ then the KKT conditions (3.29) and (3.30) will be both satisfied with the same con-
stant values of plastic multipliers (4.61) and (4.62) and therefore the response is the same as
calculated in (4.63) and graphically reported in Fig. 11. This reversible behavior justifies the
name “reversible” for this phase of the loading history.

4.7. The plastic irreversible phase three. In the sixth part of the loading history the displace-
ment u is imposed to evolve according to Fig. 1. Besides, in this plastic irreversible phase three,
the spring is still in a loading phase and it is limited to be

(4.64) −ū+ 2
σ

kel
< u < ū, ∀t ∈ [3t+ 2

σt

kelu
, 5t],

and it is graphically represented in Fig. 12. The yielding compression is from (3.23) again
a decreasing function of time (because the displacement u is still an increasing function of
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FIGURE 12. The plastic irreversible phase three of the loading history in terms
of the imposed displacement u vs time t.

time), and therefore it is always lower than the final value in (4.61) of the plastic multiplier in
compression of the previous part of the loading history

(4.65) λcy < λc

(
t = 3t+ 2

σt

kelu

)
= 2

kelū− σ

kel + h
, ∀t ∈ [3t+ 2

σt

kelu
, 5t].

Thus, the KKT condition (3.30) is satisfied only setting to zero the increment ∆λc and therefore
it yields also constant the function of the plastic multiplier in compression for all the times in
this part of the loading history,

(4.66) λc (t) = 2
kelū− σ

kel + h
, ∀t ∈ [3t+ 2

σt

kelu
, 5t].

Besides, the yielding tension is from (3.22) an increasing function of time (because the displace-
ment u is still an increasing function of time),
(4.67)

λty (t) = 2
kelū− σ

kel + h
+
kelu− σ

kel + h
=

kel (2ū+ u)− 3σ

kel + h
>

kelū− σ

kel + h
= λt (t = 3t̄) , ∀t ∈ [3t+2

σt

kelu
, 5t].

It is greater than, because of (4.62), the value of the plastic multiplier in tension λt (t = 3t̄) at
the previous last instant of time of the fifth part of the loading history. Thus, the KKT condition
(3.29) is satisfied by,

(4.68) λt (t) = λty (t) =
kel (2ū+ u)− 3σ

kel + h
, ∀t ∈ [3t+ 2

σt

kelu
, 5t].

The spring response is, according to (3.26), (4.66) and (4.68), as follows,

F = kel (u− λt (t) + λc (t)) = kel

(
u− kel (2ū+ u)− 3σ

kel + h
+ 2

kelū− σ

kel + h

)
,

that means

(4.69)
kelh

kel + h
u+ kel

σ

kel + h
= F̂ (t) , ∀t ∈ [3t+ 2

σt

kelu
, 5t],

that is a spring with a residual (with no displacement u = 0) force equal to

kel
σ

kel + h
,
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FIGURE 13. Plastic irreversible phase three response is highlighted with the
green-dashed line. We plot the reaction force F vs the imposed displacement
u.

and a stiffness (4.44), that is the equivalent stiffness of the series of two springs, one with
stiffness kel and one with stiffness h. The response is therefore represented according to Fig.
13.

As a matter of facts, from (4.68) the final value of plastic multiplier in tension is

(4.70) λt (t = 5t̄) =
kel (2ū+ u (t = 5t̄))− 3σ

kel + h
=

kel (2ū+ ū)− 3σ

kel + h
= 3

kelū− σ

kel + h

and from (4.69) the final value of the reaction response is

F̂ (t = 5t̄) =
kelh

kel + h
u (t = 5t̄) + kel

σ

kel + h
=

kelh

kel + h
u+ kel

σ

kel + h
= kel

σ + hu

kel + h
= F .

If, in an arbitrary moment t = t̃ at u = u
(
t = t̃

)
= ũ of this plastic irreversible phase, we

change the sign of the loading velocity u̇ then the KKT conditions (3.29) and (3.30) would both
be satisfied setting to zero the increments ∆λt and ∆λc and therefore the value of the plastic
multiplier in compression would be still the same of that already calculated in (4.66)

λc (t) = λ̃c = 2
kelū− σ

kel + h
, ∀t > t̃,

and that in tension would be from (4.68)

λt (t) = λ̃t =
kel (2ū+ ũ)− 3σ

kel + h
, ∀t > t̃,
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FIGURE 14. Measures for calculating the dissipated area of the hysteretic loop.

and therefore the response would be

kel

(
u− λ̃t + λ̃c

)
= kel

(
u− kel (2ū+ ũ)− 3σ

kel + h
+ 2

kelū− σ

kel + h

)
= kel

(
u− kelũ− σ

kel + h

)
= F, ∀t > t̃,

that is different from that calculated in (4.69). In particular the tangent stiffness would be kel
and not the series reported in (4.44). This irreversible behavior justifies the name “irreversible”
of this phase of the loading history.

4.8. Dissipated energy per unit cycle. The dissipated energy per unit cycle can be calculated
into two ways. The first is simply by measuring the area within the hysteretic loop

The area of the external rectangle Re is

Re = 2F2σ = 4σF .

The areas A above and bottom the hysteretic area Hy are the same so that

Hy = Re − 2A = Re − 2 (Rs + Tl + Ta) .

Such areas are composed by two triangles and one small rectangle Rs with area

Rs =
(
2F − 2σ

) 2σ

kel
.
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Let us consider the below area. The below triangle Tl is

Tl =
1

2

(
2u− 2σ

kel

)(
2F − 2σ

)
,

the above triangle Ta is

Ta =
1

2

(
2σ

kel

)
(2σ) .

Combining the previous equations, we obtain

Hy = 4σF − 2

[(
2F − 2σ

) 2σ

kel
+

1

2

(
2u− 2σ

kel

)(
2F − 2σ

)
+

1

2

(
2σ

kel

)
(2σ)

]
= 4σ

(
u− F

kel

)
,

that, from (4.46) we have

Hy = 4σ

(
kelu− σ

kel + h

)
.

Another way is to calculate the dissipation energy (3.17) at the displacement within the plastic
irreversible phase three (4.64)

u =
σ

kel
.

From (4.66) we have

λc = 2
kelū− σ

kel + h
,

and from (4.68)

λt =
kel

(
2ū+ σ

kel

)
− 3σ

kel + h
,

that implies that the two accumulations are the same and the dissipation(3.17) is

W = 4σ
kelū− σ

kel + h
= Hy,

that is consistent with the area Hy of the hysteretic cycle.

4.9. Evolution of the plastic multipliers. In the previous subsections, we have calculated an-
alytically, among the reaction force evolution F , also both the plastic multipliers λt and λc.
Besides, a graphical evolution of the hysteretic loop is also furnished. In this subsection, we
want to give an analogous graphical evolution also of the plastic multipliers λt and λc and, be-
cause of (2.5) also of the plastic displacement upl. In Fig. 15, we show such an evolution versus
time. We observe that for elastic phases both λt and λc are constant. As a consequence, also
the plastic displacement upl is constant. Besides, the investigated plastic phases are 3. During
the first and the third plastic phase, only λc is constant, and λt linearly evolves. During the
second plastic phase only λt is constant, and λc linearly evolves. As a consequence, during the
first and the third plastic phase, the plastic displacement upl linearly increases, and during the
second plastic phase, it linearly decreases.
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FIGURE 15. Evolutions of the plastic multipliers λt (blue line) and λc (red line)
and of plastic displacement upl = λt − λc (green line) are shown as a function
of time.

5. CONCLUSION

A hemivariational derivation of the linear hardening spring is derived analytically. Three
kinematical descriptors have been used, i.e. one displacement u and two plastic multipliers λt

and λc. The two plastic multipliers are interpreted as the plastic displacement accumulation in
tension and in compression, and the plastic displacement upl is therefore simply assumed to
be the difference upl = λt − λc between the two plastic multipliers. On the one hand, variation
of displacement δu is assumed to be arbitrary. On the other hand, mono-lateral constraints
λ̇t ≥ 0 and λ̇c ≥ 0 are assumed on both the plastic multipliers, i.e. their variations δλt and δλc

can only be positive δλt ≥ 0 and δλc ≥ 0 because they can only increase with time. This is
the reason why a hemivariational principle has been used. The last assumptions concern only
the functional form of the elastic energy U , that is quadratic with respect to the elastic part
uel = u − upl of the displacement function, of the dissipation energy W , that is assumed to be
quadratic with respect to the plastic displacement upl and on the external energy Uext, that is
assumed to be linear with the displacement u. Besides, the elastic energy is also assumed to
be proportional with respect to the elastic stiffness kel, the dissipation energy is assumed to be
proportional to the hardening coefficient h, and the external energy is proportional to the dual
of the displacement, that is the external force F . Thus, only two constitutive coefficients kel
and h have been assumed and no flow rules has been introduced. Models for linear harden-
ing phenomena are present in the literature. These models are equivalent to the present one.
However, in this approach, the generalization of the response is easier because it is connected
only to the form of the dissipation energy. Thus, we finally observe that linearity of the hard-
ening behaviour explored in this paper has been achieved by considering a quadratic term in
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the dissipation energy (3.17). This has had the consequence of a linear evolution of the plas-
tic multipliers with respect to the imposed displacement. Thus, adding higher order terms of
plastic multipliers in the form of the dissipation energy would modify such a linear hardening
behavior. For example, a quartic dissipation energy would imply a cubic hardening behavior.
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ABSTRACT. In this article, we present an adaptive residual subsampling scheme designed for kernel based inter-
polation. For an optimal choice of the kernel shape parameter we consider some cross validation (CV) criteria, using
efficient algorithms of k-fold CV and leave-one-out CV (LOOCV) as a special case. In this framework, the selection of
the shape parameter within the residual subsampling method is totally automatic, provides highly reliable and accu-
rate results for any kind of kernel, and guarantees existence and uniqueness of the kernel based interpolant. Numerical
results show the performance of this new adaptive scheme, also giving a comparison with other computational tech-
niques.

Keywords: Adaptive interpolation, meshfree methods, radial basis function approximation, shape parameter opti-
mization, cross validation schemes.

2020 Mathematics Subject Classification: 65D05, 65D12, 65D15.

1. INTRODUCTION

In [12] an adaptive residual subsampling method depending on radial basis function (RBF)
interpolation is presented. The computational technique guarantees, on the one hand, the non-
singularity of the interpolation matrix (and so existence and uniqueness of the interpolant) and,
on the other, allows an optimal selection of the kernel shape parameter through application of a
maximum profile likelihood estimation criterion. This twofold advantage is obtained by using
strictly positive definite kernels that are radially symmetric [19]. Each of these positive features
do not usually occur in the original method [18], as well as in its modified version [40]. Indeed,
while in [18] the adaptive method is characterized by a kernel shape parameter that can vary
at each node, thus breaking the above-mentioned symmetry and accordingly compromising
the proof of matrix non-singularity, in [12] this issue is solved by an optimal choice of a unique
shape parameter for all nodes. As a result, for practical purposes, any kind of radial kernel
can be used and the adaptive scheme can be iteratively and automatically applied without any
user’s action. Other examples of adaptive interpolation algorithms can be found in literature,
see e.g. [1, 7, 24, 38] and references therein.

In this work, we propose a change in the decision strategy regarding the choice of the opti-
mal shape parameter associated with the kernel within the residual subsampling method [12].
In this context, we opt for use of some cross validation (CV) criteria. In fact, CV is a popular
technique in statistics which, instead of the usually unknown solution, makes use of the given
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data to predict optimal values of model parameters for data fitting. The main idea is to split the
data into a training set and a validation one, then utilizing some form of error norm obtained
by gauging the accuracy of the fit built from information on the training set at points of the val-
idation set [21]. Here, we focus on some possible options of CV algorithms to be applied within
the residual subsampling method. More precisely, we consider the k-fold CV formulated as an
extended version of Rippa’s scheme [30], which includes original Rippa’s algorithm [34] as a
particular case. The latter is an especially popular version of CV, known as leave-one-out cross
validation (LOOCV), and corresponds to using a training set consisting of all of the data points
except one, which in turn is the sole member of the validation set. In the setting of kernel or
RBF methods the LOOCV scheme appears in several papers such as [7, 22, 26, 36, 37], to name
a few. Since the LOOCV method is also efficiently implemented in the MATLAB crossval
routine [31], it will also be used in this study as a term of comparison for our procedures.

The aim of this work is therefore to introduce a CV criterion for an optimal choice of the ker-
nel shape parameter within the adaptive residual subsampling method. The use of k-fold CV
or LOOCV strategies provides greater flexibility and sometimes efficiency than the maximum
profile likelihood estimation criterion in [12]. Indeed, this study shows how the CV techniques
are valid alternative within residual subsampling schemes, even if – due to several variables
involved – is not possible to declare a clear and complete superiority of a specific CV scheme
compared to other ones. However, the resulting algorithm allows a totally automatic compu-
tation of the shape parameter, i.e., any user’s action is not required, either initially, and a single
optimal shape parameter is found at any iteration and for each data point set. In this frame-
work, the interpolation problem is well-posed and hence the kernel interpolant exists uniquely,
obviously provided that the kernel matrix is positive definite (see e.g. [21]). Moreover, the use
of CV techniques has some predictive role to control the ill-conditioning of the interpolation
matrix, in particular when in the iterative/adaptive method the number of interpolation points
grows. Finally, as our numerical results show, an application of CV criteria formulated in the
framework of extended Rippa’s scheme generally results in an adaptive interpolation scheme
more efficient than commonly used MATLAB routines. The new adaptive method is tested
in one and two dimensions and highlights good performance in term of both computational
accuracy and efficiency.

The paper is organized as follows. In Section 2, we introduce some preliminaries on multi-
variate RBF/kernel based interpolation. Section 3 presents CV criteria to find optimal values
of the kernel shape parameter in the interpolation method. In Section 4, we describe the adap-
tive residual subsampling scheme. In Section 5, we report some numerical results, showing
accuracy and efficiency of the different CV schemes and providing a comparison with other
algorithms. Section 6 concludes this article.

2. PRELIMINARIES

RBF or kernel based methods are powerful and effective tools for multivariate data inter-
polation. In this section, we introduce some basic notations and a few theoretical results for
kernel based interpolation. For further details, we refer the reader to [3, 21, 39].

2.1. Multivariate interpolation and positive definite functions. Scattered data fitting is in
general one of the fundamental problems in the field of approximation theory and its appli-
cations. In order to have a well-posed problem formulation, we need to recall the concepts
of positive definite matrices, and strictly positive definite functions. Indeed, such functions
provide a direct entry into meshfree approximation methods [19].
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To give a precise definition of the scattered data interpolation problem, we assume to have
a finite set X = {xi}Ni=1 ⊆ Ω of data points (or nodes) for some region Ω in Rd, d ≥ 1, and the
corresponding scalar-valued data fi ∈ R. These values are often obtained by sampling some
(unknown) function f at the data points, i.e. yi = f(xi), i = 1, . . . , N . So we are now ready for
a precise formulation of the multivariate interpolation problem.

Problem 2.1. Given data (xi, yi), i = 1, . . . , N , with xi ∈ Rd, d ≥ 1, and yi ∈ R, find a (continuous)
function s such that

s(xi) = yi, i = 1, . . . , N.(2.1)

A suitable and common approach to solving this problem is to take the function s as a linear
combination of certain basis functions Bj , i.e.,

s(x) =

N∑
j=1

cjBj(x), x ∈ Ω.(2.2)

Solving the interpolation problem under this assumption leads to a linear system of the form

Ac = y,

where the entries of the interpolation matrix A are given by Aij = Bj(xi), i, j = 1, . . . , N ,
c = (c1, c2, . . . , cN )T , and y = (y1, . . . , yN )T .

Problem 2.1 is well-posed, i.e., a solution to a problem exists and is unique, if and only if the
matrix A is non-singular.

In order to have basis functions Bj , j = 1, . . . , N , that generate non-singular matrices A for
any set of distinct nodes, we recall the special class of positive definite (PD) matrices.

Definition 2.1. A real symmetric matrix A is called positive semi-definite if its associated quadratic
form is non-negative, i.e.,

N∑
i=1

N∑
j=1

cicjAij ≥ 0(2.3)

for c = (c1, . . . , cN )T ∈ RN . If the quadratic form (2.3) is zero only for c ≡ 0, then A is called positive
definite.

An important property which involves all PD matrices is that, if A is a PD matrix, all its
eigenvalues are positive and therefore A is non-singular (but not vice versa). In general, then,
it is convenient to consider basis functions Bj of the form (2.2) which are the shifts of a certain
function centred at xj , i.e. Bj(·) = Φ(· − xj), so that interpolation matrix is positive definite.
For this reason, we introduce the concept of strictly positive definite (SPD) function.

Definition 2.2. A complex-valued continuous function Φ : Rd → C is called positive definite on Rd

if
N∑
i=1

N∑
j=1

cicjΦ (xi − xj) ≥ 0(2.4)

for any N pairwise different data points x1, . . . ,xN ∈ Rd, and c = (c1, . . . , cN )T ∈ CN . The function
Φ is called strictly positive definite on Rd if the quadratic form (2.4) is zero only for c ≡ 0.

It is also possible to characterize real-valued (S)PD functions using only real coefficients.
In fact, Definition 2.2 implies that only functions whose quadratic form is real are candidates
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for (S)PD functions. A characterization of such functions is given in the following theoretical
result.

Theorem 2.1 ([19]). A real-valued continuous function Φ is positive definite on Rd if and only if it is
even and

N∑
i=1

N∑
j=1

cicjΦ (xi − xj) ≥ 0(2.5)

for any N pairwise different data points x1, . . . ,xN ∈ Rd, and c = (c1, . . . , cN )T ∈ RN . The function
Φ is called strictly positive definite on Rd if the quadratic form (2.5) is zero only for c ≡ 0.

A celebrated result on PD functions is the integral characterization given by Bochner’s the-
orem.

Theorem 2.2 (Bochner, [19]). A (complex-valued) function Φ ∈ C(Rd) is positive definite on Rd if
and only if it is the Fourier transform of a finite non-negative Borel measure µ on Rd, i.e.

Φ(x) = µ̂(x) =
1√
(2π)d

∫
Rd

e−ix·ydµ(y), x ∈ Rd.

2.2. Kernel based interpolation. Given a compact domain Ω ⊂ Rd, we assume that the N
distinct data points are defined by the set X = {xi}Ni=1 ⊆ Ω, while the associated data values
are given by yi = f(xi) ∈ R, i = 1, . . . , N , the latter being obtained by sampling some function
f : Ω → R. For Problem 2.1 we want to determine a function s : Ω → R satisfying the
interpolation conditions (2.1).

We can thus express the interpolant s as a linear combination of kernels κε : Ω × Ω → R
depending on the so-called shape parameter ε > 0, i.e.

(2.6) s(x) =

N∑
j=1

cjκε(x,xj), x ∈ Ω.

The solution of this interpolation problem results in the symmetric linear system

Aεc = y,(2.7)

where Aε is the interpolation (or kernel) matrix with entries (Aε)ij = κε(xi,xj), i, j = 1, . . . , N ,
while c and y are defined as above. Specifically, we remark that if the kernel κε is symmetric
and SPD, the matrix Aε is PD for any data point set X , and the coefficients cj in (2.6) can
uniquely be found.

Starting from the kernel κε in (2.6) we may define a SPD RBF ϕ : R+
0 → R such that

κε(x,xj) = ϕε(||x− xj ||2) = ϕε(r) := ϕ(εr), ∀x,xj ∈ Ω,

where || · ||2 denotes the Euclidean norm on Rd. It is noteworthy to observe that the choice of
a suitable shape parameter ε is usually relevant in radial kernel methods, even if it is known
to be a big issue (see e.g. [13, 20, 25, 32], or [21, Chapter 14]). Some popular examples of SPD
RBFs are listed below, together with their smoothness degrees and related abbreviations (see
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[19]):

ϕε(r) =



exp(−ε2r2), Gaussian C∞ GA

(1 + ε2r2)−1/2, Inverse MultiQuadric C∞ IMQ

exp(−εr)(ε3r3 + 6ε2r2 + 15εr + 15), Matérn C6 M6

exp(−εr)(ε2r2 + 3εr + 3), Matérn C4 M4

exp(−εr)(εr + 1), Matérn C2 M2.

Additionally, the solution of the linear system (2.7) turns out often to be quite sensitive to
changes in the data, and the choice of ε can greatly influence the numerical result. A way
to measure the computational stability of this interpolation method consists in calculating the
condition number of Aε. As the kernel κε is symmetric and SPD, the conditioning of the kernel
matrix Aε can simply be computed as the ratio between the largest and the smallest eigenvalue
(λmax and λmin, respectively) of Aε as:

cond(Aε) = ||Aε||2||A−1
ε ||2 =

λmax

λmin
.(2.8)

In order to give some error estimates, we introduce the so-called native space associated with
the kernel κε, which is a reproducing kernel Hilbert space Nκε

(Ω) with inner product (·, ·)Nκε (Ω),
i.e., f(x) = (f, κε(·,x))Nκε (Ω), for all f ∈ Nκε

(Ω) and x ∈ Ω. Moreover, Hκε
(Ω) = span{κε(·,x),

x ∈ Ω} is a pre-Hilbert space with reproducing kernel κε and equipped with the bilinear form
(·, ·)κε

. The native space Nκε
(Ω) of κε is its completion w.r.t. the κε-norm || · ||κε

so that
||f ||κε

= ||f ||Nκε (Ω) for all f ∈ Hκε
(Ω) (see [19]). Now, we can thus provide a generic error

bound in terms of the well-known power function Pκε,X .

Theorem 2.3 ([19]). Let Ω ⊆ Rd, κε ∈ C(Ω× Ω) be strictly positive definite on Rd, and suppose that
X = {xi}Ni=1 has distinct points. Then, for all f ∈ Nκε

(Ω), we have

|f(x)− s(x)| ≤ Pκε,X(x)||f ||Nκε(Ω)
, x ∈ Ω.

The first error estimate of Theorem 2.3 can then be improved as shown in the following
theorem.

Theorem 2.4 ([19]). Let Ω ⊆ Rd be bounded and satisfy an interior cone condition. Suppose that
κε ∈ C2k(Ω × Ω) is symmetric and strictly positive definite. Then, for all f ∈ Nκε

(Ω), there exist
constants h0, C > 0 (independent of x, f and κε) such that

|f(x)− s(x)| ≤ Chk
X,Ω

√
Cκε(x) ∥f∥Nκε (Ω) ,

provided hX,Ω ≤ h0. Here

Cκε(x) = max
|β|=2k,

max
w,z∈Ω∩B(x,c2hX,Ω)

∣∣∣Dβ
2 κε(w, z)

∣∣∣ ,
with B(x, c2hX,Ω) denoting the ball of radius c2hX,Ω centred at x, and hX,Ω being the fill distance

hX,Ω = sup
x∈Ω

min
xj∈X

||x− xj ||2.

Theorem 2.4 says that interpolation with a C2k smooth kernel κε has approximation order
k. Accordingly, we can deduce that:

(a) for C∞ SPD kernels, the approximation order k is arbitrarily high;
(b) for SPD kernels with limited smoothness, the approximation order is limited by the

kernel smoothness.
For more refined error bounds, the reader may refer to [39].
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3. CROSS VALIDATION CRITERIA FOR THE SHAPE PARAMETER CHOICE

In Section 2, we compute the interpolant s in (2.6) by solving the linear system (2.7), where
the kernel matrix Aε is symmetric and PD. By the uncertainty or trade-off principle [35, 33]
we know that using a standard RBF one cannot have high accuracy and stability at the same
time. In fact, when the best level of accuracy is typically achieved, i.e., in the flat limit ε → 0,
the interpolation matrix may be very ill-conditioned. A good compromise between numerical
accuracy and computational stability needs to be found. It is therefore important to devise
suitable techniques that allow us to make a reliable prediction of ε. In fact, the approximation
quality is often strongly influenced by the shape parameter, and consequently several strategies
have been proposed in the literature for its tuning, see e.g. [8, 15, 23, 36] and [21, Chapter 14].

In this work, we discuss three possible versions of CV algorithms, which we will apply in the
residual subsampling method for kernel based interpolation. Hereinafter, firstly we consider
the k-fold CV formulated as an extended version of Rippa’s algorithm [30], including original
Rippa’s LOOCV scheme [34] as a particular case (i.e., when k = N ); then, we refer to the
LOOCV method that is implemented in the MATLAB crossval routine [31].

3.1. Extended Rippa’s scheme. Supposing to have N data points, in the k-fold CV the data
set is divided into k (possibly equal-sized) disjoint subsets, k ≤ N . Then, iteratively, k ∈ N
different models are built upon k − 1 training folds and their performance is evaluated on the
respective remaining validation fold. An alternative CV scheme is the so-called leave-p-out
cross validation (LpOCV) [16], p ∈ N, p < N , where all possible combinations of p elements of
the data set are taken into account as validation set. Since such a computation is very demand-
ing in many situations, k-fold CV is usually preferred. In this work, with an abuse of notation,
we refer to LpOCV meaning k-fold CV with k ≈ N/p. A stochastic extension of extended
Rippa’s scheme can be found in [29].

To formulate extended Rippa’s scheme in the k-fold CV setting [30], considering one of the k
folds, we define a vector p = (p1, . . . , pv)

T of distinct validation indices pj ∈ {1, . . . , N}, v ∈ N,
v < N . The data set is subdivided into a training data set T consisting of N − v points (xj , yj)
with j /∈ p, meaning the indices that are not elements of p, and a validation data set V formed
by the remaining v points (xpj

, ypj
), j = 1, . . . , v.

For a fixed ε, we define the partial RBF interpolant constructed upon T as

s[p](x) =

N∑
j=1, j /∈p

c
[p]
j κε(x,xj).

The column vector c[p] = (c
[p]
j )j /∈p is found by solving the system of linear equations

Ap,p
ε c[p] = yp,(3.9)

where Ap,p
ε = (Aε)i,j , with i, j /∈ p, and yp = (yj)j /∈p. Notice that by writing cp = (ci)j /∈p and

cp = (cj)j∈p we are, in practice, considering some subvectors of c, while c[p] represents the
solution of the linear system (3.9). Thus, in general, we have that c[p] ̸= cp.

To extend Rippa’s algorithm, our aim is to compute the validation errors at V , i.e.,

ep := ep(ε) = yp − s[p](xp) = (yp1 − s[p](xp1), . . . , ypv − s[p](xpv ))
T(3.10)

by means of (2.7) and without solving (3.9). Thus, from [30, Theorem 1], if Aε and c are as in
(2.7), the vector of ε-dependent errors ep = ep(ε) in (3.10) related to the points xp1

, . . . ,xpv
is

the unique solution of the linear system

(A−1
ε )p,pep = cp, ep ∈ Rv,(3.11)
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where (A−1
ε )p,p = (A−1

ε )i,j , with i, j ∈ p, and cp = (ci)i∈p, and the vectorized index p extracts
the i-th rows and j-th columns subsystem with i, j ∈ p of the original matrix.

Concatenating all k validation error vectors e(ε) = (eTp1
, . . . , eTpk

)T (ε) of all k folds yields the
vector of errors, and we define the LpOCV optimal value by

ε∗ = argmin
ε

||e(ε)||,(3.12)

where || · || is any norm used in the minimization problem, for instance, the ∞-norm. So from
(3.11) and (3.12) the LpOCV cost function to be minimized is given by

LpOCV(ε) = ||e(ε)||∞.(3.13)

In particular, by setting p = p ∈ {1, . . . , N} in (3.10) and (3.11), we get to original Rippa’s
scheme [34], i.e.

ep(ε) = yp − s[p](xp) =
cp

(A−1
ε )p,p

.

Indeed, when we set k = N in the k-fold CV, this choice is equivalent to consider the LpOCV
with p = 1, thus defining the LOOCV, because each validation fold consists of a single point.
The resulting LOOCV scheme computes an exact N -fold CV, which has been widely employed
by the scientific community and also generalized to other contexts e.g. in [5, 10, 11, 14, 22].

3.2. Other MATLAB CV techniques. CV is a model assessment technique that is commonly
used to evaluate the performance of machine learning algorithms in making predictions on
new data sets that it has not been trained on. This is carried out by creating a partition of the
known data set in two subsets: a subset is used to train the algorithm, while the remaining one
is applied for model validation. More precisely, each CV phase involves randomly partitioning
the original data set into a training set and a validation set. The former is then used to train
a supervised learning algorithm, whereas the latter is considered to evaluate its performance.
This process is repeated several times and the average CV error is used as a performance indi-
cator [31].

Among the most usual techniques of CV, already implemented in MATLAB, we here men-
tion for our purposes only two as follows:

a) k-fold CV: It partitions data into k randomly chosen subsets (or folds) of roughly equal
size. One subset is employed for validation of the model trained using the remaining
subsets. This process is repeated k times such that each subset is used exactly once
for validation. Across all k partitions the average error is computed. This approach
is one of the most popular CV techniques even if it can be quite expensive from the
computational point of view since the model needs to be trained repeatedly.

b) LOOCV: It partitions data using the k-fold approach, k being equal to the total number
N of data. This data is used once as a validation set.

MATLAB software enables to use both k-fold CV and LOOCV algorithms through suitable
application of crossval and cvpartition routines.

4. ADAPTIVE RESIDUAL SUBSAMPLING SCHEME

In this section, we present our adaptive residual subsampling procedure, which allows us
to refine and coarsen the node distribution by applying a kernel based interpolation process.
More precisely, this scheme is used to approximate an unknown target function on uniformly
distributed points, and then the residual error is evaluated at midpoints. The latter are added
to the point set when the residual is over a prescribed refinement threshold, whereas they are
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removed from that set when they are under a predefined coarsening threshold. Hereinafter,
we give a more detailed explanation of this adaptive scheme.

We firstly introduce a finite sequence of data point sets, which in the iterative procedure are
denoted by

X(0), X(1), · · · , X(kmax),

so that the (k + 1)-th set X(k+1) is obtained from the k-th one, i.e. X(k) = {x(k)
i }N(k)

i=1 , after
applying some refinement and/or coarsening procedures till a maximum number kmax of
iterations. This adaptive process thus brings to an update of the node distribution based on the
computation of residual errors evaluated on some suitable test points. The iterative scheme we
are constructing follows the common paradigm to solve, estimate, refine and/or coarsen till
stop criteria are satisfied, or kmax is reached.

Then, after defining a set of test points T (k) = {t(k)i }NT (k)

i=1 ⊂ Ω, for k ≥ 0, we compute the
residual absolute error

ξ(t
(k)
i ) =

∣∣∣s(t(k)i )− f(t
(k)
i )

∣∣∣ , t
(k)
i ∈ T (k),(4.14)

the interpolating function s being here constructed on the set X(k), and NT (k) defining the
number of points belonging to T (k).

The residual in (4.14) provides a measure of the error between the approximate solution
and the function value computed at the test set T (k). In particular, the absolute error ξ(t

(k)
i )

is expected to be small when the test point t(k)i is on or close to a smooth region, while it is
expected to be large when t

(k)
i lies in a part of the domain characterized by a low regularity or

close to a discontinuous region.

Remark 4.1. At the earliest stage (i.e. for k = 0), the test set T (0) is defined by starting from X(0) ≡ X ,
whereas in the next iterations (i.e. for k ≥ 1), the test set T (k) depends on both the sets X(k) and X(k−1).

The residual (4.14) is used as an error indicator to define two different sets of our adaptive
scheme, namely a refinement set and a coarsening one, called X

(k)

refine and X
(k)
coarse, respec-

tively. Therefore, introducing two positive thresholds θrefine and θcoarse, with θcoarse <
θrefine, we can act as follows:

(1) If the error ξ(t
(k)
i ) in (4.14) is larger than θrefine,the test point t(k)i is added in the set

X
(k)

refine, and so X(k) is replaced by X(k) ∪X
(k)

refine.

(2) If the error ξ(t(k)i ) in (4.14) is smaller than θcoarse, the test point is moved from the set
X(k) to the set X(k)

coarse, and so X(k) is then updated with X(k)\X(k)
coarse.

Accordingly, the set X(k+1) is adaptively obtained by adding the set X(k)

refine to the set X(k) and

deleting the set X(k)
coarse, i.e.,

X(k+1) =
{
X(k) ∪X

(k)

refine

}
\X(k)

coarse.

The iterative method concludes once the process of addition/removal was completed, return-
ing the final set X(k∗), k∗ denoting the last iteration.

Analysing the proposed method, we note that it turns out to be dependent on the error
(4.14). Indeed, at each iteration k, the adaptive procedure generates a kernel based interpolant
of the form (2.6) defined on the set X(k), thus requiring to make some extra evaluations of
the function f at the test points t

(k)
i , ∀i. Since the function evaluation might be costly (or,
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for instance, in real world applications, even not available at all), one could think of using an
alternative strategy creating a local approximation around t

(k)
i and using the latter (instead of

function value) in (4.14). A pseudo-code of this adaptive scheme is outlined in Algorithm 1.
Similar computational techniques have already been studied in e.g. [6, 40].

Algorithm 1: Adaptive residual subsampling scheme

STEP 1 Assume X(0) ≡ X

STEP 2 Fix θrefine > θcoarse > 0

STEP 3 While k ≤ kmax & X
(k)

refine ∪X
(k)
coarse ̸= ∅

3.1: Compute ε
(k)
∗ minimizing (3.13)

3.2: Solve the system (2.7) on X(k) and get the interpolant (2.6)

3.3: Define T (k)

3.4: Evaluate the residual ξ(t(k)i ) in (4.14)

3.5: Define

X
(k)

refine = {t(k)i ∈ T (k) : ξ(t
(k)
i ) > θrefine, i = 1, . . . , NT (k)}

X
(k)
coarse = {x(k)

i ∈ X(k) : ξ(t
(k)
i ) < θcoarse, i = 1, . . . , NT (k)}

3.6: Construct the set

X(k+1) =
{
X(k) ∪X

(k)

refine

}
\X(k)

coarse

5. NUMERICAL EXPERIMENTS

In this section, we analyze computational accuracy and efficiency of the residual subsam-
pling scheme, which is implemented in MATLAB for adaptive 1D and 2D interpolation. All
programs are run on a laptop with an Intel(R) Core(TM) i7-1065G7 CPU 1.50 GHz processor
with 16 GB RAM.

In these tests we highlight the performance of k-fold CV algorithms including LOOCV as
a special case, firstly focusing on approximation error and computational time and then em-
phasizing on iteration number (# iter), final number of points required to achieve convergence
(Nfin), and conditioning of the kernel matrix (cond(Aε)). Furthermore, we also compare nu-
merical results obtained by considering a benchmark MATLAB implementation of LOOCV via
crossval routine and those deriving from the adaptive method in [12]. To show how the
adaptive CV based methods work, we consider various types of radial kernels involving both
infinity and finite regularity like GA, IMQ, M6, M4 and M2. In such a case, we select the shape
parameter ε as discussed in Section 3. In particular, the optimal values of the shape parame-
ter are found by minimizing a cost function via the MATLAB fminbnd routine with a default
tolerance of 10−4 and searching ε in the range [0.2, 20].

To analyze the precision of the adaptive scheme, we compute the root mean square error
(RMSE), i.e.,

RMSE =
1√
Ne

||f − s||2 =

√√√√ 1

Ne

Ne∑
i=1

[f(ξi)− s(ξi)]
2
,
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where the ξi is a uniform (equally-spaced or gridded) data set consisting of Ne evaluation
points.

The matrix conditioning in (2.8) is estimated by using the MATLAB cond command, whereas
the execution or CPU time of the adaptive algorithm is computed in seconds. We remark that
the CPU time reported in this article is the result of an average obtained by sequentially run-
ning the code 100 times.

5.1. Results in 1D interpolation. In this subsection, we focus on adaptive 1D interpolation.
All these tests are carried by starting from an initial point set X(0) ≡ X , which consists of
N (0) = 13 equally-spaced points in the interval Ω = [−1, 1]. Then, to connect the sets X(k) and
T (k) within the adaptive method, for k ≥ 0, we define the set T (k) of test points that are the
midpoints taken from (sorted) interpolation nodes, i.e.

T (k) = {t(k)i = 0.5(x
(k)
i + x

(k)
i+1), i = 1, . . . , N (k) − 1}.

The threshold values are assumed to be equal to θrefine = 10−6 and θcoarse = 10−8. How-
ever, in the comparison among the different residual subsampling algorithms, the refinement
threshold θrefine varies, while the coarsening one is kept fixed at the value θcoarse = 10−8.

In order to validate in depth our adaptive algorithms, we consider the following benchmark
target (or test) functions:

f1(x) =
1

1 + 25x2
, f2(x) = 2 sin (5) cos

[
10(x+ 1)

2

]
+ sin

[
5(x+ 1)

2

]
,

where f1 is the Runge function, and f2 represents a trigonometric function (see [18, 40]).
In Tables 1, 2, 3 and 4, we present the results obtained by applying the adaptive residual sub-

sampling method and using 10-fold CV and LOOCV schemes for the shape parameter choice.
From these tables we get some useful information regarding the algorithm execution, i.e. the
number of iterations and the final number of points required to achieve convergence. Specif-
ically, we remark that the average approximation error (RMSE) is significantly smaller than
the prescribed value θrefine. Moreover, the automatic shape parameter choice also allows us
to control the conditioning of the interpolation matrix that is always smaller than 10+17. At
the same time, we observe a high level of precision of the numerical method (roughly around
the order of 10−7 or 10−8). Indeed, taking into consideration the various situations, condition
number and execution time assume quite similar values.

kernel # iter Nfin RMSE cond(Aε) time

GA 4 53 9.6e-8 2.3e+9 0.5

IMQ 4 51 1.8e-7 1.6e+8 0.4

M6 24 37 2.9e-7 2.3e+14 1.7

M4 5 81 6.1e-8 2.7e+10 0.5

M2 12 107 1.9e-7 6.7e+11 1.1
TABLE 1. Results with 10-fold CV for f1.

In Tables 5 and 6, we compare our adaptive CV based methods, specifically the 10-fold CV
and LOOCV, deriving from extended Rippa’s scheme in Subsection 3.1, with the method [12]
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kernel # iter Nfin RMSE cond(Aε) time

GA 4 51 2.3e-7 1.5e+10 0.4

IMQ 4 51 9.4e-8 8.2e+13 0.4

M6 7 99 1.8e-7 1.3e+8 0.6

M4 11 55 1.6e-7 2.0e+9 0.8

M2 7 99 1.8e-7 1.3e+8 0.6
TABLE 2. Results with LOOCV for f1.

kernel # iter Nfin RMSE cond(Aε) time

GA 2 25 1.6e-7 3.9e+17 0.3

IMQ 3 49 2.1e-8 8.8e+17 0.4

M6 9 52 1.1e-7 4.1e+15 0.7

M4 7 66 2.5e-7 7.2e+15 0.7

M2 12 118 2.5e-7 6.8e+13 1.0
TABLE 3. Results with 10-fold CV for f2.

kernel # iter Nfin RMSE cond(Aε) time

GA 3 20 7.8e-8 2.1e+14 0.3

IMQ 2 25 2.1e-7 1.2e+16 0.3

M6 11 116 2.6e-7 6.1e+13 0.9

M4 10 53 1.8e-7 7.3e+13 0.7

M2 11 116 2.6e-7 6.1e+13 0.9
TABLE 4. Results with LOOCV for f2.

and another one characterized by the implementation of LOOCV, called LOOCV∗, through the
MATLAB crossval routine, as described in Subsection 3.2. In this experimentation, all tests
have been run by M4 kernel. From the variation of the threshold θrefine, we can observe that,
on average, 10-fold CV and LOOCV turn out to be comparable to method [12] in terms of both
number of nodes and execution time (necessary to achieve convergence). Though deducing
the superiority of one approach in regard to another is not easy, we can state that the LOOCV
is more efficient than LOOCV∗. This fact is clearly evident when the value of θrefine becomes
smaller and smaller and so the threshold request is more demanding.

5.2. Results in 2D interpolation. In this subsection, we consider adaptive 2D interpolation.
These experiments are run by taking an initial node set X(0) ≡ X , containing N (0) = 320
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θrefine
method [12] 10-fold CV LOOCV LOOCV∗

Nfin time Nfin time Nfin time Nfin time

1e-04 33 0.3 33 0.3 33 0.3 31 0.3

1e-05 39 0.4 39 0.3 39 0.3 39 0.4

1e-06 54 1.4 81 0.4 55 0.7 47 1.7
TABLE 5. Comparison among residual subsampling methods using M4 for f1.
Note that ∗ refers to the use of the MATLAB crossval routine [31].

θrefine
method [12] 10-fold CV LOOCV LOOCV∗

Nfin time Nfin time Nfin time Nfin time

1e-04 35 0.3 44 0.4 33 0.3 32 0.7

1e-05 44 0.4 48 0.5 45 0.4 45 2.4

1e-06 58 0.7 66 0.6 53 0.6 68 11.8
TABLE 6. Comparison among residual subsampling methods using M4 for f2.
Note that ∗ refers to the use of the MATLAB crossval routine [31].

uniformly distributed points on Ω = [−1, 1]2. Then, we update the node set X(k) by applying
the adaptive subsampling procedure described in Section 4. To correlate the interpolation node
set X(k) with the corresponding test point set T (k), for k ≥ 0, we compute the halfway points of
T (k), as in [12]. As refinement threshold we set θrefine = 10−4, while the coarsening threshold
is θcoarse = 10−8.

In our tests we analyze the performance of our algorithms taking the data values by three
test functions. The first is known as a Franke-type function [40], i.e.,

f3(x, y) = exp
[
−0.1

(
x2 + y2

)]
+ exp

[
−5

(
(x− 0.5)2 + (y − 0.5)2

)]
+ exp

[
−15((x+ 0.2)2 + (y + 0.4)2)

]
+ exp

[
−9

(
(x+ 0.8)2 + (y − 0.8)2

)]
.

The second is a hyperbolic tan function

f4(x, y) =
1

9
tanh

[
9

2
(y − x)

]
+ 1,

while the third is the exponential function [40] given by

f5(x, y) = exp
[
−60((x− 0.35)2 + (y − 0.25)2)

]
+ 0.2.

In Tables 7, 8, 9 and 10, we provide a numerical analysis to show how the adaptive residual
subsampling methods based on CV techniques work when they are applied to solve some
unknown functions characterized by quick variations in the domain Ω. As already done in the
one dimensional case, in the above-mentioned tables we provide a detailed summary regarding
the performance of the bivariate algorithm. Specifically, it collects the number of iterations
needed to get convergence, the corresponding final number of nodes, the approximation error,
the condition number of the kernel matrix and the total CPU time. From this study we point
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out that both methods, involving 10-fold CV and LOOCV, enable the algorithm to converge
in a relatively small number of iterations (namely, between 1 and 5). Moreover, the adaptive
procedure is able to avoid an excessive additions of points because – in all considered examples
– the final number of nodes is always less than 1000. This fact has a twofold importance: on the
one hand the conditioning is kept under control, on the other the executing time takes a few
seconds only. As regards the CPU time, we point the reader out that the type of radial kernel
and so its smoothness can influence the convergence speed of the numerical scheme, which is
subjected to an automatic addition or removal of points.

kernel # iter Nfin RMSE cond(Aε) time

GA 2 386 9.6e-6 5.1e+17 1.3

IMQ 2 321 5.0e-6 7.4e+15 1.0

M6 2 681 6.3e-6 3.2e+13 3.3

M4 3 496 1.5e-5 1.2e+13 2.5

M2 5 852 2.3e-5 7.9e+8 9.9
TABLE 7. Results with 10-fold CV for f3.

kernel # iter Nfin RMSE cond(Aε) time

GA 2 550 3.1e-7 1.2e+19 2.3

IMQ 1 315 7.4e-6 9.7e+12 0.5

M6 3 369 2.0e-5 5.9e+14 2.1

M4 5 508 2.1e-5 7.7e+9 4.3

M2 4 860 2.3e-5 7.9e+8 5.4
TABLE 8. Results with LOOCV for f3.

kernel # iter Nfin RMSE cond(Aε) time

GA 3 806 1.8e-5 2.3e+13 5.1

IMQ 2 654 9.3e-6 3.7e+11 2.2

M6 2 623 1.1e-5 2.6e+8 2.8

M4 2 622 6.3e-6 8.1e+8 2.4

M2 3 690 1.3e-5 1.5e+7 4.7
TABLE 9. Results with 10-fold CV for f4.
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kernel # iter Nfin RMSE cond(Aε) time

GA 3 938 1.2e-5 7.0e+11 5.9

IMQ 1 320 2.4e-5 7.4e+11 0.6

M6 4 387 1.4e-5 5.1e+9 2.4

M4 3 428 1.0e-5 1.2e+9 2.0

M2 4 593 1.4e-5 4.9e+7 4.8
TABLE 10. Results with LOOCV for f4.

Finally, in order to highlight the benefit coming from the use of the new adaptive scheme, we
conclude this section by making a comparison among different k-fold CV methods. In Table 11
we report the numerical results obtained by considering some specific values of k in the k-fold
CV. Indeed, in this study we assume k = 5, 25, 50, 100 and k = N , where the latter results in the
particular case of LOOCV. From this table, we can observe that all the CV techniques produce
good results. The main differences in the algorithm performance seems to be dependent on the
kind of radial kernel used. Conversely, for a fixed kernel, as evident focusing on each row of
Table 11, the final number of interpolation points (required to satisfy the thresholds θrefine and
θcoarse) and the CPU time are enough similar. In conclusion, these numerical experiments for
2D adaptive interpolation show that the use of CV techniques are efficient and effective for the
selection of the kernel shape parameter but, at the same time, it is not possible to declare a clear
and complete superiority of a CV scheme compared to other ones.

kernel 5-fold CV 25-fold CV 50-fold CV 100-fold CV LOOCV

Nfin time Nfin time Nfin time Nfin time Nfin time

GA 1243 13.1 1420 33.4 1330 19.6 1327 9.7 1231 9.7

IMQ 824 3.5 881 4.7 806 4.0 800 4.0 1053 7.4

M6 780 4.7 782 5.1 783 5.1 783 5.1 784 5.1

M4 683 7.2 683 7.6 684 7.0 689 7.7 682 7.0

M2 846 11.7 818 11.6 816 10.7 818 11.8 828 11.8
TABLE 11. Comparison among different k-fold CV methods for f5.

6. CONCLUSIONS

In this work, we proposed the use of various CV criteria for selecting optimal kernel shape
parameters within the adaptive residual subsampling method. More precisely, we focused on
extended Rippa’s scheme, considering k-fold CV and LOOCV as a special case. The application
of such strategies in an interpolation framework showed that CV based techniques are valid
alternative compared to other computational methods such as maximum likelihood estimation
approaches. Indeed, the resulting CV based schemes revealed good level of flexibility and
accuracy, also turning out to be more efficient than commonly used MATLAB routines.
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As future work we expect to extend the application area of the adaptive CV based schemes
to variably scaled kernels and discontinuous functions (see e.g. [2, 17, 27, 28]). Moreover, we
also consider the chance to implement efficient residual subsampling algorithms for partition
of unity methods (see e.g. [4, 7, 9]).
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ABSTRACT. In the framework of the theory of semiclassical linear functionals in this contribution, we deal with the
sequence of orthogonal polynomials associated with the linear functional ⟨L, p⟩ =

∫∞
0 p(x)e−x2

dx, where p ∈ P, the
linear space of polynomials with complex coefficients. The class of L is one and we deduce a differential/difference
equation (structure relation) for the sequence of orthogonal polynomials. The Laguerre-Freud equations that the coef-
ficients of the three term recurrence relation satisfy are deduced. The connection with discrete Painlevé IV equations is
emphasized. Finally, we analyze the lowering and raising operators (ladder operators) for such polynomials in order
to find a second order linear differential equation they satisfy. As a consequence, an electrostatic interpretation of their
zeros is formulated.

Keywords: Maxwell linear functional, Stieltjes function, Pearson equation, Ladder operators, Laguerre-Freud equa-
tions, electrostatic interpretation, Painlevé equations.
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1. INTRODUCTION

Let consider the sequence of orthogonal polynomials associated with a linear functional
L defined from a weight function w(x) = e−x2

supported on the positive real semi-axis by
⟨L, p⟩ =

∫∞
0
p(x)e−x2

dx. The linear functional belongs to a wide class called semiclassical ([13]).
Indeed, they are semiclassical of class s = 1. The concept of class allows to introduce a hierar-
chy of linear functionals that constitutes an alternative to the Askey tableau based on the hyper-
geometric character of the corresponding sequence of orthogonal polynomials. Semiclassical
orthogonal polynomials appear in the seminal paper [16], where weight functions whose log-
arithmic derivatives are rational functions were considered. A second order linear differential
equation that the corresponding sequence of orthogonal polynomials is obtained. The theory of
semiclassical orthogonal polynomials has been developed by P. Maroni (see [12, 13]) and com-
bine techniques of functional analysis, distribution theory, z and Fourier transforms, ordinary
differential equations, among others, in order to deduce algebraic and structural properties of
such polynomials. Many of the most popular families of orthogonal polynomials coming from
Mathematical Physics as Hermite, Laguerre, Jacobi and Bessel are semiclassical (of class s = 0)
but other families appearing in the literature are also semiclassical. For instance, semiclassical
families of class s = 1 are described in [1]. As a sample in [7] truncated Hermite polynomials
associated with the normal distribution supported on a symmetric interval of the real line have
been considered. They are semiclassical of class s = 2.
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The coefficients of the three term relation satisfied by orthogonal polynomials associated
with a semiclassical linear functional satisfy coupled non linear difference equations (Laguerre-
Freud equations, see [2]) which are related to discrete Painlevé equations, see [11, 17] among
others. On the other hand, ladder operators (lowering and raising) are associated with semi-
classical orthogonal polynomials. Their construction is based on the so called first structure
relation , see [13], they satisfy. As a consequence, you can deduce a second order linear differ-
ential equation that the polynomials satisfy. Notice that the coefficients are polynomials with
degrees depending of the class.

In the framework of random matrices, several authors have considered Gaussian unitary
ensembles with one or two discontinuities (see [10]). Therein it is proved that the logarithmic
derivative of the Hankel determinants generated by the normal (Gaussian) weight with two
jump discontinuities in the scaled variables tends to the hamiltonian of a coupled Painlevé II
system and it satisfies a second order PDE. The asymptotics of the coefficients of the three term
recurrence relation for the corresponding orthogonal polynomials is deduced. They are related
to the solutions of the coupled Painlevé II system. The techniques are based on the analysis
of ladder operators associated with such orthogonal polynomials. For more information, see
[3, 4].

Integrable systems also provide nice examples of semiclassical orthogonal polynomials.
They are related to time perturbations of a weight function (Toda, Langmuir lattices). For
more information, see [18].

It is important to highlight that, according to S. Belmehdi and A. Ronveaux (see [2]), the
MOPS associated with the linear functional L defined as above is known as the family of
Maxwell polynomials. Nevertheless, in the literature, the name Maxwell polynomials is quoted
when you deal with the weight function ω(x) = x2e−x2

, supported on the positive real semi-
axis (see, for instance, [6]). They appear in many problems of kinetic theory since involve the
evaluation of averages over a Maxwellian distribution function fM (c), where c is the particle
speed. The equilibrium average value of a function F (c) is defined by

F =

∫
fM (c)F (c)dc =

4√
π

∫ ∞

0

x2e−x2

F (x)dx.

Here fM (c) = (m/2πkT )3/2e−mc2/2kT , m is the mass and x = (m/2kT )1/2 is the dimesionless
speed. They are called speed polynomials.

In the literature, see [15], among others, Gaussian quadrature rules are analyzed for weight
functions w(x) = xpe−x2

supported on the positive real semi-axis. They constitute an useful
tool in the solution of the Boltzman and/or Fokker-Planck equations. It is important to point
out that the coefficients of the three term recurrence relations for the corresponding sequences
of orthogonal polynomials satisfy nonlinear equations which are numerically unstable. In [15]
extended precision arithmetic is used to generate the recurrence coefficients to high order. As
a consequence, the polynomials and associated quadrature weights and nodes are deduced.

Maxwell polynomials are used in various fields for different purposes, such as in pseudo-
spectral collocation schemes. Among the numerous characteristics that make these polynomi-
als desirable for pseudo-spectral discretization schemes for the velocity variable, one may em-
phasize their capability to handle semi-infinite intervals, the convenient distribution of their
zeros that balances clustering around zero, where increased resolution is often needed, with
the sampling at increasingly larger distances from the origin, and their optimal location for the
computation of integrals involving a Maxwell-Boltzmann distribution. For further details, see
[9, 14].
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On the other hand, strong asymptotic properties of orthogonal polynomials with respect to
weights ω(x) = xαe−Q(x), where α > −1 and Q is a polynomial of degree m with positive
leading coefficient, have been analyzed in [19]. An application to prove universality in random
matrix theory is also provided therein.

The presentation is structured as follows. In Section 2, a basic background concerning linear
functionals, orthogonal polynomials is given. The semiclassical case is emphasized. Section
3 deals with the Pearson equation associated with the Maxwell linear functional. As a con-
sequence you get the first order linear differential equation that the Stieltjes function satisfy.
Section 4 focuses the attention on the Laguerre-Freud equations satisfied by the coefficients of
the three-term recurrence relation associated with the Maxwell polynomials. The connection
with discrete IV Painlevé equation is stated. Finally, in Section 5, the expressions of the ladder
operators are given as well as the second order linear differential equation these polynomials
satisfy. The electrostatic interpretation of their zeros is deduced.

2. BASIC BACKGROUND

Let P be the linear space of polynomials in one variable with complex coefficients and let
Pn be the (n + 1)-dimensional subspace of polynomials of degree less than or equal to n. Let
L : P → C be a linear functional and denote by µn the moments of L on the monomial basis:

(2.1) L[xn] = ⟨L, xn⟩ := µn.

A sequence {pn}n≥0, with pn ∈ Pn\Pn−1 for all n ≥ 0 (P−1 = ∅), is said to be an orthogonal
polynomial sequence (OPS) with respect to L if

(2.2) ⟨L, pkpn⟩ = hnδk,n, k, n ∈ N ∪ {0}, hn ̸= 0,

where δk,n denotes the Kronecker delta symbol. We will denote by {Pn}n≥0 the OPS with Pn

monic, for all n ≥ 0 (MOPS) and by {p̃n}n≥0 the orthonormal family (ONPS) i.e., hn = 1 in
(2.2), for all n ≥ 0 (this family is unique under the condition that all the leading coefficients are
positive).

We recall (see [5]) that a linear functional L defined on P is said to be quasi-definite if an OPS
with respect to L exists. A quasi-definite linear functional L is positive-definite when hn > 0 in
(2.2), n ≥ 0. In this case, L can be represented in terms of a positive Borel measure µ supported
on the real line as ⟨L, p⟩ =

∫
R p(x)dµ(x) for p ∈ P, L has real moments and thus, MOPS and

ONPS have real coefficients. Also, the zeros of pn are real, distinct, located in the interior of the
convex hull of the support of µ and they interlace with those of pn+1.

It is very well known that MOPS and ONPS satisfy three term recurrence relations (TTRR).

Theorem 2.1. Let {Pn}n≥0 and {p̃n}n≥0 be the MOPS and ONPS with respect to the linear functional

L given by (2.1), respectively. Define αn =
⟨L,xP 2

n⟩
⟨L,P 2

n⟩
, ∀n ≥ 0, and βm =

⟨L,P 2
m⟩

⟨L,P 2
m−1⟩

> 0, ∀m ≥ 1.

Setting P−1(x) ≡ p̃−1(x) ≡ 0, P0(x) ≡ 1 and p̃0(x) ≡ 1√
µ0

, then it holds for all n ≥ 0,

Pn+1(x) = (x− αn)Pn(x)− βnPn−1(x),(2.3)

xp̃n(x) =
√
βn+1p̃n+1(x) + αnp̃n(x) +

√
βnp̃n−1(x).(2.4)

We consider also the reproducing kernel Kn(x, y) =
∑n

k=0 p̃k(x)p̃k(y), that satisfies the re-
producing property ⟨Ly,Kn(x, y)q(y)⟩ =

∫
Kn(x, y)q(y) dµ(y) = q(x), for all q ∈ Pn. The well
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known Christoffel-Darboux and confluent formulas are

Kn(x, y) =
√
βn+1 ·

p̃n+1(x)p̃n(y)− p̃n(x)p̃n+1(y)

x− y
, x ̸= y,(2.5)

Kn(x, x) =
√
βn+1 ·

[
p̃′n+1(x)p̃n(x)− p̃′n(x)p̃n+1(x)

]
> 0,(2.6)

respectively.
The following definition of D-semiclassical linear functionals (with respect to the derivative

operator) is a natural generalization of the D-classical functionals.

Definition 2.1. A quasi-definite functional L is said to be semiclassical if there exist nonzero polyno-
mials ϕ and ψ, where ϕ is monic, deg ϕ ≥ 0, and degψ ≥ 1, such that L satisfies the distributional
Pearson equation

(2.7) D(ϕL) = ψL.

Furthermore, an OPS associated with L is called a semiclassical sequence of orthogonal polynomials.
Recall that the adjoints of the derivative and multiplication operators are ⟨DL, p⟩ = −⟨L, p′⟩ and
⟨xL, p⟩ = ⟨L, xp⟩, respectively (see [13]).

One can observe that deg ψ ≥ 1. Indeed, if ψ(x) = ψ0 ̸= 0, then

0 = −⟨ϕL, 0⟩ = ⟨D(ϕL), 1⟩ = ⟨ψL, 1⟩ = ⟨L,ψ⟩ = ψ0µ0 with µ0 = ⟨L, 1⟩ .

Thus, µ0 = 0, contradicting the quasi-definiteness of L. Clearly, we also need the polynomial
ϕ to be nonzero in order to guarantee that L is quasi-definite. To prevent any potential conflict
arising from the quasi-definite nature of the semiclassical functional L, a new requirement has
to be imposed: if ϕ(x) =

∑r
k=0 akx

k and ψ(x) =
∑t

k=0 bkx
k (r ≥ 0, t ≥ 1), then for any n ≥ 0

it must hold nar + br−1 ̸= 0 when r = t + 1, to ensure that all the moments are well defined.
Indeed, from (2.7) we can write ⟨D(ϕL), xn⟩ = ⟨ψu, xn⟩, which implies ⟨u, nϕxn−1 + ψxn⟩ = 0
for all n ≥ 0. So, the Pearson equation is equivalent for n ≥ 0 in this case to

n ·
r∑

k=0

akµn+k−1 +

r−1∑
k=0

bkµn+k = 0,

implying

(nar + br−1)µn+r−1 = −
r−2∑
k=0

(nak+1 + bk)µn+k − na0µn−1, n ≥ 0.

Consequently, if there is n0 such that n0ar + br−1 = 0, we see that µn0+r−1 cannot be computed
from the previous identity. This circumstance may potentially give inconsistencies with the
quasi-definiteness of L. When L is semiclassical, it is possible that (2.7) not to be minimal due
to the non-uniqueness of the polynomials ϕ and ψ. Specifically, for any non-zero polynomial q,
one can see that

D(qϕL) = q′ϕL+ qD(ϕL) = q′ϕL+ qψL = (q′ϕ+ qψ)L.

Therefore, L satisfies D(ϕ̃L) = ψ̃L, with ϕ̃ = qϕ and ψ̃ = q′ϕ+ qψ. Moreover,

deg(qϕ) = deg q + deg ϕ and deg(q′ϕ+ qψ) = deg q +max {deg ϕ− 1,degψ} .

Therefore, a semiclassical linear functional exhibits various Pearson equations based on the
choices of polynomials ϕ and ψ. Defining the class of a semiclassical linear functional L stems
from the minimum degree choices of ϕ and ψ, given by

s(L) = minmax {deg ϕ− 2,degψ − 1} ,
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where the minimum is taken among all pairs of polynomials ϕ and ψ such that (2.7) holds. It
is noteworthy that D-classical linear functionals, such as Hermite, Laguerre, Jacobi, and Bessel
polynomials, fall under the category of semiclassical ones with class s = 0. In this respect, a
proof of the following two results can be found in [13].

Theorem 2.2. For any semiclassical linear functional L, the polynomials ϕ and ψ in (2.7) such that
s(L) = max {deg ϕ− 2,degψ − 1} are unique up to a constant factor.

Proposition 2.1. Let L be a semiclassical linear functional and let ϕ and ψ be nonzero polynomials,
with deg ϕ = r and degψ = t, such that (2.7) is satisfied. Consider s = max{r − 2, t − 1}. Then
s = s(L), if and only if ∏

c: ϕ(c)=0

(
|ψ(c)− ϕ′(c)|+

∣∣⟨L, θcψ(x)− θ2cϕ(x)⟩
∣∣) > 0,

where

θcq(x) :=
q(x)− q(c)

x− c
, q ∈ P.

We can consider from the moment sequence its z-transform, that yields a formal power
series

(2.8) S(z) =

∞∑
n=0

µn

zn+1

that is referred in the literature as Stieltjes function (see [8, 13]). Semiclassical functionals are
introduced alongside various characterizations. It is worth noting that some of these charac-
terizations naturally extend the criteria used for defining class functions. We refer to [8, 13] for
the proof of the following:

Proposition 2.2. Let L be a quasi-definite functional, {Pn}n≥0 its associated MOPS and s a nonneg-
ative integer. The following statements are equivalent:

(1) L is semiclassical of class s.
(2) There exist two non-zero polynomials ϕ and ψ, with deg ϕ = r ≥ 0 and degψ = t ≥ 1, such

that the Stieltjes function S associated with L given by (2.8) satisfies ϕS ′ + (ϕ′ − ψ)S = C,
with C = L · θ0 (ϕ′ − ψ) + DL · θ0ϕ, where ϕ, ϕ′ − ψ and C are coprime (they do not share
common zeros). Notice that

L · q(x) := ⟨L, xq(x)− yq(y)

x− y
⟩ , q ∈ P.

(3) There exist a monic polynomial ϕ, deg ϕ = r, with 0 ≤ r ≤ s+ 2, such that

(2.9) ϕ(x)P ′
n+1(x) =

n+r∑
k=n−s

λn+1,kPk(x), n ≥ s, λn+1,n−s ̸= 0.

If s ≥ 1, r ≥ 1, and λs+1,0 ̸= 0, then s is the class of L.

Now, using the TTRR (2.3) for MOPS, (2.9) can be rewritten in a shorter form (see [13]):

Theorem 2.3. Let L be a semiclassical functional of class s and {Pn}n≥0 its corresponding MOPS.
Then it holds (lowering operator)

(2.10)
[
ϕ(x)Dx − Cn+1(x)− C0(x)

2

]
Pn+1(x) = −Dn+1(x)Pn(x), n ≥ 0,
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where {Cn}n≥0 and {Dn}n≥0 satisfy

(2.11) C0(x) = −ψ(x) + ϕ′(x), Cn+1(x) = −Cn(x) +
2Dn(x)

βn
(x− αn), n ≥ 0,

with D−1 = 0, D0 = (L · θ0ϕ)′ − (L · θ0ψ) and

Dn+1(x) = −ϕ(x) + βn
βn−1

Dn−1(x) + (x− αn)
2Dn(x)

βn
− (x− αn)Cn(x), n ≥ 0.

The expressions of the previous theorem lead to the so-called ladder operators associated
with the semiclassical functional L. Indeed, using (2.11) and the TTRR (2.9), we can deduce
from (2.10) that the raising operator is given by[

ϕ(x)Dx +
Cn+2(x) + C0(x)

2

]
Pn+1(x) =

Dn+1(x)

βn+1
Pn+2(x), n ≥ 0.

This relation, together with (2.11) are essential to deduce a second-order linear differential
equation satisfied by the polynomials {Pn}n≥0 (see [8, 13]):

J(x, n)P ′′
n+1(x) +K(x, n)P ′

n+1(x) +M(x, n)Pn+1(x) = 0, n ≥ 0,

where, for n ≥ 0,

J(x, n) = ϕ(x)Dn+1(x),

K(x, n) = (ϕ′(x) + C0(x))D
′
n+1(x)− ϕ(x)D′

n+1(x),

M(x, n) =
Cn+1(x)− C0(x)

2
D′

n+1(x)−
C ′

n+1(x)− C ′
0(x)

2
Dn+1(x)−Dn+1(x)

n∑
k=0

Dk(x)

βk
.

Remark 2.1. Observe that the degrees of the polynomials J , K, M are at most 2s+ 2, 2s+ 1, and 2s,
respectively, where s denotes the class of the linear functional.

In [3, 4], assuming that the linear functional is positive-definite, it is associated with a weight
function, and under some integrability conditions, raising and lowering operators for orthog-
onal polynomials with respect to a weight function supported on the real line are derived,
as well as a second-order linear differential equation satisfied by these polynomials (particu-
larly, in [4], the case of orthogonal polynomials with discontinuous weights is studied). Let
−∞ < a < b < ∞ and {Pn}n≥0 be the MOPS associated with the linear functional L defined

over P such that ⟨L, p⟩ =
∫ b

a
p(x)ω(x)dx, with ω(x) := e−v(x), where v is a twice continuously

differentiable and convex function for x ∈ [a, b]. If hn is given by (2.2) and αn, βn are the co-
efficients of the TTRR (2.3), then the actions of the ladder operators on Pn and Pn−1 are (see
[3]):

(2.12)
(
d

dx
+Bn(x)

)
Pn(x) = βnAn(x)Pn−1(x), n ≥ 1,

(2.13) −
(
d

dx
−Bn(x)− v′(x)

)
Pn−1(x) = An−1(x)Pn(x), n ≥ 1,

where

An(x) :=
1

hn

∫ b

a

v′(x)− v′(y)

x− y
P 2
n(y)ω(y) dy +

P 2
n(y)ω(y)

hn(y − x)

∣∣∣∣y=b

y=a

,(2.14)

Bn(x) :=
1

hn−1

∫ b

a

v′(x)− v′(y)

x− y
Pn−1(y)Pn(y)ω(y) dy +

Pn(y)Pn−1(y)ω(y)

hn−1(y − x)

∣∣∣∣y=b

y=a

.(2.15)
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Observe that An > 0 due to the convexity of v. Thus, the lowering and raising operators are
given, respectively, by

Ln =
d

dx
+Bn(x) and Rn = −

(
d

dx
−Bn(x)− v′(x)

)
.

In addition, the coefficient functions in the ladder operators, An(z) and Bn(z), satisfy

Bn+1(x) +Bn(x) = (x− αn)An(x)− v′(x),

Bn+1(x)−Bn(x) =
βn+1An+1(x)− βnAn−1(x)− 1

x− αn
.

Remark 2.2. The raising and lowering operators are adjoint within the context of a Hilbert space en-
dowed with the inner product ⟨f, g⟩ =

∫ b

a
f(x)g(x)w(x)dx. Note that the adjoint relationship between

raising and lowering operators persists even within the framework of classical orthogonal polynomials,
which adds an intriguing layer to their general setting.

Furthermore, the combination of the raising and lowering operators leads to a second-order
linear differential equation.

Theorem 2.4 ([3]). Under the above conditions, the MOPS {Pn}n≥0 associated with the linear func-
tional L satisfy

Rn

[
1

An(x)
(LnPn(x))

]
=
hn−1

hn
An−1(x)Pn(x), n ≥ 1,

or equivalently,
P ′′
n (x) + Sn(x)P

′
n(x) +Qn(x)Pn(x) = 0, n ≥ 1,

where

Sn(x) = −
[
v′(x) +

A′
n(x)

An(x)

]
and

Qn(x) = An(x)

(
Bn(x)

An(x)

)′

−Bn(x)[v
′(x) +Bn(x)] +An(x)An−1(x)

hn−1

hn

= −B′
n(x)−Bn(x)

A′
n(x)

An(x)
−Bn(x)[v

′(x) +Bn(x)] +
hn−1

hn
An(x)An−1(x).

3. PEARSON EQUATION, MOMENTS AND STIELTJES FUNCTION

Throughout the rest of the paper we will focus our attention on the study of the truncated
Hermite positive-definite linear functional LM , defined by

(3.16) LM [p] = ⟨LM , p⟩ =
∫ ∞

0

p(x)e−x2

dx, p ∈ P = R[x].

We will recognize LM as a D-semiclassical functional of class s = 1. To prove this, we begin by
examining the associated Pearson equation. We will then derive a second-order linear recur-
rence equation for its moments. Using the z-transform of the moment sequence (the Stieltjes
function), we will obtain a first-order linear differential equation satisfied by this function. Sub-
sequently, we will derive the Laguerre-Freud equations. Finally, we will construct the ladder
operators and explore the electrostatic interpretation of the zeros of the corresponding orthog-
onal polynomials.

The Pearson equation representing the linear functional (3.16) can be expressed as follows.

Proposition 3.3. Let p ∈ R[x], ϕ(x) = x and ψ(x) = 1− 2x2. Then, the linear functional LM defined
by (3.16) satisfies the Pearson equation established in (2.7).
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Proof. For p ∈ R[x] it follows that

⟨D(ϕLM ), p⟩ = −⟨LM , ϕp
′⟩ = −

∫ ∞

0

ϕ(x)p′(x)e−x2

dx

=

∫ ∞

0

p(x)
(
1− 2x2

)
e−x2

dx−
[
ϕ(x)p(x)e−x2

]∞
0︸ ︷︷ ︸

=0

= ⟨LM , ψp⟩

= ⟨ψLM , p⟩ .

□

From Proposition 3.3 we see that LM is a D-semiclassical functional whose class does not
exceed s = 1. In Remark 3.4 we will show that the class is indeed s = 1, see further.

Remark 3.3. Since ψ(x) = ϕ′(x)−2xϕ(x), the Pearson equation from Proposition 3.3 can be rewritten
as

(3.17) −⟨D(ϕLM ), p⟩ = ⟨LM , ϕp
′⟩ = −⟨LM , (ϕ

′ − 2xϕ)p⟩ = ⟨LM , (2xϕ− ϕ′)p⟩ .

Regarding the corresponding moments of the linear functional (3.16), by setting s = x2 we
can write for all n ≥ 0,

µ2n = ⟨LM , x
2n⟩ =

∫ ∞

0

x2ne−x2

dx =
1

2

∫ ∞

0

sn−
1
2 e−sds =

1

2
· Γ
(
n+

1

2

)
,(3.18)

µ2n+1 = ⟨LM , x
2n+1⟩ =

∫ ∞

0

x2n+1e−x2

dx =
1

2

∫ ∞

0

sne−sds =
1

2
· Γ (n+ 1) =

n!

2
.(3.19)

To deduce a second-order homogeneous difference equation that characterizes the moments
associated with the linear functional LM , we can make use of the Pearson equation given by
(3.17):

Proposition 3.4. Let µn = ⟨LM , x
n⟩, n ≥ 0. Then, {µn}n≥0 satisfies

(3.20) 2µn+2 − (n+ 1)µn = 0, n ≥ 0,

with initial conditions µ0 =
√
π
2 and µ1 = 1

2 .

Proof. From (3.17) with p(x) = xn, we get

(3.21) ⟨LM , nϕ(x)x
n−1⟩ = ⟨LM , (2xϕ(x)− ϕ′(x))xn⟩ .

Since ϕ(x) = x and 2xϕ(x)−ϕ′(x) = 2x2−1, we can write ⟨LM , nϕ(x)x
n−1⟩ = n ⟨LM , x

n⟩ = nµn

and ⟨LM , (2xϕ(x)− ϕ′(x))xn⟩ = 2 ⟨LM , x
n+2⟩ − ⟨LM , x

n⟩ = 2µn+2 − µn. Therefore, (3.21) is
equivalent to (3.20). The initial conditions follows directly by taking n = 0 in (3.18)-(3.19). □

Concerning the corresponding Stieltjes function (2.8), we can prove the following

Proposition 3.5. Let µn = ⟨LM , x
n⟩, n ≥ 0. Then, the Stieltjes function S(z) associated with the

linear functional LM satisfies the first-order non-homogeneous linear ordinary differential equation

(3.22) zS ′(z) + 2z2S(z) = 2(µ1 + zµ0),

or equivalently,
ϕ(z)S ′(z) + [ϕ′(z)− ψ(z)]S(z) = 2(µ1 + ϕ(z)µ0),

where ϕ(z) = z and ψ(z) = 1− 2z2.
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Proof. If we apply the z-transform to (3.20), we get

2

∞∑
n=0

µn+2

zn+2
−

∞∑
n=0

(n+ 1)
µn

zn+2
= 0.

Since
∞∑

n=0

µn+2

zn+2
= z

[
S(z)− µ0

z
− µ1

z2

]
and

∞∑
n=0

(n+ 1)
µn

zn+2
= −DzS(z),

it follows that

2z
[
S(z)− µ0

z
− µ1

z2

]
+ S ′(z) = 0

and we conclude (3.22). □

Remark 3.4. Observe that from Proposition 2.2 and (3.22), we get

(3.23) C(z) = 2(µ1 + zµ0).

Taking into account that ϕ(z) = z, ψ(z) = 1 − 2z2, ϕ(0) = (ϕ′ − ψ) (0) = 0 and C(0) = 2µ1 ̸= 0,
the Stieltjes function associated with LM , satisfies

ϕ(z)S ′(z) + [ϕ′(z)− ψ(z)]S(z) = C(z),

whereC is given by (3.23) and ϕ, ϕ′−ψ, andC are coprime. Therefore, from Proposition 2.2 we conclude
that LM is a D-semiclassical functional of class s = 1.

4. LAGUERRE-FREUD EQUATIONS

The equations governing the coefficients of the TTRR (2.3), which are typically nonlinear in
nature, are recognized in the literature as Laguerre-Freud equations (see, for instance, [2]). It
is noteworthy that these equations can be viewed as discrete analogues of the well-established
Painlevé equations (see [11]). The aim of this section is to obtain the Laguerre-Freud equations
for the Maxwell linear functional given by (3.16). We start with a structure relation satisfied by
Maxwell polynomials:

Theorem 4.5. Let {Pn}n≥0 be the MOPS associated with the linear functional defined in (3.16) and
αn, βn the corresponding coefficients in the TTRR (2.3). Then the polynomials Pn satisfy the structure
relation

(4.24) ϕ(x)P ′
n+1(x) = (n+ 1)Pn+1(x) + λn+1,nPn(x) + λn+1,n−1Pn−1(x), n ≥ 1,

where λn+1,n = 2βn+1 (αn+1 + αn) and λn+1,n−1 = 2βn+1βn.

Proof. From Proposition 2.2 with s = 1 and r = deg ϕ = 1, the structure relation satisfied by the
MOPS with respect to the semiclassical functional defined in (3.16) becomes for all n ≥ 1,

ϕ(x)P ′
n+1(x) = (n+ 1)Pn+1(x) + λn+1,nPn(x) + λn+1,n−1Pn−1(x),

where

λn+1,n =

〈
LM , ϕP

′
n+1Pn

〉
∥Pn∥2

and λn+1,n−1 =

〈
LM , ϕP

′
n+1Pn−1

〉
∥Pn−1∥2

.
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Indeed, one can observe that if we write xP ′
n+1 = (n+ 1)Pn+1 +

∑n
k=0 λn+1,kPk, then

λn+1,k =

〈
LM , xP

′
n+1Pk

〉
∥Pk∥2

=

〈
LM , x

[
(Pn+1Pk)

′ − Pn+1P
′
k

]〉
∥Pk∥2

=

〈
xLM , (Pn+1Pk)

′ − Pn+1P
′
k

〉
∥Pk∥2

=
−⟨D (xLM ) , Pn+1Pk⟩ − ⟨xLM , Pn+1P

′
k⟩

∥Pk∥2

=
−
〈(
1− 2x2

)
LM , Pn+1Pk

〉
− ⟨LM , xPn+1P

′
k⟩

∥Pk∥2
,

where we have used (3.17) in the last equality. Hence,

λn+1,k =


0, if k < n− 1,

2 ∥Pn+1∥2

∥Pn−1∥2 , if k = n− 1,

2
⟨LM ,x2Pn+1Pn⟩

∥Pn∥2 , if k = n.

From the TTRR (2.3) we can write{
xPn+1(x) = Pn+2(x) + αn+1Pn+1(x) + βn+1Pn(x),

xPn(x) = Pn+1(x) + αnPn(x) + βnPn−1(x),

which implies that〈
LM , x

2Pn+1Pn

〉
= ⟨LM , xPn+1xPn⟩ = αn+1 ∥Pn+1∥2 + αnβn+1 ∥Pn∥2 .

Therefore, for all n ≥ 1 we get

λn+1,n = 2 (αn+1βn+1 + αnβn+1) = 2βn+1 (αn+1 + αn) ,

λn+1,n−1 = 2βn+1βn,

and the proof is concluded. □

Theorem 4.6. The coefficients αn and βn of the TTRR (2.3) for the linear functional defined in (3.16)
satisfy for all n ≥ 1 the Laguerre-Freud equations

α2
n + βn+1 + βn = n+

1

2
,(4.25)

2βn+2αn+2 + αn+1 (2βn+2 − 2βn+1 − 1)− 2αnβn+1 = 0,(4.26)

with initial conditions β1 = 1
2 − 1

π , β2 = π(π−3)
(π−2)2 and α1 = 2

(π−2)
√
π

.

Proof. Let {Pn}n≥0 be the MOPS with respect to the linear functional LM given by (3.16). Tak-
ing p = P 2

n in (2.7) with ϕ(x) = x and ψ(x) = 1− 2x2, we get

(4.27) −2 ⟨LM , PnϕP
′
n⟩ =

〈
LM , ψP

2
n

〉
, n ≥ 1.

The right side of (4.27) can be rewritten as

(4.28)
〈
LM , ψP

2
n

〉
=
〈
LM ,

(
1− 2x2

)
P 2
n

〉
=
〈
LM , P

2
n

〉
− 2

〈
LM , x

2P 2
n

〉
, n ≥ 1.
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From (2.2) we have that
〈
LM , P

2
n

〉
= hn and

x2Pn(x) = x [Pn+1(x) + αnPn(x) + βnPn−1(x)]

= xPn+1(x) + αnxPn(x) + βnxPn−1(x)

= Pn+2(x) + αn+1Pn+1(x) + βn+1Pn(x) + αnPn+1(x) + α2
nPn(x)

+ αnβnPn−1(x) + βnPn(x) + αn−1βnPn−1(x) + βnβn−1Pn−2(x)

= Pn+2(x) + (αn+1 + αn)Pn+1(x) + (α2
n + βn+1 + βn)Pn(x)

+ βn(αn + αn−1)Pn−1(x) + βnβn−1Pn−2(x),

so (4.28) is equivalent to

(4.29)
〈
LM , ψP

2
n

〉
= hn − 2

(
α2
n + βn+1 + βn

)
hn =

[
1− 2

(
α2
n + βn+1 + βn

)]
hn, n ≥ 1.

In addition, from (4.24) we have that

ϕ(x)P ′
n(x) = nPn(x) + 2βn (αn + αn−1)Pn−1(x) + 2βnβn−1Pn−2(x), n ≥ 1,

so the left side of (4.27) becomes

(4.30)
−2 ⟨LM , PnϕP

′
n⟩ = −2 ⟨LM , Pn [nPn + 2βn (αn + αn−1)Pn−1 + 2βnβn−1Pn−2]⟩

= −2nhn.

Finally, equating (4.29) and (4.30) we obtain −2n = 1 − 2
(
α2
n + βn+1 + βn

)
and (4.25) is de-

duced.
On the other hand, since xP ′

n+1 = (xPn+1)
′ − Pn+1 and ⟨LM , Pn+1Pn⟩ = 0, we see that

λn+1,n =

〈
LM , xP

′
n+1Pn

〉
∥Pn∥2

=

〈
LM , (xPn+1)

′
Pn

〉
∥Pn∥2

=

〈
LM ,

(
P ′
n+2 + αn+1P

′
n+1 + βn+1P

′
n

)
Pn

〉
∥Pn∥2

=

〈
LM , P

′
n+2Pn

〉
∥Pn∥2

+ αn+1(n+ 1).

Let us write

Pn+2(x) = xn+2 +

n+1∑
k=0

δn+2,kx
k = xn+2 + δn+2,n+1x

n+1 + . . . ,

so

P ′
n+2(x) = (n+ 2)xn+1 +

n+1∑
k=1

kδn+2,kx
k−1 = (n+ 2)xn+1 + (n+ 1)δn+2,n+1x

n + . . .

It follows that 〈
LM , P

′
n+2Pn

〉
∥Pn∥2

=
(n+ 2)

〈
LM , x

n+1Pn

〉
∥Pn∥2

+ (n+ 1)δn+2,n+1.

Since xn+1 = Pn+1(x)− δn+1,nx
n − . . ., we have

〈
LM , x

n+1Pn

〉
= −δn+1,n ∥Pn∥2. Then,

(4.31) λn+1,n = −(n+ 2)δn+1,n + (n+ 1)δn+2,n+1 + (n+ 1)αn+1.

Alternatively, identifying coefficients of xn in (4.24), we can observe that

λn+1,n + (n+ 1)δn+1,n = nδn+1,n ⇒ λn+1,n = −δn+1,n.
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Since xPn+1(x) = Pn+2(x) + αn+1Pn+1(x) + βn+1Pn(x) we get δn+1,n = δn+1,n+1 + αn+1, and
this allows us to recover (4.31). Therefore, we can write{

2βn+1(αn+1 + αn) = −δn+1,n,

2βn+2(αn+2 + αn+1) = −δn+2,n+1,

and this implies

αn+1 = 2βn+2(αn+2 + αn+1)− 2βn+1(αn+1 + αn), n ≥ 1.

which is equivalent to (4.26). The initial values α1, β1 and β2 can be obtained by direct compu-
tation (see Remark 4.5 and Theorem 4.8 further). □

A second recurrence relation for the parameters of the TTRR (2.3) which is of interest can be
obtained as follows. Let {p̃n}n≥0 be the ONPS associated with the linear functional defined in
(3.16), with TTRR given by (2.4) and p̃n = 1√

hn
Pn with hn defined in (2.2). If we multiply by

x2e−x2

in the confluent formula (2.6) and we integrate over [0,∞), it follows that

(4.32)
n∑

k=0

∫ ∞

0

x2p̃2k(x)e
−x2

dx=
√

βn+1

[∫ ∞

0

p̃′n+1(x)x
2p̃n(x)e

−x2

dx−
∫ ∞

0

p̃n+1(x)p̃
′
n(x)x

2e−x2

dx

]
.

The integration by parts in the first member of (4.32) yields∫ ∞

0

xp̃2k(x)xe
−x2

dx =
1

2

∫ ∞

0

[
p̃2k(x) + 2xp̃k(x)p̃

′
k(x)

]
e−x2

dx

=
1

2
+

∫ ∞

0

xp̃k(x)p̃
′
k(x)e

−x2

dx =
1

2
+ k.

Therefore, we have that

(4.33)
n∑

k=0

∫ ∞

0

x2p̃2k(x)e
−x2

dx =

n∑
k=0

1

2
+ k =

1

2
(n+ 1)2.

Regarding the right-hand side of (4.32), notice that∫ ∞

0

p̃′n+1(x)x
2p̃n(x)e

−x2

dx− n

∫ ∞

0

p̃n+1(x)

√
hn+1√
hn

p̃n+1(x)x
2e−x2

dx

=− n
√
βn+1 −

∫ ∞

0

p̃n+1(x)
(
2xp̃n(x)e

−x2
)
dx−

∫ ∞

0

p̃n+1(x)x
2p̃′n(x)e

−x2

dx

+2

∫ ∞

0

p̃n+1(x)p̃n(x)x
3e−x2

dx

=− n
√
βn+1 − 2

√
βn+1 − n

√
βn+1

=− 2(n+ 1)
√
βn+1 + 2

∫ ∞

0

p̃n+1(x)p̃n(x)x
3e−x2

dx.



Maxwell orthogonal polynomials 105

Now, from (2.4) we get

x2p̃n(x) =
√
βn+1

[√
βn+2p̃n+2(x) + αn+1p̃n+1(x) +

√
βn+1p̃n(x)

]
+αn

[√
βn+1p̃n+1(x) + αnp̃n(x) +

√
βnp̃n−1(x)

]
+
√
βn

[√
βnp̃n(x) + αn−1p̃n−1(x) +

√
βn−1p̃n−2(x)

]
=
√
βn+1βn+2p̃n+2(x) +

(√
βn+1αn+1 + αn

√
βn+1

)
p̃n+1(x)

+
(
βn+1 + α2

n + βn
)
p̃n(x),

and by making use of the TTRR (2.4) with n replaced by n+ 1 it follows that∫ ∞

0

x3p̃n+1(x)p̃n(x)e
−x2

dx =
√
βn+1

[
βn+2 + αn+1 (αn+1 + αn) + βn+1 + α2

n + βn
]
,

which implies that the right-hand side of (4.32) reads as

(4.34) 2βn+1

[
βn+2 + αn+1 (αn+1 + αn) + βn+1 + α2

n + βn − (n+ 1)
]
.

If we equate (4.33) and (4.34),

(n+ 1)2 = 4βn+1

[
βn+2 + αn+1 (αn+1 + αn) + βn+1 + α2

n + βn − (n+ 1)
]

= 4βn+1

[
n+

3

2
+ αn (αn + αn+1) + βn − n− 1

]
= 4βn+1

[
1

2
+ βn + αn (αn + αn+1)

]
.

Therefore, we have proved the following

Theorem 4.7. The coefficients αn and βn of the TTRR (2.3) for the linear functional defined in (3.16)
satisfy the Laguerre-Freud equations (4.25) and

(4.35) 4βn+1

[
1

2
+ βn + αn (αn + αn+1)

]
= (n+ 1)2, n ≥ 1,

with initial conditions β1 = 1
2 − 1

π , β2 = π(π−3)
(π−2)2 and α1 = 2

(π−2)
√
π

.

Moreover, one can easily see that (4.35) can be rewritten as

(n+ 1)2 = 4βn+1

[
1

2
+ αnαn+1 + n+

1

2
− βn+1

]
= 4βn+1 [n+ 1− βn+1 + αnαn+1] ,

which implies that

4βn+1αnαn+1 = (n+ 1)2 − 4(n+ 1)βn+1 + 4β2
n+1 = (n+ 1− 2βn+1)

2,

or equivalently,

(4.36) 16β2
n+1α

2
nα

2
n+1 = (n+ 1− 2βn+1)

4.

On the other hand, from (4.25) we have that 2βn+1 + 2βn + 2α2
n = 2n + 1 and hence, 2α2

n =
n+ 1− 2βn+1 + n− 2βn. Thus, (4.36) becomes

4β2
n+1(n+ 1− 2βn+1 + n− 2βn)(n+ 2− 2βn+2 + n+ 1− 2βn+1) = (n+ 1− 2βn+1)

4,

or, alternatively,

β2
n+1

(
n+ 1

2
− βn+1 +

n

2
− βn

)(
n+ 2

2
− βn+2 +

n+ 1

2
− βn+1

)
=

(
n+ 1

2
− βn+1

)4

.
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Setting gn = n
2 − βn, the previous equation turns into

g4n+1 =

(
n+ 1

2
− gn+1

)2

(gn+1gn) (gn+2 + gn+1) , n ≥ 1,

which is a discrete Painlevé IV equation (denoted in the literature as d− PIV ). We refer to [17,
p. 10] and [18, Section 4] for more details.

Finally, one can observe that

α2
n = n+

1

2
− βn − βn+1 = n+

1

2
+
(
gn − n

2

)
= gn + gn+1.

Remark 4.5. Concerning the initial conditions, from the relation βn = hn

hn−1
(n ≥ 1) that follows

from Theorem 2.1, where hn = ∥Pn∥2 =
〈
LM , P

2
n

〉
, and from the explicit expressions for the moments

(3.18)-(3.19) it is an easy exercise to check that

P0(x) ≡ 1, P1(x) = x− 1√
π
, P2(x) = x2 −

√
π

π − 2
x+

4− π

2(π − 2)
,

which implies β1 = 1
2 − 1

π and β2 = π(π−3)
(π−2)2 . Therefore, we get

(4.37) g1 =
1

2
− β1 =

1

π
, g2 = 1− β2 = 1− π(π − 3)

(π − 2)2
=

4− π

(π − 2)2
.

Thus, the following result has been proved.

Theorem 4.8. Let αn and βn be the coefficients of the TTRR (2.3) for the linear functional defined in
(3.16) and let {gn}n≥0 be defined by gn = n

2 − βn. Then, {gn}n≥0 satisfy the d− PIV equation

g4n+1 =

(
n+ 1

2
− gn+1

)2

(gn+1 + gn) (gn+2 + gn+1) , n ≥ 1,

with initial conditions given by (4.37). In addition, for all n ≥ 1 we have α2
n = gn + gn+1.

To conclude this section, we will study the asymptotic behavior of the coefficients αn and
βn. Our aim is to find the leading behavior of an asymptotic series solution for the recurrence
relations discussed previously, that is, the first term in the expansion. Since αn and βn are all
positive and approach infinity as n→ ∞, we can write

αn = nrα̃n and βn = nsβ̃n,

where α̃n and β̃n approach positive constants A and B respectively, as n → ∞. Hence, let us
consider αn ∼ Anr and βn ∼ Bns as n → ∞, where r and s are unknown positive constants
and ∼ means asymptotic to. Substituting these asymptotic forms into the recurrence relation
(4.25) yields

B2n2r + 2Ans = n+
1

2
.

We require that this equation hold for all n > 0 so that s = 1 and 2r = 1. Then, the coefficients
A and B satisfy the equation

(4.38) B2 + 2A = 1.

On the other hand, if we replace the asymptotic expressions in (4.35), then

4A(n+ 1)

[
1

2
+An+Bn

1
2

(
Bn

1
2 +B(n+ 1)

1
2

)]
= (n+ 1)2,
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which is equivalent to

4A

[
1

2
+An+B2n

(
1 +

(
1 +

1

n

) 1
2

)]
= (n+ 1).

Again, since this equation also hold for all n > 0, we have

(4.39) 4A
(
A+ 2B2

)
= 1.

Now, we need to solve the nonlinear system of equations formed by (4.38) and (4.39). Note
that we can write 2B2 = 2 − 4A due to (4.38), so (4.39) can be turned into 4A (2− 3A) = 1 ⇔
12A2 − 8A+1 = 0, whose solutions are A1 = 1

2 ⇒ B1 = 0 and A2 = 1
6 ⇒ B2 =

√
2
3 . Given that

αn and βn are positive for all n, so A and B must both be positive. Thus, A = 1
6 and B2 =

√
2
3

is the only possible solution, so the leading behavior is given by

αn ∼ 1

6
n and βn ∼

√
2n

3
.

5. LADDER OPERATORS AND ELECTROSTATIC INTERPRETATION OF THE ZEROS

In this section, we construct first the ladder operators for the semiclassical functional of class
s = 1 defined by (3.16). Then, a second-order linear differential equation (in x) for the Maxwell
polynomial Pn+1 will be obtained, as well as the electrostatic interpretation of the zeros of these
polynomials.

Theorem 5.9. Let the lowering operator Ln+1 be defined by Ln+1 = An+1(x)Dx − Bn+1(x) for all
n ≥ 0, where

An+1(x) =
ϕ(x)

2βn+1(x− αn) + λn+1,n
and Bn+1(x) =

n+ 1− 2βn+1

2βn+1(x− αn) + λn+1,n
,

with ϕ(x) = x and λn+1,n = 2βn+1(αn+1 + αn). Then,

(5.40) Ln+1Pn+1 = Pn, n ≥ 0.

Proof. From (4.24) we have that

ϕ(x)P ′
n+1(x) = (n+ 1)Pn+1(x) + λn+1,nPn(x) + 2βn+1βnPn−1(x).

Using the TTRR (2.3), we can see that βnPn−1(x) = (x − αn)Pn(x) − Pn+1(x), so the previous
expression is equivalent to

(5.41)
ϕ(x)P ′

n+1(x) = (n+ 1)Pn+1(x) + λn+1,nPn(x) + 2βn+1 [(x− αn)Pn(x)− Pn+1(x)]

= (n+ 1− 2βn+1)Pn+1(x) + [2βn+1(x− αn) + λn+1,n]Pn(x).

Therefore, we can write

[ϕDx − (n+ 1− 2βn+1)]Pn+1(x) = [2βn+1(x− αn) + λn+1,n]Pn(x),

and (5.40) follows. □



108 Ángel Álvarez-Paredes, Ruymán Cruz-Barroso and Francisco Marcellán

Theorem 5.10. Let the raising operator Rn+1 be defined by Rn+1 = Cn+1(x)Dx + En+1(x), for all
n ≥ 0, where

Cn+1(x) = − ϕ(x)

2(x− αn) +
λn+1,n

βn+1

,

En+1(x) =
n+ 1− 2βn+1 +

(
2(x− αn) +

λn+1,n

βn+1

)
(x− αn+1)

2(x− αn) +
λn+1,n

βn+1

,

with ϕ(x) = x and λn+1,n = 2βn+1(αn+1 + αn). Then,

(5.42) Rn+1Pn+1 = Pn+2, n ≥ 0.

Proof. Using the TTRR (2.3), it is clear that Pn = 1
βn+1

[(x− αn+1)Pn+1 − Pn+2], where βn+1 >

0, so (5.41) can be rewritten as

ϕP ′
n+1 = (n+ 1− 2βn+1)Pn+1 +

1

βn+1
[2βn+1(x− αn) + λn+1,n] [(x− αn+1)Pn+1 − Pn+2]

=

[
n+ 1− 2βn+1 +

(
2(x− αn) +

λn+1,n

βn+1

)
(x− αn+1)

]
Pn+1

−
(
2(x− αn) +

λn+1,n

βn+1

)
Pn+2.

Thus, [
ϕDx − n− 1 + 2βn+1 −

(
2(x− αn) +

λn+1,n

βn+1

)
(x− αn+1)

]
Pn+1

=−
(
2(x− αn) +

λn+1,n

βn+1

)
Pn+2,

and (5.42) follows. □

Considering the definition of the lowering operator Ln+1 in Theorem 5.9, we can derive a
second-order linear differential equation in terms of x for Pn+1.

Theorem 5.11. Let the second-order linear differential operator Dn+1 be defined for all n ≥ 0 by

Dn+1 =βnAn(x)An+1(x)D
2
x

+

[
βn

(
An(x)

(
A′

n+1(x)−Bn+1(x)
)
−An+1(x)Bn(x)

)
+ αnAn+1(x)− xAn+1(x)

]
Dx

+βn
[
Bn(x)Bn+1 −An(x)B

′
n+1(x)

]
+ xBn+1(x)− αnBn+1(x) + 1.

Then, Dn+1Pn+1 = 0, for all n ≥ 0.

Proof. By (2.3), we have that xPn(x) = Pn+1(x)+αnPn(x)+βnPn−1(x), which can be rewritten
in terms of (5.40) as

xLn+1Pn+1(x) = Pn+1(x) + αnLn+1Pn+1(x) + βnLnLn+1Pn+1(x).

For a function f of x, we can observe that

LnLn+1f(x) = [An(x)Dx −Bn(x)] · [An+1(x)f
′(x)−Bn+1(x)f(x)]

= An(x)
[
A′

n+1(x)f
′(x)+An+1(x)f

′′(x)−B′
n+1(x)f(x)−Bn+1(x)f

′(x)
]

−Bn(x) [An+1(x)f
′(x)−Bn+1(x)f(x)] .
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Hence, for f = Pn+1 it follows that

0 = [βnLnLn+1 − xLn+1 + αnLn+1 + 1] f(x)

= βnAn(x)An+1(x)f
′′(x)

+ βn
[
An(x)

(
A′

n+1(x)−Bn+1(x)
)
−An+1(x)Bn(x)

]
f ′(x)

+ [αnAn+1(x)− xAn+1(x)] f
′(x)

+ βn
[
Bn(x)Bn+1 −An(x)B

′
n+1(x)

]
f(x)

+ [xBn+1(x)− αnBn+1(x) + 1] f(x),

and the result is obtained. □

Let us consider the ladder operators discussed in [3, 4] so that we can obtain the electrostatic
interpretation of the zeros in a simpler way. Let Pn be the monic orthogonal polynomial of
degree n associated with the linear functional in (3.16). Recalling (2.12) and (2.13), we have

1

βnÃn(x)

(
d

dx
+ B̃n(x)

)
Pn(x) = Pn−1(x), n ≥ 1,

and

− 1

Ãn−1(x)

(
d

dx
− B̃n(x)− v′(x)

)
Pn−1(x) = Pn(x), n ≥ 1,

where Ãn(x) and B̃n(x) are given by (2.14) and (2.15), respectively. In the case of the linear
functional LM defined in (3.16), we observe that a = 0, b = ∞, v(x) = x2 and ω(x) = e−x2

.
Therefore, since

〈
LM , P

2
n

〉
= hn and ⟨LM , PnPn−1⟩ = 0, we have

Ãn(x) =
2

hn

∫ ∞

0

P 2
n(y)e

−y2

dy +
P 2
n(y)e

−y2

hn(y − x)

∣∣∣∣y=∞

y=0

=
2

hn

〈
LM , P

2
n

〉
+

1

hn
· P

2
n(0)

x

= 2 +
1

hn
· P

2
n(0)

x
,

B̃n(x) =
2

hn−1

∫ ∞

0

Pn−1(y)Pn(y)e
−y2

dy +
Pn(y)Pn−1(y)e

−y2

hn−1(y − x)

∣∣∣∣y=∞

y=0

=
2

hn−1
⟨LM , PnPn−1⟩+

1

hn−1
· Pn(0)Pn−1(0)

x
=

1

hn−1
· Pn(0)Pn−1(0)

x
.

Then, the lowering and raising operators are also determined, respectively, by

L̃n =
1

βnÃn(x)

(
d

dx
+ B̃n(x)

)
, n ≥ 1,(5.43)

R̃n = − 1

Ãn−1(x)

(
d

dx
− B̃n(x)− 2x

)
, n ≥ 1.(5.44)

Moreover, from Theorem 2.4, we have that Pn satisfies the second-order linear ordinary differ-
ential equation

P ′′
n (x)−

(
Ã′

n(x)

Ãn(x)
− 2x

)
P ′
n(x) +Qn(x)Pn(x) = 0, n ≥ 1,

where
Ã′

n(x)

Ãn(x)
= − P 2

n(0)

x(2hnx+ P 2
n(0))
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and

(5.45)

Qn(x) = −B̃′
n(x)− B̃n(x)

Ã′
n(x)

Ãn(x)
− B̃n(x)

[
B̃n(x)− 2x

]
+
hn−1

hn
Ãn(x)Ãn−1(x)

=
P 3
n(0)Pn−1(0)

hn−1x2(2hnx+ P 2
n(0))

−
P 2
n(0)P

2
n−1(0) + hn−1Pn(0)Pn−1(0)

h2n−1x
2

+
2Pn(0)Pn−1(0)

hn−1
+ 4

hn−1

hn
+

2

hn

P 2
n−1(0)

x
+ 2

hn−1

h2n

P 2
n(0)

x

+
1

hnhn−1

P 2
n(0)P

2
n−1(0)

x2
, n ≥ 1.

Therefore, we have proved the following

Theorem 5.12. Let the lowering and the raising operators be defined by (5.43) and (5.44), respectively.
Then, R̃nPn = Pn+1 and L̃nPn = Pn−1, for n ≥ 1. Moreover, if we define the second-order linear
differential operator D̃n as

(5.46) D̃n = D2
x +

(
P 2
n(0)

x(2hnx+ P 2
n(0))

+ 2x

)
Dx +Qn(x), n ≥ 1,

where Qn is given by (5.45), then D̃nPn = 0, for all n ≥ 1.

To end, we can obtain an electrostatic interpretation of the zeros of the corresponding OPS
by means of Theorem 5.12. Indeed, let us denote by {xn,k}nk=1 the zeros of Pn in increasing
order, i.e.,

Pn(xn,k) = 0, 1 ≤ k ≤ n, and xn,1 < xn,2 < · · · < xn,n.

Evaluating the operator D̃n given by (5.46) at x = xn,k, we see that

(5.47)
P ′′
n (xn,k)

P ′
n(xn,k)

= − P 2
n(0)

x(2hnx+ P 2
n(0))

− 2xn,k = Dx

[
ln(Ãn(xn,k))

]
− 2xn,k, n ≥ 1,

where Ãn is given by

(5.48) Ãn(x) = 2 +
1

hn
· P

2
n(0)

x
=

2hnx+ P 2
n(0)

hnx
.

Theorem 5.13. The zeros of Pn(x) correspond to the equilibrium positions of n unit-charged particles
distributed within the interval (0,∞) under the influence of the potential

(5.49) Vn(x) = x2 + ln |x| − ln

∣∣∣∣x+
P 2
n(0)

2hn

∣∣∣∣ .
Proof. If we write Pn(x) =

∏n
k=1(x− xn,k), then according to [8, Ch. 10],

P ′′
n+1(x)

P ′
n+1(x)

∣∣∣∣∣
x=xn,k

=

n∑
j=1,j ̸=k

2

xn,k − xn,j
,

and so, (5.47) implies that
n∑

j=1,j ̸=k

2

xn,k − xn,j
+ 2xn,k +

P 2
n(0)

xn,k(2hnxn,k + P 2
n(0))

=

n∑
j=1,j ̸=k

2

xn,k − xn,j
+ 2xn,k −Dx

[
ln(Ãn(xn,k))

]
= 0,
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or equivalently,
∂En

∂xn,k
= 0, k = 1, . . . , n,

where the total energy of the system, En := En(xn,1, . . . , xn,n) is given by

(5.50) En = −2
∑

1≤j<k≤n

ln |xn,k − xn,j |+
n∑

k=1

[
x2n,k − ln

(
Ãn(xn,k)

)]
.

Due to (5.48), it is clear that

Ã′
n(x)

Ãn(x)
= Dx

[
ln
(
Ãn(x)

)]
= Dx

[
ln
(
2hnx+ P 2

n(0)
)
− ln

(
hnx

)]
=

2hn
2hnx+ P 2

n(0)
− 1

x
=

1

x+
P 2

n(0)
2hn

− 1

x
.

Therefore, we can rewrite (5.50) as

En = −2
∑

1≤j<k≤n

ln |xn,k − xn,j |+
n∑

k=1

[
x2n,k + ln |xn,k| − ln

∣∣∣xn,k +
P 2
n(0)

2hn

∣∣∣]
and consequently, the external potential Vn is expressed as (5.49). □

Remark 5.6. Regarding the value of Pn(0), it is important to note that it can be generated iteratively.
Indeed, by the TTRR (2.3), one has that

Pn+1(0) + αnPn(0) + βnPn−1(0) = 0, n ≥ 1, P0(0) = 1, P1(0) = − 1√
π
.

Moreover, considering that P 2
n(0)
2hn

> 0, we have an extra charge located at −P 2
n(0)
2hn

< 0. Additionally, it
can be observed that there is a negative charge at the origin, which attracts the positive ones.

6. CONCLUDING REMARKS

In this paper, we have analyzed a semiclassical linear functional of class 1 defined by the
weight functionw(x) = e−x2

supported in the positive real semi-axis. We deduce the Laguerre-
Freud equations for the coefficients of the three term recurrence relation that the corresponding
sequence of orthogonal polynomials satisfy. These coefficients are given in terms of a sequence
satisfying a discrete Painlevé IV equation. In a next step the ladder operators associated with
such a sequence of orthogonal polynomials are obtained. As a consequence, we get a second or-
der linear differential equation with polynomial coefficients that such orthogonal polynomials
satisfy. Thus an electrostatic interpretation of their zeros is discussed.
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ABSTRACT. In the present paper, is proposed a method to approximate the Hilbert transform of a given function
f on (0,+∞) employing truncated de la Vallée discrete polynomials recently studied in [25]. The method generalizes
and improves in some sense that introduced in [24] based on a truncated Lagrange interpolating polynomial, since is
faster convergent and simpler to apply. Moreover, the additional parameter defining de la Vallée polynomials helps to
attain better pointwise approximations. Stability and convergence are studied in weighted uniform spaces and some
numerical tests are provided to asses the performance of the procedure.

Keywords: Hilbert transform, discrete de la Vallèe-Poussin approximation, generalized Laguerre polynomials, ap-
proximation by polynomials.
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1. INTRODUCTION

Let H(f, t) be the Hilbert transform of f

(1.1) H(f, t) =

∫ ∞

0

f(x)

x− t
w(x)dx,

where w(x) = e−xxα is a Laguerre weight, and the integral in (1.1) is understood in the Cauchy
principal value sense. In numerical analysis and in approximation theory, the approximation
of Hilbert transforms over bounded or unbounded regions, represents a relevant topic, since
it arises in several problems of the applied sciences, such as image analysis, optics, signal pro-
cessing, fluid mechanics, electrodynamics. A collection of problems can be found in [13, Vol
I , II]. In addition, Hilbert transforms and their derivatives can appear in singular and hyper-
singular integral equations, which in turn are possible tools to model several physics problems
[20, 14, 15]. The literature dealing with numerical methods to approximate Hilbert transforms
is rich. We cite among them [9, 21, 1, 12, 3, 5, 22, 7, 8, 10, 23] and the references contained in it.
Concerning the approximation of H(f, t) by global methods based on Laguerre zeros, we recall
two product-type integration rules, one obtained by approximating f by truncated Lagrange
polynomials [5], the other by discrete de la Vallée Poussin polynomials [25]. In both these
rules, the coefficients are obtained by recurrence relations depending on t, and hence requiring
a considerable computational effort when H(f, t) is needed for a large number of points. So
they are efficient, but “expensive”. Another significant and reliable approach is given by the
truncated Gauss-Laguerre rule, suitable “modified” to overcome numerical instability due to

Received: 01.08.2024; Accepted: 10.10.2024; Published Online: 16.12.2024
*Corresponding author: Donatella Occorsio; donatella.occorsio@unibas.it
DOI: 10.33205/cma.1541668
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the closeness of some Gaussian node to the singularity t [8]. Such rule largely applied also
in other contexts (see e.g. [4, 8, 2]) is simpler than the previous ones, but not employable in
methods for solving integral equations, since it requires the choice between two sequence of
Gauss-Laguerre nodes, according to the position of the singularity t. To overcome in some
sense the aforesaid issues, in [24] it was introduced a method to approximate the function

F(f, t) =

∫ ∞

0

f(x)− f(t)

x− t
w(x)dx,

by means of suitable truncated Lagrange polynomials based on Laguerre zeros (say it L-method),
and to compute H(f, t) = F(f, t) + f(t)H(1, t). By this way, for any t are required always the
same samples of F(f). In the present paper, we want to generalize the L-method and im-
prove it in some sense, proposing to approximate F(f) by the sequence of discrete de la Vallée
Poussin (VP) polynomials V m

n (w,F(f)), recently introduced and studied in [25]. Analogously
to the L-method, the polynomial V m

n (w,F(f)) requires the samples of the function F(f) at
j << n zeros of the Laguerre polynomial pn(w). Moreover, V m

n (w,F(f)) depends on the ad-
ditional parameter 1 ≤ m ≤ n − 1, which in turns can be fruitfully used to reduce possible
Gibbs phenomenon. As it is known, the latter affects Lagrange interpolating approximation,
especially when the interpolated function presents isolated “pathologies” (peaks, cusps, etc.).
In addition, the Lebesgue constants associated to VP polynomials, are uniformly bounded in
weighted spaces of continuous functions, whereas those of the Lagrange processes diverge
logarithmically at least.

The outline of the paper is as follows. In Section 2 are collected some notations and prelimi-
nary results useful to introduce the proposed numerical method. The latter is stated in Section
3, accompanied by the study of the stability and convergence, and error estimates in suitable
spaces of functions. Finally, in Section 4, a selection of numerical tests is proposed.

2. NOTATIONS AND PRELIMINARY RESULTS

Along all the paper the notation C will be used several times to denote a positive constant
having different values in different formulas. We will write C ̸= C(a, b, . . .) in order to say
that C is independent of the parameters a, b, . . ., and C = C(a, b, . . .) to say that C depends on
a, b, . . .. Moreover, if A,B > 0 are quantities depending on some parameters, we will write
A ∼ B, if there exists an absolute constant C > 0, independent on such parameters, such that
C−1B ≤ A ≤ CB.

Denote by IPm the space of all algebraic polynomials of degree at most m.

2.1. Orthogonal Polynomials. For w(x) = e−xxα, α > −1, let {pn(w)}n be the correspond-
ing sequence of orthonormal polynomials with positive leading coefficients, i.e.

pn(w, x) = γn(w)x
n + terms of lower degree, γn(w) > 0.

Denoted by {xn,k(w)}nk=1 the zeros of pn(w), it is known that [27]

(2.2)
C
n
< xn,1(w) < xn,2(w) < . . . < xn,n(w) < 4n+ 2α− Cn 1

3 , C ̸= C(n).

For any fixed 0 < ρ < 1 the node xn,j , j = j(n), is defined as

(2.3) xn,j(w) = min {xn,k(w) : xn,k(w) ≥ 4nρ, k = 1, 2, .., n} .

As it is known, the zeros of pn(w) interlace those of pn+1(w), i.e.

(2.4) xn+1,k(w) < xn,k(w) < xn+1,k+1(w), k = 1, 2, . . . , n.
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Moreover, inside the interval [0, xn+1,j1(w)] where j1 is defined as

(2.5) xn+1,j1(w) = min {xn+1,k(w) : xn+1,k(w) ≥ 4(n+ 1)ρ, k = 1, 2, .., n+ 1} ,

the distance between two consecutive zeros of pn+1(w)pn(w) can be estimated as [4, Lemma
2.1]

(2.6) xn,k(w)− xn+1,k(w) ≥ C
√

xn+1,k(w)

n
, k = 1, 2, . . . , j,

uniformly in n ∈ N.
Finally, we recall the “truncated” Gauss-Laguerre rule introduced in [18] and based on the

first j zeros of pn(w), j defined in (2.3),

(2.7)
∫ ∞

0

f(x)w(x)dx =

j∑
k=1

f(xn,k(w))λn,k(w) +Rm(f),

where {λn,k(w)}nk=1 are the Christoffel numbers w.r.t. w and Rn(f) is the remainder term.

2.2. Function Spaces. Introducing the weight u(x) = e−
x
2 xγ , γ ≥ 0, we consider the space

Cu of the functions f continuous in any closed subset of ]0,∞[, such that

lim
x→+∞

(fu)(x) = 0, and, if γ > 0, also lim
x→0+

(fu)(x) = 0,

endowed with the norm ∥f∥Cu
= supx≥0 |f(x)|u(x). The error of best approximation of f ∈ Cu

by algebraic polynomials of degree ≤ n is defined as

En(f)u = inf
P∈IPn

∥(f − P )u∥∞.

For s ∈ IN, s ≥ 1, let Ws(u) be the Sobolev-type space

Ws(u) =
{
f ∈ Cu : f (s−1) ∈ AC(IR+), ∥f (s)φsu∥∞ < ∞

}
, φ(x) =

√
x,

where AC(IR+) denotes the set of the functions which are absolutely continuous on every
closed subset of IR+, equipped with the norm

(2.8) ∥f∥Ws(u) = ∥f∥Cu
+ ∥f (s)φsu∥∞.

In order to deal with more refined subspaces of Cu, for any λ ∈ IR+ let Zλ(u) be the Zygmund-
type space

Zλ(u) =

{
f ∈ Cu : sup

t>0

Ωr
φ(f, t)u

tλ
< +∞

}
of parameter 0 < λ < r, r ∈ IN, where

Ωr
φ(f, t)u = sup

0<h≤t
∥u∆r

hφf∥Irh , t > 0

is the main part of the r−th φ−modulus of smoothness, Irh =
[
4r2h2, C

h2

]
, being C a fixed

positive constant, and

∆r
hφf(x) =

r∑
k=0

(−1)k
(
r

k

)
f (x+ hφ(x)(r − k)) ,

equipped with the norm

∥f∥Zλ(u) = ∥f∥Cu + sup
t>0

Ωr
φ(f, t)u

tλ
.
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En(f)u can be estimated in Zygmund and Sobolev subspaces as follows [6, 16]

En(f)u ≤ C
∥f∥Ws(u)√

ns
, ∀f ∈ Ws(u),(2.9)

En(f)u ≤ C√
nλ

∥f∥Zλ(u), ∀f ∈ Zλ(u),(2.10)

where in both the cases C ̸= C(n, f).

2.3. VP filtered approximation. For a given n ∈ IN and with m ∈ IN s.t. 1 ≤ m ≤ n − 1, the
discrete VP filtered polynomial V m

n (w, f) approximating a given function f ∈ Cu is defined as
[25]

(2.11) V m
n (w, f, x) =

j∑
k=1

f(xn,k(w))Φ
m
n,k(x), x ≥ 0

with j defined in (2.3), and the fundamental VP polynomials defined as

(2.12) Φm
n,k(x) = λn,k(w)

n+m−1∑
i=0

µm
n,ipi(w, xn,k(w))pi(w, x),

where µm
n,i are called “filter coefficients”

(2.13) µm
n,i :=

1 if i = 0, . . . , n−m,
n+m− i

2m
if n−m+ 1 ≤ i ≤ n+m− 1.

The polynomial V m
n (w, f) ∈ IPn+m−1 and does not interpolate f .

One of the main features proved in [25] is the boundedness of the map V m
n (w) : f ∈ Cu → Cu

under proper assumptions on w and u. This means to deal with a polynomial sequence uni-
formly convergent to any function f ∈ Cu, behaving as a near–best approximation polynomial
sequence. This property similarly holds in [−1, 1] for filtered de la Vallée Poussin polynomials
w.r.t. Jacobi polynomials, introduced and studied in [28].

Theorem 2.1 ([25]). For any f ∈ Cu, under the assumption

(2.14) max

{
α

2
− 1

4
, 0

}
< γ < min

{
α

2
+

7

6
, α+ 1

}
then, fixing θ ∈ (0, 1) and choosing m = ⌊nθ⌋, the map V m

n (w) : Cu → Cu is uniformly bounded w.r.t.
n, i.e.

(2.15) ∥V m
n (w, f)∥Cu

≤ C∥f∥Cu
, ∀f ∈ Cu, C ̸= C(n,m, f).

Moreover, with 0 < ρ < 1 fixed to define the index j in (2.3),

(2.16) ∥(f − V m
n (w, f))∥Cu

≤ C
(
Eq(f)u + e−An∥f∥Cu

)
, q = min

{
n−m,

⌊
n

ρ

(1 + ρ)

⌋}
,

with the positive constants C, A independent of n,m, f.

We point out that Theorem 2.1 has been proved in [25], under more general relationships
between n and m.



118 Donatella Occorsio

2.4. Truncated Lagrange interpolation. With j defined in (2.3), in [17] it was introduced the
truncated Lagrange polynomial L∗

n+1(w, f) defined as

(2.17) L∗
n+1(w, f, x) :=

j∑
k=1

f(xn,k(w))ℓn,k(x),

where

(2.18) ℓn,k(x) =
pn(w, x)

p′n(xk)(x− xk)

4n− x

4n− xk
, k = 1, 2, . . . , j,

are fundamental Lagrange polynomials based on the zeros of pn(w, x)(4n − x). L∗
n+1(w, f)

interpolates the function at the first j zeros of pn(w) and vanishes at the remaining nodal points
xn,j+1(w), . . . , xn,n(w), 4n. In particular, for ρ = 1 L∗

n+1(w, f) coincides with the Lagrange
polynomial Ln+1(w, f), interpolating f at all the zeros of pn(w, x)(4n− x). It is known that the
norm of the operator L∗

n+1(w) : f ∈ Cu → Cu, i.e. the weighted Lebesgue constant

(2.19) ∥L∗
n+1(w)∥Cu

= sup
∥fu∥=1

∥L∗
n+1(w, f)u∥ = sup

x≥0

j∑
k=1

|ℓn,k(x)|
u(x)

u(xn,k(w))
,

as n → ∞ diverge at least as log n. To be more precise, the following result holds

Theorem 2.2 ([17]). Let w(x) = e−xxα, α > −1 and u(x) = e−
x
2 xγ , γ ≥ 0. Under the assumption

(2.20) min

(
0,

α

2
+

1

4

)
≤ γ ≤ α

2
+

5

4
,

we have

(2.21) ∥L∗
n+1(w, f)∥Cu ≤ C∥f∥Cu log n, ∀f ∈ Cu, C ̸= C(n, f).

Remark 2.1. We point out that in [19] it was proved that

(2.22) ∥Ln+1(w, f)∥Cu ≤ C∥f∥Cu log n, ∀f ∈ Cu, C ̸= C(n, f),

if and only if the assumption (2.20) holds.

3. THE METHOD

Let us start from the relation

(3.23) H(f, t) = F(f, t) + f(t)H(1, t), F(f, t) =

∫ ∞

0

f(x)− f(t)

x− t
w(x)dx,

and assume from now on α < 1, since in the case α ≥ 1 we deal equivalently with H̃(g, t) :=∫∞
0

g(x)
x−t w̃(x)dx, g(x) := f(x)x[α], w̃(x) = e−xxα−[α]. Now, taking into account that H(1, t)

can be computed by [11, p. 1086, 9.213]

(3.24) H(1, t) =

{
−e−tEi(t), α = 0

−πtαe−t cot((1 + α)π) + Γ(α)1F1(1, 1− α,−t), α ̸= 0,

where Ei(t) and 1F1(a, b, x) are the exponential integral function and the Confluent Hypergeo-
metric function, respectively, we focus on the approximation of F(f). To this end, we recall a
result proved in [24], which relates the smoothness of F(f) to that of f .
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Lemma 3.1. For any f ∈ Zλ+1(u), under the assumption 0 ≤ γ < α+ 1
4 , the function F(f) ∈ Zλ(u),

and

(3.25) En(F(f))u ≤ C
∥f∥Zλ+1(u)√

nλ
, C ̸= C(n, f).

Belonging F(f) to a subspace of Cu allows to approximate F(f) by the sequence of VP
polynomials defined in (2.11), i.e. to consider

(3.26) F(f, t) ∼ V m
n (w,F(f), t) =

j∑
k=1

Φm
n,k(t)F(f, xn,k(w)).

By Lemma 3.1, and Theorem 2.1 combined with estimate (2.10), under the assumption

max

{
α

2
− 1

4
, 0

}
≤ γ < α+

1

4
,

F(f) can be uniformly approximated by V m
n (w,F(f)), and the error is

(3.27) ∥F(f)− V m
n (w,F(f))∥Cu

≤ C
∥f∥Zλ+1(u)√

nλ
, ∀f ∈ Zλ+1(u).

However, the computational problem in constructing (3.26) is the lack of the samples
{F(f, xn,k(w))}jk=1, unknown in the general case. To overcome this problem, the integrals
F(f, xn,k(w)), k = 1, 2, . . . , j are approximated by the (n + 1)-th truncated Gauss-Laguerre
rules w.r.t. the weight w, i.e.,

F(f, xn,k(w)) ∼
j1∑
i=1

λn+1,i(w)
f(xn+1,i(w))− f(xn,k(w))

xn+1,i(w)− xn,k(w)
, k = 1, . . . , j,

being for every fixed ρ ∈ (0, 1) the index j1 defined in (2.5). Note that possible numerical
cancellation arising in case t is “too close” to any Gauss-Laguerre nodes is avoided, since the
zeros of pn(w) are far enough from the Gaussian nodes xn+1,k(w) in view of (2.6). Now we
prove that these further approximations F(f, xn,k(w)) ∼ Fn+1(f, xn,k(w)), induce errors of the
same orders as ∥F(f)− V m

n (w,F(f))∥Cu
. This is stated in the next lemma.

Lemma 3.2. For any f ∈ Zλ+1(u), under the assumption 0 ≤ γ < α+ 1
4 , the following error estimate

holds true

(3.28) ∥F(f)−Fn+1(f)∥Cu
≤ C

∥f∥Zλ+1(u)√
nλ

, C ̸= C(n, f).

Proof. First we recall that under the assumption 0 ≤ γ < α + 1
4 , for any f ∈ Zλ+1(u) in [24,

Lemmas 5.5, 5.7] there were proved Fn+1(f) ∈ Zλ+1(u) and

(3.29) En(Fn(f))u ≤ C
∥f∥Zλ+1(u)√

nλ
.

As a consequence, for any Pn ∈ IPn

∥F(f)−Fn(f)∥Cu ≤ C (En(F(f))u + En(Fn(f))u)

and in view of estimates (3.25) and (3.29), (3.28) follows. □

In conclusion, we approximate the function F(f) by the sequence {V m
n (w,Fn+1(f))}n, i.e.,

(3.30) F(f, t) = Σn(F , t) + en,m(f, t), ,
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being

Σn(f, t) :=

j∑
k=1

Φm
n,k(t)Fn+1(f, xn,k(w))

=

j∑
k=1

Φm
n,k(t)

j1∑
i=1

λn+1,i(w)
f(xn+1,i(w))− f(xn,k(w))

xn+1,i(w)− xn,k(w)
.

Next Theorem states conditions under which formula (3.30) is stable and convergent

Theorem 3.3. For any f ∈ Zλ+1(u), λ > 0, under the assumption

max

(
0,

α

2
− 1

4

)
≤ γ < α+

1

4
,(3.31)

∥Σn(f)∥Cu
≤ C∥f∥Zλ+1(u),(3.32)

and

∥en,m(f)∥Cu
≤ C

∥f∥Zλ+1(u)√
nλ

,(3.33)

C ̸= C(n, f).

Proof. First we prove (3.32). Using Σn(f, t) = V m
n (w,Fn+1(f), t), by Theorem 2.1, under the

assumption (3.31),
∥Σn(f)∥Cu

≤ C∥Fn+1(f)∥Cu

and by Lemma 3.2 and (3.25), (3.32) follows. To estimate (3.33), start from

|en,m(f, t)|u(t) = |F(f, t)− V m
n (w,Fn+1(f), t)|u(t)

≤ |F(f, t)−Fn+1(f, t)|u(t)
+ |Fn+1(f, t)− V m

n (w,Fn+1(f), t)|u(t)
=: A1(t) +A2(t).(3.34)

Under the assumption f ∈ Zλ+1(u) by Lemma 3.2

(3.35) A1(t) ≤ C
∥f∥Zλ+1(u)√

nλ
,

and by Theorem 2.1 combined with estimate (3.29), we get

(3.36) A2(t) ≤ C Eq(Fn+1(f))u ≤ C
∥f∥Zλ+1(u)√

nλ
,

and (3.33) follows combining (3.35),(3.36) with (3.34) □

3.1. Comparison between VP-method and L-method. As previously said, in [24] the function
F(f, t) has been approximated by using truncated Lagrange polynomials interpolating F(f, t)
and based on Laguerre zeros. To be more precise, denoted by w+(x) = e−xxα+1, w−(x) =
e−xxα−1 in the case α > 0, the following work-scheme has been considered:

(3.37) F(f, t) ∼

{
L∗
n+1,1(w

+,Fn+1(f), t) − 1
4 < α ≤ 0

L∗
n+2(w

−,Fn(f), t), α > 0,

where Fn+1(f, t) =
∑j

i=1 λn+1,i(w)
f(xn+1,i(w))−f(t)

xn+1,i(w)−t , L∗
n+1,1(w

+,Fn+1(f), x) is the truncated La-

grange polynomial based on the knots {xn,k(w
+)}nk=1 ∪ {4n} ∪ {t1}, with t1 =

xn,1(w
+)

2 , and
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L∗
n+2(w

−,Fn(f), t) is the truncated polynomial based on the knots {xn+1,k(w
−)}nk=1 ∪ {4n}. It

was necessary introduce two different paths, in order to consider interpolation processes hav-
ing Lebesgue constants behaving always as log n, for any choice of α, γ satisfying (3.31). The
VP-method, unlike the L-method, is simpler to construct, since involves only one approximant,
without distinguishing two cases, whatever are the values of α and γ satisfying (3.31).

About the rate of convergence, the L-method results a little bit slower than the VP-method,
due to the presence of the extra factor log n (see [24, Theorems 3.2-3.3]. In conclusion from the
theoretical and computational point of view, the VP-method represents a simpler strategy to
obtain a little bit faster convergence.

4. NUMERICAL EXAMPLES

We have tested the VP-method and compared the results with those taken by using the L-
method on some test functions. Here we go to propose a selection of three examples which
seem to be more exhaustive to highlight the performance of the VP-method in comparison
with the L-method. In each tests we have considered the approximation only of the function
F(f), this being the main topic we are dealing with. We precise that:

•
eV P
n,m(F , t) = |V m

n (w,Fn+1(f), t)−F(f, t)|u(t),
eLag
n (F , t) = |L∗

n+1(Fn+1(f), t)−F(f, t)|u(t),

are the weighted pointwise errors related to the approximation of F(f) only.
•

∥eV P
n,m(F)∥ = max

t∈Y
eV P
n,m(F , t),

∥eLag
n (F)∥ = max

t∈Y
eLag
n (F , t),

are the maximum weighted errors on Y , where Y is a sufficiently large mesh of equis-
paced points in the range (0, a) with a > 0 sufficiently large.

• The parameter θ ∈ (0, 1) defining m = ⌊nθ⌋ in V m
n (w,Fn+1(f), t), has been selected as

that giving the minimal absolute error eV P
n,m(F , t).

• The exact values, always unknown, have been computed for n = 2048, m = n/2.
• All the computations have been performed in double-machine precision (eps ∼ 2.22044e−
16).

• In each test we have selected two values of t > 0 providing the pointwise absolute er-
rors |eV P

n,m(F , t)|u(t) (first column), the values of n and θ in the first and second columns,
respectively. The errors |eLag

n (F , t)|u(t) are reported in the fifth column, while the third
column contains the number j of functions evaluations in both the VP-rule and the L-
rule. Moreover, in each tests are given also the maximum absolute errors taken over
proper ranges of t.

• Some graphs are stated to highlight the benefits offered by the VP-method, by suitably
modulating the parameter m to reduce pointwise errors, especially in case f presents
isolated “pathologies” (peaks, cusps, etc.), i.e. reducing Gibbs phenomenon, which af-
fects Lagrange interpolating polynomials not only around the localized “pathological”
point, but also along subinterval “far” from the point itself.

Example 4.1.

F(f, t) =

∫ ∞

0

f(x)− f(t)

x− t
e−xx0.6dx, f(x) =

1

100 + 10(x− 3)2
, α = 0.6.
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According to the conditions stated for both the VP-method and L-method, we take the parameter γ =
0.05. In Tables 1, are reported the results related to the pointwise approximation for t = 3, and t = 10.
The approximate values are in this case

F(f, 3)u(3) ∼ 2.0516e− 04, F(f, 10)u(10) ∼ −5.0389e− 06.

In this case f(x) ∈ Zλ(u), ∀λ > 0, and presents a peak for x = 3. As Table 1 shows, better results are
attained on average by VP-method, and the machine precision is catched for some n.

n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
20 1.0e-01 19 1.00e-07 9.23e-08
50 1.0e-01 32 3.52e-09 2.20e-09
150 3.0e-01 56 1.47e-14 1.35e-12
250 1.0e-01 73 6.62e-15 6.02e-15
350 2.0e-01 87 3.36e-17 1.07e-16

n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
20 5.0e-01 19 1.12e-08 3.23e-08
50 3.0e-01 32 2.18e-11 1.43e-09
150 1.0e-01 56 1.09e-13 2.47e-13
250 2.0e-01 73 1.30e-16 4.84e-16
350 1.0e-01 87 1.65e-18 1.25e-17

TABLE 1. Ex.1: t = 3 (up), t = 10 (down)

In Table 2 are given the maximum absolute errors attained for increasing values of n in [0, 10], and a
moderate better performance of the VP-method w.r.t. the L-method is confirmed.

n ∥eV P
n,m(F)u∥ ∥eLag

n (F)u∥
20 6.66e-07 6.27e-07
50 6.98e-09 1.87e-08
150 1.98e-12 1.02e-11
250 8.11e-15 1.49e-14
350 1.04e-15 2.76e-15

TABLE 2. Ex.1: maximum errors in [0, 10]

We conclude proposing the graph of the pointwise absolute errors attained for n = 150, choosing the
“optimal” θ for any point t (Fig. 1), and as expected, and the pointwise errors by the VP-method are
better than those attained by the L-method. In addition, we have produced in Fig. 2 also the graph of the
pointwise absolute errors for θ = 0.1 , to highlight that also for θ fixed, the previous trend is confirmed.

Example 4.2.

F(f, t) =

∫ ∞

0

f(x)− f(t)

x− t

e−x

x
1
8

dx, f(x) =
ex/4

(1 + x2)4
, α = −1/8, γ = 0.5.

In this test f ∈ Zλ(u),∀λ > 0, and grows exponentially as x → +∞. In Table 3 are reported the
pointwise errors for t = 1 and t = 15. The approximate values are

F(f, 1)u(1) ∼ −3.9662e− 01, F(f, 15)u(15) ∼ −7.0825e− 05.
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FIGURE 1. Ex. 1: pointwise absolute errors for n = 150, θ optimal

,

FIGURE 2. Ex. 1: pointwise absolute errors for n = 150, θ = 0.1

In Table 4 are given the maximum absolute errors attained for increasing values of n in [0, 10], and a
moderate better performance of the VP-method w.r.t. the L-method is confirmed.

Example 4.3.

F(f, t) =

∫ ∞

0

f(x)− f(t)

x− t
e−xdx, f(x) = |x− 1|1.5|x− 1.5|1.9 α = 0, γ = 0.

The approximate values for t = 1 and t = 1.5 are

F(f, 1)u(1) ∼ 5.6531e− 02, F(f, 1.5)u(1.5) ∼ 2.4085e− 01.
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n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
50 3.0e-01 34 2.20e-05 1.41e-04
150 5.0e-01 61 4.38e-07 7.81e-07
250 2.0e-01 79 4.46e-09 7.36e-09
350 1.0e-01 93 2.67e-10 3.03e-10
450 1.0e-01 106 1.51e-11 1.42e-11
550 1.0e-01 117 8.56e-13 7.58e-13
650 1.0e-01 127 4.38e-13 3.56e-13

n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
50 5.0e-01 34 1.92e-05 7.87e-05
150 1.0e-01 61 3.69e-08 1.64e-07
250 2.0e-01 79 9.14e-10 3.30e-09
350 1.0e-01 93 1.05e-11 1.02e-11
450 1.0e-01 106 2.93e-12 1.81e-12
550 1.0e-01 117 1.56e-14 3.78e-14
650 2.0e-01 127 1.92e-14 2.03e-13

TABLE 3. Ex.2: t = 1 (up), t = 15 (down)

n ∥eV P
n,m(F)u∥ ∥eLag

n (F)u∥
50 4.17e-04 6.8490e-04
150 2.64e-06 2.5247e-06
250 1.82e-08 1.27e-08
350 5.34e-10 6.18e-10
450 3.19e-11 3.06e-11
550 2.16e-12 2.08e-12
650 1.40e-12 2.46e-12

TABLE 4. Ex.2: maximum errors in [0, 10]

The graph of the function F(f, t)u(t), in a range including the critical points 1 and 1.5 is shown in
Figure 3. In Table 6 are given the maximum absolute errors attained for increasing values of n in [0, 10].

We conclude with the pointwise absolute errors for n = 200, in the case of θ chosen “optimal” for
each t (Figure 4 ), and for θ fixed, namely θ = 0.5 (Figure 5).

CONCLUSIONS

We have proposed a method to approximate the Hilbert transform with a Laguerre weight.
It employs filtered VP approximation of the function F(f), and improves a previous method
based on the interpolation of the same function by truncated Lagrange polynomials. Indeed,
w.r.t. to this, the new method converges a little bit faster. Moreover, while the Lagrange based
method requires two different approaches, according to α > 0 or not, the proposed rule does
not. The algorithm, easier to implement, essentially requires zeros and weights of the Gauss-
Laguerre rule, efficiently computable by the Golub-Welsh algorithm. Moreover, differently
from the modified Gauss-Laguerre rule [8], we use always the same samples of the density
function f at the Laguerre zeros, whatever are the values of t for which to compute F(f), t).
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n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
50 9.00e-01 41 7.21e-04 3.76e-03
100 8.00e-01 60 2.87e-04 1.44e-03
200 1.00e-01 86 1.10e-03 1.06e-03
400 9.00e-01 122 4.16e-04 5.16e-04
800 1.00e-01 173 1.63e-04 1.51e-04
1000 9.00e-01 194 1.21e-04 1.55e-04

n θ j |eV P
n,m(F , t)|u(t) |eLag

n (F , t)|u(t)
50 1.00e-01 41 2.41e-03 2.28e-03
100 8.00e-01 60 2.10e-05 4.86e-04
200 7.00e-01 86 6.85e-05 3.13e-04
400 6.00e-01 122 6.83e-05 9.85e-05
800 4.00e-01 173 2.75e-06 6.14e-05
1000 2.00e-01 194 4.74e-07 4.90e-06

TABLE 5. Ex.3: t = 1 (up), t = 1.5 (down)

,

FIGURE 3. Graph of F(f, t)u(t), t ∈ [0.8, 2.1]

n ∥eV P
n,m(F)u∥ ∥eLag

n (F)u∥
50 2.6824e-03 6.4905e-03
100 6.9861e-04 2.6261e-03
200 2.3962e-03 2.3353e-03
400 1.0617e-03 1.0656e-03
800 7.7203e-04 7.5605e-04

TABLE 6. Ex.3: maximum errors in [0, 10]

None recurrence relation is required as in product integration type rules [26]. In addition, due
to the presence of the localizing parameter 0 < m < n, oscillations and overshoots around
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,

FIGURE 4. Ex. 3: pointwise absolute errors for n = 200, θ optimal

,

FIGURE 5. Ex. 3: pointwise absolute errors for n = 200, θ = 0.5

“pathological” points of the function to be approximated, more present in Lagrange interpola-
tion, are reduced.
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ABSTRACT. In this paper, we consider a linear elliptic operator E with real constant coefficients of order 2m in two
independent variables without lower order terms. For this equation, we consider linear BVPs in which the boundary
operators T1, . . . , Tm are of order m and satisfy the Lopatinskii-Shapiro condition with respect to E. We prove bound-
ary completeness properties for the system {(T1ωk, . . . , Tmωk)}, where {ωk} is a system of polynomial solutions of
the equation Eu = 0.
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1. INTRODUCTION

The problem of the completeness of particular sequences of solutions of a PDE on the bound-
ary of a domain has a long history. The prototype of such results is the theorem which states
that harmonic polynomials are complete in Lp(∂Ω) (1 ⩽ p < ∞) or in C0(∂Ω), where Ω is a
bounded domain in Rn and Rn \ Ω is connected. This result has been proved by Fichera [5].
Since then, many other results have been obtained. They are related to different BVPs for sev-
eral PDEs, including some systems. We refer to [4, Section 2] for an introduction to the subject
and a quite updated bibliography. Here we mention that there are numerical methods that are
founded on the boundary completeness properties of certain sequences of solutions of a given
PDE (see [8, p.36–37]).

In the present paper, we deal with a linear elliptic operator E with real constant coefficients
of order 2m in two independent variables without lower order terms. For this equation, we
consider the BVP in a bounded domain Ω ⊂ R2 in which the boundary conditions are given by
m linear differential operators T1, . . . , Tm of order m. We assume that the operators Tj satisfy
the Lopatinskii-Shapiro condition with respect to E and that R2 \ Ω is connected.

The aim of this paper is to prove that the system {(T1ωk, . . . , Tmωk)}, where {ωk} is a system
of polynomial solutions of the equation Eu = 0, is complete in the subspace of [Lp(∂Ω)]m

constituted by the vectors which satisfy the compatibility conditions of the BVP: Eu = 0 in
Ω, Tju = ψj on ∂Ω (j = 1, . . . ,m). We also prove a similar and more delicate result in the
uniform norm. The BVP Eu = 0 in Ω, Tju = 0 on ∂Ω (j = 1, . . . ,m) was considered by Paolo
Emilio Ricci in his paper [13]. There Ricci developed a theory of the simple layer potential
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for such BVP, mainly using results from complex analysis related to singular integral systems.
Our results hinge on Ricci’s paper. Later BVPs with higher order boundary conditions were
considered in [10]. The present paper could probably be extended to these more general BVPs,
using the results contained in [11, 12]. We plan to investigate this topic in future work.

The present paper is organized as follows. In Section 2, after some preliminaries, we recall
some of the results obtained by Ricci. Section 3 is devoted to the completeness of the system
{(T1ωk, . . . , Tmωk)} in Lp norm. The completeness in C0 norm is proved in Section 4.

2. RICCI’S RESULTS

Let us consider an elliptic operator of order 2m

E =

2m∑
k=0

ak
∂2m

∂x2m−k∂yk

ak being real coefficients. The ellipticity condition we assume is

2m∑
k=0

akξ
2m−kηk ̸= 0, ∀ (ξ, η) ∈ R2 \ {(0, 0)} .

Let Ω be a bounded domain in R2 and denote its boundary by Σ, which is supposed to be C1,h

(0 < h ⩽ 1). Let us consider the following BVP

(2.1)

{
Eu = 0 in Ω

Tju = ψj on Σ (j = 1, . . . ,m),

where the Tj are m boundary operators of order m. This means that we can write

Tj =

m∑
h=0

bjh(z)
∂m

∂xm−h∂yh
+ T̃j ,

T̃j =

m−1∑
s=0

m−1−s∑
i=0

bji,m−1−s(z)
∂m−1−s

∂xm−1−s−i∂yi
,

where z = x + iy. We assume that all the functions bjh and bji,m−1−s belong to H(Σ), the space
of real valued Hölder continuous functions defined on Σ.

Let us denote by L(w) the characteristic polynomial of E

L(w) =

2m∑
k=0

akw
2m−k

and by Lj(w, z) the characteristic polynomial of the boundary operator Tj , i.e.

Lj(w, z) =

m∑
h=0

bjh(z)w
m−h (j = 1, 2, . . . ,m).

Let us consider also the polynomial

L(−)(w) = (w − w1)
ν1 · · · (w − wp)

νp ,

where w1, . . . , wp are the zeros of polynomial L with negative imaginary part (wi ̸= wj if i ̸= j,
ν1 + · · ·+ νp = m).
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We recall that the operators Tj satisfy the Lopatinskii condition with respect to E if, for any
z ∈ Σ, there are no complex constants c1, . . . , cm such that the polynomial L(−)(w) divides the
polynomial

m∑
j=1

cj Lj(w, z) .

From now on, we assume that this condition is satisfied.
Let Γ be a rectifiable Jordan curve in the complex w-plane enclosing the zeros of L(w) in the

lower half-plane and oriented in the positive direction. Agmon [1, p.189–190] showed that the
function

P(z − ζ) = Re
{

−1

2π2(2m− 2)!

∫
+Γ

[(x− ξ)w + (y − η)]2m−2 log[(x− ξ)w + (y − η)]

L(w)
dw

}
,

(z = x + iy, ζ = ξ + iη), where some fixed determination of the logarithm has been chosen, is
a fundamental solution of the operator E.

In [7], Fichera gave the concept of simple layer potential for a class of linear elliptic operators
of higher order in two independent variables. In the case of the operator E, it is given by

u(z) =

m−1∑
k=0

∫
Σ

φk(ζ)
∂m−1

∂ξm−1−k∂ηk
P(z − ζ)dsζ ,

the functionsφk being real valued. It is clear that this definition extends the classical one related
to the Laplace operator

(2.2) u(z) =
1

2π

∫
Σ

φ(ζ) log |z − ζ| dsζ .

The following jump formula holds (see [7, p. 65–66], [13, p. 7])

(2.3)

lim
z→z+

0

∫
Σ

φ(ζ)
∂2m−1

∂x2m−1−l∂yl
P(z − ζ)dsζ

=− φ(z0)
1

2π
Im

∫
+Γ

w2m−1−l

L(w) (ẋ0w + ẏ0)
dw

− 1

2π2
Re

∫
Σ

φ(ζ)dsζ

∫
+Γ

w2m−1−l

L(w) [(x0 − ξ)w + (y0 − η)]
dw , (0 ⩽ l ⩽ 2m− 1).

Here z0 ∈ Σ and z → z0 from the interior of Ω and the dot denotes the derivative with respect
to the arc length on Σ. In [13] these formulas have been proved for any z0 ∈ Σ assuming the
Hölder continuity of the density φ, but they are still valid a.e. on Σ if φ ∈ L1(Σ) (see, e.g., [3]).
Similarly one can prove that

(2.4)

lim
z→z−

0

∫
Σ

φ(ζ)
∂2m−1

∂x2m−1−l∂yl
P(z − ζ)dsζ

=φ(z0)
1

2π
Im

∫
+Γ

w2m−1−l

L(w) (ẋ0w + ẏ0)
dw

− 1

2π2
Re

∫
Σ

φ(ζ)dsζ

∫
+Γ

w2m−1−l

L(w) [(x0 − ξ)w + (y0 − η)]
dw , (0 ⩽ l ⩽ 2m− 1),

where z → z0 from the exterior of Ω.
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Using jump formulas (2.3), Ricci [13] showed that, given the functions ψj ∈ H(Σ) (j =
1, . . . ,m), there exists a solution of BVP (2.1) in the form of a simple layer potential (2.2) if and
only if there exists a solution of the following singular integral system on the boundary

(2.5)

−
m∑

k=1

m∑
h=0

1

2π
bjh(z)φk(z) Im

∫
+Γ

w2m−1−h−k

L(w) (ẋw + ẏ)
dw

−
m∑

k=1

m∑
h=0

1

2π2
bjh(z)Re

∫
Σ

φk(ζ) dsζ

∫
+Γ

w2m−1−h−k

L(w) [(x− ξ)w + (y − η)]
dw

+
m∑

k=1

m−1∑
s=0

m−1−s∑
i=0

bji,m−1−s(z)

∫
Σ

φk(ζ)
∂2m−2−s

∂x2m−2−s−i−k∂yi+k
P(z − ζ)dsζ

= (−1)m−1ψj(z) , j = 1, . . . ,m .

In [13] it is also proved that this singular integral system can be written in the canonical form

(2.6)
A(z)Φ(z) +

1

πi
B(z)

∫
+Σ

Φ(ζ)

ζ − z
dζ +

∫
+Σ

M(z, ζ)Φ(ζ)dζ

=(−1)m−12πΨ(z) , z ∈ Σ .

Here Ψ and Φ are the vectors

Ψ(z) =


ψ1(z)
ψ2(z)

...
ψm(z)

 , Φ(z) =


φ0(z)
φ1(z)

...
φm−1(z)


and

A(z) = {Ajk(z)}; B(z) = {Bjk(z)}; M(z, ζ) = {Mjk(z, ζ)},
where

(2.7)
Ajk(z) = − Im

∫
+Γ

Lj(w, z)w
m−1−k

L(w) (ẋw + ẏ)
dw,

Bjk(z) = iRe
∫
+Γ

Lj(w, z)w
m−1−k

L(w) (ẋw + ẏ)
dw

and Mjk(z, ζ) are weakly singular kernels.
Ricci [13] proved the following result:

Theorem 2.1. The singular integral system (2.6) is regular (i.e. det(A+B) ̸= 0; det(A−B) ̸= 0) if
and only if the BVP (2.1) satisfies the Lopatinskii condition.

By (2.7) we get

A+B =

{
i

∫
+Γ

Lj(w, z)w
m−1−k

L(w) (ẋw + ẏ)
dw

}
,

A−B =

{
i

∫
+Γ

Lj(w, z)wm−1−k

L(w) (ẋw + ẏ)
dw

}
,

from which it follows that system (2.6) is of regular type if and only if the function

δ0(z) = det

{∫
+Γ

Lj(w, z)w
m−1−k

L(w) (ẋw + ẏ)
dw

}
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never vanishes on Σ ([13, p.14]).
It is well known (see, e.g., [14]) that if a singular system is of regular type, then the associ-

ated homogeneous system has a finite number of eigensolutions and there exists a solution of
the system if and only if the data satisfies a finite number of compatibility conditions. More
precisely, there exists a complex valued solution of the system (2.6) if and only if the given
vector Ψ is such that ∫

+Σ

ΨX dζ = 0

for any (complex valued) eigensolution X of the homogeneous adjoint system

(2.8) A′(z)X(z)− 1

πi
B′(z)

∫
+Σ

X(ζ)

ζ − z
dζ +

∫
+Σ

N(ζ, z)X(ζ)dζ = 0 , z ∈ Σ .

Here A′ and B′ are the transposed matrices of A and B, respectively, and

N(ζ, z) =M ′(ζ, z)− 1

πi

B′(ζ)−B′(z)

ζ − z

M ′(ζ, z) being the transposed matrix of M(ζ, z) (see [13, p.12–13]).
We remark that, if we denote byKΦ andK ′X the left hand side of (2.6) and (2.8) respectively,

we have

(2.9)
∫
+Σ

XKΦ dζ =

∫
+Σ

ΦK ′X dζ

for any (complex valued) Hölder continuous vector Φ, X (see [13, p.13]).

3. COMPLETENESS THEOREMS IN Lp NORM

From now on, we assume that R2 \ Ω is connected.
Let us denote by {ωk} (k ∈ N) a complete system of polynomial solutions of the equation

Eu = 0. This means that any polynomial solution of the equation Eu = 0 can be written as
a finite linear combination of elements of {ωk}. A method for the explicit construction of the
system {ωk} is given in [2].

Let us denote by X1, . . . , Xs a base of the eigenspace related to the equation (2.8). It is well
known that these vectors are Hölder continuous.

Let 1 ⩽ p <∞ and

Λp =

{
G = (g1, . . . , gm) ∈ [Lp(Σ)]m

∣∣∣ ∫
+Σ

GXh dζ = 0, h = 1, . . . , s

}
.

We remark that (g1, . . . , gm) are real valued functions.
Let us denote by K∗ : [Lq(Σ)]m → [Lq(Σ)]m (q = p/(p− 1)) the operator defined by∫

Σ

GK∗F ds =

∫
Σ

F KGds .

Recalling (2.9), we have∫
Σ

F KGds =

∫
+Σ

F KG ζ̇ dζ

=

∫
+Σ

GK ′
z(żF ) dζ =

∫
Σ

GK ′
z(żF ) ζ̇ ds

and then K∗F = ζ̇ K ′
z(żF ). This shows that ζ̇X1, . . . , ζ̇Xs are (complex valued) eigensolutions

of the equation K∗F = 0. Since the operator K∗ maps real vectors to real vectors, we have
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that Re(ζ̇Xj) and Im(ζ̇Xj) are (not necessarily linearly independent) real eigensolutions of the
equation K∗Ξ = 0 and that the kernel Ker(K∗) is spanned by

{Re(ζ̇X1), Im(ζ̇X1), . . . ,Re(ζ̇Xs), Im(ζ̇Xs)}.
We note that Λp is the annihilator of the kernel of K∗:

(3.10) Λp = ⊥Ker(K∗) .

This follows from the remark that if G ∈ Λp, we have

0 =

∫
+Σ

GXh dζ =

∫
Σ

GXh ζ̇ ds =

∫
Σ

G Re(ζ̇Xh) ds+ i

∫
Σ

G Im(ζ̇Xh) ds

and then ∫
Σ

G Re(ζ̇Xh) ds =

∫
Σ

G Im(ζ̇Xh) ds = 0 (h = 1, . . . , s).

We remark that K∗ has the following expression

(3.11)

K∗
kF (z) = −

m∑
j=1

m∑
h=0

1

2π
bjh(z)Fj(z) Im

∫
+Γ

w2m−1−h−k

L(w) (ẋw + ẏ)
dw

+

m∑
j=1

m∑
h=0

1

2π2
Re

∫
Σ

bjh(ζ)Fj(ζ) dsζ

∫
+Γ

w2m−1−h−k

L(w) [(x− ξ)w + (y − η)]
dw

+

m∑
j=1

m−1∑
s=0

m−1−s∑
i=0

∫
Σ

bji,m−1−s(ζ)Fj(ζ)
∂2m−2−s

∂ξ2m−2−s−i−k∂ηi+k
P(z − ζ)dsζ .

Note that we have also used the property P(z − ζ) = P(ζ − z) (see [1, p.189]).
Let us consider the system {Tωk} = {(T1ωk, . . . , Tmωk)}. It is clear that it is contained in Λp.

We aim to show that it is complete in Λp. Let us begin with a couple of lemmas.

Lemma 3.1. Let

(3.12) pk,s(z, ζ) = pk,s(x, y, ξ, η) =

∫
+Γ

(ξw + η)k(xw + y)s

L(w)
dw ,

where k ∈ N, s ∈ Z. The function pk,s is homogeneous of degree k + s. For any fixed z ∈ C, pk,s is a
homogeneous polynomial of degree k in ξ, η and is a solution of the equation Eζpk,s = 0. For any fixed
ζ ∈ C, pk,s is a homogeneous function (a homogeneous polynomial, if s ⩾ 0) of degree s in x, y and is a
solution of the equation Ezpk,s = 0.

Proof. Clearly pk,s(λx, λy, λξ, λη) = λk+spk,s(x, y, ξ, η) (λ > 0). It is obvious that, for any fixed
z ∈ C, pk,s is a homogeneous polynomial of degree k in ξ, η. Therefore, if k ⩽ 2m−1, it satisfies
the equation Eζpk,s = 0. Let k ⩾ 2m. We have

Eζpk,s =

2m∑
h=0

ah
∂2m

∂ξ2m−h∂ηh

∫
+Γ

(ξw + η)k(xw + y)s

L(w)
dw

=

2m∑
h=0

ah k(k − 1) · · · (k − 2m+ 1)

∫
+Γ

(ξw + η)k−2m(xw + y)sw2m−h

L(w)
dw

= k(k − 1) · · · (k − 2m+ 1)

∫
+Γ

(ξw + η)k−2m(xw + y)s dw .

The holomorphy of (ξ ·+η)k−2m(x ·+y)s in the interior of Γ gives the result.
A similar argument works for a fixed ζ. □
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Lemma 3.2. There exists R > 0 such that, for any |z| > R, we have

(3.13) P(z − ζ) = q0(z, ζ) +
1

2π2(2m− 2)!

∞∑
h=1

2m−2∑
j=0

(
2m− 2

j

)
(−1)j

h
Re pj+h,2m−2−j−h(z, ζ)

uniformly for ζ varying on Σ, where q0 is, for any fixed z ∈ C, a polynomial of degree at most 2m − 2
in ξ, η (and then satisfies Eζq0 = 0). The series (3.13) can be differentiated with respect to ξ, η term by
term and the differentiated series converge uniformly for ζ varying on Σ.

Proof. We first prove that there exists R > 0 such that

(3.14)
∣∣∣∣ ξw + η

xw + y

∣∣∣∣ < 1

for any |z| > R, ζ ∈ Σ, w ∈ Γ. Let us consider the function

ψ(u, v, ϑ) =
√

(u cosϑ+ sinϑ)2 + v2 cos2 ϑ

and set

m = min
ϑ∈[0,2π]
u+iv∈Γ

ψ(u, v, ϑ), M = max
ϑ∈[0,2π]
u+iv∈Γ

ψ(u, v, ϑ).

It is easy to see that m > 0. Then we can write∣∣∣∣ ξw + η

xw + y

∣∣∣∣ ⩽ M

m

|ζ|
|z|

.

Choosing

R ⩾
M

m
max
ζ∈Σ

|ζ| ,

we have that (3.14) is satisfied for any |z| > R. If |z| > R and ζ ∈ Σ, w ∈ Γ, we have

log[(x− ξ)w + (y − η)] = log[(xw + y)− (ξw + η)]

= log

[
(xw + y)

(
1− ξw + η

xw + y

)]
= log(xw + y) + log

(
1− ξw + η

xw + y

)
,

where we take the principal determination of log
(
1− ξw+η

xw+y

)
and the determination of log(xw+

y) is chosen so that this formula holds. Therefore, fixed |z| > R,

log[(x− ξ)w + (y − η)] = log(xw + y)−
∞∑
h=1

1

h

(
ξw + η

xw + y

)h
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where, thanks to (3.14), the series uniformly converges for ζ ∈ Σ, w ∈ Γ. Then∫
+Γ

[(x− ξ)w + (y − η)]2m−2 log[(x− ξ)w + (y − η)]

L(w)
dw

=

∫
+Γ

[(x− ξ)w + (y − η)]2m−2 log(xw + y)

L(w)
dw

−
∞∑
h=1

1

h

∫
+Γ

[(x− ξ)w + (y − η)]2m−2

L(w)

(
ξw + η

xw + y

)h

dw

=

∫
+Γ

[(x− ξ)w + (y − η)]2m−2 log(xw + y)

L(w)
dw

−
∞∑
h=1

2m−2∑
j=0

(
2m− 2

j

)
(−1)j

h

∫
+Γ

(ξw + η)j+h(xw + y)2m−2−j−h

L(w)
dw .

We have then proved (3.13), where

q0(z, ζ) = −Re
1

2π2(2m− 2)!

∫
+Γ

[(x− ξ)w + (y − η)]2m−2 log(xw + y)

L(w)
dw ,

which is clearly a polynomial in ξ, η of degree at most 2m− 2.
In the same manner, we can see the uniform convergence of differentiated series. □

Theorem 3.2. The system {Tωk} is complete in Λp (1 ⩽ p <∞).

Proof. We have to show that, if a functional Θ ∈ ([Lp(Σ)]m)∗ vanishes on {Tωk}, i.e. if

⟨Θ, Tωk⟩ = 0, ∀ k ∈ N ,

then it vanishes on Λp:
⟨Θ, G⟩ = 0, ∀ G ∈ Λp.

Let 1 < p <∞ and suppose that Θ = (Θ1, . . . ,Θm) ∈ [Lq(Σ)]m is such that

(3.15)
∫
Σ

ΘTωk ds = 0, ∀ k ∈ N.

Let us denote by ωk,1, . . . , ωk,νk
a basis of the (real) linear span generated by all the homoge-

neous real polynomials of degree k satisfying the equation Eu = 0 (see [2, p.34–35]). Since for
any z ∈ C, the polynomials (3.12) are homogeneous and satisfy the equation Eu = 0, Lemma
3.2 shows that there exist real functions ck,j(z) such that, for any |z| > R,

P(z − ζ) =

∞∑
k=0

νk∑
j=1

ck,j(z)ωk,j(ζ)

uniformly for ζ ∈ Σ. The same holds for differentiated series. Then, for any |z| > R, we can
write ∫

Σ

Θ(ζ)TζP(z − ζ) dsζ =

∞∑
k=0

νk∑
j=1

ck,j(z)

∫
Σ

Θ(ζ)Tωk,j(ζ) dsζ .

In view of (3.15), we have
u(z) = 0

for any |z| > R, where

u(z) =

∫
Σ

Θ(ζ)TζP(z − ζ) dsζ .
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The function u being analytic in C \ Σ, we find

u(z) = 0, ∀ z ∈ C \ Ω.

Then we can write
m∑
j=1

m∑
h=0

∫
Σ

Θj(ζ) b
j
h(ζ)

∂m

∂ξm−h∂ηh
P(z − ζ)dsζ

+

m∑
j=1

∫
Σ

Θj(ζ) T̃j,ζP(z − ζ)dsζ = 0

for any z ∈ C \ Ω. This implies

m∑
j=1

m∑
h=0

∫
Σ

Θj(ζ) b
j
h(ζ)

∂m−1

∂xm−1−k∂yk
∂m

∂ξm−h∂ηh
P(z − ζ)dsζ

+

m∑
j=1

∫
Σ

Θj(ζ) T̃j,ζ
∂m−1

∂xm−1−k∂yk
P(z − ζ)dsζ = 0, k = 0, . . . ,m− 1

for any z ∈ C \ Ω, i.e.

(−1)m
m∑
j=1

m∑
h=0

∫
Σ

Θj(ζ) b
j
h(ζ)

∂2m−1

∂x2m−1−h−k∂yh+k
P(z − ζ)dsζ

+

m∑
j=1

m−1∑
s=0

m−1−s∑
i=0

∫
Σ

Θj(ζ) b
j
i,m−1−s(ζ)

∂m−1−s

∂ξm−1−s−i∂ηi
∂m−1

∂xm−1−k∂yk
P(z − ζ)dsζ

=0, k = 0, ...,m− 1

for any z ∈ C \ Ω. Applying (2.4), we get

−
m∑
j=1

m∑
h=0

1

2π
Θj(z) b

j
h(z) Im

∫
+Γ

w2m−1−h−k

L(w) (ẋw + ẏ)
dw

+

m∑
j=1

m∑
h=0

1

2π2
Re

∫
Σ

Θj(ζ) b
j
h(ζ) dsζ

∫
+Γ

w2m−1−h−k

L(w) [(x− ξ)w + (y − η)]
dw

+

m∑
j=1

m−1∑
s=0

m−1−s∑
i=0

∫
Σ

Θj(ζ) b
j
i,m−1−s(ζ)

∂2m−2−s

∂ξ2m−2−s−i−k∂ηi+k
P(z − ζ)dsζ = 0,

k = 0, ...,m−1, a.e. on Σ. Comparing this formula with (3.11), we see that this system coincides
with K∗Θ = 0, i.e. Θ belongs to Ker(K∗). Recalling (3.10) we have∫

Σ

ΘGds = 0

for any G ∈ Λp. This completes the proof when 1 < p <∞.
If p = 1, we observe that if Θ ∈ [L∞(Σ)]m, then Θ ∈ [Ls(Σ)]m for any s > 1. Then we can

repeat the proof. □
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4. COMPLETENESS THEOREMS IN C0 NORM

In this section, we prove that the completeness property obtained in the previous section is
also valid in the uniform norm. Namely, we want to prove the completeness in the space

Λ0 =

{
G = (g1, . . . , gm) ∈ [C0(Σ)]m

∣∣∣ ∫
+Σ

GXh dζ = 0, h = 1, . . . , s

}
.

Theorem 4.3. The system {Tωk} is complete in Λ0.

Proof. We have to show that, if a functional in Θ ∈ ([C0(Σ)]m)∗ vanishes on {Tωk}, i.e. if

(4.16) ⟨Θ, Tωk⟩ = 0, ∀ k ∈ N ,

then it vanishes on Λ0:

⟨Θ, G⟩ = 0, ∀ G ∈ Λ0.

It is well known that a functional Θ ∈ ([C0(Σ)]m)∗ can be represented as Θ = (µ1, . . . , µm),
where µj are Borel measures defined on Σ. Therefore conditions (4.16) can be written as

(4.17)
m∑
j=1

∫
Σ

Tjωk dµ
j = 0, ∀ k ∈ N .

The same arguments used in the first part of the proof of Theorem 3.2 lead to

m∑
j=1

∫
Σ

Tj,ζP(z − ζ) dµj
ζ = 0

for any z ∈ C \ Ω. This implies

m∑
j=1

m∑
h=0

∫
Σ

bjh(ζ)
∂m−1

∂xm−1−k∂yk
∂m

∂ξm−h∂ηh
P(z − ζ) dµj

ζ

+

m∑
j=1

∫
Σ

T̃j,ζ
∂m−1

∂xm−1−k∂yk
P(z − ζ) dµj

ζ = 0, k = 0, . . . ,m− 1

for any z ∈ C \ Ω, i.e.

(−1)m−1
m∑
j=1

m∑
h=0

∫
Σ

bjh(ζ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(z − ζ) dµj

ζ

+

m∑
j=1

m−1∑
s=0

m−1−s∑
i=0

∫
Σ

bji,m−1−s(ζ)
∂m−1−s

∂ξm−1−s−i∂ηi
∂m−1

∂xm−1−k∂yk
P(z − ζ) dµj

ζ

=0, k = 0, . . . ,m− 1

for any z ∈ C \ Ω. Let us introduce a family of “parallel curves” Σϱ. Let us denote by τ(z) a
unit vector of class C1(Σ) such that τ(z) · ν(z) ⩾ β0 > 0, ν being the exterior unit normal to Σ.
We can choose ϱ > 0 in such a way that the curve Σϱ defined by zϱ = z + ϱτ(z), z ∈ Σ, is the
boundary of a domain containing Ω (contained in Ω) if 0 < ϱ ⩽ ϱ0 (if −ϱ0 ⩽ ϱ < 0). One can
prove that if Σ ∈ C1 such a vector does exist (see [9, p.273–275]). For 0 < ϱ ⩽ ϱ0 and for any
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fk ∈ H(Σ) (k = 0, . . . ,m− 1), we may write

(4.18)

m−1∑
k=0

∫
Σϱ

fk(zϱ)

[ m∑
j=1

m∑
h=0

∫
Σ

bjh(ζ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ) dµj

ζ

+

m∑
j=1

m−1∑
s=0

m−1−s∑
i=0

∫
Σ

bji,m−1−s(ζ)
∂2m−2−s

∂ξ2m−2−s−i−k∂ηi+k
P(z − ζ) dµj

ζ

]
dszϱ = 0.

Due to the weak singularity of the kernel, we have that

lim
ϱ→0+

∫
Σϱ

fk(zϱ) dszϱ

∫
Σ

bji,m−1−s(ζ)
∂2m−2−s

∂ξ2m−2−s−i−k∂ηi+k
P(z − ζ) dµj

ζ

=

∫
Σ

bji,m−1−s(ζ) dµ
j
ζ

∫
Σ

fk(z)
∂2m−2−s

∂ξ2m−2−s−i−k∂ηi+k
P(z − ζ) dsz .

Concerning the first term in (4.18), we may write∫
Σϱ

fk(zϱ) dszϱ

∫
Σ

bjh(ζ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ) dµj

ζ

=

∫
Σ

bjh(ζ) dµ
j
ζ

∫
Σϱ

fk(zϱ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ)dszϱ

and ∫
Σϱ

fk(zϱ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ) dszϱ

=

∫
Σϱ

fk(zϱ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ) dszϱ

−
∫
Σ

fk(z)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(z − ζ−ϱ) dsz

+

∫
Σ

fk(z)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(z − ζ−ϱ) dsz.

By means of the results proved in [6] (see also [3, p.58–60]) and recalling (2.3), we see that

lim
ϱ→0+

(∫
Σϱ

fk(zϱ)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(zϱ − ζ)dszϱ

−
∫
Σ

fk(z)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(z − ζ−ϱ) dsz

)
= 0

and

lim
ϱ→0+

∫
Σ

fk(z)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(z − ζ−ϱ) dsz

= lim
ϱ→0+

∫
Σ

fk(z)
∂2m−1

∂ξ2m−1−h−k∂ηh+k
P(ζ−ϱ − z) dsz

=− fk(ζ)
1

2π
Im

∫
+Γ

w2m−1−h−k

L(w) (ξ̇w + η̇)
dw

− 1

2π2
Re

∫
Σ

fk(z) dsz

∫
+Γ

w2m−1−h−k

L(w) [(ξ − x)w + (η − y)]
dw
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uniformly for ζ varying on Σ. So, letting ϱ→ 0+ in (4.18) and keeping in mind (2.5), we get

(4.19)
m∑
j=1

∫
Σ

Kjf dµ
j = 0

for any f = (f0, . . . , fm−1) ∈ [H(Σ)]m. Thanks to Theorem 2.1 the operator K can be reduced
on the left (and on the right). This means that there exists a singular integral operator S of the
form

Sg(z) = C(z)g(z) +
1

πi
D(z)

∫
+Σ

g(ζ)

ζ − z
dζ

such that

KSg(z) = g(z) +

∫
+Σ

R(z, ζ) g(ζ)dζ,

where R(z, ζ) = {Rjk(z, ζ)} is a kernel with a weak singularity. Taking f = Sg in (4.19), we
find

m∑
j=1

∫
Σ

Kj Sg dµ
j = 0 , ∀ g ∈ [H(Σ)]m,

i.e.,
m∑
j=1

∫
Σ

gj dµ
j +

m∑
j,k=1

∫
Σ

dµj
z

∫
+Σ

Rjk(z, ζ) gk(ζ)dζ = 0 , ∀ g ∈ [H(Σ)]m.

By Tonelli and Fubini’s theorems, we get

m∑
j=1

∫
Σ

gj dµ
j = −

m∑
j,k=1

∫
+Σ

gk(ζ)dζ

∫
Σ

Rjk(z, ζ) dµ
j
z , ∀ g ∈ [H(Σ)]m.

This shows that µj are absolutely continuous measures and their Radon Nykodym derivatives
with respect to the one-dimensional Lebesgue measure on Σ belong to Lr(Σ) for some r > 1.
In other words, there exist Θj ∈ Lr(Σ) (r > 1) such that

dµj = Θjds (Θj ∈ Lr(Σ)).

Conditions (4.17) become
m∑
j=1

∫
Σ

Tjωk Θ
jds = 0, ∀ k ∈ N .

But this coincides with (3.15) and the result follows from what we have proved in Theorem
3.2. □
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Fredholm equations. The RBF approach allows us to consider the case when the involved functions are not known
analytically, but only as vectors of scattered data samples. The described methods do not require any underlying mesh
and hence are also independent on the geometry of the domain.
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1. INTRODUCTION

A huge variety of problems arising in mathematical physics, engineering and mechanics
can be described by Fredholm integral equations. Some examples are the rendering equa-
tion [31, 32] that generalizes a great variety of known rendering algorithms for computer graph-
ics, and Love’s equation [35] that arises in the electrostatic problem of a circular plate condenser
in an unbounded perfect fluid. Furthermore, solving a related Fredholm equation is the key in
broadband dielectric spectroscopy [45] to study molecular dynamics in complex systems such
as glass-forming liquids and liquid crystalline materials, the image deblurring problem [30],
the diffraction theory [41] and the study of microtearing modes [18] as an explanation for the
anomalous electron thermal transport in tokamak experiments. Many numerical procedures to
approximate the solution of Fredholm integral equations, such as projection and iterated pro-
jection methods, Nyström methods [14, 3, 29, 36, 38], discrete Galerkin methods [4] and Monte
Carlo methods [19, 17] are widely available in the current literature. However, most of these
methods are based on piecewise approximating polynomials or rely on zeros of orthogonal
polynomials. Hence, to guarantee accurate results, they require that all the involved functions
should be known in their analytical form or, at least, sampled at the zeros of orthogonal poly-
nomials. Another possible approach is to consider the case where the involved functions are
only known as samples over grids of equally spaced points. This research topic has been ap-
proached during the last twenty years and led to the development of some numerical methods
based on the generalized Bernstein operator [39, 40] and the constrained mock-Chebyshev op-
erator [16], respectively. Nonetheless, it is a common occurrence that in real-life applications
the available data are scattered and, consequently, all the previous accurate methods are not
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applicable. In this context, meshless methods, in particular those based on radial basis func-
tion (RBF) interpolation [6, 47], are an adequate tool to tackle this problem. RBF interpolation
has been extensively studied also to develop methods for the numerical treatment of partial
differential equations (PDEs) [20, 21, 8] or cubature formulae to approximate integrals start-
ing from scattered data [9, 12, 46]. It is worth noting that a huge variety of RBFs are scaled
in terms of a shape parameter and the task of finding the optimal one to increase the accu-
racy of the interpolation is still a key topic in the literature [10, 23, 27, 37]. Other approaches
can involve the use of variably scaled kernels [5, 43] or the construction of stable bases like
RBF-QR [24, 26], Hilbert-Schmidt SVD [13, 22], WSVD [7, 15], and greedy algorithms for the
convergence of RBF approximants [48]. More recently, meshless methods based on machine
learning have emerged as a novel approach for the numerical treatment of integral equations,
offering data-driven techniques that complement traditional strategies [28, 49].

This paper aims to collect recent results about the employment of RBF interpolation in the
context of the numerical treatment of Fredholm integral equations of the second kind, focusing
on the bivariate case in particular. To our knowledge, the literature about this topic is fragmen-
tary and not so wide. So we decided to gather all the known information about it, intending
to work on it in the future. We consider the following two-dimensional Fredholm integral
equation of the second kind

(1.1) f(x, y)− µ

∫
Ω

k(x, y, s, t)f(s, t)dsdt = g(x, y), (x, y) ∈ Ω,

where Ω ⊆ R2 is a bi-dimensional bounded domain, f is the unknown solution, g is the right-
hand side term, k is the kernel and µ is a non-zero real parameter.

The paper is structured as follows. Section 2 recalls some basic definitions and properties
about radial basis functions, while Section 3 is devoted to a RBF cubature rule for scattered
data. In Section 4, the available methods for the numerical treatment of Fredholm integral
equations are described. Finally, Section 5 concludes the paper.

2. RADIAL BASIS FUNCTIONS

Suppose that we are given a compact domain Ω ⊂ R2, a set X = {P1, . . . , PN} ⊂ Ω, of
scattered data Pi = (xi, yi), i = 1, . . . , N , and the corresponding data (or function) value set
F = {f1, . . . , fN} ⊂ R that is obtained by possibly sampling any (unknown) function f : Ω →
R.

Let κ : Ω×Ω → R be a given radial kernel. Starting from κ, we may define a RBF ϕ : R+ → R
that is strictly conditionally positive definite (SCPD) of order m by setting

(2.2) κ(P, Pi) = ϕi(P ) = ϕ(∥P − Pi∥2) = ϕ(r),

we can find a unique interpolating function ψ : Ω → R of the form

(2.3)

ψ(P ) =

N∑
i=1

ciκ(P, Pi) +

N+M∑
i=N+1

ciπi−N (P )

=

N∑
i=1

ciϕi(P ) +

N+M∑
i=N+1

ciπi−N (P ),

where {πk}Mk=1 generate a basis for the M =
(
m+1
m−1

)
-dimensional linear space P2

m−1 of bivariate
real valued polynomials of total degree less than or equal to m − 1, and ∥ · ∥2 is the Euclidean
norm. The coefficients c1, . . . , cN+M are determined by enforcing the interpolation conditions

ψ(Pi) = fi, i = 1, . . . , N.
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Since these conditions lead to a system of N linear equations in the N +M unknowns ci, one
usually adds the M additional conditions

N∑
i=1

ciπk(Pi) = 0, k = 1, . . . ,M,

to ensure a unique solution. Moreover, from theory it is known that a SCPD function of order
0 is strictly positive definite (SPD), and so in this case the polynomial part in (2.3) is omitted.
Solving the interpolation problem for a SCPD function ϕ of orderm leads to a symmetric linear
system

(2.4) Ac = b,

where

A =

[
A Q
QT O

]
, b =

[
f
0

]
.

The interpolation matrix A in (2.4) has entries

Aij = ϕ(∥Pi − Pj∥2), Qik = πk(Pi), i, j = 1, . . . , N, k = 1, . . . ,M,

and O is a M ×M zero matrix. Moreover, c = [c1, . . . , cN+M ]T , f = [f1, . . . , fN ]T and 0 is a
zero vector of length M . Note that for a SPD RBF ϕ the matrix reduces to A = A, and hence the
polynomial part vanishes. Recalling that every SCPD kernel has an associated normalized PD
kernel [44], from now on we confine our treatise to the case of SPD kernels.

In the literature, many kernels are dependent on a shape parameter ϵ > 0 such that, by
recalling (2.2), it is

κϵ(P, Pi) = ϕϵ(∥P − Pi∥2) = ϕϵ(r) = ϕ(ϵr).

In what follows, to simplify the notation, we refer to ϕϵ(∥P − Pi∥2) as ϕϵ,i(P ), ∀P, Pi ∈ Ω,
omitting the subscript ϵ when clear from context.

RBF ϕϵ(r) SCPD order
Gaussian C∞ (GA) e−ϵ2r2 0
Inverse quadratic C∞ (IQ) (1 + ϵ2r2)−1 0
Inverse Multiquadric C∞ (IMQ) (1 + ϵ2r2)−1/2 0
Multiquadric C∞ (MQ) (1 + ϵ2r2)1/2 1
Wendland C2 (W2) max(1− ϵr, 0)4(4ϵr + 1) 0
Wendland C4 (W4) max(1− ϵr, 0)6(35ϵ2r2 + 18ϵr + 3) 0
Matérn C0 (M0) e−ϵr 0
Matérn C2 (M2) e−ϵr(ϵr + 1) 0
TABLE 1. Some examples of well-known RBFs depending on a shape parameter.

3. A CUBATURE RULE ON SCATTERED DATA

A key role in the numerical treatment of integral equations of the type (1.1) is played by the
cubature rule used to approximate the integral operator

(3.5) (If)(x, y) =
∫
Ω

k(x, y, s, t)f(s, t)dsdt.
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A cubature rule for integrals of the type ∫
Ω

h(P )dP,

where h(P ) is an integrable function, can be obtained by replacing the function h with its RBF
interpolant (2.3), i.e.

(3.6)
∫
Ω

h(P )dP ≈
∫
Ω

ψ(P )dP =

N∑
i=1

ci

∫
Ω

ϕi(P )dP +

N+M∑
i=N+1

ci

∫
Ω

πi−N (P )dP.

Denoting by

I =

[∫
Ω

ϕ1(P )dP, . . . ,

∫
Ω

ϕN (P )dP,

∫
Ω

π1(P )dP, . . . ,

∫
Ω

πM (P )dP

]T
,

the moment vector and by < ·, · > the scalar product in R2, we have

(3.7)
∫
Ω

h(P )dP ≈
∫
Ω

ψ(P )dP =< c, I >=< A−1b, I >=< f ,w >=

N∑
i=1

wifi.

In fact, by symmetry of the matrix A and noting that Aw = I, the cubature formula (3.6) can
be easily rewritten in the usual form of a weighted sum of the sampled values.

By employing the cubature rule (3.7), the integral operator (3.5) is approximated as follows:

(3.8) (If)(x, y) ≈
N∑
i=1

wik(x, y, xi, yi)f(xi, yi).

The accuracy of the rule can be improved by choosing the optimal RBF shape parameter. For
a comprehensive study of the influence of the shape parameter scaling on the accuracy of the
RBF interpolation the reader can refer to [34] and the references therein.

A technique to estimate the optimal shape parameter is the leave one out cross validation
(LOOCV) method. The strategy underlying this algorithm is to minimize a cost function that
collects the errors for a sequence of partial fits to the data. More in detail, the data are split into
two sets:

• a training set of N − 1 data to obtain a “partial” interpolation;
• a validation set with the remaining data to compute the error.

After iterating this procedure N times (one for each given data), the cost function uses the
so-obtained vector of error estimates to determine the optimal shape parameter. More details
about the RBF moments computation and the LOOCV method can be found in [12, 11, 42].

4. METHODS FOR FREDHOLM INTEGRAL EQUATIONS

4.1. Method 1. The discrete collocation method introduced in [2] assumes that the unknown
solution of the Fredholm integral equation (1.1) is approximated by

f̃(x, y) =

N∑
j=1

cjϕj(x, y),

and hence consider the equation

R(x, y) = f̃(x, y)− µ

∫
Ω

k(x, y, s, t)f̃(s, t)dsdt− g(x, y),
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whereR(x, y) is the residual of the RBF approximation. Then, collocating at the points (xi, yi) ∈
X ⊂ Ω and requiring that

R(xi, yi) = 0, ∀ i = 1, . . . , N,

the following system is obtained

(4.9)
N∑
j=1

[
ϕj(xi, yi)− µ

∫
Ω

k(xi, yi, s, t)ϕj(s, t)dsdt

]
cj = g(xi, yi), i = 1, . . . , N.

To approximate the integrals in (4.9), the authors in [2] introduce a composite Gauss-Legendre
cubature rule in the case the domain Ω is of the type

(4.10) Ω = {(x, y) ∈ R2 : a ≤ x ≤ b, α(x) ≤ y ≤ β(x)},

with a, b ∈ R and α, β continuous functions of x. They also consider the case when Ω is union
of domains of the type (4.10).

The rule is achieved recalling that for any function h(x, y) continuous on Ω of the type (4.10),
we have ∫

Ω

h(x, y)dxdy =

∫ b

a

∫ β(x)

α(x)

h(x, y)dxdy =

∫ b

a

H(x)dx,

with

H(x) =

∫ β(x)

α(x)

h(x, y)dy.

Hence, applying a composite mN -point Gauss-Legendre quadrature rule first to the integral
H(x) and then to the integral

∫ b

a
H(x)dx (both conveniently shifted into the interval [−1, 1]),

we get ∫
Ω

k(x, y, s, t)ϕj(s, t)dsdt ≈ GM
mN

(x, y),

GM
mN

(x, y) :=
1

2M

M∑
h=1

mN∑
k=1

wk
∆t(θhk )

2

M∑
ℓ=1

mN∑
ι=1

wιk(x, y, θ
h
k , η

ℓ
ι )ϕj(θ

h
k , η

ℓ
ι ),

where

(4.11)

∆t(s) =
β(s)− α(s)

M
,

θhk =
1

M

[
zk + 2h− 1

2

]
, h = 1, . . . ,M, k = 1, . . . ,mN ,

ηℓι =
1

M

[
zι + 2ℓ− 1

2

]
, ℓ = 1, . . . ,M, ι = 1, . . . ,mN ,

M is the number of subintervals employed and {zk, wk}mN

k=1 are the zeros and weights of the
mN -point Gauss-Legendre rule, respectively.

Finally, the linear system is

(4.12)
N∑
j=1

[
ϕj(xi, yi)− µGM

mN
(xi, yi)

]
cj = g(xi, yi), i = 1, . . . , N.
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4.2. Method 2. The spectral meshless radial point interpolation (SMRPI) method has been pro-
posed as a combination of meshless methods and spectral collocation techniques. More specifi-
cally, the point interpolation method with the help of RBFs is used to construct shape functions
Φi so that

(4.13) Φi(Pj) =

{
1, i = j,

0, i ̸= j,
i, j = 1, . . . , n.

Moreover, the shape functions satisfy the following partition of the unity property

(4.14)
n∑

i=1

Φi(P ) = 1.

In [25], the authors assume to work only with SPD RBFs. Hence, the function f at a point of
interest P ∈ Ω is expressed in the form

(4.15) f(P ) ≈ ψ(P ) =

n∑
i=1

ciϕi(P ).

The idea is that here the coefficients ci are determined taking into consideration a support
domain for the point of interest that includes n < N nodes of Ω. More precisely, the coeffi-
cients are determined by solving a linear system of the type (2.4), obtained by requiring that
equation (4.15) is satisfied at the n nodes surrounding the point of interest P in the support
domain. Note that the support domain DP ⊂ Ω is usually a disk of radius rP and centred at
the considered point of interest P .

Consequently, we have the following linear system

Ancn = fn,

with cn = [c1, . . . , cn]
T and fn = [f1, . . . , fn]

T and

An =


ϕ1(P1) ϕ1(P2) . . . ϕ1(Pn)
ϕ2(P1) ϕ2(P2) . . . ϕ2(Pn)

...
...

. . .
...

ϕn(P1) ϕn(P2) . . . ϕn(Pn)

 .

Since An is a symmetric positive definite matrix, it follows that

(4.16) cn = A−1
n fn.

Setting r(P ) = [ϕ1(P ), . . . , ϕn(P )]
T , equation (4.15) can be rewritten as

f(P ) ≈ rT (P )c.

By (4.16), we have

(4.17) ψ(P ) = rT (P )A−1
n fn = ΦT (P )fn =

n∑
i=1

fiΦi(P ),

being ΦT (P ) = rT (P )A−1
n = [Φ1(P ), . . . ,Φn(P )]. The n functions in the vector Φ(P ) are called

the radial point interpolation method (RPIM) shape functions corresponding to the nodal dis-
placements and satisfy the properties (4.13) and (4.14).
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Remark 4.1. We point out that the number n of nodes included in the support domain DP clearly
depends on the point of interest P . When necessary, to underline this dependence we write it as nP .
Moreover, we can rewrite the RPIM approximation of f as follows

ψ(P ) =

N∑
j=1

fjΦj(P ),

noting that for any
Pj ∈ Dc

P := {Pj : Pj /∈ DP }

we have Φj(P ) = 0.

The SMRPI method is constructed by replacing the unknown solution f(x, y) in (1.1) with
its RPIM approximation

(4.18) ψ(x, y) =

N∑
j=1

fjΦj(x, y).

This leads to
N∑
j=1

Φj(x, y)fj − µ

N∑
j=1

fj

∫
Ω

k(x, y, s, t)Φj(s, t)dsdt = g(x, y).

By Remark 4.1, the above integral can be rewritten as follows

(4.19)
N∑
j=1

Φj(x, y)fj − µ

N∑
j=1

fj

∫
DPj

k(x, y, s, t)Φj(s, t)dsdt = g(x, y),

where DPj is the support domain of the point Pj = (xj , yj). Collocating equation (4.19) at the
points of X ⊂ Ω, we obtain the following system of order N

N∑
j=1

[Φj(xi, yi)− µG(xi, yi)] fj = g(xi, yi), i = 1, . . . , N.

Approximating the integral by a suitable Gaussian cubature rule

(4.20) Gj(xi, yi) ≈
∫
DPj

k(xi, yi, s, t)Φj(s, t)dsdt, i = 1, . . . , N,

and recalling the Kronecker delta property (4.13), we finally obtain the linear system

(4.21)
N∑
j=1

[δij − µGj(xi, yi)] fj = g(xi, yi), i = 1, . . . , N,

that can also be written in the following matrix form

(I− µG)f = g,

where I is the identity matrix of order N , the square matrix G has entries Gj(xi, yi), i, j =
1, . . . , N , g = [g1, . . . , gN ]T with gi = g(xi, yi), i = 1, . . . , N , and f = [f1, . . . , fN ]T with fi =
fxi, yi), i = 1, . . . , N .
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4.3. Method 3. The method introduced in [1] is based on hybrid kernels. A hybrid kernel is a
combination of radial kernels, usually one infinitely smooth depending on a shape parame-
ter along with one of finite smoothness that is shape-parameter-free, in order to combine their
benefits and reduce the respective drawbacks. It is known that infinitely smooth kernels gener-
ally have a high order of convergence while their stability usually decreases by decreasing the
shape parameter and increasing the number of points. Conversely, kernels of finite smoothness
often provide lower accuracy and convergence order but better stability in the computations.

RBF ϕ(r)

Thin Plate Spline (TPS) r2 log r
Cubic (CU) r3

Polyharmonic (P7) r7

TABLE 2. Some examples of shape-parameter-free RBFs.

A family of hybrid radial kernels (HRKs) is constructed as follows:

(4.22) Ψϵ,i(P ) = ϕϵ,i(P ) + ρϕi(P ), i = 1, . . . , N,

where ϕϵ,i is an infinitely smooth radial kernel with shape parameter ϵ, ϕi is a piecewise smooth
shape-parameter-free radial kernel and ρ ∈ R is the HRK weight parameter. The shape parame-
ter ϵ and the weight parameter ρ control the accuracy and the stability of the HRK interpolation
of the function f that is given by

(4.23) ψ̃(P ) =

N∑
i=1

c̃iΨϵ,i(P ) +

N+M∑
i=N+1

c̃iπi−N (P ).

The coefficients c̃1, . . . , c̃N+M are also in this case determined by enforcing the interpolation
conditions

ψ̃(Pi) = fi, i = 1, . . . , N,

and the M additional conditions
N∑
i=1

c̃iπk(Pi) = 0, k = 1, . . . ,M,

with the polynomial part in (4.23) omitted if dealing with SPD hybrid radial kernels. Conse-
quently, we obtain the following symmetric linear system

(4.24) Hc̃ = b,

where

H =

[
H Q
QT O

]
, b =

[
f
0

]
.

with
Hij = Ψϵ,i(Pj), Qik = πk(Pi), i, j = 1, . . . , N, k = 1, . . . ,M,

c̃ = [c̃1, . . . , c̃N+M ]T the HRK coefficient vector and f = [f1, . . . , fN ]T the scattered data vector.
We recall that for a SPD HRK Ψϵ,i the matrix in (4.24) reduces to H = H .

The HRK method is constructed by replacing the unknown solution f(x, y) in (1.1) with its
HRK approximation

ψ̃(x, y) =

N∑
i=1

c̃iΨϵ,i(x, y)
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in the case of SPD hybrid kernels obtaining
N∑
j=1

[
Ψϵ,j(x, y)− µ

∫
Ω

k(x, y, s, t)Ψϵ,j(s, t)dsdt

]
c̃j = g(x, y).

By collocating the previous equation at the points (xi, yi) ∈ X ⊂ Ω, we get the following
system:

(4.25)
N∑
j=1

[
Ψϵ,j(xi, yi)− µ

∫
Ω

k(xi, yi, s, t)Ψϵ,j(s, t)dsdt

]
c̃j = g(xi, yi), i = 1, . . . , N.

To approximate the integrals in (4.25), the authors in [1] apply the composite Gauss-Legendre
cubature rule that we have recalled in Subsection 4.1∫

Ω

k(x, y, s, t)Ψϵ,j(s, t)dsdt ≈ G̃M
mN

(x, y),

G̃M
mN

(x, y) :=
1

2M

M∑
h=1

mN∑
k=1

wk
∆t(θhk )

2

M∑
ℓ=1

mN∑
ι=1

wιk(x, y, θ
h
k , η

ℓ
ι )Ψϵ,j(θ

h
k , η

ℓ
ι ),

with ∆t(s), θhk and ηℓι defined as in (4.11). Hence, the following linear system is finally obtained
N∑
j=1

[
Ψϵ,j(xi, yi)− µG̃M

mN
(xi, yi)

]
c̃j = g(xi, yi), i = 1, . . . , N.

Regarding the search for the optimal parameter values of the hybrid kernels, the authors in [1]
present a global particle swarm optimization (PSO) method. PSO is a robust algorithm in-
troduced by Kennedy and Eberhart [33] that uses swarm intelligence for solving optimiza-
tion problems. A swarm in the PSO algorithm comprises a group of particles navigating the
problem’s search-space, with each particle assigned a fitness value that represents a potential
solution to the optimization problem at hand. Key advantages of PSO include its straight-
forward implementation, information sharing, mutual cooperation among particles, memory
utilization, fast convergence, and low computational complexity. However, the conventional
PSO algorithm is susceptible to premature convergence and can easily become trapped in local
optima. To address these limitations, the authors in [1] introduced some modifications to the
standard PSO algorithm to enhance its performance and the reader can refer to their article for
further details about it.

4.4. Advantages and drawbacks. The three methods presented in this review paper all rely
on RBFs and, consequently, face similar challenges, particularly in selecting an optimal shape
parameter. At first glance, the hybrid kernel method might seem preferable, as it combines
the strengths of two different RBFs: one dependent on a shape parameter and another that is
shape-parameter-free. However, this introduces a new challenge: optimizing both the shape
parameter and the weight parameter, ρ, which balances the contributions of the two RBFs.
While algorithms such as LOOCV and PSO can optimize both parameters, the computational
effort increases because these algorithms must now handle two parameters instead of one.
In contrast, the SMRPI method is more computationally expensive due to the construction of
the shape functions Φi, as described in (4.17), whereas the discrete collocation method is the
simplest to implement. Regarding the cubature rule used to approximate the integral in (1.1),
all three methods rely on Gaussian-type rules. Despite these differences, it is important to note
that all three methods are reliable and exhibit comparable performance as far as we know.
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5. CONCLUSIONS AND FUTURE RESEARCH

In this paper, we reviewed three methods for the numerical treatment of Fredholm integral
equations of the second kind using RBFs. The described methods are meshless, independent
of the geometry of the domain, and reduce the problem to solving a linear system of algebraic
equations. To our knowledge, this research topic has not yet been fully explored. Our future
goal is to further engage in this field by introducing Nyström-type methods, which, as far as we
know, have not yet been considered. Additionally, we plan to carry out a comparison with the
methods discussed in this review paper, providing multiple numerical examples. This work
could help strengthen the connections between RBF interpolation and the theory of integral
equations.
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