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A B S T R A C T  A R T I C L E  I N F O  

IIoT “Industrial Internet of Things” refers to a subset of Internet of Things technology designed 

for industrial processes and industrial environments. IIoT aims to make manufacturing facilities, 

energy systems, transportation networks, and other industrial systems smarter, more efficient 

and connected. IIoT aims to reduce costs, increase productivity, and support more sustainable 

operations by making industrial processes more efficient. In this context, the use of IIoT is 

increasing in production, energy, healthcare, transportation, and other sectors. IoT has become 

one of the fastest-growing and expanding areas in the history of information technology. 

Billions of devices communicate with the Internet of Things with almost no human intervention. 

IIoT consists of sophisticated analysis and processing structures that handle data generated by 

internet-connected machines. IIoT devices vary from sensors to complex industrial robots. 

Security measures such as patch management, access control, network monitoring, 

authentication, service isolation, encryption, unauthorized entry detection, and application 

security are implemented for IIoT networks and devices. However, these methods inherently 

contain security vulnerabilities. As deep learning (DL) and machine learning (ML) models have 

significantly advanced in recent years, they have also begun to be employed in advanced 

security methods for IoT systems. The primary objective of this systematic survey is to address 

research questions by discussing the advantages and disadvantages of DL and ML algorithms 

used in IoT security. The purpose and details of the models, dataset characteristics, performance 

measures, and approaches they are compared to are covered. In the final section, the 

shortcomings of the reviewed manuscripts are identified, and open issues in the literature are 

discussed. 
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1. Introduction

The internet environment is changing at an incredible speed. 

The internet is not just about smartphones or laptops; it has 

gone beyond internet-connected devices. Physical devices 

communicate with each other or large systems through the 

Internet of Things (IoT). Users can complete their work in a 

short time with devices connected with IoT. As the future of 

IoT looks so promising, it will be an integral part of every 

device, from home appliances to security devices. 

While the number of IoT devices worldwide was 15.14 billion 

in 2023, it will reach 29.42 billion devices in 2030 and will 

increase 2.3 times [1] because it is cheaper and more 

accessible. Almost 75% of devices connected to the IoT 

network use short-range technologies such as Bluetooth, 

Zigbee, and Wi-Fi. These technologies will naturally be used 

by default as long as these networks exist. IoT revenues will 

exceed $1,5 trillion by 2030. China, North America, and 

Europe have 73% of IoT global revenue [2]. With the 

expansion of the IoT ecosystem, security concerns are also 

increasing. Considering the IoT architecture brings together 

multiple pieces of sensing and communication. Integrating 

devices is not only a complex task but also demonstrates that 

IoT networks and devices are a system that requires constant 

attention [3], [4]. 

IoT can be divided into three main groups. Consumer IoT can 

be considered end-user applications, smartphones, smart 

watches, wearable devices, and internet-connected home 

devices. Large infrastructures for enterprises are referred to as 

https://doi.org/10.51354/mjen.1197753
http://www.journals.manas.edu.kg/
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Commercial IoT, while controllers, actuators, sensors, 

industrial assets, remote telemetry, monitoring, and 

management systems are classified as Industrial IoT. In this 

survey, Industrial IoT (IIoT) will be discussed [4]. The IIoT is 

a new, fully connected, efficient vertical model for intelligent 

systems and is vulnerable to cyber threats. Malicious actors 

can exploit some vulnerabilities and risks due to the 

misapplication of security standards [6].  

Automation and intelligent computing services such as 

industrial systems, critical infrastructure devices, embedded 

devices, and modern systems have come together with 

production engineering thanks to the internet. However, 

standardization with IIoT brings many new challenges, 

including legal and social aspects of security, and privacy. In 

particular, the increasing diversity of IoT network and IoT 

device presence requires highly scalable solutions for data 

communication, naming, information management, 

addressing and service delivery. Many IoT devices still have 

limited capabilities that require low-cost, low-power, fully 

networked architectures compatible with standard 

communication methods [7]. 

It is a well-known fact that IoT is an ecosystem where data is 

transmitted and requires some privileged features to manage 

large amounts of data. At this point, ML and DL models 

collect and analyze data with artificial intelligence (AI). The 

security of devices can be ensured by making predictions with 

DL and ML models from the data produced by IoT 

ecosystems. Using the AI concept in security ensures a regular 

data flow between IoT devices and proper management 

without human error. Thus, AI has become necessary in the 

growth of the IoT industry. 

The communication protocol used in wearable technologies 

and industrial applications Bluetooth low energy: BLE has 

been seen in many attacks where it is vulnerable to attacks. 

Since the packets transmitted with BLE consist of plain text 

content, it has been seen to contain security vulnerabilities in 

user authentication and reconnection of two paired devices 

[4], [5]. 

The increasing benefits of internet-connected devices have 

also brought challenges related to security issues. With the 

widespread use of IoT devices, security problems have also 

increased, and anomalies have occurred in IoT networks. 

Anomalies in the IoT network and systems are detected by 

intrusion detection systems. Work on IDS has been ongoing 

since Anderson's network security monitoring work [8]. Since 

Anderson's technical report, manuscripts have continued for 

different intrusion detection systems based on various 

methods [9]-[15]. There are different approaches for detecting 

anomalies in IoT networks with DL and ML models [16]-[19]. 

The ML and DL algorithms used to detect anomalies in IIoT 

security recognize malicious network traffic by comparing it 

to benign network traffic. In the papers, support vector 

machine [20], Bayes networks [21], decision trees [22], k-

nearest neighbors [23], random forest [24], and k-means [ 25], 

machine learning algorithms are preferred. As deep learning 

algorithms generally convolutional neural networks [26], 

recurrent neural networks [27], long short-term memory [28], 

gated recurrent unit [20], [29], autoencoder [30], generative 

adversarial network [31], restricted Boltzmann machines [32] 

and deep belief networks [33] are used. 

1.1. Related Surveys 

In this subsection, current manuscripts compiling recently 

published or highly cited ML and DL-based models for IIoT 

security are reviewed. Some of these survey manuscripts used 

the systematic literature survey method, and some consisted 

of summarizing the papers. A systematic literature survey is 

the distinction and examination of papers prepared to answer 

research questions according to predetermined selection and 

elimination criteria related to a selected topic. Table 1 

summarizes the characteristics of the reviewed surveys. 

IIoT security research activity is geographically dispersed, the 

most popular broadcast locations, and fog computing for IIoT 

security threats [34]. IIoT security requirements refer to the 

geographical distribution of scientific publications, popular 

publication areas, and distribution over the years. In addition, 

the future of fog computing in the industrial field is discussed 

and proposed four-layer IIoT security architecture [35].  

Firstly, security analysis includes MAC, ucode, IP, and EPC. 

Analysis of the network layer is also available in capillary 

networks (HomePlug, BLE, Bluetooth, RFID, NFC, IrDA, 

INSTEON, EnOcean, ANT+, WirelessHART, UWB, ZigBee, 

Thread, and ISA 110.11a, etc.). Secondly, their coverage and 

functionality ranges are mainnet in the background (3G, LR-

WAN, Ethernet, WiMax, WLAN) and backbone network 

(DASH7, LoRaWAN, NB-Fi, NB-IoT, SigFox, NWAVE, and 

RPMA). At the processing layer, security analysis resides in 

end-to-end data protection. Finally, application layers work on 

HTTP, MQTT, CoAP, SOAP, XMPP, REST, DDS, and 

AMQP protocols [36].  Protocol-based and data-based attacks 

show that traditional IoT attack prevention tools are no longer 

effective. Artificial intelligence methods, blockchain, and 

elliptic curve encryption seem to be new effective methods for 

securing IoT networks [37]. IoT security threats and 

countermeasures, common points, and differences between 

IoT and IIoT are defined. A literature review of different 

security approaches specific to IIoT [38]. Blockchain, AI 

algorithms, consensus mechanisms, storage and 

communication perspectives on smart supply chains, and 

Industry 4.0 are explained [39]. A comprehensive analysis of 

attacks against IIoT systems and solutions to these attacks, as 

suggested in the latest literature, is presented [40]. DL and ML 

methods and blockchain integration for the IoT perception, 

network, and application layers are discussed [41]. Reviews 

various DL techniques and their uses in different industries, 

including CNN, AE, and RNN. DL use cases for intelligent 

IoT technologies are summarized [42]. A systematic literature 

review specifically addressing DL and ML algorithms 

commonly used in IoT network security is proposed, but does 

not focus on IIoT [43]. A systematic survey of how deep 

learning approaches detect IoT network and system security 

and large-scale attacks is studied [44]. An anomaly-based 

http://www.journals.manas.edu.kg/
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systematic survey with ML and DL together; however, the 

datasets are not exhaustive [45] and [46]. 40 manuscripts were 

summarized in databases such as Google Scholar, Academia, 

Science Direct, and IEEE with the keywords IoT, cyber 

security, cyber security frameworks, and cyber security 

approaches. No information is provided about ML and DL-

based algorithms and the databases used [115]. ML and DL-

based solutions for privacy threats in IoT systems were 

analyzed with dataset features without a systematic survey 

[116]. A detailed analysis of the IDS developed in the IoT 

environment was performed and a new smart IDS was 

proposed, which was tested on the NS3 simulator using fuzzy 

CNN by extracting features with information gain. This 

manuscript can be considered as a non-systematic detailed 

survey that includes experiments and analysis [117]. Many 

manuscripts have been summarized about ML or DL-based 

approaches to IoT security solutions [118]. Many manuscripts 

have been summarized about ML or DL-based approaches to 

IoT security solutions on between 2017 and 2022 [119]. 

One hundred five manuscripts were examined through 

different elimination and purification steps with the research 

questions' queries. The use of DL has been claimed to be a 

permanent and reasonable approach to IoT security. M. A. Al-

Garadi et al. explained DL and ML methods with dataset 

details, but it is not a systematic survey [41]. R. Ahmad & I. 

Alsmadi gave a systematic review of manuscripts conducted 

in the years 2019-2020 specialized in IoT security, which 

explains the ML and DL methods with dataset detail and is not 

an IIoT-specific review. Our manuscript differs from other 

manuscripts in that it consists of systematically conducted 

manuscripts with detailed datasets where IIoT-specific ML 

and DL approaches were experimented on between 2019 and 

2023 [43], [119]. 

 

Table 1. Deep Learning and Machine Learning Based Survey Papers for IIOT Security 

Survey Article Title Journal Name Year Systematic 

survey? 

ML and DL 

together? 

Anomaly 

based? 

Dataset 

detail? 

[34]  Towards a systematic survey of 

industrial IoT security 

requirements: research method and 

quantitative analysis 

ACM Digital Library 

Proceedings of the 

Workshop on Fog 

Computing and the IoT 

2019 ✓ X ✓ X 

[35] A Systematic Survey of Industrial 

Internet of Things Security: 

Requirements and Fog Computing 

Opportunities 

IEEE Communications 

Surveys & Tutorials 

2020  ✓ X X X 

[36] Recent Technologies, Security 

Countermeasure and Ongoing 

Challenges of Industrial Internet of 

Things (IIoT): A Survey 

MDPI Sensors 2021 X X X X 

[37] Security trends in Internet of 

Things: A survey 

SpringerLink SN 

Applied Sciences 

2021 X X X X 

[38] Challenges and Opportunities in 

Securing the Industrial Internet of 

Things 

IEEE Transactions on 

Industrial Informatics 

2021 X X X X 

[39] Deep reinforcement learning for 

blockchain in industrial IoT: A 

survey 

ScienceDirect /Elsevier 

Computer Networks 

2021 X ✓ X X 

[40] Cyber Threats to Industrial IoT: A 

Survey on Attacks and 

Countermeasures 

MDPI IoT 2021 X ✓ X X 

[41] A Survey of Machine and Deep 

Learning Methods for Internet of 

Things (IoT) Security 

IEEE Communications 

Surveys & Tutorials 

2020 X ✓ ✓ ✓ 

[42] Deep Learning in the Industrial 

Internet of Things: Potentials, 

Challenges, and Emerging 

Applications 

IEEE Internet of Things 

Journal 

2021 X X ✓ X 

[43] Machine learning approaches to 

IoT security: A systematic 

literature review 

ScienceDirect /Elsevier 

Internet of Things 

2021 ✓ ✓ ✓ ✓ 

[44] A systematic review on Deep 

Learning approaches for IoT 

security 

ScienceDirect/ Elsevier 

Computer Science 

Review 

2021 ✓ X ✓ ✓ 

http://www.journals.manas.edu.kg/
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[45] A Brief Review on Internet of 

Things, Industry 4.0 and 

Cybersecurity 

MDPI Electronics 2022 ✓ ✓ ✓ X 

[46] State-of-the-art survey of artificial 

intelligent techniques for IoT 

security 

ScienceDirect/ Elsevier 

Computer Networks 

2022 ✓ ✓ ✓ X 

[115] Cybersecurity Risk Analysis in the 

IoT: A Systematic Review 

MDPI Electronics 2023 ✓ X ✓ X 

[116] A Survey of Machine and Deep 

Learning Methods for Privacy 

Protection in the Internet of Things 

MDPI Sensors 2023 X ✓ X ✓ 

[117] A Comprehensive Survey on 

Machine Learning-Based Intrusion 

Detection Systems for Secure 

Communication in Internet of 

Things 

Hindawi Computational 

Intelligence and 

Neuroscience 

2023 X X ✓ ✓ 

[118] Internet of Things (IoT) Security 

Intelligence: A Comprehensive 

Overview, Machine Learning 

Solutions and Research Directions 

SpringerLink Mobile 

Networks and 

Applications 

2023 X ✓ X X 

[119] Intelligent approaches toward 

intrusion detection systems for 

Industrial Internet of Things: A 

systematic comprehensive review 

ScienceDirect/ Elsevier 

Journal of Network and 

Computer Applications 

2023 ✓ ✓ ✓ ✓ 

Our 

paper 

A Systematic Survey of Machine 

Learning and Deep Learning 

Models Used in Industrial Internet 

of Things Security 

- - ✓ ✓ ✓ ✓ 

1.2. Motivation, Scope and Contribution of Manuscript 

In this systematic literature survey, we focused on the schemes 

for anomaly-based attack detection in the IIoT network. This 

survey differs from the other survey manuscripts in Table 1 in 

that it is systematic, includes ML and DL models, is based on 

anomalies found in IIoT networks, includes details of the 

datasets used, and focuses on the framework of industrial 

internet of things. The general content and scope of this 

systematic review, which is prepared with the aim of 

providing detailed information to researchers working in the 

field of IIoT security, are as follows: 

• The proposed schemes in the selected approaches are 

examined, and the information on these schemes is 

briefly summarized. 

• Manuscripts that propose models developed to detect 

anomaly-based attacks in industrial IoT networks 

and reduce these attacks are systematically selected 

and eliminated according to specific criteria. 

• It is stated which ML and DL models are used in the 

approaches.     

• Manuscripts with performance metrics have been 

interpreted. 

• Details of the datasets presented in the training and 

testing phases of the proposed models are given. 

• The methods compared with the performance metrics 

reached by the setup of the models are shown. 

• In the final section, the deficiencies of the examined 

manuscripts are outlined. Evaluation of what 

situations these deficiencies may lead to is presented. 

The contributions of this survey are as follows: 

• Research strategies with seven different academic 

databases were scanned. 

• Article scans were made systematically. 

• Survey articles and literature were searched. 

• Frequently used abbreviations and metrics in the 

article and in the literature are explained in detail. 

• Manuscripts with machine learning and deep learning 

models have been researched. 

• The main idea, advantages, and disadvantages of the 

proposed models are explained. 

• The benign and malignant numbers and features of the 

dataset used in the models were extracted. 

• The usage purposes, tasks, and performance results of 

the models are given. 

• The models against which the proposed schemes are 

compared, and open research problems are discussed. 

1.3. Organization 

In this systematic survey, to make the technical information 

outlined in the manuscript more understandable, IoT 

architecture, IIoT concept, vulnerabilities in IIoT devices, 

some attacks against IIoT devices, and ML and DL models are 

briefly explained in Section 2. Section 3 explains the research 

questions and objectives, search strategy, search process, and 

filtering criteria. The approaches taken in the selected 

manuscripts are summarized in Section 4. Section 5 answers 

http://www.journals.manas.edu.kg/


E. E. Eryılmaz, S. Akleylek, Y. Ertek, E. Kılıç   / MANAS Journal of Engineering 12(1) (2024) 1-28 5 

   

 MJEN  MANAS Journal of Engineering, Volume 12 (Issue 1) © 2024 www.journals.manas.edu.kg 

 

the research questions that a systematic review should answer, 

summaries of the models, advantages, and disadvantages, and 

details of the datasets used. In Section 6, DL and ML models, 

datasets, and their properties are evaluated, an overview of the 

models is presented, and the deficiencies encountered in the 

manuscripts examined are emphasized. Finally, our 

manuscript briefly addresses general and open issues, offering 

a comprehensive overview of the broader challenges. Table 2 

shows the abbreviations and expansions frequently used in 

this survey. 

Table 2. Abbreviations and Expansions 

Abbreviation Expansion Abbreviation Expansion 

IDS  Intrusion Detection System MLP  Multilayer Perceptron 

DT Decision Tree AI  Artificial Intelligence 

NB Naive Bayes RNN  Recurrent Neural Network 

AE Autoencoder DAE Denoising Autoencoder 

RBM  Restricted Boltzmann Machines SAE  Stacked Autoencoder 

KNN K-Nearest Neighbors RF  Random Forest 

FDI  False Data Injection GAN Generative Adversarial Networks 

DoS  Denial of Service LSTM Long Short-Term Memory 

UDP User Datagram Protocol CART Classification and Regression Tree 

DBN Deep Belief Network LR Linear Regression 

BN Bayesian Network RT  Random Tree 

DDoS Distributed Denial of Service SDN Software Defined Networking 

SVM Support Vector Machine ICMP Internet Control Message Protocol 

NN  Neural Networks ANN  Artificial Neural Networks 

MitM Man-in-the-middle TCP  Transmission Control Protocol 

CNN  Convolutional Neural Networks ROC  Receiver Operating Characteristic Curve 

ACC Accuracy DR Detection Rate  

TN  True Negative AUC Area Under the ROC Curve 

PRE Precision TRT  Training Time 

TP  True Positive TET  Testing Time 

REC Recall F1 F1-Score 

FP False Positive LL Log Loss 

SPC  Specificity G-mean Geometric mean 

FN False Negative RI Rand Index 

TPR  True Positive Rate SR Speedup Ratio 

SNS Sensivity ER Encryption Time 

FPR  False Positive Rate IMF Intrinsic Mode Function 

FAR  False Alarm Rate GCM Gradient Compression Mechanism 

FNR  False Negative Rate CCQ Clustering Center Quality 

PoR Proof of Reliance KBL Kernel Based Learning 

PoW Proof of Work RTU Remote Terminal Unit 

FL Federated Learning PSO Particle Swarm Optimization 

SSO Swallow Swarm Optimization CFS Cloud Service System 

RS Random Subspace SHOCFS Secure High-Order Clustering with Fast Search 

CEEMDAN Complete Ensemble Empirical Mode 

Decomposition with Adaptive Noise 

IABC Improved Artificial Bee Colony 

SCADA  Supervisory Control and Data Acquisition SHODS3O-CFS Safe High-Order Optimum Density Selection in a Hybrid 

Cloud Environment 

AB Adaboost GXGBoost Genetic-Based Extreme Gradient Boosting 

VIF Variance Isolation Forest MQTT Message Queuing Telemetry Transport 

http://www.journals.manas.edu.kg/
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2. Preliminaries 

In this section, basic definitions and background are given. At 

the same time, deep learning and machine learning models are 

briefly explained. 

2.1. IoT, IIoT and Attack Types 

With IoT, using other machines to talk to other machines on 

behalf of humans, the concepts of ubiquity apply. In the age 

of IoT, where people communicate with objects and objects 

communicate with each other, there are connectivity 

dimensions for everything and everyone, anytime, anywhere. 

Objects have identities and virtual personalities in the internet 

of the future [47]. IoT is a network where physical devices can 

communicate via the internet. IoT is to be connected to various 

devices that make use of different communication models 

from human to human, human to machine, or a machine to 

machine [48].  

In recent years, IoT has been used in automotive, energy, 

health, manufacturing, water, finance, etc. It has entered a 

wide range of industry sectors, including IIoT. With machine 

learning, the IIoT will advance the fourth industrial 

revolution. While IIoT facilitates data collection in an 

industrial environment, the collected data are used for training 

algorithms with the help of ML and especially DL. 

The industrial use of IoT technologies has emerged with the 

concept of Industry 4.0. IoT networks consist of structures that 

monitor, analyze and change data without human intervention. 

SCADA systems also consist of several smart devices that 

monitor and control machines in industries for years [49]. IIoT 

standardization has emerged as a technology developed on 

SCADA with scalability, resolution, and data analytics. Using 

AI methods, IIoT can create new security measures from data 

collected from the cloud. [50]. 

IIoT is considered to be a subset of IoT. IoT typically 

encompasses retail and lifestyle consumer devices. IoT 

usually consists of single device structures such as smart 

television, smart phone, wearable devices, home automation, 

and display systems. IIoT technologies, on the other hand, are 

potent systems formed by the combination of more and 

advanced IoT devices such as smart factories, smart city, 

smart grids, innovative vehicles, robotics. While the plans for 

IoT are between 2-5 years, 30-year frameworks are considered 

for IIoT systems. The IoT is sensitive to water, dust, and 

power fluctuations and is highly mobile. IIoT is also suitable 

for operation in extreme situations, and its mobility is low. 

While the IoT prioritizes critical operations, IIoT systems 

have to synchronize in milliseconds. Since IIoT is built on 

smart logistics, smart cities, and smart manufacturing 

processes, it has to rely on broader security measures than IoT. 

At the same time, security solutions that apply to the IoT also 

apply to the IIoT. The confidentiality, integrity, and 

availability (CIA) triad is an elementary information security 

and includes security requirements and objectives. Solutions 

for Industry 4.0 should be evaluated within this framework 

[35]. IoT consists of less scope, while IIoT consists of systems 

that receive data from sensors, analyze it, and transfer it to the 

cloud [38]. 

2.1.1. IoT and IIoT Layers 

IoT is a 3-layer structure: application, network, and 

perception layer [38]. The perception layer provides the 

outside world communication of IoT devices. It houses the 

actuators and sensors that generate data. At the perception 

layer, attacks such as physical attacks, impersonation, and 

DoS are carried out. Some manuscripts explain the perception 

layer as the physical layer and the network layer as the 

communication layer [44]. 

IoT devices are connected to the internet environment 

through the network layer. The network layer forms a bridge 

between the perception and application layers. IoT networks 

reach the internet with wired and wireless communication 

technologies at the network layer. At the network layer, 

attacks such as DoS, MitM, and routing attacks are carried out. 

On the other hand, the application layer consists of the 

perception and network layer communication data and IoT 

applications. Therefore, it can be difficult to ensure security 

due to the possibility of software changes creating different 

bugs. As a result, application layer attacks like malicious code 

injection, data leakage, and denial of service (DoS) are carried 

out. 

In the early stages of IoT-related research, three layers were 

introduced. It has three layers: perception, network and 

application layers. Three-layer architecture defines the main 

idea of the Internet of Things, but it is not sufficient for IoT 

research. New research describes more multilayered 

architectures. IoT has five layers, the middleware, and the 

business layers, as well as the IoT detection, network, 

perception and application layers [87]. Middleware is a 

system and software that uses data collected by the perception 

layer and runs primarily on servers serving the upper layers. 

These software and services are part of training a new 

computationally demanding machine learning model. 

Application and business layers provide software for the end 

user [86], [87]. Middleware and network layers are vulnerable 

to attacks such as MitM and DoS. In addition, attacks such as 

SQL injection, session hijacking, and buffer overflow occur at 

the business and application layers. Some manuscripts have 

named the layers differently. These are called perception, 

application, business, transport and preprocessing layers 

[114]. 

2.1.2. IIoT Attacks and Countermeasures 

Because IIoT is a natural evolution of IoT, there are similar 

security challenges and specific security concerns to protect 

critical industrial control systems. 

There are always security vulnerabilities for devices 

connected to the Internet. If security vulnerabilities are not 

detected and fixed, devices turn into zombie and robot 

devices. Without security solutions, IoT devices turn into a 
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botnet. Large-scale attacks such as TCP timeouts and keeping 

HTTP connections open on web servers slowly consume the 

server's resources and ultimately cause it to stop responding to 

legitimate requests. Other large-scale volume-based attacks 

include SNMP, DDoS, TCP SYN packet, UDP flood, ICMP 

flood, slowdown, ping of death, zero-day attacks, known web 

server exploits, scrambling attack, OpenBSD, and 

amplification attack [51], [52]. The first purpose is to block 

IoT traffic and make it inaccessible to regular users. 

There are two main attack techniques, anomaly, and 

signature-based. Signature-based attacks can be defined as 

exploitation or knowledge-based attacks, and anomaly-based 

attacks can be defined as behavior-based attacks [53]. 

Signature-based techniques rely on existing threats to identify 

attacks. Anomaly-based systems detect attacks based on 

traffic patterns [54]. Systems that detect signature-based 

attacks work well for attacks, but updating the signature 

database takes time. As datasets grow, it will become harder 

to compare input. This method cannot detect Zero-day attacks 

[55]. Anomaly detection systems block malicious traffic. 

Anomaly-based systems can detect unknown attack types and 

zero-day attacks. However, too many false positives are 

encountered with anomaly prevention systems [56]. 

Physical attacks such as RF interference or jamming, 

tampering, fake node injection, malicious code injection, 

permanent denial of service (PDoS), sleep denial attacks, and 

side channel attacks are made in the perception layer [57]-

[59]. Against these attacks, there are techniques such as PUF-

based Authentication, CUTE Mote, PAuthKey, support vector 

machine (SVM), masking technique, and NOS middleware 

[60]-[65]. At the network layer, there are RFID spoofing, 

traffic analysis attacks, routing information attacks, 

unauthorized access, sinkhole attack, selective routing, 

wormhole attack, MitM, Sybil attacks, DoS/DDoS attacks, 

replay attacks [57], [58], [66]. For attacks on the network 

layer, have privacy-protecting traffic obfuscation framework, 

SRAM-based PUF, hash chain authentication, cluster-based 

intrusion detection system, trust-aware protocol, secure 

MQTT: cross-device authentication, beacon encryption, 

EDoS Server: SDN-based IoT framework and machine 

learning models [67]-[77]. At the application layer, there are 

malware attacks such as viruses, worms, trojans, spyware, and 

adware [57], [66]. The most well-known of these are the Mirai 

botnet and Jeep hack attacks. Lightweight framework for 

attacks on the application layer; high-level synthesis (HLS), 

and malware image classification; there are prevention 

methods such as the lightweight neural network framework 

[78]-[81]. There are also data attacks such as unauthorized 

access, data inconsistency, and data breaches. Chaos-based 

schema against data attacks; blockchain architecture, 

blockchain-based ABE; privacy protection ABE, two-factor 

authentication; measures and methods such as DPP, ISDD, 

and machine learning [82]-[87]. As it can be seen, many 

prevention methods have been proposed for IoT attack types, 

and many of these proposed methods include machine 

learning methods. Table 3 presents IIoT attack types and 

suggested measures. 

Table 3. IIoT Attack Types and Recommended Measures 

Attack Type IIoT Layer/Attack 
Target 

Recommended Measures Papers 

Side channel attack, RF interference or jamming, fake 
node injection, tampering, permanent denial of service 

(PDoS), malicious code injection, sleep denial attack. 

Perception Layer PUF-based authentication, CUTE Mote, PAuthKey, 
machine learning methods, masking technique, NOS 

middleware. 

[60]-[65] 

    

RFID spoofing, traffic analysis attack, routing information 

attacks unauthorized access, Sinkhole-attack, selective 

routing, wormhole-attack, MitM, Sybil-attack, DoS/DDoS 

attacks, replay-attack. 

Network Layer Privacy-protecting traffic obfuscation framework, 

SRAM-based PUF, hash chain authentication, 

clustering-based intrusion detection system, trust-aware 

protocol secure MQTT; cross-device authentication, 
digital signature, and encryption (signcryption), EDoS 

Server; SDN-based IoT framework, machine learning 

methods.  
 

[67]-[77] 

 

Malware attacks like viruses, worms, trojans, spyware and 

adware, Mirai botnet, and jeep hack. 

Application and 

Business Layer 

Lightweight framework; high-level synthesis (HLS), 

lightweight NN, malware image classification.  

[78]-[81] 

 
 

Data inconsistency, unauthorized access, and data breach. Middleware layer 

and Data Attack 

The chaos-based scheme, blockchain architecture, 

blockchain-based ABE; privacy protection ABE, two-
factor authentication; DPP, ISDD, and machine learning 

methods. 

[82]-[87] 

2.2. Machine Learning and Deep Learning Methods 

ML is a branch of AI and computer science that imitates how 

humans learn, focusing on using data and algorithms and 

increasing their accuracy. For example, SVM, BN, DT, KNN, 

RF, and K-Means are machine learning, CNN, RNN, LSTM, 

GRU, GAN, RBM, DBN, and AE are deep learning 

algorithms [112]. In addition to these, there are ensemble 
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learning (EL) and transfer learning methods. At the same time, 

algorithms such as ABC, PSO, and SSO as machine learning 

methods based on biological intelligence are also used in IIoT 

attack detection and prevention. 

3. Research Method 

This section refers the method applied when selecting papers 

specific to ML and DL-based IIoT security and the numerical 

results found. At the same time, the research questions and 

objectives, query sentences and areas, criteria for selecting 

and screening from the remaining manuscripts, and the 

general flow of the research method are given in the tables. 

3.1. Research Questions and Purposes 

This systematic literature survey examines ML, and DL-based 

IDS approaches developed to prevent or detect attacks on IIoT 

devices and systems. To achieve this goal, the focus has been 

on which ML and DL models are used to distinguish between 

benign network traffic and malignant network traffic. In 

addition, the performance criteria used to evaluate the models 

and the preferred datasets for training and testing the models 

are reviewed. For this systematic review to reach its goal, the 

research questions (RQs) and the purposes of these questions 

are shown in Table 4. 

Table 4. Research Questions and Purposes 

Research 
Question 

Number 

Research Questions Purposes 

RQ1 In IIoT security, what performance metrics or measures are evaluated in 
ML and DL models? 

Evaluating the proposed machine learning and deep learning 
models in IIoT security with their performance metrics and 

defining the most used performance metrics. 

 
RQ2 In terms of IIoT security, What are the malign and benign data types 

found in the datasets used in the ML and DL models, and what are the 

features of the datasets? 

To reveal which datasets are preferred for training and testing of 

ML and DL models used in IIoT security and to learn the 

properties of these datasets. 
 

RQ3 Which ML and DL approaches are used in IIoT security, and what are 

the application fields of the models? 

To identify the tasks of the ML and DL models used in the 

proposed schemes to protect IIoT devices and systems from 
attacks and to measure the models' performances. 

 
3.2. Research Strategy 

In order to find articles that can be examined in this systematic 

literature survey, research is conducted in seven basic 

academic databases (Web of Science: WoS, Scopus, IEEE 

Xplore, ScienceDirect: Elsevier, Hindawi, Wiley Online 

Library, MDPI) accepted by the scientific community. 

These academic databases are preferred because they have 

search engines that can be searched in detail to obtain the 

manuscripts to be examined. However, it has been observed 

that the other academic databases, SpringerLink and Google 

Scholar websites, have limited ability to perform detailed 

filtering, querying, and advanced search in search engines. 

These databases do not allow searching by query clauses, they 

only offer advanced search. Therefore, SpringerLink and 

Google Scholar databases were not used in this manuscript as 

they were not systematically searched. 

The research questions shown in Table 4 were transformed 

into the necessary queries to conduct research in the seven 

databases described above, with Table 5. Table 5 indicates the 

query sentences used to search seven databases and in which 

areas they were made. 

Table 5. Query Sentences and Fields 

Database Query Sentence Query Area 

Web of 

Science (WoS) 

ALL=(("industrial internet of things security" or "iiot security" or "industrial iot security") 

and ("machine learning" or "deep learning")) 
 

All metadata 

Scopus  

 

TITLE-ABS-KEY ( ( "industrial internet of things security"  OR  "iiot security"  OR  

"industrial iot security" )  AND  ( "machine learning"  OR  "deep learning" ) ) 
 

Title, abstract and keywords 

IEEE Xplore  

 

("All Metadata": industrial internet of things security or industrial iot security) AND ("All 

Metadata": deep learning or machine learning) 

 

All metadata 

ScienceDirect 

(Elsevier)  

("industrial internet of things security” OR "IIot Security" OR "industrial iot security”) 

AND ("Deep Learning" OR " Machine Learning ") 
 

Title, abstract and keywords 

Hindawi ("industrial internet of things" OR "IIot Security" OR "industrial iot security") AND ("Deep 

Learning" OR "Machine Learning") 
 

All metadata 
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Wiley Online 

Library 

("industrial internet of things security" OR "IIot Security" OR "industrial iot security") 

AND ("Deep Learning" OR " Machine Learning") 
 

All metadata 

MDPI Keywords = ("industrial internet of things security" OR "IIot Security") AND ("Deep 

Learning" OR "Machine Learning") 

Title and keywords 

3.3. Search Process and Filtering Criteria 

The criteria determined for selection and elimination among 

the manuscripts obtained as a result of the query sentences in 

Table 5 are given in Table 6. 

This systematic review included manuscripts published in 

2019-2023 (SC2). The reason for choosing this date range is 

that the manuscripts published before 2019 have been 

performed today. Then, among the journal manuscripts 

written in English (SC1) in this date range, articles published 

in Q1 or Q2 level journals (SC3) and manuscripts using ML 

and DL models in IIoT security (SC4) are listed. However, 

publications in the conference, editorial notes, books, and 

preprint stages were eliminated. Replicated manuscripts 

(EC1), which are literature searches or reviews and are also 

found in other academic databases, are eliminated. In the 

continuation of the review, manuscripts that do not deal with 

anomaly detection (EC2) in IIoT network security do not 

disclose the datasets used (EC3) and do not cover ML and DL 

models for IIoT security (EC4) are discarded. 252 papers were 

obtained from seven different databases with the help of query 

clauses in Table 5 and selection criteria in Table 6. The 

remaining papers were analyzed using the elimination criteria 

in Table 6, resulting in the examination of 25 different papers 

for this survey. During the analysis, it was preferred that the 

article was new and had been cited more. At the same time, 

the content of the remaining articles after the elimination 

criteria was read and the remaining articles were selected 

accordingly. When all selection and elimination processes are 

carried out, 25 articles containing the answers to the research 

questions in Table 4 along with their analysis processes are 

examined in detail within the scope of this systematic survey 

research. Figure 1 shows the general flow of the research 

method developed to select the articles to be reviewed. 
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Figure 1. General Flow of the Research Method 

Table 6. Selection and Elimination Criteria 

Selection 
Criteria 

Number 

Selection Criteria (SC) Elimination 
Criteria 

Number 

Elimination Criteria (EC) 

SC1 Articles published in English in a journal. EC1 Whether the article is a survey or a literature search. 
 

SC2 Articles published in 2019-2023. EC2 The focus of work on IIoT network anomaly detection. 

 
SC3 Have an article-type manuscript published in a Q1 or Q2 

level journal. 

EC3 Articles lacks reference to the datasets employed in the 

research. 

 
SC4 Articles using ML and DL models in IIoT security. EC4 Articles do not include ML and DL models. 

4. Descriptions of Manuscripts in the Literature 

In this section, manuscripts on deep learning and machine 

learning used to ensure IIoT security in the literature are 

reviewed. 

Researchers used a modified PoW algorithm PoR, which is 

computationally more challenging, to identify malicious IIoT 

devices based on blockchain-powered deep learning and 

verify the transactions of malicious nodes. The model has 

been tested with the Bot-IoT dataset [90].  

The AE algorithm is used for false data injection (FDI) 

attack detection, and the DAE algorithm is used for noise 

removal of corrupted data. It also performed significantly 
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better than the SVM model. A distributed dataset of sensor 

readings was used for hydraulic system monitoring [91]. 

A new random hybrid deep network (HDRaNN) is tested 

on DS2OS and UNSW-NB15 datasets. HDRaNN has 

classified 16 types of cyber-attacks used for DS2OS and 

UNSW-NB15 with 98% and 99% higher accuracy, 

respectively. The model achieves its best performance for the 

optimum learning rate and a certain number of epochs. The 

results were evaluated with 10-fold cross-validation for the 

datasets. The HDRaNN model is run for 150 epochs. The 

simulation is run at five learning rates; 0,005 – 0,01 – 0,75 – 

1,00 and 1,50 [92]. 

The KDL CUP99 used in GRU and SVDD log anomaly 

detection model is preprocessed by PCA to remove 

unnecessary features and increase productivity in the high-

dimensional original dataset. Then, the advanced GRU-based 

algorithm with the SVDD algorithm for modeling the network 

log shows that it is better than traditional methods in detecting 

the anomaly according to the analysis of many experimental 

results on the dataset [93].  

Different security attacks like spying, wrong setup, DoS, 

malicious control, malicious operation, probing, and scanning 

are remarked. ML algorithms are applied to the DS2OS 

dataset against attacks. To predict attacks, a RaNN-based 

random neural network model is suggested. Various 

evaluation criteria such as F1 measurement, accuracy, recall, 

and precision were used for the RaNN model. RaNN approach 

achieved 99,2% accuracy, 99,20% F1 score, 99,13% recall, 

99,11% accuracy in 34,51 seconds. The detection accuracy is 

5,65% better than other algorithms compared [94]. 

A deep random neural (DRaNN) based model for IDS in 

IIoT was estimated on the UNSW-NB15 dataset. The DRaNN 

model has successfully classified nine different attack types 

with low FPR and high accuracy of 99,54%. The results are 

compared with other DL-based IDS models. In addition, the 

proposed model achieved a high intrusion detection rate with 

99,41% DR [95].  

IIoT attack models are updated and validated with the 

collaborative data generator DNN. The approach using 

SCADA data is compared with DNN and SVM (sigmoid) 

models. In terms of performance in the proposed noisy 

environment, it gave better results than other models 

available. Classification performances are also reported for 

the dataset with different levels of noise added, ranging from 

1% to 50% noise. It was classified with 95.42% accuracy 

without noise and 92.91% accuracy with semi-noise. It is 

classified as 17.85% Log Loss without noise (binary cross 

entropy) and 21.59% Log Loss with semi-noise [96]. 

An RS learning method and an RT combination were used 

to detect SCADA attacks using network traffic from the 

SCADA IIoT platform. All 15 different datasets in SCADA 

consist of thousands of different attacks. Datasets are 

randomly sampled at a rate of 1% to reduce the impact of a 

small sample size. With Binary Classification, 96,71% 

accuracy, 0,05% false positive rate (FPR), 0,22 ms total 

training time for 3738 samples, and 0,1 ms total test time for 

1602 samples were measured. The proposed model is 

compared with the RSKNN model [97].  

AMCNN-LSTM with gradient compression based on Top-

k selection is used to detect anomalies accurately, while the 

model is used to train the FL scheme in anomaly detection. 

AMCNN with LSTM model accuracy is 96.85% for the power 

demand dataset [98]. 

Feature selection is made by training the original dataset in 

the first stage. Then the previously trained data is tested. It is 

then combined with the original sample set with a subset of 

other instances of the same classifier. Finally, Kernel-Based 

Learning (KBL) has been proposed, which clusters the 

controversial samples according to their distance from the 

center. The proposed method on 3000 malign and 5000 benign 

datasets yielded 86.08% accuracy and 0.8655 (KBL) G-mean, 

80.69 accuracies, and 0.7843 (random) G-mean [99]. 

The features were normalized with the min-max technique 

in a single preprocessing step. PCA was used to reduce the 

size and extract the best features. Training, testing times, 

confusion matrix of the models, and computational 

complexity are given. The OCSVM model has been added to 

the proposed framework to detect unprecedented attacks. The 

OCSVM algorithm showed a detection accuracy of 86,14% in 

attacks that were not seen before in the natural gas pipeline 

dataset and 94,53% in attacks that were not seen before in the 

SWaT dataset. The total training time for the SWaT dataset is 

1200 seconds, and the model testing time is 0,03 ms for each 

sample, with a total of 2,98 seconds. The total training time 

for the Gas Pipeline dataset is 1115 seconds, and a model test 

time of 0,02 ms for each sample, with a total of 1,1 seconds 

[100].  

7 ML methods and 1 DL model were evaluated with the 

dataset TON_IoT containing telemetry data, operating system 

logs, and network traffic. The ML and DL frameworks used 

are LR, RF, LDA, CART, KNN, NB, SVM, and LSTM 

algorithms, and all models have been cross-validated by four 

times. The TON_IoT dataset consists of 7 different datasets: 

refrigerator sensor, GPS tracking, remote garage door, 

thermostat, smart light detection, weather, and Modbus 

datasets. These datasets feature nine types of cyber-attacks 

(Ransomware, scanning, backdoor, DoS, XSS, DDoS, 

password cracking attack, data injection and MitM). After the 

preprocessing and normalization steps, the datasets are trained 

with AI based model. LSTM model for refrigerator sensor 

100% accuracy, accuracy, all models for garage door 100% 

accuracy, kNN algorithm for GPS tracking 88% accuracy, 

CART algorithm for Modbus 98% accuracy, LSTM for smart 

motion detection 59% accuracy, kNN for thermostat and 

except for the CART algorithms, all other models achieved 

66% accuracy. For the weather dataset, the CART algorithm 

reached 87% accuracy. A new experiment result was made by 

combining the entire dataset, and the CART algorithm for 
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binary classification gave 88% accuracy, and again for the 

multi-classification model, the CART algorithm gave 77% 

accuracy [101].  

The paper proposes a new anomaly detection approach 

based on centralized data collection and forwarding design 

that can successfully cooperate in using adaptable 

CEEMDAN feature with a single, smart optimization for IIoT 

small data. The swarm intelligence algorithm is used with the 

IABC OCSVM classifier to detect different anomalies. The 

recommended IABC-OCSVM model has high performance. 

The dataset was collected from sensors in an oil field in China. 

These sensors contain engine speed, electrical parameters, and 

flow and pressure information. WIA-PA transmits data to 

Remote Terminal Unit: RTU and RTU transmit data to a 

higher monitoring center via ModBus and TCP. There are 

109672 IIoT data, 225 data strings, and 100 abnormal data 

strings. OCSVM is optimized using traditional ABC and PSO 

algorithms under five different attack powers. The training 

accuracy of the ABC-OCSVM model is 95,1%, and the test 

classification accuracy is 89%. The IABC-OCSVM model 

reaches average training accuracy of 94,5% and test accuracy 

of 89,8% [102]. 

IIoT cloud computing risks privacy disclosure by 

outsourcing users. There is the SHOCFS technique to solve 

this problem. With the SHOCFS method, the most suitable 

density peaks are determined, and the model's speed is tried to 

increase. Swallow swarm optimization (SSO) enables the 

selection of optimal density peaks of clustering models. A 

clustering algorithm is proposed to find optimal density points 

with the hybrid cloud SHODS3O-CFS model. In the 

SHODS3O-CFS model, the overlapping peaks of the cluster 

can be reduced. Clustering center quality (CCQ), Rand index 

(RI), speedup-ratio (SR), and encryption time performance 

metrics were used. It achieved a higher mean RI of 93.4%, 

compared to 29.68% and 17% of the proposed manuscript. 

The dataset is taken from the 5567 home energy consumption 

data warehouse participating in the UK Power Network 

meeting for the low carbon London project, and the dataset is 

available on the Kaggle website [103]. 

IoT-Flock developed as an open source, a benign and 

malignant health dataset is created for IoT devices. Six 

machine learning models were used to detect cyber-attacks 

and protect the health system from attacks. The RF algorithm 

showed the best performance with 99,7% accuracy, 99,79% 

sensitivity, 99,51% accuracy, and 99,65% F1 score [104].  

Feature selection with Fisher score and genetic-based 

extreme gradient boosting model was used to detect IoT 

attacks. GXGBoost achieved 99.96% accuracy on the N-

BaIoT dataset with 10-fold cross-validation. The dataset 

malicious Mirai and the Bashlite class are instantiated in the 

Benign class dimension [105]. 

Job Safety Analysis (JSA) was conducted to identify factors 

that cause worker accidents and injuries. With smart PPE, 

notifications from electronic devices are transmitted to 

operators, and ThingsBoard, an open-source IoT platform, 

provides communication between active sensors for data 

processing and IoT management. Device connectivity is 

provided via industry IoT protocols (HTTP, MQTT, CoAP), 

supporting cloud and on-premises deployments. CNN has 

been realized with the ThingsBoard platform. The cross-

validation CNN has an accuracy of 92,05% [106]. 

The dataset for IoT and IIoT applications called the open-

source Edge-IIoTset was proposed, and tests have been 

carried out on the dataset with ML and DL-based models 

[107]. 

EDIMA, an IoT botnet detection solution, is proposed. A 

new two-stage Machine Learning (ML) based detector 

developed for IoT bot detection uses supervised ML 

algorithms and an Autocorrelation function for bulk traffic 

classification. As a result, EDIMA has a high detection rate, 

low bot detection delays, and low RAM consumption in 

detecting IoT bots [108]. 

LSTM, CNN, and RNN deep learning methods based on a 

feature selection method based on LightGBM, and DDQN and 

DQN Deep Reinforcement Learning models were used [109]. 

IIoT threat detection was performed with the Cu-

LSTMGRU + Cu-BLSTM hybrid model, and high accuracy 

was achieved with a low false positive rate. The proposed 

model was compared with the Cu-DNNLSTM and Cu-

DNNGRU models [110]. 

Ensemble models RF-PCCIF and RF-IFPCC methods were 

used to improve IDS performances on Bot-IoT and NF-

UNSW-NB15-v2 dataset [120]. 

23 features were selected with a feature selection based on 

correlation; SVM and Decision Tree classification models and 

NSL-KDD dataset are used to analyze network intrusion and 

attack detection performance [121]. 

Synchronous optimization of parameters and architectures 

by genetic algorithms with convolutional neural networks 

blocks (SOPA-GA-CNN) on five intrusion detection datasets 

in IIoT, including secure water treatment (SWaT), water 

distribution (WADI), Gas Pipeline, BoT-IoT and Power 

System Attack Dataset for the intrusion detection has been 

implemented [122]. 

The residual neural network (P-ResNet) model was 

implemented by combining seven IoT sensors (e.g., 

fridge_sensor, GPS_tracker_sensor, motion_light_sensor, 

garage_door_sensor, modbus_sensor, thermostat_sensor, and 

weather_sensors) TON_IoT datasets [123]. 

The main idea and focus of the examined approaches and 

the advantages and disadvantages of the models proposed in 

these approaches are given in Table 7. 
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Table 7. An Overview of Suggested Approaches in Manuscripts 

Paper  Main Idea Advantages Disadvantages  

[90]  A new modified PoW algorithm PoR, which is 

computationally more difficult, to identify malicious 
IIoT devices based on blockchain-powered deep learning  

With the improved PoW algorithm, PoR, the 

operations of malignant nodes are made 
difficult. 

Not applied in a real environment. 

Untested in different deep learning 
and machine learning models. 

[91] A new method of false data injection (FDI) attack 

detection using automatic encoders (AE) is introduced. 

Also, corrupted data is cleaned using denoising AEs 
(DAEs). DAE is very efficient in recovering clean data  

Proposed framework can detect other types 

of attacks without any updates 

It is the first manuscript to recommend using 
DAEs to clean up corrupted (hacked) data. 

The denoising autoencoder needs to 

be trained for all attack types. When 

the Autoencoder is supervised 
learning, it does not need to be 

constantly trained. 

[92] A new hybrid and random deep learning model 
(HDRaNN) DS2OS and UNSW-NB15 have been tested 

with two different datasets.  

Various performance metrics 
HDRaNN is compared to key detection 

patterns. 

Not applied in a real environment. 
Untested in machine learning 

models 

[93] Gated Recurrent Unit and Support Vector Domain 

Definition log anomaly detection model has been 
proposed. The model has been tested on the 

KDLLCUP99 dataset.  

Compared with many deep learning models. Not applied in a real environment. 

No known performance measures 
were used. 

[94] Attacks are classified with ML models. The best model 
is RaNN based random NN model.  

Attacks are detected, and classified with high 
success rates such as 99,11% accuracy, 

99,13% precision and 99,20% F1 score. 

Not applied in a real environment. 
Untested in different machine 

learning models. 

[95] The DRaNN-based model was estimated on the UNSW-

NB15 dataset.  

The attacks were detected with 99,54% 

accuracy and 99,41% detection rate, with a 
high success rate of 0,76% false positives. 

Not applied in a real environment. 

Untested in different ML and DL 
models. 

[96] A downsampling encoder-based collaborative data 

generator trained using an adaptive algorithm is 
proposed.  

Real IIoT dataset. 

The data were classified by adding noisy 
data to the test dataset. 

Accuracy and loss rates are given 

only as performance criteria, and 
other known criteria are not used. 

[97] RS learning method and RT combination were used to 

detect SCADA attacks using network traffic from the 

SCADA IIoT platform.  

Creating a detection engine based on 

industrial protocols and a high DR of 

96,71% 

If a feature exists, the best feature is 

limited to random selection. 

Excessive execution time 

[98] A deep learning-based federated learning tool to detect 

communication-efficient, new anomalies to detect time 

series data in IIoT  

It uses convolutional neural network units 

based on the attention mechanism, thus 

avoiding memory loss and gradient 
distribution problems. 

The federated learning model is 

vulnerable for loss of malign 

anomaly attacks 

[99] ML-based KBL selection method is proposed for defense 

against hostile attacks in an IIoT environment.  

Extracted from the malware dataset as static 

features with the Androguard tool. 

Untested in different deep learning 

models. 
Feature selection method is used, 

which is not used very much in the 

literature. 

[100] A new two-stage community deep learning model and 
attack correlation scheme is proposed for unstable 

industrial control system data using the OCSVM model 

to detect unprecedented attacks.  

Resistant to unstable datasets where the 
numbers of malignant and benign datasets 

are not close to each other. 

Capable of detecting never-before-seen 
attacks 

Complex architecture 

[101] A new dataset (TON_IoT) is proposed, which includes 

Telemetry data of IoT and IIoT services, traffic of IoT 
network, and operating systems logs. It is designed based 

on integrating IoT/IIoT systems with three layers of Fog, 

Edge, and Cloud. 

Variety of benign and malign events for 

different IoT or IIoT devices. 
Contains heterogeneous data sources. 

Advanced parameter optimization is 

required to optimize hyper 
parameters and obtain better results. 

[102] CEEMDAN feature and swarm intelligence algorithm 
ABC-based IABC-OCSVM model. 

The real-world dataset in China oil IIoT 
system. 

Attacks under five different attack power 

have been detected. 
 

The dataset is not public and not 
detailed. 

No evaluation was made with 

different performance criteria. 
No comparison with deep learning 

models. 

[103] With IIoT cloud computing, the SHODS3O-CFS 

algorithm, which is a new SHOCFS technique, is 

recommended for users outsourcing privacy disclosure 
risk.  

A safe optimized clustering method is 

proposed to obtain optimal density peaks. 

No evaluation has been made with 

other ML and DL algorithms. 

Not tested in a real environment. 

[104] Developing a benign and malignant IoT use case with 

IoT-Flock, which creates open source IoT data, and 
traffic generation and evaluation of IoT health dataset 

with ML techniques. 

An open source software has been created 

for IoT healthcare environments that capture 
data in the context-aware MQTT and COAP 

categories. 

Deep learning models are not used. 
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[105] IoT botnet network attacks are detected by feature 

selection with Fisher score and GXGBoost algorithm and 
identify the most relevant features. 

A high detection rate (average accuracy 

results in 99,96%) 

Hard to verify that parameters reach 

the global optimum, 
Sensitivity and randomness of the 

genetic algorithm used for the initial 

population 

[106] A smart helmet 5.0 CNN model that monitors 
environmental conditions and performs real-time risk 

assessment  

The model was evaluated with ML and DL 
algorithms. 

Except for the accuracy 
performance metric, no other 

performance metric is used. 

[107] The dataset for IoT and IIoT applications called the 
open-source Edge-IIoTset has been proposed, and tests 

have been carried out on the dataset with ML and DL-

based models. 

Data was collected from more than 10 IoT 
devices, and 61 new features were extracted 

from 1176 features. Performance was 

evaluated with ML and DL algorithms. 

Realistic but not real environment 

[108] EDIMA, an IoT botnet detection solution, is proposed. A 
new two-stage Machine Learning (ML) based detector 

developed for IoT bot detection uses supervised ML 

algorithms and an Autocorrelation function for bulk 

traffic classification.  

A high detection rate, Low bot detection 
delays, and low RAM consumption in 

detecting IoT bots. 

Difficulty of retraining the model, 
Deep learning models are not used. 

Not tested in a real environment. 

[109] For IIoT, LSTM, CNN, and RNN, deep learning methods 

based on a feature selection method based on LightGBM, 
DDQN, and DQN Deep Reinforcement Learning models 

were used.  

Both deep learning methods and deep 

reinforcement learning models were used. 
 

Machine learning models are not 

used. 
Not tested in a real environment. 

[110] For the IIoT environment, a hybrid DL, SDN-enabled 
approach is proposed to detect threats and intrusions. 

The model is programmable and expandable 
on iiot data devices. 

Open flow switches are used in SDN 

Not tested in a real environment, 
Machine learning models are not 

used. 

[120] Ensemble models RF-PCCIF and RF-IFPCC methods  Pearson Correlation Coefficient (PCC) 

Isolation Forest (IF) to reduce computational 
cost and prediction time 

Not used deep learning models, 

Not tested in a real environment. 

[121] Correlation based features selection SVM and DT 

methods 

Correlation features selection Not tested in a real environment, 

Deep learning models are not used. 

[122] Synchronous optimization of parameters and 

architectures by genetic algorithms with convolutional 

neural networks blocks (SOPA-GA-CNN)  

On five intrusion detection datasets in iiot, 

including secure water treatment (swat), 

water distribution (WADI), Gas Pipeline, bot-

iot and Power System Attack Dataset for the 
intrusion detection 

Not tested in a real environment, 

Machine learning models are not 

used. 

[123] Residual neural network (P-ResNet) model with seven 

IoT sensors dataset 

Combining seven iot sensors Not tested in a real environment. 

 

5. Results 

In the results section, the determining research questions are 

answered. 

5.1. RQ1: In IIoT security, what performance metrics or 

measures are evaluated in ML and DL models? 

The performance of the ML and DL models used in the 

proposed schemes was evaluated by means of various criteria. 

These criteria are given in Table 8. Table 8 summarizes the 

definitions of performance criteria, their mathematical 

equations, if any, and in which manuscripts they are used. 

According to Table 8, it is seen that the criteria of F-1 score, 

precision, accuracy, recall, FPR, DR and FAR and are widely 

preferred for the evaluation of the models. Since these criteria 

were used, TP, FP, TN and FN values were measured in each 

manuscript. The total time taken for training (TRT) and testing 

(TET) models is also frequently used in manuscripts. Other 

criteria are used in the evaluation of the models in accordance 

with the purpose of the proposed models. 

Table 8. Performance Metrics Used in the Evaluation of Machine Learning and Deep Learning Algorithms 

Performance 

Metrics 

Performance Description Mathematical Equation Articles Used 

TP  A correctly predicted situation is correct - All  

TN  An incorrectly predicted situation is correct - All  

FP  False of a positively predicted situation - All 

FN  False of a negatively predicted situation - All  

ACC  Percentage of correctly classified sample data out of 

all classified sample data. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100 

[90], [91], [92], [94], 

[95], [96], [97], [98], 

[99], [100], [101], 
[102], [104], [105], 

[106], [107], [108], 

[109], [110], [120], 
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[121], [122] , [123] 

PRE  Percentage of how accurately we guessed from all 

classes 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
𝑥100 

[90], [92], [94], [99], 

[100], [101], [104], 

[105]], [107], [108], 
[109], [110], [120] , 

[122], [123] 

REC  Percentage of how accurately we guessed from all 
positive classes 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑥100 

[90], [92], [94], [99], 
[100], [101], [104], 

[105]], [107], [108], 

[109], [110], [120], 
[123] 

SPC (TNR) Ratio of true negative samples. 𝑇𝑁

𝑇𝑁 + 𝐹𝑃
𝑥100 

[99], [110] 

F1  Harmonic mean of precision and recall measures. 

Low recall or high precision (or vice versa) 

2𝑥𝑃𝑅𝐸𝑥𝑅𝐸𝐶

𝑃𝑅𝐸 + 𝑅𝐸𝐶
𝑥100 

[92], [94], [99], 

[100], [101], [104], 
[105]], [107], [108], 

[109], [120] , [122], 

[123] 

SNS (TPR)  Rate of positive samples correctly classified as 
positive. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑥100 

[99], [110] 

FPR/FAR  Rate of negative samples falsely classified as 

positive. 

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
𝑥100 

[91], [93], [95], [97], 

[110] 

G-Mean Geometric mean of Specificity and Sensitivity √𝑆𝑃𝐶𝑥𝑆𝑁𝑆 [99] 

MCC Matthews correlation coefficient 𝑇𝑃. 𝑇𝑁 − 𝐹𝑃. 𝐹𝑁

√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 

[110] 

FNR  Rate of positive samples falsely classified as 

negative. 

𝐹𝑁

𝑇𝑃 + 𝐹𝑁
𝑥100 

[110] 

FDR False Discovery Rate 𝐹𝑃

𝑇𝑃 + 𝐹𝑃
𝑥100 

[110] 

ROC  The curve obtained by plotting FPR versus TPR, as 

the threshold data values vary over a range. 

- [91], [92], [104], 

[110], [120], [123] 

MSE Mean square error - [91], [92], [104] 

AUC ROC area under the curve. - [91], [110], [120], 
[123] 

RMSE Root mean square error 

[
1

𝑛
∑(|𝑦𝑖 − 𝑦𝑝|)

2
𝑚

𝑖=1

]

1
2

 

[98] 

RI  The measure of the exact clustering results versus 
the actual clustering results of the clustering 

algorithm. 

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100 

[102] 

DR  Rate of correctly detected positive samples among 
total positive samples. 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
𝑥100 

[91], [93], [95], 
[108] 

ER  The rate of how often the model misclassifies. 𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
𝑥100 

[103] 

TRT Total time spent training the model. - [93], [98], [99], 

[102], [103], [120], 
[121], [123] 

TET  Total time spent testing the model. - [96], [99], [102], 

[103], [107], [110], 
[120], [122], [123] 

ATR Average time spent training the model. - [105] 

ATE Average time spent testing the model. - [105] 

ET  The encryption time of the model. - [105] 

Log Loss: LL The log loss is found by subtracting the performance 

results of the model from the expected results. 
Lower log loss is better performance. 

−∑𝑦𝑜, 𝑐

𝑀

𝑐=1

𝑙𝑜𝑔(𝑝𝑜, 𝑐) 
[94] 

CCQ Distance between clustering centers produced 

√∑‖𝑣𝑖𝑑𝑒𝑎𝑙
𝑖 − 𝑣𝑖 ‖

2
𝐶

𝑖=1

 

[103] 

SR Speedup ratio - [103] 
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5.2. RQ2: In Terms of IIoT Security, what are the Malign and 

Benign Data Types Found in the Datasets Used in the ML 

and DL Models, and the Features of What are the Datasets? 

There are various types and numbers of datasets used for the 

manuscripts reviewed. With ML and DL algorithms, models 

are trained and tested on data sets. The datasets used in the 

models are selected by the purpose of the proposed schemes 

to ensure IIoT security. If the developed approaches are used 

to detect which attack types, datasets containing examples of 

those attack types are recommended for train and testing the 

models. Table 9 shows the datasets used to train and test the 

models or the datasets created by the authors for use in papers. 

The datasets encompass various types of malignant and 

benign samples, and pertinent information about the statistical 

properties of these samples, as well as the manuscripts in 

which they were utilized. The number of features, classes, and 

dimensions of the dataset is also given. However, detailed 

information about the datasets used in the manuscripts are not 

given in the articles in which they are used [91], [103], [104]. 

For this reason, the details of these datasets are not available 

in Table 9. Data types and attack types are not given for 

malign and benign [96]-[98], [102], [106]. 

The Bot-IoT [113] dataset contains 14 features. These are the 

numeric expression of feature status, the minimum duration of 

total records, the standard deviation of total records, number 

of inbound connections per destination IP, the average 

duration of total records, highest period of total records, total 

bytes per destination IP, the sequence number of the Argus 

agent, per unit time packets from source to destination, 

packets from destination to source, packets from source to 

destination, packets from destination to source per unit of 

time, total bytes per source IP, incoming connections per 

source IP [90]. The DS2OS dataset has eight classes and 13 

features [92], [94], and the UNSW-NB15 dataset] has ten 

classes and 49 features [92], [95. The KDD CUP99 (NSL-

KDD) dataset includes DOS, R2L, U2R, and Probe attack 

types with 42 features [93]. Datasets containing 15 different 

datasets in the SCADA network were sampled at a rate of 1%. 

Detailed information about the features was not given [96], 

[97]. There are time series datasets consisting of four real-

world data (Engine, Power Demand, ECG, Space Shuttle) 

combined from various sensors. These datasets have normal 

subsequences and abnormal subsequences. No detailed 

information was given about the features [98]. In the 

manuscript found [99], the Android Malware dataset 

recommended and the number and types of features used were 

not given [111]. There are 17 features in the Pipeline dataset, 

51 features, and 31 scenarios in the Swat dataset [110]. There 

are 52 features within the attack types (ransomware, scanning, 

backdoor, DoS, XSS, DDoS, password cracking attack, data 

injection, and MitM) [101]. The articles do not have dataset 

details and feature information [102]-[104]. The N-BaIoT 

dataset has 115 features derived from malignant and benign 

data [105], [110]. The number of features is not specified in 

the dataset created for Smart Kask 5.0 [106]. Edge-IIoTset 

dataset is generated from various IoT devices and proposes 61 

new features [107]. IoT-NSS-BPR uses IoT-23 dataset, and 

UNSW IoT dataset. Dataset types are malware samples, 

malware traffic pcap files, and aggregate IoT traffic pcap files 

[108]. Real dataset of the natural gas pipeline transportation 

network publicly released by the U.S. Department of Energy’s 

Oak Ridge National Laboratory [109]. 

Table 9. Datasets Used in Models and Properties 

Dataset  Type and Number of Malign Data Type and Number 

of Benign Data 

Total Data Numbers Number of 

Features/ Classes/ 

Dimensions 

Articles 

Using 

Bot-IoT: is a dataset 
containing detailed network 

information of benign and 

malignant data traffic and 
various network attacks. 

- UDP DoS and DDoS: 
39624597 

- Service scanning: 

1463364 
- HTTP DoS and DDoS: 

49477 

- TCP DoS and DDoS: 
31863600 

- OS fingerprint: 

358275 
- Keylogging: 1469 

- Data theft: 118 

- UDP: 7225 
- ICMP: 9 

- TCP: 1750 

- RARP: 1 
- ARP: 468 

- IGMP: 2 

- IPV6-ICMP: 88 
 

- Malign: 73360900 
- Benign: 9543 

- Total: 73370443 

14 features [91], 
[120], 

[122] 

DS2OS: It includes 13 
features and 7 malign and 1 

benign data 

-Spying: 532 
-DoS: 5780 

-Malicious Control: 889 

-Wrong setup: 122 
-Scan: 1547 

-Malicious Operation: 805 

-Data type probing: 342 
 

Normal: 347935 -Malign total: 10017 
-Benign total: 347935 

-Total: 357952 

13 features and 8 
classes 

[92], 
[94] 

UNSW-NB15: 9 malign, 1 -Fuzzers: 24246 Normal: 93000  -Malign total:164673 49 features and 10 [92], 
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benign data produced by the 

Australian Cyber Security 
Center's Cyber Range 

Laboratory 

-Backdoor: 2329 

-Analysis: 2677 
-Reconnaissance: 13987 

-Exploits: 44525 

-Generic: 58871 
-DoS: 16353 

-Shellcode: 1511 

-Worms: 174 

-Benign total: 93000 

-Total: 257673 

classes [95], 

[120] 

KDD CUP 99  
NSL-KDD 

-DOS:2000 
-R2L:1000 

-U2R:500 

-PROBE:1500 

Normal: 2000 -Malign total: 4000 
-Benign total: 2000 

-Total: 6000 

42 features [93], 
[121] 

SCADA 28 attack scenarios 9 normal event 

scenarios 

28 total scenarios - [96], 

[97] 

Power Demand Abnormal substring: 6 Normal substring: 

45 

Normal substring: 45 

Abnormal substring: 6 

Total substring: 51 

Original sequence:1 

1 Dimension [98] 

Space Shuttle Abnormal substring: 8 Normal substring: 
20 

Normal substring: 20 
Abnormal substring: 8 

Total substring: 28 

Original sequence:3 

1 Dimension [98] 

ECG Abnormal substring: 1 Normal substring: 

215 

Normal substring: 215 

Abnormal substring: 1 

Total substring: 216 
Original sequence:1 

1 Dimension [98] 

Engine Abnormal substring: 152 Normal substring: 

240 

Normal substring: 240 

Abnormal substring: 152 

Total substring: 392 
Original sequence:30 

12 Dimension [98] 

Android Malware dataset 

suggested by the authors 
[111] 

3000 malwares 5000 benign Total 8000  - [99] 

Pipeline 60048 (21,86%) attack examples 

- Malicious state command injection 

(MSCI) 
-Naive malignant response injection 

(NMRI) 

-Reconnaissance (Recon) 
-Complex malignant response 

injection (CMRI) 
-DoS 

-Malign function code injection 

(MFCI) 
- Malignant parameter command 

injection (MPCI) 

214580 (78,14%) 

normal samples 

274628 total samples 17 features [100] , 

[122] 

Swat (safe water treatment) 12,1% attacks 87,9% normal   Total: 449920 samples 51 features 31 

scenario 

[100] , 

[122] 

TON_IoT Total: 162932 

- XSS 

- scanning 
- data injection 

- DoS, 

- MitM 
- DDoS, 

- ransomware 

- backdoor 
- password cracking attack 

 

Benign 35000 for 

all datasets 

Total benign: 
245000 

Malicious:162932 

Benign: 245000 

Total: 407932 

- Refrigerator 

sensor:7 

- GPS tracking:7 
- Garage door:7 

- Thermostat:7 

- Intelligent light 
detection:7 

- Weather:8 

- Modbus:9 
Total Features: 52 

[101], 

[123] 

Oil field dataset in China 
[102] 

100 abnormal data strings 200 normal data 
strings 

300 data strings - [102] 

N-BaIoT Mirai: 3668402 

Bashlite: 1032056 

Benign: 555932 Malignant: 4700458 

Benign: 555932 

Total: 5256390 

115 features [105], 

[110] 

Dataset created by the 

authors [106] for Smart 

Helmet 5.0 

- - 11755 samples in total 12 scenarios [106] 

Edge-IoTset Backdoor: 24862 
DDoS_HTIP: 229022 

Normal: 
11223940 

Normal: 11223940 
Attack: 9728708 

New 61 features 
with high 

[107] 
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DDoS_ICMP: 2914354 

DDoS_TCP: 2020120 
DDoS_UDP: 3201626 

Fingerprinting: 1001 

MITM: 1229 
Password: 1053385 

Port_Scanning: 22564 

Ransomware: 10925 
SQL_injectioion: 51203 

Uploading: 37634 

Vulnerability_scanner: 145869  
XSS: 15915 

Total: 20952648 correlations from 

1176 found 
features 

IoT-NSS-BPR, IoT-23 

dataset, UNSW IoT dataset 

IoT-NSS-BPR: 23 live IoT malware 

samples, 
UNSW IoT dataset :28 different 

uninfected IoT devices collected at a 

gateway. 

- - Best 8 features [108] 

U.S. Department of Energy’s 
Oak Ridge National 

Laboratory natural gas 

pipeline transportation 
network 

NMRI 2763 
CMRI 15466 

MSCI 78 

MPCI 7637 
MFCI 573 

DoS 1837 

Recon 6805 

Normal: 161156 Normal: 161156 
Attack: 32396 

Total: 193552 

26 features and 
one label 

[109] 
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5.3. RQ3: which ML and Dl Approaches are Used in IIoT 

Security, and What are the Application Fields of the 

Models? 

Table 10 summarizes the usage areas of the models, the 

datasets they are trained and tested with, the performances 

they show as a result of the experiments, and the information 

about which models they are compared with. 

When Table 10 is examined, a feedforward multilayer 

multiclass neural network with Microsoft Azure Machine 

Learning Studio is used with the Bot-IoT dataset with various 

hyperparameters. An advanced intrusion detection method 

using a deep learning model together with blockchain is 

proposed for malignant IIoT devices. High-performance 

results have been achieved with this model [90].  

It is aimed to detect false data injection attacks with an 

automatic encoder algorithm that is easy to train and learns 

hidden complex relationships. When SVM and AE were 

compared, AE gave more successful results. A DAE was used 

to get rid of the effects of the attack on the data [91]. 

HDRaNN, proposed for cyber-attack detection in IIoT uses 

implementations of HDRaNN and MLP. The HDRaNN 

includes input, hidden, and output layers. Performance 

measurements were made on two separate datasets such as 

UNSW-NB15 and DS2OS. With the HDRaNN model, attacks 

are classified with an accuracy of 98% and over 99% for the 

UNSW-NB15 and DS2OS datasets. HDRaNN model has 

been compared with RNN, DBN, DAE, and RBM deep 

learning models [90]. 

A log anomaly and malignancy detection model based on 

GRU and Support Vector Domain Definition algorithms 

framework is proposed. Numerous experiments and analyses 

of experimental results on the KDL CUP99 dataset have 

shown that the advanced GRU-based algorithm is better than 

traditional deep learning models in detecting an anomaly. The 

highest DR was measured at 99,6%, and the smallest FAR at 

0,01%. Five types of anomalies (DoS, R2L, U2R, PROBE, 

and mixed) were detected with five algorithms (GRU-SVDD, 

BGRU-MLP, LSTM, LSTM-RNN, PCA-SVM) [93].  

RaNN deep learning model evaluated accuracy, precision, 

precision, and F1 score performance metrics on the DS2OS 

dataset. The RaNN model is compared with SVM, DT, and 

ANN models. RaNN model accuracy is compared with the 

accuracy of previous intrusion detection models [94]. 

Intrusion detection was performed on a model UNSW-

NB15 dataset based on a DRaNN model for intrusion 

detection in IIoT. Feature transformation and normalization 

were performed in the preprocessing step. With the DRaNN 

model intrusion detection system, the data is classified as 

normal or attack [95].  

The down sampler-based data generator for SCADA 

attacks detection is alternatively updated and validated using 

a deepNN splitter during training. A GAN was developed to 

generate conflicting attack data, and this generated data was 

classified [96].  

A reliable ensemble learning model with a combination of 

the SCADA network RS learning method and RT has been 

tested on 15 different datasets. The model, whose 

classification accuracy and model complexity was balanced, 

performed well compared to other cutting-edge approaches 

[97]. 

Firstly, the FL model is developed to collaboratively train 

anomaly detection on decentralized edge devices. Secondly, 

the attention mechanism CNN-LSTM model is proposed for 

the correct detection of anomalies. The AMCNN-LSTM 

scheme uses CNN units based on the attention mechanism to 

capture important detailed features, thus avoiding memory 

loss and gradient distribution problems. Thirdly, in order to 

increase communication efficiency, anomaly detection has 

been made in the industrial area with the model that 

compresses the gradients based on Top-k feature selection 

[98]. 

It has been tested with feature selection methods such as 

random, L1, Euclidean, and KBL. High performance was 

obtained with the KBL selection method SVM algorithm [99].  

OCSVM was used to detect previously unseen attacks, 

creating a boundary around normal samples and reporting 

others as never-seen attacks. The proposed model is a complex 

deep neural network consisting of partially or fully connected 

layers that detect IoT attacks [100]. 

4-fold cross-validation of LR, RF, LDA, CART, KNN, NB, 

and SVM models were evaluated on the newly proposed 

TON_IoT dataset. 80% of the data and 20% of the data are 

allocated to the test dataset to train/validate ML methods. 

Classification results are given for the TON_IoT dataset 

refrigerator sensor, GPS tracking, garage door, thermostat, 

smart light detection, weather, and Modbus datasets with 

different models. As a result of the estimation made by 

combining the whole dataset, the CART algorithm for binary 

classification reached the most successful result with 88% 

accuracy, and again for the multi-classification model, the 

CART algorithm achieved the most successful result with 

77% accuracy. Training and testing times for binary 

classification are high for LSTM, SVM, and KNN models and 

low for LR, LDA, RF, CART, and NB models. Training and 

testing times for multiclassification are high for LSTM, SVM, 

LR, and KNN models and low for LDA, RF, CART, and NB 

models [101].  

A new IABC-OCSVM anomaly attacks classification 

scheme is proposed for the IIoT small dataset that can 

skillfully cooperate in CEEMDAN model feature use 

compatible with the smart optimizer OCSVM classifier. With 

CEEMDAN decomposition, energy entropies are measured 

with IMF components. Multi-scale analysis of the IIoT dataset 

is performed. The IABC-OCSVM model created with 

Gaussian mutation was found to have 94.5% training 
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accuracy, 89.8% test accuracy, and 0.0081 seconds test time 

[102]. 

SHODS3O-CFS clustering algorithm and the most 

appropriate density selection in the hybrid cloud are 

suggested. The SHODS3O-CFS algorithm gave clustering 

center accuracy (RI) of 87.7% for 50 data objects, while 

PPHOCFS achieved lower RI results of 62.7% and SHOCFS 

76.6%. The SHODS3O-CFS algorithm achieved 95,2% RI for 

250 data objects. The PPHOCFS and SHOCFS methods, on 

the other hand, yielded lower clustering accuracy of 66% and 

81,2% RI, respectively [103].  

Benign and malignant data in pcap format with IoT-Flock 

software were converted into CSV format with the python 

program. The categorical properties of the dataset, such as the 

protocol type (MQTT and COAP), have been replaced with 

numeric values using the Label Encoder to facilitate further 

processing. Missing data is filled with 0. The most important 

ten features consist of TCP and MQTT data by feature 

selection with the LR algorithm. The dataset was tested with 

NB, KNN, RF, AB, LR, and DT algorithms. Confusion 

matrix, ROC-AUC, F1 score, precision, accuracy, recall, and 

values of each algorithm are given. The RF model showed the 

best performance with 99,70% accuracy, 99,79% recall, 

99,51% accuracy and 99,65% F1 score [104]. 

Improved GXGBoost algorithm to well classify IIoT 

network attacks. Several trials have been conducted on the 

public N-BaIoT dataset of IIoT devices. GXGBoost achieved 

99.96% accuracy on the N-BaIoT dataset using only three 

features out of 115 features [105].  

An intelligent helmet prototype is presented that monitors 

environmental conditions and works in near real-time risk 

assessment. The dataset consisting of 11755 examples and 12 

different attack-type scenarios is evaluated by ML and DL. 

The cross-validation CNN model for business risk analysis 

yielded 92,05% accuracy. The CNN approach is evaluated by 

comparing it with NB, SVM, and NN [106]. 

Normal centralized DT, RF, KNN, SVM, DNN model PRE, 

REC, and F1 have 100% and federated 2-class IID and Non-

IID ACC:100% performance. Edge-IIoTset, produced by ten 

different IoT devices, was evaluated together with two 

different ML-based IDS with the centralized and federated 

mode in 7 different layers [107]. 

The EDIMA model has been proposed. EDIMA consists of 

a traffic parser, feature extractor, ML-based bot detector, 

policy engine, ML model constructor, and a malware PCAP 

database. RF algorithms ACC, PRE, REC, and F1 have 100% 

performance [108]. 

LightGBM feature selection method, PPO2 interface, and 

CNN, RNN, LSTM, DDQN, and DQN model were used. 

Deep Reinforcement Learning model DDQN has a 97,74 F1-

score [109]. 

The hybrid model (Cu-LSTGRU + Cu-BLSTM), Cu-DNN-

LSTM, and Cu-DNN-GRU were evaluated, and (Cu-

LSTMGRU + Cu-BLSTM) gave the highest performance 

result with an F1-score rate of 99.47%. Model GRU-RNN has 

been compared with Autoencoder (EDSA) and Multi-CNN 

[110]. 

RF-PCCIF and RF-IFPCC have 99.98% and 99.99% Acc 

and prediction time of 6.18 sec and 6.25 sec, respectively, on 

Bot-IoT. The two models also achieve 99.30% and 99.18% 

accuracy and prediction time scores of 6.71 sec and 6.87 sec 

on NF-UNSW-NB15-v2, respectively [120]. 

Quadratic SVM has 99.7% accuracy, prediction speed is 

1100 s and training time is 465.28 s. Fine Tree has 99.4% 

accuracy, prediction speed is 570.000 sec and training time is 

11.029 seconds [121]. 

(SOPA-GA-CNN) has 98.1 F1 Score with gas pipeline 

dataset [122]. 

P-ResNet has a performance of 87% accuracy, 88% 

precision, 86% recall, 86% F1 Score, 83% ROC AUC, TRT: 

24401.586s, TET: 3.014s [123].

Table 10. An Overview of the Models 

Papers  Models/Methods Used and Their Tasks Datasets and Uses Performance Compared Models 
or Approaches 

[90] A feedforward multilayer multiclass 

neural network with various 
hyperparameters is used with Microsoft 

Azure Machine Learning Studio to 

simulate the deep learning model. 

Bot-IoT: the dataset is split 

6:4 into training and test 
data. 

- Overall ACC: 95,9% 

- Average ACC: 98,36% 
- Micro average PRE: 95,9% 

- Micro-average REC: 95,9% 

- Macro averaged REC: 58,18% 

- 

[91] The Auto-encoder algorithm is used to 
reveal false data injection attacks. 

Clean corrupted data (AE) performed 

better with the support vector machine 
(SVM) algorithm in terms of ROC. 

Pump, coolant, valve, and accumulator 

values are measured. 

The dataset includes a total 
of 15 sensor data. 

(volumetric flow, pressure, 

engine, temperature, cooling, 
vibration, and power). 

MSE training loss: 3.99e-7 
MSE validation loss: 4.37e-7 

AE ACC: 97,65% 

SVM ACC: 85,1% 
AE DR: 100% 

SVM DR: 88,55% 

AE FAR: 6,42% 
SVM FAR: 16,3% 

DAE MSE: 0,0064 

AE MSE: 0,1 
AE TRT:1 min 

SVM TRT:15 min 

-SVM RBF Kernel 
-SVM Linear 

Kernel 

-SVM Gaussian 
Kernel 
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[92] HDRaNN model has been used for 

cyber-attack detection in IIoT. 

DS2OS is used for training 

and testing. Attack 
distributions are given in 

detail. A confusion matrix 

was created. 

ACC: %98,56 

PRE: %98,25 
REC: %98,36 

F1: %98,3 

LL: %36,24 
AUC-ROC: %91,28 

RNN, DBN, DAE, 

RBM 

UNSW-NB15 is used for 

training and testing. Attack 
distributions are given in 

detail. A confusion matrix 

was created. 

ACC: 99,19% 

PRE: 99,07% 
REC: 98,98% 

F1: 99,02% 

LL: 12,23% 
AUC-ROC: 98,82% 

[93] A log anomaly detection model based 

on GRU and Support Vector Domain 

Definition algorithms framework 

10% of the KDL CUP 99 

dataset is trained. 

DR: 99,6% 

FAR: 0,01% 

BGRU-MLP, 

LSTM, PCA-SVM 

and LSTM-RNN 

[94] Detecting attacks in DS2OS dataset 

with a new lightweight random neural 

network model 

Intrusion detection was 

performed by dividing the 

DS2OS dataset 8:2 train and 
test data 

ACC: 99,2% 

PRE: 99,08% 

REC: 99,16% 
F1: 99,04% 

TET: 34,51 ms 

SVM, DT, ANN 

[95] Intrusion detection was performed on 

the UNSW-NB15 dataset with DRaNN 
based model. 

UNSW-NB15 is used for 

75% training and 25% 
testing. Attack distributions 

are given in detail. 

ACC: 99,54% 

DR: 99,41% 
FPR: 0,76% 

BLSTM RNN, 

Adaboost, CNN 
and WDLSTM, 

DL, FFDNN, DNN, 

DBN 

[96] The down sampler-based data generator 

for SCADA attack detection is 

alternatively updated and validated 
using a deepNN splitter during training. 

Developing and classifying a GAN to 

generate conflicting attack data 

SCADA: 36000 samples, 

half of which benign traffic 

and half of malign attack 
traffic 

Noiseless ACC: 95,42% 

Semi-noisy ACC: 92,91% 

GAN ACC: 95,55% 
GAN LL: 47,55% 

TRT: 2,58h 

DNN, SVM 

[97] An improved ensemble learning model 

is proposed to detect SCADA 

cyberattacks based on the combination 
of RS learning method and RT. 

SCADA 15 datasets and 

thousands different attacks. 

Datasets are randomly 
sampled at a rate of 1%. 

Binary Classification ACC: 96,71% 

FPR: 0,05% 

TRT: 0,22 
TET: 0,1 

RSKNN 

[98] AMCNN-LSTM model based on the 

attention mechanism is proposed. 

Engine, Space Shuttle, ECG, 

Power Demand 

For Power Demand, AMCNN-LSTM 

ACC: 96,85% 

RMSE: <5% 
AMCNN-LSTM time with GCM: 25min 

AMCNN-LSTM time without GCM: 

90min 

SVM, SAE, GRU, 

CNN with LSTM 

and LSTM 

[99] In the malware literature, the KBL 

selection method has a 6% performance 

improvement over random selection. 

Android Malware dataset ACC: 86,08% 

G-Mean: 86,55% 

AUC: 95,8% 
SVM ACC: 98,5% 

DNN, SVM, RF, 

Bayes 

[100] The proposed IDS consist of two 

unsupervised SAEs, feature extraction 

using PCA and a Decision Tree 
classification and using OCSVM to 

detect previously unseen attacks 

Pipeline dataset created by 

Mississippi State University 

ACC: 96,2% 

PRE: 96,17% 

REC: 96,2% 
F1: 96,18% 

TRT: 1200s 

TET: 2,98s 

DT, SVM, K-

Means, NB, 

AIKNN, LSTM 

Swat (safe water treatment) 

dataset created by Singapore 

Technological University 

PRE: 99,99% 

REC: 99,99% 

F1: 99,98% 
TRT: 1115s 

TET: 1,1s 

DT, LADS-ADS, 

DNN, ID CNN, 

MADGAN, Tabor, 
LSTM, ST-ED 

[101] A new dataset (TON_IoT) is proposed 
for the next generation IoT and IIoT 

dataset for data-driven IDS. On the 

TON_IoT dataset, LR, RF, LDA, 
CART, KNN, NB, and SVM models 

were evaluated with 4-fold cross-

validation. All algorithms classification 
results are given on seven different 

datasets, TON_IoT dataset, refrigerator 

sensor, GPS tracking, garage door, 
thermostat, smart light detection, 

weather, and Modbus datasets. In 

addition, for the combined_TON_IoT 
dataset, which is the combination of all 

Refrigerator sensor For LSTM; 
ACC, PRE, REC and F1: 100% 

TRT:190,493 

TET:3,705 

LR, RF, LDA, 
CART, KNN, NB, 

SVM, LSTM 

GPS tracking For KNN; 
ACC: 88% 

PRE: 89% 

REC: 88% 
F1: 88% 

TRT: 0,08 

TET: 1,508 

Garage door For all algorithms 

ACC, PRE, REC and F1: 100% 

NB TRT: 0,01sec 
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data sets, all algorithms are evaluated 

with binary and multi-classification 
models, and attack types are classified. 

TET: 0,02sec 

Thermostat For NB; 
ACC: 66% 

PRE: 44% 

REC: 66% 
F1: 53% 

TRT: 0,009 

TET: 0,002 

Intelligent light detection For LSTM; 
ACC: 59% 

PRE: 35% 

REC: 59% 
F1: 44% 

TRT: 63,132 

TET: 3,73 

Weather For CART; 

ACC: 87% 

PRE: 88% 
REC: 87% 

F1: 87% 

TRT: 0,258 
TET: 0,03 

Modbus For CART; 

ACC: 98% 

PRE: 99% 
REC: 98% 

F1: 99% 
TRT: 0,367 

TET: 0,01 

[102] An improved ABC algorithm IABC-

OCSVM, based on an arrow-variable 

Gaussian mutation with CEEMDAN 

decomposition compatible with the 

intelligent optimizer OCSVM classifier 

Pressure, engine speed, flow 

and some electrical 

parameters 

Training ACC: 94,5% 

Test ACC: 89,8% 

TET: 0,0081s 

EEMD and 

CEEMDAN  

ABC-OCSVM, 

PSO-OCSVM 

[103] SHOCFS was used for speed 

improvement and detection of optimum 

density peaks, SSO was used to select 
optimum density points of the 

clustering model, and the SHODS3O-

CFS method was suggested in a hybrid 
cloud. The SHODS3O-CFS model 

reduces overlapping peaks in the 

cluster and increases security in the 
hybrid cloud. 

Incorporating daily weather 

changes into energy use, 

clustering center quality 
collected from data in 

England, Wales and Scotland 

is evaluated on clustering 
center quality, encryption 

time, accuracy, speed-up rate 

performance measures. 

RI: 95,2% 

ER: 778,80ms 

SR: 36,86 
CCQ: 0,401 

PPHOCFS and 

SHOCFS 

[104] Data in MQTT and COAX categories 

from environment monitoring sensors 

and patient monitoring sensors were 

created with IoT-Flock software. The 

created dataset was evaluated with NB, 

KNN, RF, AB, LR, and DT algorithms. 
The model that gave the best results 

was the RF algorithm. 

From environmental 

monitoring sensors (air-

humidity, air-temperature, 

co, fire, smoke, barometer, 

solar radiation sensors) and 

patient monitoring sensors 
(remote electrocardiogram 

(ECG) monitoring, galvanic 
skin response (GSR) sensor), 

infusion pump pulse 

oximetry (SPO2), 
nose/mouth air flow sensor, 

blood pressure monitor 

sensor, glucose meter, 
electromyography (EMG) 

sensor, body temperature 

sensor 

ACC: %99,51% 

PRE: 99,7% 

REC: 99,79% 

F1: 99,65% 

AUC: 100% 

NB, KNN, RF, AB, 

LR  

[105] GXGBoost performed several 
experiments on the public N-BaIoT 

dataset for efficient classification 

The N-BaIoT dataset consists 
of the malignant Mirai, 

Bashlite and Benign datasets. 

ACC: 99,96% 
PRE: 99,95% 

REC: 99,95% 

F1: 99,95% 
ATR: 545,040 sec 

ATE: 4,208 sec 

DNN, DT, KNN, 
DAE, SVM, VIF 

[106] CNN model ThingsBoard tool. 
ThingsBoard. CNN algorithm works 

independently with an alarm system in 

It consists of a dataset of 
11,755 examples and 12 

different scenarios. 

ACC: 92,05% 
 

NN, NB, SVM 
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simulation. 

[107] DT, RF, SVM, KNN, DNN centralized 

model and 2-class (binary 

classification), 6-class (multi-
classification), and 15-class (multi-

classification) federated DL approach. 

Edge-IIoTset, produced by 

10 different IoT devices, was 

evaluated together with 2 
different ML-based IDS with 

centralized and federated 

mode in 7 different layers. 

Normal centralized DT, RF, KNN, SVM, 

DNN model PRE, REC, F1: 100% 

federated 2-class IID and Non-IID 
ACC:100%, etc. [107] 

DT, RF, SVM, 

KNN, DNN and 

Federated DL 
models 

[108] Supervised ML algorithms (NB, SVM, 

RF model) and Autocorrelation 

Function  

Top 8 features selected to 

train ML classifiers 

RF ACC, PRE, REC, F1:100%  NB, SVM, RF 

[109] GBM's feature selection algorithm, and 
PPO2 interface of the Stable baseline to 

implement model training has been 

used. DRL-IDS intrusion detection 
agent is tested on the training and 

validation sets. 

26 features are removed and 
only 3 features are used 

without reducing 

performance. 

For DDQN ACC: 99,05% 
PRE: 98,42% 

REC: 97,08% 

F1: 97,74% 
 

CNN, RNN, 
LSTM, DDQN, 

DQN 

[110] Hybrid model (Cu-LSTMGRU + Cu-
BLSTM) 10-fold cross-validation 

multiclass, GPU-Enabled, Compared 

with hybrid algorithms, Cuda-
DNNLSTM and Cuda-DNNGRU 

N-BaIoT hosts malware, 
namely Bashlite and Mirai. It 

consists of 8 attacks and 115 

features. 49500 normal IIoT 
data. 

Cu-LSTMGRU + Cu-BLSTM ACC: 
99,45% 

PRE: 99,34% 

REC: 98,49% 
F1: 99,47% 

FNR, FDR: 0.002 

FOR: 0,004 
FPR: 0,003 

TPR: 99,33% 

TNR: 99,13% 
MCC: 99,13% 

TET: 9,79ms 

Cu-DNN–LSTM 
and Cu-DNN–

GRU, 

GRU-RNN, 
Autoencoder 

(EDSA) 

Multi-CNN
  

[120] RF-PCCIF and RF-IFPCC Ensemble 
model 

Bot-IoT with 15 selected 
features and with NF-

UNSW-NB15-v2 with 24 

features 

Bot-IoT ACC: 
RF-PCCIF: 99,98% 

RF-IFPCC: 99,99% 

UNSW-NB15-v2 ACC: 
RF-PCCIF: 99,3% 

RF-IFPCC: 99,18% 

TRT: 145.24s  

Information gain 
and gain ratio, Chi-

square, CNN, ET 

[121] Linear SVM, Quadratic SVM, Fine 
Tree, Medium Tree 

NSL-KDD Linear SVM ACC: 99.3% 
Quadratic SVM ACC: 99.7% 

Fine Tree ACC: 99.4% , TRT: 11.029s 

Medium Tree ACC: 95.9% 

Linear SVM, 
Quadratic SVM, 

Fine Tree, Medium 

Tree 

[122] synchronous optimisation of 

parameters and architectures by genetic 

algorithms with convolutional neural 
networks blocks (SOPA-GA-CNN) 

Secure water treatment 

(SWaT), water distribution 

(WADI), Gas Pipeline, BoT-
IoT and Power System 

Attack Dataset 

Gas pipeline: 

ACC: 99,04% 

PRE: 98,14% 
REC: 98,07% 

F1: 98,1% 

SVM, RNN, 

LSTM, NB, 

BiLSTM, CNN, 
VCDL, Deep-IFS 

[123] Residual neural network (P-ResNet) Seven IoT sensors (e.g., 
fridge_sensor, 

GPS_tracker_sensor, 

motion_light_sensor, 
garage_door_sensor, 

modbus_sensor, 

thermostat_sensor, and 
weather_sensors) 

P-ResNet  
ACC: 87% 

PRE: 88% 

REC: 86% 
F1: 86% 

ROC AUC: 83% 

TRT: 24401.586s 
TET: 3.014s 

LSTM, NN, CNN, 
RNN, FCN, LeNet, 

IncepNet, 

MCDCNN 
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6. Conclusion, Discussions and Open Research 

Problems 

In this manuscript, a systematic literature survey used in 

Industrial Internet of Things security was done, and studies on 

ML and DL models used to detect anomaly-based attacks in 

IIoT networks were examined. The examined approaches are 

obtained from the Web of Science, Scopus, IEEE Xplore, 

ScienceDirect, Hindawi, Wiley Online Library, and MDPI 

academic databases using the query sentences in Table 5. 

Among the papers revealed as a result of the queries, 25 of them 

were selected and summarized according to the selection and 

elimination criteria given in Table 6, with the publication years 

between 2019 and 2023.  A systematic literature survey used in 

Industrial Internet of Things security was done, and 

manuscripts on ML and DL models used to detect anomaly-

based attacks in IIoT networks were examined. The examined 

approaches are obtained from the Web of Science, Scopus, 

IEEE Xplore, ScienceDirect, Hindawi, Wiley Online Library, 

and MDPI academic databases using the query sentences in 

Table 5. Among the papers revealed as a result of the queries, 

25 of them were selected and summarized according to the 

selection and elimination criteria given in Table 6, with the 

publication years between 2019 and 2023. 

When the reviewed manuscripts are evaluated, it is concluded 

that many manuscripts have different deficiencies. These 

deficiencies are summarized as follows: 

• There are extra security measures in the blockchain to 

make it harder for malicious nodes to verify transactions 

and connect to other devices, but it has not been 

compared to other DL and ML algorithms [90]. 

• Except for a few manuscripts, their datasets have not 

been publicly shared [99], [103], [105]. Therefore, the 

performance results of the proposed approaches are 

controversial. Additionally, if the datasets are shared 

publicly, other researchers will be able to evaluate the 

usability of these datasets and improve the datasets. 

• Some datasets do not include detailed counts of 

malignant and benign data types [91], [96]-[98], [103], 

[104]. The lack of these details prevents obtaining 

sufficient information about the datasets.  

• Most of the models proposed in the manuscripts have 

not been tested in a real-life. Therefore, the performance 

values of these approaches in an environment where 

they are actually used cannot be estimated. Manuscripts 

should be tested in a real environment, and their 

performance should be measured. 

• The vulnerabilities of the proposed approaches against 

various types of attacks were not addressed in the 

reviewed manuscripts. Apart from a manuscript [100], 

other systems proposed to be secure against certain types 

of attacks can be used as schemes, frameworks, models, 

or parts. The status of security levels against different or 

unknown attack types is unknown. That is, the usability 

of the proposed models in the real-world environment is 

questioned.  

• A manuscript has not been tested in other machine 

learning and deep learning models, except for 

biologically inspired intelligence-based methods, and 

has been evaluated with performance measures that are 

not often used. The results obtained in different models 

with known performance metrics will become important 

for the evaluation of the manuscript [103].  

• Some studies did not provide any conclusions regarding 

training or testing times, such as the ML and DL models 

used in other reviewed manuscripts. An analysis of the 

resource consumption of IIoT devices with insufficient 

resources cannot be made. Therefore, the efficiency of 

approaches that include models without resource 

consumption and training-test time analysis in a real 

IIoT environment is unknown [90]-[93], [95], [99]. 

The source codes of the ML and DL models used in the 

manuscripts examined were not shared in a public 

environment, except for the manuscript [103]. Therefore, 

these models are not known to be established, as shown in 

manuscripts. In addition, by sharing the source codes of the 

approaches, other researchers examining the codes will 

contribute more to the literature in their future manuscripts. 

In this survey, firstly, short and concise explanations about 

the approaches proposed in the selected articles are given. Then, 

the main ideas, advantages and disadvantages found in these 

manuscripts are summarized in Table 7. Second, the criteria 

used to evaluate the performance of the ML and DL models 

used in the approaches are shown in Table 8. Third, various 

information about the datasets used in the testing and training 

processes of the models are presented in Table 9. Fourth, the 

ML and DL approach used in the proposed approaches to IIoT 

security are given in Table 10. Table 10 summarizes the usage 

areas of the models, the datasets they use, the training-test result 

performances, and the information about which models they are 

compared with. In the evaluation part, the shortcomings of the 

manuscripts examined are given. In the conclusion part, the 

manuscript is summarized, and open research problems are 

briefly explained.  

IIoT leverages a variety of existing and emerging 

technologies such as communication networks, sensing 

technologies, and high-performance processing platforms to 

build its entire ecosystem. As a result, IIoT security and privacy 

concerns don't just focus on monolithic technology issues. 

There is an integrated heterogeneous environment from the 

physical security of connected devices to the communication 

security of networks, from data security to IIoT application 

security. It covers a wide variety of IIoT ecosystems, consisting 

of various security protocols, defense schemes, and many 

standards of IIoT structure. Most models have traditional 

methods of protecting and defending data communications. It is 

debatable whether these traditional mechanisms deployed are 
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still sufficient to protect the latest IIoT technologies; this section 

also discusses the overt security and privacy issues of IIoT. 

• Classes with fewer datasets will give less successful 

results in the real environment or a new dataset, as they 

will cause data to be overfitting [98], [102]. The 

imbalance of datasets, that is, very different numbers of 

benign and malignant datasets will also create 

complexity and invalidate learning for different data and 

real environments [90], [92]-[95], [100]. 

• Except for some manuscripts, other datasets are old and 

outdated [93], [107]. Therefore, it is difficult to find a 

suitable benchmark dataset to apply ML and DL models 

in IIoT security. However, most of the datasets used are 

not publicly available or the datasets are too small, 

especially for deep learning models [102]. 

• While machine learning models are successful in some 

datasets, deep learning models give more successful 

results in others [101]. Some approaches do not make 

comparisons between ML and DL models. In addition, 

some articles do not apply preprocessing and feature 

selection steps for datasets [91]. Therefore, too many 

features are obtained. Feature selection and feature 

extraction are very important in terms of performance 

and complexity, especially for ML models. The 

performance of ML models can be increased by 

selecting the feature. 

• Several authors working on the same dataset did not 

compare the results of the manuscripts [90], [99], [91]. 

Some articles do not include dataset details and feature 

information [96]-[99], [102]-[104], [106]. 

• Anomaly detection, which is mainly used, may not be 

applied in the same way in all areas. For example, while 

temperature change is very important in the field of 

industrial medicine, it may not be that important for a 

smart factory. Therefore, anomaly detection should not 

be applied to all areas in the same way [98], [100], [102], 

[106]. 

• Normal data may be close to the cluster containing the 

anomaly data, and anomaly data may be close to the 

cluster containing the normal data [46]. In such cases, 

anomaly detection becomes very difficult. Normal data 

may change according to time and space and appear as 

an anomaly. In these cases, it may be necessary to 

change the hyperparameters used in the ML and DL 

models. 

• The DL and ML models used in IIoT security focus only 

on the accuracy performance metric in some articles 

[96], [102], [106]. Instead, manuscripts including 

precision, recall, and F1 score performance criteria 

should be conducted to better understand the 

manuscripts. In some cases, performance criteria such as 

log loss, speedup ratio, g-mean, rand-index, and 

specificity are used, which are not used much in the 

literature [92], [102]. 

• For an accurate assessment of the energy consumption 

and computational complexity of the proposed 

approaches, on which platforms the datasets are created 

and tested, training, testing, real-time response, and 

execution times are not explicitly given [90], [92], [93], 

[95], [99], [103], [104], [106]. 

• Zero-day attacks are a type of security vulnerability that 

is exploited the day a vulnerability is discovered or 

before an update is available by the developer. 

Dynamically changing zero-day attacks can cause 

unknown malicious behavior to be detected [46]. 

• False positives will cause economic worsening that will 

affect the relevant services and production areas. 

Whenever a false positive is found, especially medical, 

industrial units will have to stop production. False 

negatives are even more problematic. It is the 

appearance of a condition as negative as a result of a test 

when it actually is. As a result of misinterpretation of 

data due to unforeseen conditions, not only economic 

but also human losses will occur [98], [100], [102], 

[104], [106]. Such cases are still important problems to 

be solved. 

As a result, in this systematic survey, detailed information 

about open research problems in the literature and models 

consisting of deep learning and machine learning algorithms 

to find anomalies in IIoT networks and reduce these anomalies 

are given. 
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A B S T R A C T  A R T I C L E  I N F O   

Modular construction technology and applications are rapidly evolving. Modular construction 

is a process in which entire rooms or sections of rooms are built in a factory setting along with 

electrical, mechanical, and plumbing work and then transported to a final site for assembly. 

With modular construction, a building is built off-site, under controlled facility conditions, with 

the same materials and to the same codes and standards as conventionally built facilities, but in 

half the time. The modular construction method is used to build various types of buildings 

(whether they are apartment houses, office buildings, or hotels). This construction method is 

used for both permanent and relocatable projects. These projects can be built with two types of 

modules. These are 2D panels or 3D modules. These can be combined to form a third type, 

hybrid modular construction. Each has its advantages. 2D panels offer easy logistics and 

flexibility in building design and are mounted on site. Factory productivity is increased by using 

3D volumetric solutions. They only need to be installed once they are delivered. The hybrid 

modular structure has the advantages of the previous two. 

With the recent development of Building Information Modeling (BIM), the use of modular 

construction methods in conjunction with BIM becomes more common. As with any method, 

this one has advantages as well as disadvantages. Disadvantages of this method, such as a higher 

number of complex decisions, front-loaded design, etc., can be solved with BIM. Furthermore, 

the BIM platform can resolve the disadvantages of traditional construction methods, such as the 

difficulty of pre-project planning and coordination among members of interdisciplinary 

professions. With BIM and the modular construction method, physical conflicts between the 

structural system and its mechanical, electrical, and plumbing systems can be easily identified 

early in the design process, and resolution can be expedited. This article includes general 

information about the modular construction method, future application scenarios, use, and 

advantages of BIM. The document analysis method, one of the qualitative methods, was used, 

and in the light of the data obtained, comments and scenarios were tried to be created about the 

future of BIM and modular construction techniques. What distinguishes this study is that the 

concept of quality is examined in detail by using these two methods together.    
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1. Introduction 

The Industrial Revolution occurred between the 1750s and 

1850s saw major and significant changes in art, design, and 

architecture. Design requirements have changed as a result of 

industrialization. Due to the uniqueness of the construction 

industry, it presents several challenges for the direct 

adaptation of technologies used in many other industries. 

However, the motivation to industrialize the construction 

process comes from reducing construction costs and time, 

improving building quality, and producing more energy-

efficient buildings. Modular construction systems that 

provide these benefits have advanced as the industrial 

revolution ushered in the modern era. Therefore, the modular 

construction method creates a methodology for design, 

drawing, and production automation.  
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2. Background  

2.1 Modular Construction Manufacturing (MCM) 

Modular systems, also known as cells, are the most 

industrialized prefabricated construction systems, with all or 

most of the building's components produced in the factory 

and only assembled on the construction site. Modular 

building units have been used since the nineteenth century. A 

carpenter in London wanted to build a prefabricated structure 

to aid his final migration to Australia. He built the first 

prefabricated house in 1837 [7]. Despite the fact that the 

modular construction concept has been around for over 100 

years, the opportunities for modular construction were 

largely untapped until the revival of modular solutions like 

modular apartment buildings, modular hotels, modular 

classrooms, and modular office buildings. Since then, 

modular construction has advanced significantly, and much 

more sustainable, long-lasting methods are now used. 

Modular construction manufacturing (MCM) is a process in 

which building units are manufactured in a factory and 

shipped to the construction site for assembly. This systematic 

methodology covers the entire construction process of a 

project, from the initial design stage to final delivery. 

Modular construction involves the use of prefabricated units 

known as modules, which are then transported to the 

construction site. The modular construction method complies 

with the same building codes, raw materials, and standards as 

traditional construction projects. Modular construction 

materials that are commonly used include concrete, fsteel, 

and wood. The modular construction process consists of 

specific steps (Figure 1). First, modules are built off-site 

under factory conditions. Typically, modules for construction 

projects are fully equipped with all electrical, plumbing, 

heating, and interior trims. The modules are then delivered to 

the site by a truck. Modules are placed on the site. They can 

be attached side-by-side or end-to-end, and they can be 

linked together to form multiple floors to create buildings of 

any scale or layout. Because modular structures are used in 

modular construction work, they can be used for almost any 

temporary or permanent, large or small application, from site 

huts to cutting-edge operating theaters. 

 

There are different types of modular buildings. Permanent 

Modular Construction (PMC) prefabricates single or multi-

story buildings in deliverable modules off-site. Unlike 

projects that only use site-built construction, integrating 

PMC modules improves quality control and reduces waste. 

Permanent modular structures are also ideal for mixed-use 

applications. A relocatable building (RB) is constructed 

using a modular construction process and is partially or 

completely assembled for reuse and transportation to 

different construction sites. Furthermore, the versatility of an 

RB makes it an excellent choice for emergency and natural 

disaster relief services.  

 

Relocatable modular buildings are ideal for on-site offices, 

medical clinics, sales centers, restroom facilities, schools, 

and other similar applications. 

Aside from the types mentioned, a thorough examination of 

modular construction identifies additional categories based 

on the modular construction method. Closed modular 

construction (3D Modules) entails off-site design, 

development, and construction of entire rooms, including 

electrical wiring, plumbing, and HVAC. This prefabrication 

process, before delivering the completed module to the job 

site, installs and "closes up" all components in the 

manufacturing facility. Because building components can be 

expanded, downsized, relocated, and visually inspected on 

the job site while maintaining quality and engineering 

integrity, open modular construction (two-dimensional 

modules) adds versatility and simplifies the inspection 

process.  

3. Materials and methods 

3.1 Automation with BIM in Modular Construction 

The first pillar of the industrialization or modularization of 

the building construction process is the automation of the 

design and drawing process. Managing the design and 

drawing process is an important issue in the 

architect/engineer/contractor (AEC) industry [5]. 

Automating the design and drawing process reduces 

unnecessary design activities, provides an infinite number of 

solutions, eliminates assumptions and design errors, and 

shortens the time required for any change.  

Figure 2: BIM Models in Healthcare Expansion 

Project [8] 

 

Figure 1: Modular construction – from 

manufacturing to site installation [7] 
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Automation through modularization will have significant 

benefits for the construction industry, with benefits such as 

reducing overall project schedules, improving product 

quality, increasing on-site safety performance, reducing the 

need for skilled workers on-site, and decreasing in the 

negative environmental impact of construction operations 

[8]. One of the most difficult tasks faced in the modular 

construction delivery process has always been the 

coordination and manufacture of mechanical, electrical, and 

plumbing (MEP) systems. Three main factors contribute to 

the challenges of modular MEP fabrication. To begin with, 

the process is pretty split between design and construction 

firms. Second, the level of technology used in the various 

coordination scenarios varies widely between engineers and 

building contractors. Third, the process is to provide a model 

for private contractors' prefabrication plans [6]. The use of 

Building Information Modeling (BIM) for coordinating, 

documenting, fabricating, designing, and drawing MEP 

systems in modular structures seems to be a viable solution 

to these problems. 

3.2 Building Information Modeling (BIM) Application in 

Construction 

BIM is commonly defined as the process of developing an 

intelligent and computable three-dimensional (3D) data set 

and sharing it with the various types of professionals on the 

design and construction team. BIM technology creates an 

accurate virtual model of a building with precise geometry 

and relevant data to support procurement, fabrication, and 

on-site installation activities. To support automated 

production operations in factory settings, industrialization of 

the building construction process requires special methods of 

manufacturing and specific design criteria. Therefore, 

integration of the Building Information Model (BIM) with 

modular construction is required to support the 

manufacturer's needs for design and drafting in construction. 

The multidisciplinary nature of modular construction 

manufacturing makes BIM the right technology for the 

construction industry. BIM provides a core model loaded 

with project data that facilitates the data transfer process 

between different project stakeholders. The implementation 

of BIM systems in modular structures includes visualization 

of the designed structure; modeling; code reviews; 

manufacturing/factory drawings; communication; cost 

estimation; construction sequences; 4D model (3D models + 

timing information); conflict, interference, and collision 

detection processes; 5D BIM (cost estimation) [7]. Through 

this single information platform, BIM fosters collaboration 

between the design team, consultant, builders, and 

customers. It is aimed to achieve optimum efficiency and 

quality in the construction industry by using the technology 

of BIM to integrate architectural and structural design and 

modularity concepts into a model. 

 

Despite the fact that modular building technologies offer 

significant benefits to the construction industry, the current 

construction delivery model does not support them due to the 

extensive project planning and MEP coordination required 

(Figure 2). With more BIM integration in construction 

projects, incorporating modular building technologies into 

projects becomes more effective and desirable because the 

entire planning, design, shop drawing development, 

manufacturing, and construction process can be streamlined. 

Physical conflicts between the structure and mechanical, 

electrical, and plumbing systems can be easily identified 

early in the design process and resolved. 

It is predicted that optimum efficiency and quality will be 

achieved in the construction industry when the concepts of 

architecture, structural design, and modularity are integrated 

into a model using BIM technology.  

4. Results and discussion 

4.1 The Quality Provided by The Combination of BIM and 

Modular Construction 

Construction product quality can be defined as the extent to 

which the needs expressed or implied during the construction 

process are guaranteed. Examples such as schedule 

performance, construction costs, and project completion on 

time are also included in the definition of quality. 

Technological advances are critical to improving the quality 

of a product in terms of its function. Modular construction is 

a method that architects and clients can use to improve the 

quality of their buildings, especially when used in 

conjunction with BIM. The PDCA circle in Figure 3 shows 

how the modular construction technique and BIM can 

improve quality when used effectively.  

 

With modular construction method, the quality of the 

buildings will be much higher because the elements of the 

modules will be built to the desired size and shape, which will 

aid in meeting the quality standards. Moreover, the controlled 

environment of a manufacturing plant will lend itself to more 

thorough quality testing and traceability of components that 

enable the team to correct problems before the unit or system 

arrives at the work site. Also, BIM improves the quality and 

interoperability of design information. The use of BIM 

modeling services in modular construction increases the use 

of prefabricated modules while also resolving all potential 

issues during the design stage, saving time and money and 

improving project quality. By using BIM, thinking ahead of 

how the prefabricated product to be produced will look, how 

it will behave, or what kind of construction process it will go 

through will affect the quality of the construction. It can be 

integrated into the modular construction system of BIM at 

certain stages. For each phase of manufacturing, studies on 

the performance of the BIM library, system development for 

supporting BIM design, and the applicability of BIM for 

quantity take-off can be conducted using BIM. Creating 

virtual and simulation environments that support the design 

and assembly of prefabricated components and allow 

construction to be simulated can become standard practice. 

Production management for off-site production, process 

simulation for process management, and studies to reduce 

production errors can all be done using BIM. In the 

production process of modular elements, clash detection and 
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resolution in 3D models can be achieved with BIM. Finally, 

for the on-site construction phase, BIM can be used for lifting 

and on-site construction planning by visualizing lifting 

equipment. In addition, at all stages, studies to define the 

BIM implementation process and tasks can be conducted for 

improve product quality. 

 

Through the use of BIM, controlled off-site production and 

5D BIM cost estimation (modelling scheduling information 

to model construction sequences and adding financial cost) 

reduce costs. The modular structure integrated with 4D BIM 

(modelling scheduling information to model construction 

sequences) improves program performance. Detailed model-

based shop drawings improve fabrication and construction 

quality. Resolving conflicts in the pre-construction phase 

saves rework, cost, and time. It improves site safety with 

modular building elements, 3D BIM visualization, and 

accurate drawing sets. Integrating BIM into the process 

makes modular construction workflows more beneficial and 

successful, with higher margins and higher product quality. 

Construction efficiency is increased by standardizing 

prefabricated modules with an integrated BIM repository and 

3D visualization of relevant information. 

 

  

4.2 Distinctions from Previous Studies 

Figure 3: PDCA cycle* for the quality provided by the combination of BIM and modular construction (Prepared by 

Authors) *PDCA cycle is a management methodology that aims to continuously improve processes. The stages of this 

cycle are as follows: plan, do, check, and act. 
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This study distinguishes itself from previous research in two 

key ways. Firstly, it goes beyond simply exploring the impact 

of the combined use of modular construction and BIM on 

quality. Instead, it implements the PDCA method as a 

comprehensive framework to systematically plan, execute, 

evaluate, and continuously improve the entire construction 

process. This iterative approach ensures that quality is not 

only measured but actively enhanced through ongoing 

refinement and adaptation. 

 

Secondly, while existing literature may offer isolated studies 

on individual aspects of modular construction, BIM, or their 

combined impact on quality, this study bridges the gap by 

incorporating the PDCA method into the evaluation. This 

structured approach provides a rigorous and transparent 

framework for assessing and improving quality throughout the 

project lifecycle, setting it apart from less systematic 

investigations. 

 

4.3 Recent Research and Research Gaps 

While the literature lacks comprehensive comparative 

analyses, this study incorporates the PDCA method into the 

evaluation, providing a structured approach to assess and 

improve quality. Limited studies delve deeply into the impact 

of the combined use of modular construction and BIM on 

quality. The use of BIM has the potential to significantly 

improve the quality of construction projects. 

6. Conclusion 

Building information modeling (BIM) and modular 

construction are acknowledged as important technologies for 

resolving the current crisis in the construction sector. BIM and 

modular technology have a close relationship and can be used 

in conjunction to increase construction quality. BIM and 

modular building have been recommended as essential 

components of technology to advance the construction sector. 

Considering the quality-enhancing effect in the construction 

industry, the modular construction system and the use of BIM 

in modular construction are suggested as a future construction 

method. Consequently, it is advised that BIM and a modular 

approach be combined to raise the standard of the construction 

industry. 
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A B S T R A C T  A R T I C L E  I N F O   

Abdominal aortic aneurysm (AAA) is a cardiovascular disease caused by the enlargement of 

the aorta in the abdomen over time. Unless treated, the growth of AAA continues, resulting in 

80% death in the case of rupture. Today, the width of the aneurysm diameter is taken into 

account in clinical practice to examine the status of AAA. Although there are aneurysms that 

do not rupture despite reaching a diameter of 9 cm, it is reported that aneurysms with a diameter 

of 3 cm are ruptured in several cases. Therefore, analyzing only the AAA diameter is not a 

reliable method, and a deeper investigation is necessary for the rupture risk assessment. In this 

study, a patient's situation is analyzed using computational fluid dynamics (CFD) simulations, 

which allows to elucidate the flow dependent parameters such as velocity, vorticity, pressure, 

and wall shear stress (WSS). First, the patient-specific geometry was obtained and boundary 

conditions were defined at the inlet and the outlet of the flow domain. The effects of intraluminal 

thrombus (ILT) formation and patient’s effort conditions were also included in the analysis. 

According to the results, WSS and vorticity increase with the increasing blood flow velocity. In 

terms of the rupture risk, it has been found that the effect of patient’s effort level is more critical 

than the amount of ILT in the AAA. 
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1. Introduction 

Abdominal Aortic Aneurysm (AAA) is a cardiovascular 

disease caused by the abnormal enlargement of the abdominal 

aorta over time [1]. Unless treated, growth continues and may 

result in rupture. In the case of rupture, a sudden death can 

occur at a rate of 80% [2]. The incidence of AAA is reported 

between 4% and 8% in men over the age of 50, while it is 

stated between 0.5% and 1% in women [3]. For the ages over 

65 years, this probability is between 5% and 9%, but smoking 

increases this probability by 4 times [3]. Considering the 

incidence of AAA, the consequences of the rupture highlight 

the importance of diagnosis and treatment at an early stage. 

The diameter of the healthy abdominal aorta ranges from 2 cm 

to 2.5 cm [4]. If the vessel diameter becomes 50% larger than 

the healthy value, this condition can be defined as a clinical 

case and diagnosed as aneurysm. AAA diameters may be 

larger than 5.5 cm depending on the patient's condition, and 

these patients are considered as critical in terms of rupture, 

and a surgical operation should be planned. Today, the width 

of the aneurysm diameter is taken into account in clinical 

practice to examine the status of AAA, but this examination 

criterion does not work well for all cases. Although there are 

aneurysms that do not rupture despite reaching a diameter of 

9 cm, aneurysms with a width of 3 cm can rupture. In addition 

to the AAA vessel diameter, in order to determine the physical 

risk of the patient, it is necessary to consider the past history 

affecting the internal vascular structure, such as age, gender, 

smoking, enzymatic status of proteins in the microscale, and 

the patient’s disease history. On the other hand, considering 

the engineering approaches, computational investigations can 

be conducted on the vascular structure, the state of the clot in 

the vessel, and the fluid properties [5, 6, 7]. 

In order to prevent the rupture, the rate of increase in vessel 

width may be important in addition to the aneurysm diameter 

in patients diagnosed with AAA. According to European 

Society for Vascular Surgery (ESVS) and American Heart 

Association (AHA), vessel diameters that grow more than 1 

cm/year or exceed 5.5 cm may require medical intervention 

[8]. However, open surgery of aneurysm has high risks, so it 

is preferred only in cases that are considered to be the most 

risky. It should be noted that the open surgery is not the only 

treatment method, and in some cases, it can be planned to 

progress through the vein with endovascular methods and 
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return the diameter of the flow in the vein to normal levels 

with an endovascular stent [5]. 

In many previous studies, using numerical methods, blood 

flow in the aneurysm and strains in the vessel wall were 

obtained and the condition of the AAA was examined [9, 10]. 

It has been observed that the enlarged vessel with an aneurysm 

causes the flow volume to expand [10, 11]. As a result, the 

shear stress on the inner surface of the vessel decreases due to 

the drop in the blood flow velocity [4]. Due to the reduction 

of the shear stress on the inner surface of the vessel, the vessel 

cells trigger the abnormal development of blood vessel in 

response. In the light of this information, it is of great 

importance to examine the patient’s condition by taking into 

account the vascular deformations and internal forces [12]. 

Intravascular pressure is the main source of rupture for 

transient and static conditions in vessel rupture, and most 

academic research has focused on resolving these forces using 

wall shear stress and pressure [13]. It has been observed that 

if the wall stress is greater than 65 N/cm² (650 kPa), the AAA 

structure cannot withstand the mechanical rupture [5]. In 

addition to these, the formation of clots in the vessel also 

changes the physical properties of the artery, as well as 

chemically causes the inner part of the artery to be 

insufficiently nourished and weakened biologically [12]. 

When past autopsy reports were reviewed, clots were found in 

80% of the ruptured aneurysms. In this study, the wall shear 

stress, blood pressure, velocity and vorticity in the blood 

vessel were determined using a patient specific aneurysm 

model considering the level of clot in the vessel, and activity 

status of the patient. 

2. Methodology 

2.1 Geometry 

The simulations for AAA analysis can be split into two 

groups. These are realistic models and idealized models. 

Idealized models have the ability to examine the effects of the 

parameters of interest independently while keeping the other 

parameters constant, but realistic models give results closer to 

reality [4]. For this reason, it is possible to obtain more 

realistic flow rates and pressure distributions by using realistic 

models instead of the idealized ones. Realistic models are 

obtained by rendering the vessel geometry of patients in 3D 

using the medical imaging methods. 

In a realistic AAA model, there may be a clot deposit as it can 

be found in most of AAA patients [6, 7, 9]. Three different 

models were created for this situation. The vessel structures 

and geometries used in this study are provided in Figure 1 and 

Figure 2 [6]. When Figure 1 is examined, there is a fixed 

vessel wall on the outside, while there is a blood clot that 

restricts the blood flow. As the importance of blood clots, 

namely intraluminal thrombus (ILT), is stated in the 

introduction, it is quite possible to encounter a blood clot 

deposit in AAA patients, since blood clots are seen in many 

AAA autopsies [14]. However, different clot levels were also 

analyzed to examine the effect of ILT on flow variables. These 

analyses were conducted on the models with no clots (No 

ILT), light ILT, and dense ILT. The blood flow volumes for 

the vessels are given in Figure 2 in order to provide a 

comparison for better understanding the difference between 

the models [6]. From these figures, it can be clearly seen that 

the flow volume will decrease proportional to the increase in 

the amount of ILT. 

 

 
 

Figure 1. Abdominal aortic aneurysm (AAA) layers. 

 

 
 

Figure 2. Blood flow volumes for the no ILT (left), light ILT 

(middle), and dense ILT (right). 

2.2 Blood model 

Blood is a non-Newtonian fluid; that is, its viscosity changes 

according to the shear stress on the fluid [4, 15]. However, in 

many studies in the literature, blood has been modeled as a 

Newtonian fluid due to its simplicity [4, 15]. In this study, the 

blood was modeled as a non-Newtonian fluid by employing 

the Carreau model [6, 9]. The coefficients of this model are 

obtained from previously published academic studies and 

tabulated in Table 1 [6]. In Figure 3, the viscosity changes are 

shown as a function of strain rate. Laminar flow analyses are 

performed using the Carreau model in ANSYS Workbench 

2019 R2 platform by using the Fluent solver with laminar 

viscous flow model. 

 

 

Table 1. Carreau model parameters for the blood. 
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Mass density [kg/m3] 1050 

Time constant, lambda [s] 10.976 

Power-law index, n -0.3216 

Zero shear viscosity [kg/(ms)] 0.056 

Infinite shear viscosity [kg/(ms)] 0.0033 

 

 
 

Figure 3. The change in blood viscosity as a function of strain 

rate. 

2.3 Boundary conditions 

In order to have realistic results, the boundary conditions 

should be chosen close to the physiologic flow conditions in 

AAA [4, 6]. For this purpose, an inlet flow profile and an 

outlet pressure profile are used as provided in Figure 4 and 

Figure 5, respectively [6, 9]. Figure 4 and Figure 5 show the 

time-dependent velocities and pressures used in the analysis 

[6, 9]. In addition, the inlet flow velocities during the effort, 

normal state, and resting conditions are provided in Figure 4. 

 

 
 

Figure 4. Inlet blood velocity conditions during one cardiac cycle. 

 

 
 

Figure 5. Outlet pressure conditions during one cardiac cycle. 

 

3. Results 

In this section, the results obtained are presented. A mesh 

independence study is performed and it is seen that a mesh 

composed of 450000 tetrahedral elements provide 

satisfactorily accurate results. Three cardiac cycles are 

simulated using a total of 600 time steps with 0.0055 s 

increments. The effects of ILT level and effort conditions are 

analyzed. 

3.1 The effect of the blood velocity 

It is important to examine AAA in different conditions since 

the heart does not constantly pump blood at a constant flow 

rate, and analysis results for slow (at rest), normal, and fast (in 

effort) conditions are provided in this section. In Figure 6, 7, 

and 8, the volume averaged vorticities, maximum wall shear 

stresses (WSS) on the AAA wall, and maximum blood 

pressure in the flow domain are investigated by considering 

different effort conditions, respectively. 

   

 
 

Figure 6. Volume averaged vorticities for 3 consecutive cardiac 

cycles considering different effort conditions. 
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Figure 7. Maximum WSS for 3 consecutive cardiac cycles 

considering different effort conditions. 

 

 
 

Figure 8. Maximum blood pressures for 3 consecutive cardiac 

cycles considering different effort conditions. 

 

While the resting state is optimal in terms of loads on the 

vessel and flow parameters, a large increase has occurred in 

these values even in the normal state. The increase due to the 

effort conditions is high for the vorticity and WSS, on the 

other hand, blood pressure only varied by 3% depending on 

the effort conditions of the patient. 

Vorticity is a metric that is defining the rotational behavior in 

the flow domain. With the increasing flow velocities 

depending on the patient activity, higher vorticity levels are 

observed in the aneurysm. This is due to the enlarged AAA 

section in the flow domain which is generating higher 

vorticity levels with increased flow velocities. 

3.2 The effect of the ILT 

The amount of ILT in the AAA limits the flow volume and 

changes the vascular structure. The effect of ILT on the WSS 

and vorticity is investigated in this section. In Figure 9, 10, 

and 11, the volume averaged vorticity, maximum WSS, and 

maximum blood pressure are investigated by considering 

different amount of ILT in the AAA, respectively. 

 

 
 

Figure 9. Volume averaged vorticities for 3 consecutive cardiac 

cycles considering different ILT amounts. 

 

 
 

Figure 10. Maximum wall shear stresses (WSS) for 3 consecutive 

cardiac cycles considering different ILT amounts. 

 

 
 

Figure 11. Maximum blood pressures for 3 consecutive cardiac 

cycles considering different ILT amounts. 

4. Conclusion 

In this study, the effects of effort conditions and ILT amounts 

are examined using computational fluid dynamics (CFD) 

analysis. As a general behavior, the increase in flow velocity 

caused an increase in vorticity and WSS levels. 

There was no significant change in pressure in the investigated 

cases. This condition may be due to the applied outlet pressure 

boundary conditions in the analysis. Due to the lack of data in 

the literature, a common pressure boundary condition was 

used for three different activity conditions. In further studies, 

it is aimed to improve the models by implementing patient-

specific boundary conditions in the CFD simulations. 

In the numerical analysis, the most important parameter was 

considered to be the wall shear stress (WSS). It was observed 
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that WSS levels were heavily affected by the flow rate. While 

the increase in the amount of ILT increased the amount of 

WSS by approximately 10%, there was a WSS increase of 

47% and 28% due to the 50% and 33% increase in flow rate, 

respectively. This shows that the effort conditions lead to 

different flow rates which significantly affect the WSS 

environment in the AAA.  

WSS can be determined by dividing the fluid-driven friction 

force to the local wall area and do not have a direct effect on 

the rupture. However, the abnormal levels of WSS reduces the 

functional behavior of the endothelial cells on the AAA wall, 

and this condition leads to degenerated AAA wall with 

lowered mechanical strength. Therefore, the abnormal WSS 

levels play a role in the rupture of AAA in the long-term 

exposure. For the investigated cases, it is seen that the WSS 

values did not exceed 300 Pa in the modeled cases. It should 

be noted that even if the rupture does not occur at these levels, 

some risk factors may overlap and trigger the rupture 

mechanism. 

In the light of the results obtained, it can be concluded that the 

effect of effort conditions is found to be more prominent than 

the amount of ILT burden in the AAA. If the AAA is exposed 

to high effort conditions with the high ILT burden at the same 

time, the rupture risk significantly increases as can be seen 

from the excessively increased vorticity and WSS levels 

around the aneurysmal enlargement. 
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A B S T R A C T  A R T I C L E  I N F O   

In this study, 5% and 10% by weight of anhydrous borax (AHB) was added to the iron (Fe) 

matrix material by powder metallurgy method and the effects of the additive ratio on the Vickers 

hardness (HV), Brinell hardness (HB) and Indentation modulus (EIT) values of the composites 

(Fe/AHB) were investigated.  In the productions carried out using Taguchi experimental design 

method, AHB additive ratio, and sintering temperature parameters were selected as control 

parameters that were thought to affect the physical and/or mechanical properties of the Fe/AHB 

composite materials. The productions were carried out according to the Taguchi L4 orthogonal 

array, which was created depending on the control parameters and levels. Vickers hardness and 

indentation modulus measurements of pure iron and Fe/AHB composite materials were 

performed in accordance with BS EN ISO 14577-1 standard and Brinell hardness measurement 

was performed in accordance with TS EN ISO 6506-1 standard. According to the signal-to-

noise ratio (S/N) analysis performed with the experimental data, it was determined that the 10% 

AHB additive ratio and 950oC sintering temperature optimized all the investigated properties of 

the Fe/AHB composite material. It was determined that the values for Vickers hardness, Brinell 

hardness and indentation modulus increased by 142.03%, 69.32% and 144.11%, respectively, 

in the levels where the properties of the composite material were optimized compared to pure 

Fe material. As a result of the qualitative examination of all samples after storage in a 

comfortable environment without daylight, it was also observed that the anhydrous borax 

additive delayed the corrosion time of pure iron material. 
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1. Introduction 

Composites are a group of advanced technological materials 

formed by the combination of at least two different materials, 

where the components called matrix and reinforcement come 

together by creating an interface and behave as a single 

material. As technology has evolved, the properties expected 

from materials have changed and the increasing demand for 

lightweight materials with high chemical and mechanical 

strength in many sectors has increased the interest in 

composites [1,2].  

Metal matrix composites (MMCs) with continuous fibers and 

whiskers as reinforcement were developed in the 1970s and 

proposed for applications requiring high performance. [3]. 

These materials have attracted great interest from the industry 

due to their unique mechanical and structural properties [3,4].  

The improved mechanical strength, wear resistance, hardness, 

stiffness, damping capacity, thermal stability, ductility of 

metal matrix composites have attracted attention for a wide 

range of applications [3,5]. MMCs are ideally suited for use 

in ground transportation and aviation in the reduction of 

structural weight and related fuel consumption [5]. When the 

reinforcement materials preferred in the production of metal 
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matrix composites, which can be produced by different 

techniques [7] such as powder metallurgy, spray deposition 

technique, and stir casting, are examined; silicon carbide (SiC) 

with high hardness, wear resistance, toughness, fatigue 

resistance properties and boron carbide (B4C) with high 

melting point, low density, great resistance to chemical 

substances are frequently preferred materials [5]. Boron 

carbide (B4C), an important reinforcement material, is the 

hardest known material after diamond and cubic boron nitride 

(cBN) [6]. Since borides have higher hardness and thermal 

stability compared to carbides, borides have the potential to be 

a wear-resistant phase [8]. It is also known that B increases 

the hardenability of the iron matrix [9].  

When the materials used in the production sector do not 

perform as expected, situations such as production 

inefficiencies, quality problems and consequently customer 

dissatisfaction inevitably arise. In this context, there are 

different methods developed to improve both expected 

material properties and product quality. The Taguchi method 

is one of the methods developed to obtain the most 

information with the least amount of time, cost, and energy by 

designing experimental studies. It has proven to be an 

effective tool to create optimal production conditions in a 

wide range of production environments, especially in 

achieving more efficient results with reduced trials [10,14]. 

In this study, a metal matrix composite was produced with 

iron (Fe) as the matrix material and anhydrous borax (AHB), 

a type of boron mineral, as an additive. 

By evaluating the effects of anhydrous borax and/or 

anhydrous borax additive ratio and sintering temperature 

factors on the mechanical properties of the final product 

(composite material), it is aimed to determine the most 

effective additive ratio and sintering temperature to increase 

Brinell hardness, Vickers hardness and indentation modulus 

values and to develop Fe/AHB composite material. The 

experimental study was carried out by Taguchi experimental 

design method and Fe/AHB composites were produced by 

powder metallurgy method according to the obtained Taguchi 

orthogonal array. 

2. Material And Methods 

2.1. Iron (Fe) 

Pure iron with a density of 7.87 g/cm3, a melting temperature 

of 1535oC and a grain size of 3 µm was used as matrix material 

for the production of composite materials  

2.2. Anhydrous borax 

Anhydrous borax mineral with the trade name Etibor-68 

purchased from Eti Maden Operations, with a density of 2.37 

g/cm3 and a melting temperature of 742.5oC, was ground and 

used under a sieve size of 20 µm as an additive material for 

the production of composite materials. 

2.3. Implementation of Taguchi Method 

Taguchi experimental design method was used to optimize the 

Brinell hardness, Vickers hardness and Indentation modulus 

values of the composites produced and to determine the 

optimum levels of the factors. In addition to the control factor 

of sintering temperature, which is thought to affect the quality 

and mechanical properties of the composite products by 

powder metallurgy method, the AHB additive ratio was also 

specified as a control factor in order to investigate the effect 

of different weight percentages of AHB additive. (see Table 

1). 

 

Table 1. Control factors and their levels 

Factors Level 1 Level 2 

AHB additive ratio (wt. %) 5 10 

Sintering temperature (oC) 850 950 

 

Depending on the factors and their levels, Taguchi L4 

orthogonal array was selected (see Table 2) and the 

productions were carried out in accordance with the 

orthogonal array. At least 3 specimens were produced for each 

test set-up and Brinell hardness, Vickers hardness and 

indentation modulus values were determined by taking 5 

different measurements on the specimens. 

 

Table 2. Experimental conditions for L4 orthogonal array 

Trials 
AHB additive ratio  

(wt. %) 

Sintering temperature 

(oC) 

1 5 850 

2 5 950 

3 10 850 

4 10 950 

 

Using the experimental data obtained after the measurements 

of Brinell hardness, Vickers hardness and indentation 

modulus values, signal-to-noise ratios (S/N) were examined 

by using the Minitab program, in accordance with the "larger 

is better" method (see Equation 1) to determine the parameters 

that optimize these values. 

 

S/N = -10 ∙log (
1

n
∑

1

𝑦𝑖
2

𝑛

𝑖=1

)                                                (1)  

2.4. Composite material production 

In the preliminary preparation stage before production, AHB 

was first subjected to grinding in a RETSCH brand SK100 

model device to reduce the grain size and then to sieving in a 

RETSCH brand AS200 model device to separate the particles 

according to grain size. In order to obtain a homogeneous 

mixture, Fe/AHB composites with different weight 
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percentages were prepared in a glass jar with a nickel ball 

inside using a MSE-TEC brand ball mill machine at a grinding 

speed of 200 rpm and a grinding time of 30 minutes. Then, 

Fe/AHB composite materials were obtained (see Figure 1) in 

a DIEX model induction furnace, in a graphite mold with an 

inner diameter of 20 mm, at a constant heating rate of 

45oC/min to the sintering temperature, under a constant 15 

min holding time at sintering temperature, and at different 

sintering temperatures (850oC – 950oC). Since the sintering 

temperature was higher than the melting temperature of AHB 

used as an additive, AHB liquefied in the mold and caused 

fractures in the mold when pressure was applied. For this 

reason, the productions were carried out under a constant 

pressure of 2 MPa to prevent damage to the mold. 

 

 
 

Figure 1. Sample production steps 

 

2.5. Brinell hardness, Vickers hardness and Indentation 

modulus measurement 

Vickers hardness and indentation modulus measurements 

were carried out under 1 kg load according to BS EN ISO 

14577-1 standard on a Zwick BZ2.5/TS1S instrumented 

hardness tester at Tübitak National Metrology Institute. 

Brinell hardness measurement was carried out under 31.25 kg 

load according to TS EN ISO 6506-1 standard in a WOLPERT 

brand hardness tester in Kocaeli University Mechanical 

Engineering Department. 

3. Results and Discussion 

It has been determined in previous studies that the strength and 

stiffness of composite materials can be enhanced by the 

presence of intermetallic phases and compounds [15]. Due to 

the structure of MMCs, the interface between the matrix and 

the additive is important for increasing the mechanical 

properties. Because in the composite material exposed to load, 

it is desired to form a structure in such a way that the relevant 

load is transferred from the matrix to the additive through the 

interface [11]. 

 

3.1. Brinell hardness value 

The Brinell hardness values of the materials are comparatively 

graphed in Figure 2, which was prepared using the 

experimental data obtained. When Figure 2 is examined, it is 

determined that the hardness value of the composite material 

produced at 850oC sintering temperature with 5 wt% AHB 

additive increased by 25.40% compared to the reference pure 

Fe material produced at 850oC sintering temperature. It was 

also found that the hardness value of the composite material 

produced at 950oC sintering temperature with 10% AHB 

additive increased by 69.32% compared to the reference pure 

Fe material.  

 

 
 

Figure 2. Graph of the change in Brinell hardness values 

 

When the S/N ratio table (see Table 3) and graph (see Figure 

3) are examined, it was determined that the most effective 

factor on Brinell hardness is the AHB additive ratio, which is 

the factor with the largest delta value. It was determined that 

the factor levels that optimized (maximized) the Brinell 

hardness value were 10% AHB additive ratio and 950oC 

sintering temperature. 

 

Table 3. S/N ratio response table of Brinell hardness values 

of composites 

Level 
AHB additive  

ratio 

Sintering 

temperature 

1 29.27 29.74 

2 31.08 30.61 

Delta 1.82 0.88 

Rank 1 2 
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Figure 3. Main effects plot of S/N ratios of Brinell hardness 

values of composites 

3.2. Vickers hardness value 

The Vickers hardness values of the materials are 

comparatively graphed in Figure 4, which was prepared using 

the experimental data obtained. When Figure 4 is examined, it 

is determined that the hardness value of the composite 

material produced at 850oC sintering temperature with 5 wt% 

AHB additive increased by 36% compared to the reference 

pure Fe material produced at 850oC sintering temperature. It 

was also found that the hardness value of the composite 

material produced at 950oC sintering temperature with 10% 

AHB additive increased by 142.03% compared to the 

reference pure Fe material. 

 

 
 

Figure 4. Graph of the change in Vickers hardness values 

 

When the S/N ratio table (see Table 4) and graph (see Figure 

3) are examined, it was determined that the most effective 

factor on Vickers hardness is the sintering temperature, which 

is the factor with the largest delta value. It was determined that 

the factor levels that optimized (maximized) the Vickers 

hardness value were 10% AHB additive ratio and 950oC 

sintering temperature. 

 

Table 4. S/N ratio response table of Vickers hardness values 

of composites 

Level 
AHB additive  

ratio 

Sintering 

temperature 

1 27.10 26.35 

2 29.07 29.81 

Delta 1.97 3.46 

Rank 2 1 

 

 

 

Figure 5. Main effects plot of S/N ratios of Vickers hardness 

values of composites 

 

Because of the boron's low solubility in the iron lattice 

(approximately 500 parts per million), only minimal quantities 

are necessary to generate significant volumes of hard phases 

[12,13]. Additionally, boron enhances the hardenability of the 

iron matrix [16]. A review of past studies also shows that 

Fehmi and Mustafa's study [11] has similar results that boride 

phases formed in the inner structure considerably increase the 

hardness of iron-based composites. 

3.3. Indentation modulus value 

The Indentation modulus values of the materials are 

comparatively graphed in Figure 6, which was prepared using 

the experimental data obtained. When Figure 6 is examined, it 

is determined that the indentation modulus value of the 

composite material produced at 850oC sintering temperature 

with 5 wt% AHB additive increased by 43.84% compared to 

the reference pure Fe material produced at 850oC sintering 

temperature. It was also found that the modulus value of the 

composite material produced at 950oC sintering temperature 

with 10% AHB additive increased by 144.11% compared to 

the reference pure Fe material.  
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Figure 6. Graph of the change in Indentation modulus values 

When the S/N ratio table (see Table 5) and graph (see Figure 

7) are examined, it was determined that the most effective 

factor on Indentation modulus is the sintering temperature, 

which is the factor with the largest delta value. It was 

determined that the factor levels that optimized (maximized) 

the Indentation modulus value were 10% AHB additive ratio 

and 950oC sintering temperature. 

 

Table 5. S/N ratio response table of Indentation modulus 

values of composites 

Level 
AHB additive  

ratio 

Sintering 

temperature 

1 47.47 46.94 

2 49.53 50.05 

Delta 2.06 3.11 

Rank 2 1 

 

 

 
 

Figure 7. Main effects plot of S/N ratios of Indentation modulus 

values of composites 

 

Calculations indicates that as the boron content increases, 

there is a heightened hybridization between B 2p and Fe 3d. 

Consequently, this strengthens the Fe-B bond, elevating both 

the elastic modulus and thermodynamic stability [12,17]. The 

rise in covalent bonding corresponds to a concurrent increase 

in hardness [12]. In their study also Lentz et al [12] also 

determined that; because of the strengthening of covalent 

bonding, the indentation hardness and indentation modulus of 

the Fe3C phase can be improved significantly by increasing 

the B content in the Fe3(C,B) phase. 

3.4. Qualitative examination 

High wear and corrosion resistance is important to prevent a 

reduction in the mechanical resistance of equipment and 

economic loss of mechanical parts. As a result of the 

qualitative examination of all samples after storage during 12 

months in a comfortable environment without daylight, it was 

observed that the anhydrous borax additive delayed the 

corrosion time of pure iron material (see Figure 8 and 9) Boron 

diffusion in the matrix controls the oxidation of Fe2B boride 

[13]. Zheng Lva et al [13] also obtained a similar result that 

increasing boron concentration increases the oxidation 

resistance of pure iron. 

 

 
 

Figure 8. Macro image of produced at 850oC sintering 

temperature (a) Fe/AHB composite with 5% AHB additive and (b) 

pure Fe materials 

(a) (b) 

1000 µm 
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Figure 9. Macro image of produced at 950oC sintering 

temperature (a) Fe/AHB composite with 10% AHB additive and (b) 

pure Fe materials 

4. Conclusion 

As a result of selected and/or preferred 2 control factors and 

their 2 levels as well as constant heating rate and constant 

sintering time parameters; Brinell hardness, Vickers hardness 

and indentation modulus were strongly affected by the AHB 

additive. 

Comparing the pure Fe reference sample (850oC) with 10% 

AHB added Fe composite sample prepared at 950oC sintering 

temperature, the Fe/AHB composite sample with 10 wt.% 

additive showed the best results with 69.32%, 142.03% and 

144.11% increase in Brinell hardness, Vickers hardness and 

indentation modulus, respectively.  

The factors that optimize the Brinell hardness, Vickers 

hardness and indentation modulus together are the ratio of 

10% SB additive and the sintering temperature of 950oC.  

As a result of the qualitative examination of all samples after 

storage during 12 months in a comfortable environment 

without daylight, it was observed that the anhydrous borax 

additive delayed the corrosion time of pure iron material. 

In the future studies on the related subject, it is recommended 

to examine the effect of different levels of control factors and 

different constant heating rate, and constant sintering time 

parameters in addition to decreasing/increasing the particle 

size and/or additive ratios of anhydrous borax. 
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A B S T R A C T  A R T I C L E  I N F O  

Diethyl ether (DEE) can be used in diesel engines as a fuel or fuel additive. The review study 

was compiled from the findings of several studies in this area. The diverse techniques are 

employed to mitigate the detrimental pollutants emitted by diesel engines. The first approach to 

reducing emissions involves altering the fuel system and engine design to improve combustion, 

but this is an expensive and time–consuming process. The utilization of various exhaust gas 

devices, such as a particle filter and catalytic converter, is necessary for the second way. 

However, the engine performance could be negatively impacted by these tools. Additionally, 

these exhaust devices increases the vehicle and maintain costs. The use of different alternative 

fuels or fuel additives is the third way that reduces emissions while improving engine 

performance. The particulate matter (PM), smoke, and nitrogen oxides (NOx) are the main 

environmental pollutants released by diesel engines into the atmosphere. The decreasing PM 

and NOx emissions at the same time is practically very difficult. The majority of researches 

indicate that using alternative fuels, such as natural gas, biogas, and biodiesel, or blending 

additives with conventional or alternative fuels, is the best way to reduce emissions. However, 

the characteristics of the fuel have a significant influence on cycle variations, which have a 

significant impact on engine performance, fuel economy, and emissions. Therefore, it is very 

important that the results of studies on the impact of DEE on cyclic variation are evaluated 

together to practice applications and to guide future studies. As a result, the primary focus of 

this study is on the usage of DEE as a fuel or fuel additive with different diesel engine fuels. 

The aim of this review is to investigate, using the available knowledge in literature, how DEE 

affects cyclic variations. 
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1. Introduction

Both automobiles and heavy–duty trucks frequently employ 

diesel engines [1]. These internal combustion engines exhibit 

dependability, durability, and great efficiency [2]. 

Unfortunately, the high emissions of diesel engines cause the 

problems since they release smoke, sulfur oxides (SOx), 

nitrogen oxides (NOx), particulate matter (PM), and total 

gaseous hydrocarbons (THC) [3, 4]. It is thought that 

switching from commercial fuels to alternative fuels derived 

from renewable resources will be the most effective strategy 

to minimize these emissions [5]. However, there are 

operational and technological constraints when employing 

renewable alternative fuels, and doing so will require 

extensive engine structural adjustments in order to replace 

fossil fuels [6]. The adjustments of engine construction are not 

necessary to lower emissions because fuel–side modification 

techniques like blending, emulsification, and oxygenation 

offer a simple solution. Enhancing fuel volatility, lowering 

fuel density, cutting fuel sulphur, reducing aromatic content, 

raising cetane number, and lowering fuel density can all be 

used to modify diesel fuel to lower exhaust emissions while 

maintaining engine performance. Diesel fuel containing 

oxygenates is one example of this [7]. The oxygenated fuels 

are thought to be the best option among alternative fuels. The 

emissions of diesel engines can be effectively reduced by 

using diethylene glycol dimethyl ether (DGM), dimethoxy 

methane (DMM), dimethyl ether (DME), methyl tertiary butyl 

ether (MTBE), dibutyl ether (DBE), dimethyl carbonate 

(DMC), methanol, ethanol, and diethyl ether (DEE) [8–9]. 

These oxygenated fuels can be utilized in their pure form, 

mixed with regular diesel fuel, or blended with other 

alternative fuels like biodiesel [10]. The reducing PM and 

other hazardous emissions from diesel engines is largely 

dependent on the oxygen content of the fuel’s molecular 

structure. However, NOx emissions can change based on the 

engine’s operating parameters; they can go up or down in 
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certain situations [11, 12]. Because DEE is both an 

oxygenated fuel and a cetane improver, it is especially well 

suited for diesel engines [13]. The purpose of this study is to 

investigate the use of DEE as a fuel or fuel additive in various 

diesel engine fuels. The engine’s cyclic variations can be 

greatly altered by the fuel used, and this has a substantial 

impact on the engine’s performance, fuel consumption, and 

exhaust pollutants. Thus, based on the literature, this review 

study examines how the addition of DEE affects the cyclic 

variations. 

 

2. Properties of Diethyl Ether 

As seen in Figure 1, diethyl ether (DEE) is the simplest ether 

expressed by its chemical formula CH3CH2–O–CH2CH3 

(C4H10O), consisting of two ethyl groups bonded to a central 

oxygen atom. DEE is seen as a potential alternative fuel or 

oxygen additive for diesel engines due to its high oxygen 

content and cetane number. DEE is a liquid at ambient 

conditions, making it desirable fuel for storage and handling. 

As seen in Figure 2, DEE is thought to be a renewable fuel 

because it is made from ethanol through a dehydration 

process. DEE is also more advantageous than ethanol due to 

its higher heating value and noncorrosive nature [14]. 

 

 
Figure 1. Chemical composition of diethyl ether [3] 

 

 
Figure 2. Production of diethyl ether from ethanol [14] 

 

Excellent cetane number, appropriate energy density, high 

oxygen content, low auto ignition temperature, and high 

volatility are only a few advantageous of DEE, as seen in 

Table 1. Hence, whether applied as a pure or additive in diesel 

engines, it can help to increase engine performance and lower 

emissions and the problem of cold starting [14, 15]. 

Table 1. Fuel properties of diesel fuel and DEE [15] 

Property Diesel DEE 

Chemical formula CxHy C4H10O 

Molecular weight 190–220 74 

Density of liquid (kg/L) ~0.84 0.71 

Viscosity at NTP* (cP) 2.6 0.23 

Oxygen content (wt %) – 21 

Sulfur content (ppm) ~250 – 

Boiling temperature (°C) 180–360 34.6 

Autoignition temperature in air 

(°C) 

315 160 

Flammability limit in air (vol %) 0.6–6.5 1.9–9.5 

Stoichiometric air–fuel ratio 

(AFRs)  

14.6 11.1 

Heat of vaporization at NTP* 

(kJ/kg)  

250 356 

Lower heating value (MJ/kg) 42.5 33.9 

Cetane number (CN) 40–55 125 

 

3. Advantages and Drawbacks of Diethyl Ether 

Table 1 lists the fuel properties for DEE along with its 

advantages and disadvantages. As DEE can be produced from 

ethanol by using acid catalysts to speed up the dehydration 

process, it meets the criteria for both biofuel and renewable 

fuel status. It is claimed that the dehydration of ethanol 

produces DEE in an inexpensive, consistent, and profitable 

manner. Furthermore, generating DEE is far less expensive 

than generating dimethyl ether (DME) [16, 17]. Since DEE is 

a liquid fuel at room temperature, it can be used as a fuel 

additive for diesel engines without requiring major 

modifications. DEE works well as a fuel additive without the 

need for a solvent because of its high miscibility with most 

diesel engine fuels. DEE can be utilized with petroleum fuels 

in internal combustion engines because of its high volatility 

and low flash point. DEE enhances atomization properties and 

makes it possible to deliver a consistent fuel–air mixture into 

the combustion chamber because of its low density and 

viscosity. Because of the high amount of oxygen in its 

chemical structure, DEE helps improve combustion, 

emissions, and engine performance. DEE has a high latent 

vaporization, which allows it to reduce intake air temperature 

and boost engine volumetric efficiency. Due in part to its low 

auto ignition temperature and improved low temperature 

characteristics, such as a higher cold filter plugging point 

(CFPP), DEE is an effective ignition enhancer. This facilitates 

smoother engine operation, particularly in colder climates. 

DEE increases combustion, engine efficiency, and most 

engine emissions because of its high cetane number and quick 

flame speed. However, because of its high volatility and 

propensity to oxidize and generate peroxides during storage, 

there are some worries about the influence of DEE on air 

pollution. To address these issues, antioxidant additives are 

needed. The high volatility of DEE also makes it difficult to 

maintain in storage. Another issue with DEE is its higher 

reactivity in air circumstances and its broader flammability 

limitations [14]. Because of its decreased calorific value, DEE 

can increase fuel consumption, particularly at high blending 
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ratios. The low density of DEE can also cause phase 

separation when it is added to other fuels. DEE’s 

exceptionally low viscosity and lubricity can accelerate 

injection system wear, making it impossible to use DEE as the 

only sustainable fuel in diesel engines without changes. The 

combustion process may be delayed by DEE’s lower 

viscosity, density, and bulk modules and its higher latent heat 

of vaporization may lessen the peak cylinder pressure and the 

heat release rate. In the fuel system, the high volatility of DEE 

might result in vapor lock. In particular, the inadequate fuel 

volatility and the insufficient fuel distribution among 

cylinders can result in auto–ignition, detonation, corrosion, 

and poor engine performance when DEE is utilized at high 

blending ratios. 

4. Findings from Studies on Diethyl Ether 

The number of studies was performed on the using DEE in 

diesel engines and a single cylinder direct injection 

experimental diesel engines generally were employed at the 

most of these studies. The parameters such as brake power, 

torque, engine efficiency, fuel consumption and the emissions 

of CO, HC, NOx, PM, smoke and CO2 were monitored and 

analyzed to assess the impact of DEE on engine performance 

and emissions in the studies performed. It will be easier to 

correctly evaluate the results if these researches are 

categorized based on the fuel types. Accordingly, the studies 

on DEE can be listed as diesel– DEE blends [18–46], 

dieselwaterDEE blends [47], dieselethanolDEE blends 

[4858], dieselferric chloride (FeCl3)DEE blends [59], 

diesel–keroseneDEE blends [60], diesel–acetylene gasDEE 

blends [6162], diesel–biogasDEE blends [63], diesel–

hydrogenDEE blends [64], diesel–natural gasDEE blends 

[65], diesel–toluene–DEE blends [66], biogasDEE blends 

[67–68], liquefied petroleum gas (LPG)DEE blends [69–70], 

ethanol–DEE blends [7173], biodieselDEE blends [74–

109], biodieselethanolDEE blends [110111], biodiesel–

water–DEE blends [112113], biodiesel–biogas–DEE blends 

[114–115], dieselbiodieselDEE blends [70, 116–182], 

dieselbiodieselmethanol/ethanolDEE blends [183–187] 

and dieselbiodieselwaterDEE blends [188–189]. Here is 

the summary of the main findings drawn from these studies. 

Sonawane et al. (2023) found that because DEE has the lower 

surface tension and dynamic viscosity than diesel, it created 

smaller droplets when added to the diesel fuel. The addition 

of DEE to diesel fuel also decreased the spray tip penetration 

because of the decreased density, surface tension, and 

viscosity. The addition of DEE aided to diesel the fuel 

vaporization by the reducing liquid penetration length. 

Compared to the 40% DEE (DEE40) addition, the 20% DEE 

(DEE20) addition to diesel demonstrated the higher number 

of droplets with smaller diameters. While DEE40 addition 

suggested better evaporation and atomization properties, 

DEE20 demonstrated greater atomization features. DEE20 

caused a lot of smaller droplets to move more slowly, which 

reduced the axial droplet velocity. The significant changes in 

the droplet diameter caused by the superior evaporation 

characteristics of DEE40 produced the more fluctuations than 

DEE20 [18]. Patil and Thipse (2014) found that the adding 

DEE to diesel raised the cetane number, volatility, oxygen 

content, and boiling point while the reducing density, 

viscosity, and calorific value [19]. Rakopoulos et al. (2012) 

found that while the brake specific fuel consumption (BSFC) 

reduced with the DEE–diesel blends, the exhaust gas 

temperature (EGT) and the brake thermal efficiency (BTE) 

raised. Additionally, it was shown that while DEE–diesel 

blends reduced the emissions of smoke, NOx, and CO, they 

raised the HC emission [20]. Rakopoulos et al. (2013) found 

that the adding DEE to diesel resulted in a leaner fuel–air 

mixture, which reduced the maximum cylinder pressure and 

temperature, delayed the ignition timing, delayed the injection 

pressure, and reduced the heat losses [21]. Patil and Thipse 

(2016) found that the adding DEE to diesel raised BTE by 

7.96% and NOx emissions by 3.66%, but reduced the 

emissions of smoke and HC by 12.5% and 15.38%, 

respectively [22]. Rathod and Darunde (2015) stated that DEE 

could be used in common rail direct injection (CDI) diesel 

engines without causing any problems because DEE–diesel 

blends showed the good performance close to pure diesel [23]. 

Karthik and Kumar (2016) found that the adding DEE to 

diesel raised BTE, with the exception of 20% DEE blending 

ratio. However, because DEE has a lower calorific value than 

diesel, DEE blends gave the higher fuel consumption than 

diesel. However, EGT and CO emission was reduced with the 

rising DEE ratio by the rising exhaust gas recirculation (EGR) 

while CO2 emissions were raised [24]. According to 

Banapurmath et al. (2015), the rising DEE ratio gave a 

reduction in auto ignition temperature, an increase in latent 

heat of vaporization, and a greater cetane number. However, 

it also raised the peak cylinder pressure. The emissions of CO, 

HC, and smoke were reduced by raising the DEE ratio while 

BTE and NOx emissions were raised [25]. Lee and Kim 

(2017) found that although diesel–DEE blends had greater 

BSFC, the fuel conversion efficiency was equivalent and 

stable engine operation was achieved. Also, diesel–DEE 

blends reduced the emissions of HC, CO, and PM, but they 

raised NOx emissions [26]. Saravanan et al. (2012) found that 

diesel–DEE blends reduced the ignition delay (ID), 

combustion duration (CD), and BSFC while rising BTE. 

Diesel–DEE blends gave the lower NOx and PM emissions 

but higher CO and HC emissions [27]. Ibrahim (2016) found 

that the addition of DEE to diesel raised the maximum 

cylinder pressure and heat release rate (HRR) while 

decreasing CD. Despite the engine’s acceptable stability, the 

coefficient of variation (COV) raised up to 15% DEE 

(DEE15) ratio. For DEE15 blend, BTE was raised by 7.2% 

while BSFC was reduced by 6.7% [28]. Likhitha et al. (2014) 

found that diesel–DEE blends raised BTE and reduced BSFC. 

When DEE ratio exceeded 15%, high knocking noises were 

noticed [29]. Kumar and Nagaprasad (2014) found that when 

EGR was raised and DEE additive delivered additional 

oxygen, BTE was raised and BSFC reduced. Also, addition of 

DEE and diesel particulate filter (DPF) reduced emissions of 
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CO, HC, NOx, and PM [30]. Balamurugan and Nalini (2016) 

found that addition of DEE to diesel raised BTE while 

lowering BSFC and smoke emissions by enhancing 

combustion [31]. Madhu et al. (2017) found that with 5% DEE 

(DEE5) blend, BTE and BSFC were raised by 19% and 11%, 

respectively. The addition of DEE raised CO and HC 

emissions while decreasing NOx and PM emissions [32]. 

Cinar et al. (2010) found that cycle–to–cycle changes were 

extremely small at 10% DEE (DEE10) premixed ratio. 40% 

premixed DEE (DEE40) ratio gave the audible knocking. 

EGT, NOx, and soot emissions were lowered up to 23.8%, 

19.4%, and 76.1%, respectively. However, premixed DEE 

raised CO and HC emissions [33]. Yadav et al. (2018) found 

that when the compression ratio grew, BTE was raised and 

BSFC was reduced. However, when DEE ratio increased, 

BTE decreased and BSFC increased [34]. Uslu and Celik 

(2018) found that when DEE increased, BTE and BSFC 

decreased while EGT and the emissions of CO, HC, NOx, and 

smoke reduced. At 7.5% DEE ratio, the maximum increase in 

BTE was 8%, and at 10% DEE ratio, the maximum increase 

in BSFC was 10%. The emissions of CO and NOx were 

reduced to a maximum of 45% and 56% with 10% DEE. 

Smoke and HC emissions were down 31% and 28% with 7.5% 

DEE, respectively [35]. Sethi et al. (2020) found that addition 

of DEE raised the maximum cylinder pressure and 

temperature. For 15% DEE ratio, BTE increased by 27.1% 

and BSFC decreased by 15.8%. The inclusion of DEE resulted 

in an increase in CO2 and NO emissions but a decrease in 

EGT, CO, and HC emissions [36]. Iranmanesh et al. (2008) 

found that adding of DEE decreased the calorific value of the 

blends and increased their volatility, which enhanced their 

cold starting ability. By adding DEE to diesel, brake power 

and BTE increased by 2% and 6.3%, respectively, and CO2 

emissions increased as well. ID, the peak cylinder pressure, 

BSFC, CO, HC, NOx, and smoke emissions all decreased 

[38]. Ayhan and Tunca (2018) found that when DEE was 

added to diesel, BTE increased but BSFC, torque, and brake 

power dropped. Additionally, there was a drop in emissions of 

CO, HC, and EGT. The use of DEE resulted in a 12% 

reduction in smoke and NO emissions [39]. Badajena et al. 

(2018) found that inclusion of DEE boosted energy 

conversion efficiency and BTE while decreasing BSFC by 

15.8% and raising combustion temperature by 6.8% [40]. 

Agarwal et al. (2022) found that addition of DEE to diesel led 

to a minor rise in uncontrolled emissions, including 

formaldehyde, formic acid, sulfur dioxide, n–pentane, n–

octane, and isobutene. Even so, these emissions were still 

quite low, and with a few little adjustments to equipment or 

fuel injection technique, they could be made even lower. With 

DEE blends, a reduced NOx emissions was obtained along 

with a slightly higher PM emission [42]. Jena et al. (2023) 

found that compared to conventional diesel combustion 

(CDC), partially premixed combustion (PPC) demonstrated 

higher BTE. In comparison to CDC mode, PPC mode had a 

higher peak cylinder pressure. In comparison to CDC mode, 

PPC mode had a larger heat release. In PPC mode, DEE–

diesel blends showed higher BTE than diesel. At lower loads, 

40% DEE addition produced a higher BTE than 20% DEE 

addition. At lower loads, PPC mode with diesel and DEE 

blends produced a lower BSFC than CDC mode. Emissions of 

CO and HC were greater in PPC mode than in CDC mode. In 

comparison to CDC mode, NOx emissions were 1.5–2 times 

greater in PPC mode. In PPC mode, DEE blends displayed 

somewhat more HC emissions than diesel at lower loads [43]. 

Sun et al. (2023) found that diesel engine running on 0.5% 

DEE premixed could start up rapidly at  eht sa taht tub ,C°01

 fo ecnamrofrep trats dloc eht ,deppord erutarepmet tneibma

 yb gnitingi ni dedia saw leseiD .denilced yllaudarg enigne eht

 deximerp eht dewolla oitar EED gniworg eht esuaceb EED

 saw EED %2 nehW .serutarepmet ekatni wol ta nrub ot EED

 wol yrev a ta ylidaets dna yldipar detrats enigne eht ,deximerp

 ,deximerp saw EED nehW .C°04 tuoba fo erutarepmet

 snoitanoted esuac dluoc noitcejni leuf gnitrats eht gnirewol

 decnavda eht fo esuaceb ,revewoH .snoitairav deeps dna

 ot del ylppus leuf laitini eht ni noitcuder a ,esahp noitsubmoc

 eht gniyaled yB .trats dloc gnirud noitarud pu–deeps dednetxe

 daed pot retfa( CDTA AC°2 ot gnimit noitcejni yramirp

 gnitrats cisab eht fo %06 dna gniximerp EED %5.0 rof )retnec

 dehsilpmocca saw trats tsetsaf eht ,ytitnauq noitcejni leuf

 EED gnidda ,)3202( .la te ymawS ot gnidroccA .]44[

 %5.2 yb ETB dna %2.1 dna %5.2 yb erusserp kaep desaercni

 nI .lonatub dna lonahte gnidda ot nosirapmoc ni %1 dna

 OC decuder EED ,noitidda lonatub dna lonahte ot nosirapmoc

 ,%2.21 dna %71 yb noissime CH ,%11 dna %02 yb noissime

 EED ,revewoH .%6.01 dna %5.21 yb noissime ekoms dna

 ,revoeroM .%4.2 dna %6.3 yb snoissime xON desaercni

 ni %4.2 dna %5.53 dna DI ni %4.42 dna %62 fo snoitcuder

 taht dnuof )3202( .la te zayyaF .]54[ deniatta erew DC

 derapmoc %9.92 yb CFSB desaercni enola EED fo noitidda

 ,sdaol rewol tA .leseid ot )nM( esenagnam fo noitidda ot

 dna ,%4.51 ,%4.5 yb euqrot desaercni EED %01 fo noitidda

 gm 005 dna ,573 ,052 fo noitidda eht ,sdaol rehgih ta ;%9.11

 rewol tA .%9.32 dna ,%3.82 ,%4.81 yb euqrot desaercni nM

 ;%9.6 dna ,7.8 ,2.4 yb ETB desaercni noitidda 01EED ,daol

 yb ETB desaercni nM gm 005 dna ,573 ,052 ,daol rehgih ta

 rewol a ta dedda saw EED %01 nehW .%9.62 dna ,2.82 ,2.42

 nehw ,revewoh ;%7.5 dna ,8.6 ,3.3 yb desaerced CFSB ,daol

 ,daol retaerg a ta dedda erew nM fo gm 005 dna ,573 ,052

BSFC increased by 10.6, 10, and 12.7%. When 10% DEE was 

added at lower load, CO2 emissions increased by 11.6, 30.5, 

and 20.3%; when 250, 375, and 500 mg of Mn were added at 

higher load, CO2 emissions increased by 18.4, 28.3, and 

 dna EED fo stnuoma lamitpo eht taht deralced saw tI .%9.32

 nainamarbuS .]64[ ylevitcepser ,gm 573 dna %01 erew nM

–retaw ot EED %01 gnidda taht dnuof )2002( hsemaR dna

 ,OC desaerced dna %9.1 yb ETB desaercni noislume leseid

 dna ,%7.64 ,%8.24 yb snoissime ekoms dna ,xON ,CH

 kaep ,DI eht ,EED fo noitidda htiW .ylevitcepser ,%8.41

 .desaerced etar esir erusserp mumixam dna ,erusserp rednilyc

 fo noitidda eht yb decnahne saw ecnamrofrep s’enigne ehT

 evitagen on gnivah elihw ,noislume leseid–retaw eht ot EED

 eht ,sdaol hgih rednu tuB .snoissime xON ro ekoms no tcapmi
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 .leseid fo esoht naht erom erew CH dna OC fo snoissime

 leseid ot desu eb yam EED taht deralced saw ti ,yllanoitiddA

 leseid–retaw htiw seussi eht sserdda ot evitidda na sa senigne

 fo noitidda taht dnuof )3102( hsenamnarI .]74[ snoislume

 ,dnelb lonahte–leseid fo seitreporp eht decnahne EED

 ,noitartnecnoc negyxo ,tniop gniliob ,noitallitsid gnidulcni

 ni tnevlos–oc tnetop a eb ot devorp EED .ytilauq noitingi dna

–leseid eht ,yllanoitiddA .noitanibmoc lonahte–leseid eht

 dloc sti decnahne hcihw ,desaercni ytilitalov s’dnelb lonahte

 s’dnelb lonahte–leseid ,EED fo noitidda htiW .ytilibapac trats

 ehT .desaerced lla eulav gnitaeh dna ,ytisocsiv ,ytisned

 decnahne osla dnelb lonahte–leseid ot EED fo noitidda

 %6.63 suoenatlumis a ni gnitluser ,noitsubmoc dna snoissime

 noitidda EED %8 .snoissime xON dna ekoms ni noitcuder

 dna ecnamrofrep rof mumitpo eht saw dnelb lonahteleseid

 %51 hcihw ni yticapo ekoms fo noitpecxe eht htiw snoissime

 muminim eht ,EED %8 roF .level ekoms tsewol eht evag EED

 htiw ETB mumixam eht dna snoissime xON tsewol eht ,RRH

 tsewol ,oslA .daol lluf ta deniatbo erew %6.5 a fo gnisir eht

 .]84[ oitar EED %8 ta deniatbo erew snoissime CH dna OC

 rednilyc ,TGE taht dnuof )4102( masakarpaviS dna rakahduS

 htiw oitar noitagimuf EED sa desaercni RRH dna ,erusserp

 noitagimuf EED %03 tA .desaercni dnelb lonahte–leseid eht

 ot derapmoc nehW .RRH ni esaercni %31 a saw ereht ,oitar

 dna denetrohs saw DI ,oitar noitagimuf EED %03 ta leseid

 dna rakahduS .]94[ srab 3 yb desaercni saw erusserp rednilyc

 EED %03 dna ,02 ,01 rof taht dnuof )4102( masakarpaviS

 saw ETB ,dnelb lonahte–leseid htiw oitar noitagimuf

 saw noissime ekoms elihw %34 dna ,04 ,92 yb desaercni

 xON dna OC ,sdaol hgih tA .%23 dna ,13 ,71 yb desaerced

 rewol tA .ylevitcepser ,%84 dna %09 yb desaercni snoissime

 ta ,revewoh ;noissime CH ni esaercni %82 saw ereht ,sdaol

 ronim ,desaercni oitar noitagimuf EED eht sa ,sdaol retaerg

 erew skconk yvaeh ,daol lluf tA .dedocer erew snoitautculf

 rakahduS .]05[ oitar noitagimuf EED %03 eht evoba devresbo

–leseid a ot EED gnidda taht dnuof )4102( masakarpaviS dna

 osla RGE gniylppA .%51 yb ETB detsoob dnelb lonahte %51

 pord a ni detluser oitar EED rehgih A .ETB desiar yltsedom

 DI decuder EED %03 dna 02 fo soitar noitagimuf ehT .DI ni

 AC°2 ylhguor yb DI desiar RGE gniylppA .AC°3 ylhguor yb

 %02 saw oitar noitagimuf EED laedi eht ecneh ,erom ecno

 rednilyc mumixam eht dna RRH .RGE %51 ot pu htiw

 EED %02 gnisu nehw %4 yb derewol erew erusserp

 noitagimuf EED gnisaercni ehT .RGE htiw oitar noitagimuf

 xON decuder RGE dna %94 yb snoissime xON desiar oitar

 ta %33 yb desaercni saw noissime CH ,tuB .%15 yb noissime

 lluf ta %56 yb desaercni saw noissime OC dna daol laitini

 noitagimuf EED %03 evoba derrucco gnikconk elbiduA .daol

 %5 taht dnuof )7102 ,5102( .la te luaP .]15[ daol lluf ta oitar

 desaerced oitar EED %01 saerehw ,ETB desaercni oitar EED

 ni detluser sdnelb EED leseid ot lonahte fo noitidda ehT .ti

 cificeps ekarb ni esaerced %3.41 dna ETB ni esaercni %9.51

 snoissime MP dna ,CH ,OC .)CESB( noitpmusnoc ygrene

 nehw ,ylevitcepser ,%19 dna ,%9.28 ,%1.35 yb derewol erew

 .]35 ,25[ lonahte %01 dna EED %01 htiw dexim saw leseid

–leseid ot EED gnidda taht dnuof )6102( .la te namhkuL

 ETB desaercni hcihw ,noitsubmoc decnahne sdnelb lonahte

 ,OC sa llew sa )CFT( noitpmusnoc leuf latot desaerced dna

 saw CFT ni pord tsegral ehT .snoissime ekoms dna ,xON ,CH

14%, and the maximum increase in BTE was 20%. CO, NOx, 

smoke, and CO2 emissions decreased by 75%, 30%, 10%, and 

 dnuof )7002( nanavaraS dna kohsA .]45[ ylevitcepser ,%02

 ,DI eht desaerced dnelb leseid–lonahte ot EED gnidda taht

 rednilyc kaep ,etar esir erusserp mumixam ,CFSB ,TGE

 dna ETB ni esir %5.5 desuac tI .noissime MP dna ,erusserp

 ,snoissime xON dna ekoms ni esaerced %2.36 dna %9.84

 gnidda taht dnuof )2202( .la te rezimeT .]55[ ylevitcepser

 rednilyc mumixam eht desaerced leseid ot EED ro lonahte

–3.2 yletamixorppa yb RRH ,%5.3–5.0 dnuora yb erusserp

 .%12–2 yletamixorppa yb noissime ON dna ,%2.6

 ecnelubrut eht desiar leseid ot lonahte gnidda ,ylesrevnoC

 eht ot EED gnidda tub ,%50.0 yb )EKT( ygrene citenik

 ibbehoM .]65[ %7.2 yb EKT desaerced dnelb leseid–lonahte

 EED %04 htiw sdnelb lonahte–leseid taht dnuof )8102( .la te

 erusserp evitceffe naem detacidni eht desaercni noitidda

 esir erusserp mumixam eht desaerced dna %41 yb )PEMI(

 hcihw ,DI erom desuac soitar EED rehgih ehT .%33 yb etar

 tub ,noissime OC desaercni dna noitsubmoc etelpmocni ni del

 dna noitadixo leuf devorpmi EED fo ytivitcaer hgih eht

 dna ytilitalov desaercni s’EED .noissime CH desaerced

 dna noitsubmoc decnahne seitilauq gnixim ria–leuf devorpmi

 ramuK yb denimreted saw tI .]75[ snoissime MP desaerced

 sdnelb leseidlonahte ot noitidda EED taht )5102( yddeR dna

raised BTE and HC emission, while it reduced CO and CO2 

emissions [58]. Patnaik et al. (2017) found that adding FeCl3 

to diesel raised the peak pressure and temperature in the 

cylinder. FeCl3 addition resulted in 8% rise in BTE as well as 

an increase in NO and CO2 emissions. However, BSFC was 

decreased by 9%, and addition of FeCl3 also decreased the 

emissions of smoke, HC, and CO. However, diesel–FeCl3 

 eht ,ETB tsehgih eht dah noitidda EED %51 htiw dnelb

lowest BSFC, and the lowest emissions of smoke, HC, CO, 

and CO2 [59]. Patil and Thipse (2015) found that DEE was 

 eht nehw .leuf leseid dna enesorek ni elbicsim yletelpmoc

 negyxo eht ,sdnelb enesorek dna leseid ni desiar oitar EED

 citamenik ,ytisned eht elihw desiar rebmun enatec dna tnetnoc

 ,EED fo sdnelB .desaerced eulav cifirolac dna ,ytisocsiv

 ni ecnamrofrep roirepus detartsnomed leseid dna ,enesorek

 flah dna ,daol lluf ta noissime ekoms ,CFSB ,ETB fo smret

 rewol yllareneg detroper yeht ,yllanoitiddA .snoissime daol

 CH rewol dna ,daol lluf ta CH rehgih ,OC emas ylraen ,ON

 taht dnuof )2102( .la te alhaM .]06[ snoissime daol trap ta

 ETB devorpmi noitarepo leuf laud sag enelyteca–leseid elihw

 %02 a ot pu CFSB gnisimorpmoc tuohtiw rewop ekarb dna

 nageb gnikconk enigne dna denilced ecnamrofrep ,oitar EED

 sdnelb EED–leseid ot enelyteca fo noitidda ehT .sdrawretfa

 CFSB ,TGE gnirewol elihw rewop ekarb dna ETB desaercni

 sag enelyteca–leseid ,EED %02 htiW .noissime ekoms dna

 .]16[ CFSB tsewol dna ETB tsehgih eht decudorp noitarepo

 %7.1 yb desaercni ETB taht dnuof )2202( ramuK dna namaR

 noitarepo leuf laud sag enelyteca dna leseid htiw daol %08 ta

 ta sag enelyteca–leseid dna EED %01 htiW .EED %01 htiw
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 erew ekoms dna ,xON ,OC ,CH fo snoissime eht ,daol %08

 roF .ylevitcepser ,%34 dna ,%22 ,%54 ,%72 yb desaerced

 kaep ,erusserp rednilyc eht ,edom leuf laud ni dnelb EED %01

 .la te arhsiM .]26[ desaercni erew DI dna ,etar esaeler taeh

 htiw edom leuf laud sagoib–leseid eht ni taht dnuof )4202(

 rednilyc kaep eht dna deyaled saw RRH ,noitidda EED %5

 noitidda sagoib h/gk 8.0 a fo esac eht nI .desiar saw erusserp

 %7.21 yb desaerced ETB ,daol lluf ta EED %5 htiw leseid ot

 %5 nehW .%9 dna %3.41 yb desaercni CESB elihw %2.5 dna

 noitcejer taeh wol leuf laud sagoib–leseid ot dedda saw EED

 dna ekoms tub desaercni CH dna OC fo snoissime eht ,enigne

 taht dnuof )4202( .la te kiraB .]36[ desaerced snoissime xON

 erew snoissime dna ,noitsubmoc ,ecnamrofrep tseb eht

obtained with diesel, 20% DEE and H2. For 20% DEE and H2 

 dna %9 yb decuder erew DI dna DC ,daol lluf ta leseid htiw

20.8%, respectively. In addition, at maximum load, 20% DEE 

and H2 with diesel increased BTE by 0.6% and decreased 

BSFC by 3.7%. For 20% DEE and H2 with diesel at full load, 

 dna %53 yb derewol erew OC dna CH fo snoissime eht

29.6%, whereas the emissions of NO and CO2 were increased 

 satkebaraK yb denimreted saw tI .]46[ %4.71 dna %4.92 yb

 dah noitarepo leuf laud sag larutan–leseid taht )4102( .la te

 muidem dna wol ta ecnamrofrep enigne eht no tceffe evitagen

 ehT .sdaol hgih ta ecnamrofrep eht devorpmi ti elihw sdaol

 dna wol ta noissime ON rewol evag noitarepo leuf laud

 hgih ta noissime ON rehgih eht devres ti elihw sdaol muidem

 dna wol ta desiar erew CH dna OC fo snoissime ehT .sdaol

 laud htiw decuder erew snoissime eseht elihw sdaol muidem

 sa EED fo noitidda eht ,revewoH .sdaol hgih ta noitarepo leuf

 .ETB desiar dna CESB decuder edom leuf laud ni leuf tolip

 ta snoissime OC dna ON decuder noitidda EED ,yllanoitiddA

 retteb dedivorp osla noitidda EED rehgih eht dna sdaol lla

 sag larutan–leseid ot derapmoc snoissime dna ecnamrofrep

 laruV dna rezO yb denimreted saw tI .]56[ noitarepo leuf laud

 EED dna eneulot htiw decuder erew snoissime eht taht )4202(

addition to diesel and the reduction was continued with H2, 

H2+HHO and H2+HHO+O2 gas fuels addition to diesel–

toluene–DEE blends. The addition of O2 also increased the 

 ehT .snoissime eht desaerced dna ycneiciffe noitsubmoc

 EED elihw %1 yb CESB devorpmi eneulot fo noitidda

addition increased BSEC by 0.75%. The increasing O2 in the 

 tsehgih eht dna CESB decuder EED ro eneulot htiw sleuf sag

 saw ETB .serutxim eneulot htiw deniatbo saw CESB ni pord

increased with adding gas fuels and highest increase in BTE 

was achieved with O2 addition. The emissions of CO, HC and 

 tsehgih eht dna sdnelb detset lla htiw decuder erew ekoms

reduction was obtained with highest O2 addition. NOx 

 eht dna sdnelb leuf eht lla htiw desaercni saw noissime

highest increase in NOx emission was gained with the highest 

amount of O2. The use of H2 reduced CO2 emission, but the 

increase of O2 raised CO2 [66]. Sudheesh and Mallikarjuna 

 egrahc suoenegomoh ni sagoib gnisu taht dnuof )0102(

 decudorp EED htiw edom )ICCH( noitingi noisserpmoc

 leseid dna sagoib ot nosirapmoc nI .sdaol lla ta ETB rehgih

 ETB ,sedom )IS( noitingi kraps sagoib dna noitarepo leuf laud

 ,edom ICCH ni EED htiw sagoib rof %12.9 dna 84.3 yb desiar

 yrev erew ereht ,edom ICCH rof ,yllanoitiddA .ylevitcepser

 .OC fo %4.0 naht ssel dna ,ekoms dna ON fo snoissime elttil

 saw noissime CH ,edom IS sagoib ot edom ICCH gnirapmoC

 trop taht dnuof )3202( .la te arhsiM .]76[ decuder ylralimis

 ni snoitcejni dlofinam demrofreptuo dohtem noitcejni leuf

 desaerced erew ekoms dna xON fo snoissimE .ETB fo smret

 dna kconk gnisaerced yB .snoitcejni dlofinam eht yb

 etar wolf sagoib gnisir eht ,ETB gnirewol tahwemos

 te ihtoJ .]86[ timil daol lanoitarepo mumixam eht desaercni

–GPL ,leseid erup ot derapmoc nehw taht dnuof )7002( .la

 ON dna ,ETB ,TGE ,erusserp elcyc eht desaerced sdnelb EED

 nI .daol lluf ta ,ylevitcepser ,%56 dna %32 yb noissime

 dna ekoms ni noitcuder tsehgih eht ,leuf leseid ot nosirapmoc

 ,sselehtenoN .ylevitcepser ,%98 dna %58 saw snoissime MP

 fo snoissime eht desaercni yltnacifingis sdnelb EED–GPL eht

 sa taht dnuof )9102( ihtoJ dna aroD .]96[ CH dna OC

 noitarepo EED–GPL ,daol %07 ta leseid ot derapmoc

 ,revewoH .%03 yb noissime xON dna %62 yb ETB desaerced

 EED–GPL morf snoissime OC ,leuf leseid ot derapmoc

 )6102( taloP yb denimreted saw tI .]07[ retaerg erew sdnelb

 serutxim renael neve yb deveihca saw noitsubmoc ICCH taht

 reilrae dedivorp EED ecnis ,oitar EED gnisaercni htiw

 rednilyc kaep ehT .revorpmi noitingi sa gnitca yb noitsubmoc

 ria telni gnisaercni htiw desaercni erew ETB dna erusserp

 dna etar esaeler taeh ,erusserp rednilyc ehT .erutarepmet

 rialeuf gnicuder htiw desaercni erew ycnednet gnikconk

 %03 .desaerced saw ETB elihw )adbmal( oitar ecnelaviuqe

 ehT .ETB tsehgih eht evag dnelb EED %07 dna lonahte

 oitar EED dna adbmal ,erutarepmet telni ria telni gnisaercni

 saw xON orez tsomla elihw snoissime CH dna OC decuder

 dnuof )3202( .la te etnarP .]17[ sdnelb detset lla rof deniatbo

 ,ytisocsiv wol dna tniop gniliob wol a sah EED esuaceb taht

 sA .ti gnidda nehw segnellahc lanoitarepo emos eb nac ereht

 gnirewol elihw CFSB detsoob sdnelb EED–lonahte ,tluser a

 dna ytitnauq leuf eht gniyfidom yb tuB .ETB dna rewop ekarb

 noitcejni liar nommoc erusserp hgih a gnisu gnimit noitcejni

 .]27[ ecnamrofrep roirepus decudorp noitidda EED ,metsys

 EED–lonahte ot PBTD gnidda taht dnuof )5102( .la te kcaM

 gnidda naht erom noitsubmoc fo trats eht detceffa sdnelb

 ,sgnimit noitsubmoc reilrae eht roF .enola lonahte ot PBTD

 noitidda eht yb elbissop edam saw lonahte fo noitsubmoc lluf

 rof elbissop ton saw siht ;sdnelb EED–lonahte ot PBTD fo

 saw tI .]37[ PBTD tuohtiw EED–lonahte fo sdnelb leuf

 ot noitidda EED %5 taht )3202( .la te hsahbuS yb denimreted

 tuoba ytisned eht decuder dnelb ximoib dna leseidoib

 tuoba tniop hsalf ,%5.812.81 tuoba ytisocsiv ,%6.03.0

 tuoba rebmun enidoi ,%2.716.9 tuoba eulav dica ,%6.32.1

 gnitaeh dna %2.219.01 tuoba dica yttaf eerf ,%2.219.11

 tuoba rebmun enatec eht desiar ti elihw ,%8.32.0 tuoba eulav

 .]47[ %2.531.91 tuoba ytilibats noitadixo dna %9.67.6

 adbmal eht rof ,)2202( .la te aniM–atapaZ ot gnidroccA

 %04 nehw decudorp ETB mumixam eht 2.2 dna 1.2 neewteb

 ;desu erew dnelb leseidoib lio lesuf %06 dna EED

 saw enigne ICCH eht fo ecnamrofrep eht ,sselehtreven

 dna EED %08 gnisU .desaercni oitar EED eht sa desaerced

 .ytilibats enigne desaercni ni detluser leseidoib lio lesuf %02
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 ygrexe ni esaercni na saw ereht ,dnelb EED %08 na htiW

 dna EED %04 htiW .9.3 dna 4.3 adbmal neewteb noitcurtsed

 ycneiciffe ygrexe tsewol dna mumixam eht ,sdnelb EED %08

 .la te ymasuruG yb denimreted saw tI .]57[ deveihca saw

 dlofinam ekatni ot negordyh nim/L8 fo noitidda taht )4202(

 eht dna ETB desaercni slio rohpmaC dna ahportaJ htiw

 ,ylralimiS .daol lluf ta %7.33 ot pu dehcaer ETB mumixam

 taeh ,erusserp kaep rednilyc eht fo seulav mumixam eht

 erew xedni ytilibaniatsus dna ycneiciffe ygrexe ,etar esaeler

76.5 bar, 53.9 J/°CA, 43% and 1.73 with H2 addition. The 

reductions in CO, HC, CO2 and smoke emissions were noted 

 ot noitidda EED %02 ,rehtruF .noissime ON gnisir eht htiw

Jatropha and Camphor oils and 8L/min H2 induction reduced 

 ,OC fo snoissime eht ni deton saw dnert ralimis a dna ETB

 ahportaJ ot noitidda EED %01 ,revewoH .ekoms dna ON ,CH

and Camphor oils with 8L/min H2 resulted in increase in BTE 

 negrE .]67[ %2.43 saw ETB fo eulav mumixam eht dna

 dna ETB detsoob leseidoib ot EED gnidda taht dnuof )4202(

 ot derapmoc sa snoissime ON desaercni tub ,tuptuo enigne

 %5 a htiw deveihca saw emoctuo lamitpo ehT .leuf leseid

 %31 yb snoissime ON decuder oitar EED siht ;EED fo dnelb

 %01 fo noitanibmoc ehT .%7.5 yb rewop enigne detsoob dna

 tsetaerg eht decudorp dnelb leseidoib–EED %5 dna RGE

 nI .noissime ON dna ecnamrofrep enigne rof stluser

 yb euqrot desaerced noitanibmoc siht ,leseid ot nosirapmoc

 yb denimreted saw tI .]77[ %07 ot pu snoissime ON dna %3

 fo noitulossid mumixam eht taht )3202( yoR dna namaR

 dna leseidoib erup ni L/g 01 saw )SPE( enerytsylop dednapxe

 L/g01 rof %32 yb desiar saw ytisocsiv citamenik leseidoib eht

 dna ecnamrofrep ,noitulossid SPE ni secnavda ehT .SPE

 ni noitcuder ehT .noitidda EED htiw deton erew snoissime

 EED ylno htiw %01 yb saw ETB ni tnemercni dna CFSB

 .noitidda EED dna SPE L/g01 rof %7 saw siht elihw noitidda

 xON dna CH ,OC decuder noitidda SPE L/g 01 dna EED %01

 ylno elihw decuder osla ekoms dna %52.1 dna %83 ,%22 htiw

 .]87[ snoissime eseht desaercni yltnacifingis noisufni SPE

 EED %03 ,daol lluf ta taht dnuof )1102( .la te namarisaK

 leseiD .leuf leseid ot RRH dna ETB ralimis a decudorp dnelb

 nehW .%7.92 fo dnelb EED %03 dna %1.03 fo ETB a dah

 eht ,leseidoib lio llehs tunwehsac ot dedda saw EED %03

 esir erusserp mumixam fo etar dna erusserp rednilyc kaep

 dna ekoms dna AC°2 yb derewol erew DC dna DI tub ,desiar

 ylevitcepser ,%7.1 dna %5 yb decuder erew snoissime ON

 ot EED %52 gnidda taht dnuof )5102( .la te hsenarP .]97[

 desaerced dna %6.6 yb ETB detsoob leseidoib lio dees nottoc

 ,%7.54 dna ,%9.6 ,%47 yb snoissime xON dna ,CH ,OC

–n gnidda taht dnuof )3102( soluopokaR .]08[ ylevitcepser

 decnahne ,leseidoib sti ro ,lio elbategev ot EED dna lonatub

 ro tnevlos yna tuohtiw snoissime dna ecnamrofrep enigne

 EED fo noisulcni ehT .noitarepo enigne gnirud seussi ytilibats

 esaercni na dna CFSB ni esaerced a ni detluser lonatub–n dna

 snoissime eht ,detset saw taht noitanibmoc yreve roF .ETB ni

 ekoms dna ,xON ,OC fo snoissime eht elihw desaercni CH fo

 naht retteb yllanigram demrofrep EED fo sdnelB .desaerced

 taht dnuof )6102( .la te soluopokaR .]18[ lonatub–n fo sdnelb

 ,stimil elbatpecca nihtiw erew snoitairav cilcyc eht hguohtla

 EED dna lonatub–n fo sdnelb rof regral ylthgils erew yeht

 ,negyxo lanoitidda eht fo esuaceB .DI rehgih eht fo esuaceb

 leseidoib lio dees nottoc ot EED dna lonatub–n fo noitidda eht

 eht ,sselehtreven ;xON dna ekoms fo snoissime eht desaerced

 snoissime eht desaercni sdnelb EED dna lonatub–n eht fo esu

 .la te soluopokaR .]28[ noissime OC gnicuder elihw CH fo

 ot EED dna ,lonatub–n ,lonahte gnidda taht dnuof )4102(

 ,emit noitcejni deyaled ni detluser leseidoib lio dees nottoc

 ehT .erusserp rednilyc desaercni dna ,TGE dna DI desaerced

 esaerced a ni detluser EED dna ,lonatub–n ,lonahte fo sdnelb

 CH ni esaercni na tub snoissime ekoms dna ,xON ,OC ni

 EED dna ,lonatub–n ,lonahte gnidda ,yllanoitiddA .snoissime

 tI .]38[ CFSB dna ETB decnahne leseidoib lio dees nottoc ot

 leuf taht )4102( .la te anhsirK yb denimreted saw

 ot %5 morf oitar EED gnisir htiw decuder saw noitpmusnoc

 rof nim/g 55 ot derapmoc nim/g 15 ot nim/g 90.65 morf %52

 %52 rof %37.62 saw ETB .leseid rof nim/g 44 dna lio ajnarak

 rof %10.72 dna lio ajnarak rof %12.32 ,lio ajnarak htiw EED

 ajnarak htiw EED %52 rof %540.0 saw noissime OC .leseid

 xON .leseid rof %530.0 dna lio ajnarak rof %550.0 ,lio

 743 ,lio ajnarak htiw EED %52 rof mpp 562 saw noissime

 saw noissime CH .leseid rof mpp 884 dna lio ajnarak rof mpp

 lio ajnarak rof mpp 44 ,lio ajnarak htiw EED %52 rof mpp 72

 dna hgniS yb denimreted saw tI .]48[ leseid rof mpp 92 dna

 decuder ylthgils leseidoib ot noitidda EED taht )5102( inhaS

 erwaJ .]58[ noitidnoc daol emas eht ta CFSB dna ETB htob

 erusserp noitcejni sa taht dnuof )4102( raknawaL dna

 dna ,llew sa desaercni ecnamrofrep enigne ,desaercni

 erup naht retteb demrofrep EED dna leseidoib fo serutxim

 srab 091 ta rehgih saw ETB ,dnelb EED %51 roF .leseidoib

 ot derapmoC .srab 071 ta desaerced tub erusserp noitcejni fo

 EED %51 ,leseidoib dna ,dnelb EED %5 ,dnelb EED %01

 ekoms ,sdaol enigne rehgih tA .CFSB rewol decudorp dnelb

 .la te jarmaS .]68[ sdnelb EED lla htiw decuder saw noissime

 noitcarf thgil ot )51EED( EED %51 gnidda taht dnuof )3202(

 ni semoctuo tseb eht decudorp leseidoib lio gnikooc etsaw

 ta leseid ot derapmoC .ecnamrofrep dna snoissime fo smret

 ETB ,%9.82 yb rehgih saw 51EED rof CFSB eht ,daol lluf

 nehW .%9.11 yb rewol saw TGE dna ,%6.7 yb rewol saw

 dna ,OC ,CH fo snoissime eht ,daol lluf ta leseid ot derapmoc

 ,ylevitcepser ,%4.92 dna ,%52 ,%9.23 yb rewol erew ekoms

 saw tI .]78[ %63 yb rehgih erew noissime ON elihw

 ot noitidda EED taht )0202( .la te iksróG yb denimreted

 noisnet ecafrus dna ytisned ,ytisocsiv eht decuder leseidoib

 %01 .leseidoib fo seitreporp erutarepmet wol devorpmi dna

 dna %28 dna %35 yb ytisocsiv decuder sdnelb EED %03 dna

 noisnet ecafrus dna ytisned eht decuder osla dnelb EED %03

 saw )PPFC( tniop gniggulp retlif dloc ehT .%52 dna %6 ot pu

 decuder dnelb EED %03 dna noitidda EED yb devorpmi

 ni elbaulav mees sdnelb EED ,ecneH .C°42 ot pu PPFC

 esrow eht dewohs leseidoib lio deesniL .snosaes tsedloc

 dluoc segatnavdasid eseht ,revewoH .leseid naht ecnamrofrep

 EED fo noitsubmoc ehT .noitidda EED htiw decuder eb

 ekoms decuder dnelb EED %02 .leseid ot ralimis saw sdnelb

 )6102( iddeR dna oaR .]88[ leuf leseid fo level ot noissime

 leseidoib lio auham ot )51EED( EED %51 gnidda taht dnuof
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 eht ,daol lluf tA .CFSB devorpmi dna ETB desaercni

 .]98[ 51EED yb decuder yltnacifingis osla erew snoissime

 )51EED( EED %51 gnidda ,)2102( .la te ubaB ot gnidroccA

 .CFSB devorpmi dna ETB desaercni leseidoib lio auham ot

 desaerced EED fo noitidda eht ,sdaol muidem dna wol tA

 sdnelb EED ,sdaol hgih ta ,revewoh ;snoissime xON

 xON rewol dna leseid naht snoissime xON rehgih decudorp

 saw ereht ,EED fo noitidda eht htiW .leseidoib naht snoissime

 xON ni noitcuder a dna snoissime ekoms ni esaerced elttil a

 desaerced 51EED ,daol lluf tA .%01 naht erom fo snoissime

 OC decuder 51EED ,daol lluf tA .noissime ekoms eht

 litnu ylidaets werg snoissime CH revewoh ,%76 yb snoissime

 dnuof )3102( ymasulaB dna imhskalaviS .]09[ oitar EED %51

 dna RRH detsoob leseidoib lio meen ot EED %5 gnidda taht

 desaerced snoissime OC dna ekomS .erusserp rednilyc kaep

 snoissime CH dna xON revewoh ,sdaol lla ta sdnelb lla htiw

 .daol mumixam ta dnelb 5EED gnisu nehw desaercni

 naht rehgih saw dnelb EED %5 fo ETB ,yllanoitiddA

 ,lonahte gnidda taht dnuof )5102( .la te lihtneS .]19[ leseidoib

 lla ta ETB decnahne leseidoib lio muiren ot EED dna ,EMD

 lonahte dna ,EED ,EMD fo noitidda eht ,sdaol lla tA .sdaol

 ,EMD nehW .OC dna ekoms fo snoissime decuder ni detluser

 lla ta leseidoib lio muiren ot dedda erew lonahte dna ,EED

 saw tI .]29[ desaercni xON dna CH fo slevel eht ,sdaol

 eht taht )9002( najaragaN dna namahtohsuruP yb denimreted

 egnaro rof rehgih erew RRH dna erusserp rednilyc kaep

 rehgih saw ETB .dnelb lio egnaroleseid naht dnelb EEDlio

 egnaro dna dnelb EEDlio egnaro rof %2.1 dna %3 yb

 rof rewol saw noissime xON .leseid naht dnelb leseidlio

 dnelb leseidlio egnaro rehgih dna dnelb EEDlio egnaro

 htiw %67 yb desiar saw noissime OC .leseid ot derapmoc

 egnaro rof %6.7 yb decuder dna dnelb EEDlio egnaro

 noissime CH .daol lluf ta leseid ot derapmoc dnelb leseidlio

 egnaro rof rewol dna dnelb EEDlio egnaro rof rehgih saw

 saw noissime ekomS .leseid ot derapmoc dnelb leseidlio

 sdnelb leseidlio egnaro dna dnelb EEDlio egnaro rof rewol

 dna namahtohsuruP yb denimreted saw tI .]39[ leseid naht

 tseb eht evag noitidda EED s/gm 63 taht )0102( najaragaN

 saw ETB .stluser noissime dna ecnamrofrep ,noitsubmoc

 derapmoc lio egnaro htiw EED fo s/gm 63 rof %3 yb desiar

 desiar erew OC dna CH fo snoissime ehT .daol lluf ta leseid ot

 egnaro htiw EED s/gm 63 rof hWk/g 8.8 dna hWk/g 22.0 yb

 daol lluf ta hWk/g 39.0 dna hWk/g 10.0 dna daol wol ta lio

 erew ekoms dna xON fo snoissime ehT .leseid ot derapmoc

 htiw EED fo s/gm 63 rof daol lluf ta %7.4 dna %8 yb decuder

 dna erusserp rednilyc kaep ehT .leseid ot derapmoc lio egnaro

 63 rof AC°/J 51 dna srab 7 yb rehgih erew etar esaeler taeh

 te ilA .]49[ daol lluf ta leseid naht lio egnaro htiw EED s/gm

 lio mlap ni desaercni oitar EED sa taht dnuof )9002( .la

 noisulcni ehT .desaerced ytisocsiv dna ytisned eht ,leseidoib

 tub ,llew sa tniop ruop dna eulav dica eht decnahne EED fo

 leseidoib–EED eht fo tnetnoc ygrene dna tniop duolc eht

 erup ot derapmoc nehW .egnahc yltnacifingis ton did sdnelb

 saw eulav gnitaeh ni noitcuder eht ,oitar EED %8 ta leseidoib

 .la te ilA .]59[ C°7 saw tniop ruop mumixam eht dna %7.4

 ,tnetnoc ygrene ni pord ronim a sediseb taht dnuof )4102(

 leseidoib lio mlap ot EED dna ,lonatub ,lonahte gnidda

 dna ,tniop ruop ,ytisocsiv ,ytisned ,eulav dica sti decnahne

 decuder saw tniop ruop eht ,oitar EED %5 a tA .tniop duolc

 ,lonatub ,lonahte %5 fo noitidda ehT .C°5 fo mumixam a yb

 dna ,%7 ,%21 fo ytisocsiv fo noitcuder a ni detluser EED dna

 fo noitidda eht ,leseidoib erup ot derapmoc nehW .%5.61

 desaercni osla leseidoib lio mlap ot lonahte dna ,lonatub ,EED

 deniatbo erew stluser tsehgih eht ;rewop ekarb dna CFSB

 ramuK yb denimreted saw tI .]69[ EED fo noitidda eht htiw

 lio mlap ot noitidda EED %03 taht )4102( dasarP dna

 %05 ,revewoH .ecnamrofrep enigne tseb eht evag leseidoib

 detautculf saw deeps enigne eht sa ,detset ton saw dnelb EED

 enigne ecneh ;hgih os ot dehcaer enigne fo erutarepmet dna

 taht dnuof )6102( .la te najaR .]79[ dnelb siht yb nur tonnac

 ,daol lluf ta leseidoib lio aimagnop ot dedda saw EED nehw

 lla RRH dna ,erusserp kaep ,etar esir erusserp mumixam ,DI

 %3.6 dna %1.3 yb desaercni ETB ,daol lluf tA .desaerced

 EED %01 dna leseid htiw ssel %7.3 dna dnelb EED %51 htiw

 ,dnelb EED %51 htiW .ylevitcepser ,leseidoib dna dnelb

 ,%01 dna %72 nwod erew snoissime OC dna ekoms

 derapmoc nehw pu erew snoissime CH hguohtla ,ylevitcepser

 dnelb EED %51 ,daol lluf ta ,noitidda nI .daol lluf ta leseid ot

 sa %23 yb snoissime ON dna ekoms desaerced yltaerg

 taht dnuof )3202( .la te iksróG .]89[ leseidoib ot derapmoc

 evitceffe naem detacidni fo ytilibairav fo tneiciffeoc eht elihw

 ,%4 ssaprus ton did sdnelb EED rof )PEMI fo VOC( erusserp

 ot del leseidoib lio deesepar ni oitar EED gnisaercni eht

 ot derapmoc nehw noitarepo enigne ni ytiralugerri evissecxe

 ni gnitaropave EED morf detluser hcihw ,skcol ropaV .leseid

 ,gnitarepo morf rotcejni leuf eht gnippots dna enil leuf eht

 te oktoL .]99[ noitadarged noitsubmoc eht fo esuac eht erew

 scitsiretcarahc sdnelb EED–leseidoib eht taht dnuof )8102( .la

 ecafrus ,ytisocsiv ehT .leseid fo esoht ot elbarapmoc erew

 lla erew leseidoib lio deesepar eht fo ytisned dna ,noisnet

 EED gnidda ,yltneuqesnoC .EED fo noitidda eht yb desaerced

 .noitsubmoc dna ytilauq s’leuf eht esaercni dluoc leseidoib ot

 eht ot EED fo noitidda eht ,leseidoib erup ot nosirapmoc nI

 dna snigimS .]001[ %05 yb tuptuo ekoms desaerced leseidoib

 leseidoib lio deesepar ot EED gnidda taht dnuof )0202( sikaZ

 CFSB desaercni dna %3.71–2.6 yb rewop enigne desaerced

 EED llA .leseidoib eht ot derapmoc nehw %5.51–6.0 yb

 tub ,xON dna CH fo snoissime rewol eht dewohs sdnelb

higher emissions of CO and CO2 when compared to the 

 snoissime xON ,sdnelb EED %03 dna %02 htiW .leseidoib

 oeG .]101[ leseidoib eht fo taht naht rewol %42 ylhguor erew

 gnisu yb %5.7 yb desaercni ETB taht dnuof )0102( .la te

 eht otni noitcejni EED h/g002 htiw leseidoib lio dees rebbur

 desaerced ti saerehw ,leseidoib erup fo daetsni nehw ria ekatni

 saw noitcejni EED h/g002 nehW .leseid gnisu nehw %7.4 yb

 yb desaerced saw noissime ekoms ,leseidoib fo daetsni desu

 .leseid fo taht naht rehgih %51 llits saw ti hguohtla ,%4.43

 dna OC fo snoissime eht desaerced osla EED fo noitcejni ehT

 ,leseidoib fo daetsni detcejni saw EED h/g002 nehW .CH

 erew yeht hguohtla ,%1.31 yb desaerced erew snoissime xON

 ot nosirapmoc nI .leseid fo taht naht %8.43 retaerg llits

 erusserp rednilyc kaep eht desaercni noitcejni EED ,leseidoib
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 .]201[ DC dna DI gnirewol elihw etar esir erusserp dna

 saw ETB elihw taht dnuof )6102( htanujnaM dna ahsenaD

 ot EED gnidda yb desaerced saw CFSB ,leseid ot elbarapmoc

simarouba glauca seed oil biodiesel. CO, HC, and NOx 

emissions decreased, while CO2 emissions increased when 

 gnidda taht dnuof )2202( .la te iksróG .]301[ dedda saw EED

 gnirud noitazimota devorpmi leseidoib lio rewolfnus ot EED

 eht desaerced dna rebmahc noitsubmoc eht otni noitcejni

 erutarepmet wol ehT .noisnet ecafrus dna ,ytisned ,ytisocsiv

 ,EED fo noisulcni eht yb decnahne rehtruf erew seitilauq

 eht gnirud desu eb thgim sdnelb EED eht taht gnitseggus

 ,stniop hsalf eht derewol noisulcni EED .snosaes retniw

 hgih yltneiciffus a nehW .noitatropsnart fo ytefas eht gnirusne

 eht ,leseidoib eht ot dedda saw EED fo noitartnecnoc

 .leseid fo taht ot elbarapmoc saw sdnelb EED fo noitsubmoc

 EED %03 htiw deniatbo erew slevel ekoms leseid ot resolC

 erew snoissime xON dna CH fo sdnelb EED .noitidda

 .la te narahiraH .]401[ leuf leseid fo esoht ot elbarapmoc

 AC°8.2 regnol saw DI fo dnelb EED eht taht dnuof )3102(

 sisyloryp erit htiw EED h/g 031 gnisu yB .leseid fo taht naht

 rednilyc kaep eht ,daol lluf ta leseid fo daetsni leseidoib lio

 5.2 yb desaerced saw ETB .srab 3 yb desaercni erusserp

 .leseid fo daetsni daol lluf ta dedda saw EED nehw tnecrep

 xON ,leseid fo daetsni dnelb EED fo gnizilitu nehW

 eht ,leseid ot nosirapmoc nI .%5 yb desaerced erew snoissime

 ,CH fo snoissime erom %83 dna ,%5.4 ,%2 dah dnelb EED

 oaR dna litaP yb denimreted saw tI .]501[ ekoms dna ,OC

 leseidoib lio gnikooc etsaw fo ecnamrofrep enigne taht )8102(

 leseid htiw elbarapmoc saw RGE %01 dna EED %51 htiw

 .]601[ noissime xON dna ETB decuder RGE gnisir ehT .leuf

 lio sisyloryp citsalp etsaw taht dnuof )5102( .la te jaraveD

 dluoc dna leseid ot elbarapmoc seitreporp sah )OPPW(

 EED .noitacifidom tuohtiw senigne leseid ni desu eb erofereht

 dna noitazimota leuf eht devorpmi OPPW ot noitidda

 EED %01 .ETB devorpmi hcihw ,ytisocsiv desaerced

 saw ETB ,daol lluf tA .EED %5 naht ETB retaerg a decudorp

 rednilyc kaep eht dna RRH .EED %01 yb OPPW naht retaerg

 leseiD .oitar EED gnisaercni eht yb derewol erew erusserp

 ssel dah sdnelb EED dna ,OPPW naht rewop ekarb ssel dah

 OPPW ot dedda saw EED nehW .OPPW naht rewop ekarb

 tub ,decuder erew xON dna OC fo snoissime eht ,leseidoib

 dna lamiaK .]701[ desaercni erew CH fo snoissime eht

 ni desaercni oitar EED nehw taht dnuof )6102( nalabayajiV

 CESB dna desaerced ETB ,leseidoib lio citsalp etsaw

 sdnelb EED ,leseidoib dna leseid ot nosirapmoc nI .desaercni

 rednilyc kaep desaerced dna noitsubmoc eht nwod dewols

 desaerced EED gnidda ,yllanoitiddA .RRH dna erusserp

 ta ylevitcepser ,%92 dna %52 yb snoissime xON dna ekoms

 tub sdnelb EED htiw desaerced snoissime OC .daol mumixam

 desaerced decudorp dnelb EED %51 .desaercni snoissime CH

 .]801[ ecnamrofrep dna noitsubmoc devorpmi dna snoissime

 etsaw ot EED gnidda taht dnuof )3202( .la te mahkgnaiW

 ,tniop hsalf ,ytivarg ,ytisned eht desaerced leseidoib lio citsalp

 wol tA .xedni enatec rieht gnisaercni elihw ytisocsiv dna

 hgih ta sdnelb EED htiw desaerced ecnamrofrep enigne ,sdaol

 decudorp noitidda EED ,revewoH .DI gninetrohs yb sdaol

 erom ecudorp ton did oitar EED desaercni ;noitsubmoc reilrae

 snoissime xON fo tnuoma ehT .noitsubmoc decnavda

 eht elihw ,noitidda EED htiw sdaol hgih ta desaerced

 saw tI .tnatsnoc ylevitaler deniamer CH dna OC fo snoissime

 dna ETB tsehgih eht rof oitar EED tseb eht taht deralced

 .]901[ %41 dna %01 neewteb saw noissime xON tsewol

 ssorca tnetsisnoc saw ETB taht dnuof )0202( .la te ohlavraC

 eht ,leseid ot nosirapmoc nI .sdaol dna sleuf detaulave lla

 yb snoissime xON ,%02 yb snoissime OC desaercni leseidoib

 %02 htiw leseidoib esuaceB .%1 yb snoissime CH dna ,%1

 ,rebmun enatec rewol a dna tnetnoc negyxo regral sah lonahte

 ot nosirapmoc nI .snoissime xON erom secudorp osla ti

 eht desaercni osla noitanibmoc siht ,leseid dna lesedoib

 eht ot EED fo noitidda ehT .CH dna OC fo snoissime

 CH ni esaercni %73 a ni detluser dnelb lonahte–leseidoib

 ,snoissime OC dna xON ni esaerced %31–3 dna snoissime

 etaredom ta desaercni saw ETB ,yllanoitiddA .ylevitcepser

 EED htiw dnelb lonahte–leseidoib a gnisu sdaol hgih dna

addition [110]. Venu and Madhavan (2016) found that adding 

titanium oxide (TiO2) or zirconium oxide (ZrO2) improved 

 nI .stnatullop rewol eht gnicudorp elihw noitsubmoc

comparison to biodiesel–ethanol blend, the addition of TiO2 

 gnicuder elihw snoissime ekoms dna ,CH ,xON desaercni

BSFC and CO emission. In contrast, the addition of ZrO2 

increased BSFC and HC emissions while reducing CO, CO2, 

 EED fo noitidda eht ,ylesrevnoC .snoissime ekoms dna

 elihw CH dna OC fo snoissime eht dna RRH desaercni

 ehT .ekoms dna ,xON fo snoissime eht dna CFSB gnirewol

 EED woh dewohs xON dna ekoms ni esaerced suoenatlumis

 .]111[ )CTL( noitsubmoc erutarepmet wol detceffa

 EED–retaw eht taht dnuof )2102( yhtrumanayaranaytaS

 ,noitsubmoc gnirud snoisolpxe–orcim decudorp noitulos

 kaep ni esaerced dna noitsubmoc desuffid retteb ot del hcihw

 htiw noitulos EED–retaw %51 ,daol lluf tA .erusserp rednilyc

 EED retaw %02 naht eroM .%2 yb ETB desaercni leseidoib

 .nageb noitulid lio esac knarc eht erofeb deriuqer saw noisufni

 eht ,%51 ot %5 morf desaercni oitar EED–retaw nehW

 CH .mpp 005 yb derewol saw snoissime ON fo tnuoma

 lacitnedi ylraen saw EED–retaw %51 yb decudorp noissime

 dna nahtnanahtuhcaS .]211[ leseid erup fo taht ot

 rehto ot derapmoc nehw taht dnuof )7002( nardnahcayeJ

 dnelb EED %51 ,noislume leseidoib–retaw dna sdnelb

 ,daol lluf tA .snoissime rewol decudorp dna retteb demrofrep

 tA .dnelb EED %51 htiw %92 ot %3.82 morf desiar saw ETB

 morf noissime OC desaerced dnelb EED %51 ,daol lluf

 .mpp 04 ot mpp 57 morf snoissime CH dna %1.0 ot %571.0

 ,)stinU ekomS hcsoB( USB 2.4 fo noissime ekoms dah leseiD

 5.2 dah noislume leseidoib–retaw dna ,USB 5.4 dah leseidoib

 erew ekoms fo snoissime eht ;dnelb EED %51 htiW .USB

 noissime xON dah dnelb EED %01 .USB 6.1 ot desaerced

 noislume leseidoib–retaw %03 saerehw ,mpp 865 fo slevel

 denimreted saw tI .]311[ mpp 156 fo slevel noissime xON dah

 lio ajnarak taht )6102( naguruM dna kiraB yb

 eht evag EED %4 htiw noitarepo leuf laud sagoibleseidoib

 EED %4 .snoissime dna ecnamrofrep ,noitsubmoc retteb

 %8.5 yb CFSB decuder dna %3.2 yb ETB desiar noitcejni
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 noissime ehT .daol lluf ta noitarepo leuf laud eht ot derapmoc

 dna %6.01 ,%2.21 yb decuder erew ekoms dna CH ,OC fo

 rehgih saw noissime ON ,tuB .daol lluf ta EED 4% htiw %7.5

 saw ti ;noitarepo leuf laud ot derapmoc EED 4% htiw %7.21

 saw tI .]411[ daol lluf ta leseidoib naht %9.01 rewol

 yb desiar saw ETB taht )7102( .la te kiraB yb denimreted

–leseidoib lio ajnarak htiw %2.2 decuder saw CFSB dna %1.7

 ot derapmoc noitidda EED htiw noitarepo leuf laud sagoib

 decuder erew ekoms dna CH ,OC fo snoissime ehT .leseidoib

 .leseid ot derapmoc daol lluf ta %8.24 dna %5.93 ,%2.24 yb

 ti tub ,leseid fo taht naht %6.7 rehgih saw noissime ON ,tuB

 .]511[ daol lluf ta leseidoib fo taht naht rewol %2.1 saw

 sdnelb EED detset lla taht dnuof )9102( .la te lapogahtnaN

 ot nosirapmoc nI .scitsiretcarahc noitsubmoc eht decuder dah

 dnelb leseidoib–leseid eht ot EED fo noitidda eht ,leseid erup

 ehT .%3.5 yb ETB desaerced dna %5.21 yb CFSB desaercni

emissions of HC, CO, NOx, and CO2 were reduced by 84%, 

 lluf ta sdnelb EED htiw ylevitcepser ,%2.5 dna ,%75 ,%6.4

 ot desaercni tuptuo ekoms ,dnelb EED %5.21 htiW .daol

 gnidda taht dnuof )9102( .la te mahtnanaveeJ .]611[ %1.08

 sa %3.5 yb ETB desaercni dnelb leseidoib–leseid ot EED %5

 EBTM %5 dna EED %5 fo noitidda ehT .leseid ot derapmoc

 dnelb leseidoib–leseid eht ot )rehtE lytuB–tret lyhteM(

 .ylevitcepser ,%8.41 dna %1.8 yb snoissime OC desaerced

 dna EBTM %01 ,dnelb leseidoib–leseid a ot dedda nehW

 ,%23 dna %8.8 yb snoissime xON desaerced EED %01

 eht htiW .daol lluf ta leseid ot derapmoc nehw ,ylevitcepser

 CH dna ekoms fo snoissime eht ,EED dna EBTM fo noitidda

 eht taht dnuof )9102( ihtoJ dna aroD .]711[ desaerced osla

 on dah dnelb leseidoib–leseid eht ot EED fo noitidda

 gnidda ,revewoH .ecnamrofrep enigne no tceffe elbaicerppa

 detluser leseidoib %02 dna leseid %08 fo dnelb ot EED %2

 a nwohs sdnelb EED .snoissime ni pord tnerappa na ni

 saw tI .]07[ snoissime xON dna OC ni esaerced tnacifingis

 oitar EED gnisir taht )2202( .la te narakabarP yb denimreted

 enatec ,eulav cifirolac decuder sdnelb leseidoibleseid ni

 ytisned desaercni ti tub ,tniop erif/hsalf dna ytisocsiv ,rebmun

 erew sdnelb EED fo seulav enateC .tniop ruop/duolc dna

 ,%64.5 yb rewol erew seulav enatec tub ,leseidoib naht rehgih

 %04 dna 03 ,02 fo RRH .leseid naht %9.01 dna %2.8

 dna %1.21 ,%6.51 yb derewol erew sdnelb leseidleseidoib

 dna erusserp rednilyc mumixam eht decuder siht dna %6.8

 sdnelb leseidleseidoib %04 fo rewop ekarB .erutarepmet

 %02 rof %2.2 dna %8.3 rewol saw ti tub ,leseid ot ralimis saw

 %02 dna %03 ,%04 fo ETB .sdnelb leseidleseidoib %03 dna

 %3.11 dna ,%4.7 ,%2 rewol erew sdnelb leseidleseidoib

 yb decuder erew CH dna OC fo snoissime ehT .leseid naht

17–35% and 13–25% with DEE blends, while CO2 emission 

 sdnelb EED ,tuB .sdnelb EED lla rof lauqe tsomla saw

 .]811[ leseid naht noissime xON erom %91–11 dettime

–leseid ot EED gnidda taht dnuof )6102( vadaY dna ednihS

 enatec dna tnetnoc negyxo eht desaercni dnelb leseidoib

 dna ,ytisned ,eulav cifirolac eht gnisaerced elihw rebmun

 osla dnelb leseidoib–leseid eht ot dedda EED .ytisocsiv

 EED .snoissime decuder htiw CFSB dna ETB decnahne

 rof tub ,segnahc yna eriuqer ton did oitar %51 ot pu noitidda

 EED %51 naht erom ,snoissime dna ecnamrofrep devorpmi

 gnisir taht )3202( .la te ialliP yb denimreted saw tI .]911[ did

 dna ETB devorpmi sdnelb leseidoib–leseid ot noitidda EED

BSFC with reduced the emissions of CO, HC, NOx and CO2 

 taht dnuof )7102( ihtrumalayalaM dna ihtroomanhsirK .]021[

 daol lluf ta dnelb leseidoib–leseid eht ot dedda saw EED nehw

 saw ETB ,5 fo seloh elzzon fo rebmun a dna 5.71 fo RC a rof

 yb desaerced saw noissime xON eht dna %3.4 yb rehgih

 del seloh elzzon ni esaercni dna EED fo noisulcni ehT .%9.3

to decrease in BSEC, HC, CO, and smoke emissions while 

increasing BTE and CO2 emissions [121]. Kuberan and 

–leseid ot EED gnidda taht dnuof )7102( ihtrumugalA

 dna ETB gnisaercni ,noitsubmoc devorpmi dnelb leseidoib

 ,OC fo snoissime ,dedda saw EED nehW .CFSB gnirewol

 denimreted saw tI .]221[ desaerced osla erew xON dna ,CH

 ekoms taht )3202( ramuklihtneS dna narakesaridnahC yb

 noitidda EED %5 rof %6.3 dna %3.41 yb decuder saw yticapo

 dna leseid erup ot derapmoc dnelb leseidoib–leseid ot

 .]321[ ecnamrofrep enigne devorpmi sediseb ,leseidoib

 rab 022 ta ,)3202( .la te iqurlA yb hcraeser ot gnidroccA

 noitidda EED %51 dna ,daol enigne %09 ,erusserp noitcejni

 muminim dna ETB mumixam eht ,dnelb leseidoib–leseid ot

 .ylevitcepser ,hWk/g923 dna %19.72 eb ot dnuof erew CFSB

 leseid %08–leseidoib %02 ot dnelb EED %51 gnirapmoC

 ot nosirapmoc nI .rewol %45.31 saw CFSB ,noitanibmoc

 erew snoissime xON ,dnelb leseid %08–leseidoib %02

 erew yeht ,revewoh ;dnelb EED %5 htiw decuder esiwekil

 dna CH ,leseid ot nosirapmoc nI .dnelb EED %51 htiw rehgih

 %98.6 dna %56.92 yb desaerced esiwekil erew snoissime OC

 taht dnuof )3202( .la te demhA .]421[ dnelb EED %51 gnisu

 dnelb leseidoib taf lamina–leseid ot EED %02 gnidda

 nI .TGE gnirewol elihw erusserp rednilyc eht desaercni

 ,leseid dna leseidoib %02 dna leseid fo dnelb ot nosirapmoc

 dna rehgih %8.4 saw taht CFSB decudorp noitidda EED %02

 rof retaerg saw CESB ,leseid ot nosirapmoc nI .rewol %4.1

 yb sdnelb leseid–leseidoib %02 dna ,EED %01 ,EED %02

 ,leseid ot nosirapmoc nI .ylevitcepser ,%6.5 dna ,%5.8 ,%39.1

 dna %02 fo sdnelb htiw %3.9 dna %1.7 yb decuder saw ETB

 ot dnelb EED %02 gnirapmoc nehW .ylevitcepser ,EED %01

 yb desaerced erew xON dna ,CH ,OC fo snoissime eht ,leseid

 eht ,revewoH .ylevitcepser ,%81.4 dna ,%7.05 ,%8.73

 saw tI .]521[ %8.02 yb desaercni ekoms fo noissime

 EED taht )3202( ymasunnoP dna ymasuruG yb denimreted

 eht decuder dnelb leseidoib taf ropmac–leseid ot noitidda

 noitcudni negordyh tub ,erutarepmet dna erusserp rednilyc

 tub ,ETB desiar noitcudni negordyh gnisir ehT .meht desiar

 saw noissime OC tsewol ehT .ETB decuder EED gnisir

 saw ti tub ,EED tuohtiw noitcudni negordyh rof %111.0

 yb desiar ti neht noitidda EED %01 htiw %101.0 ot decuder

 saw noissime CH tsewol ehT .daol lluf ta noitidda EED %02

 decuder ti tub ,EED tuohtiw noitcudni negordyh rof mpp 68

by 10% DEE addition at all loads and it raised by 20% DEE 

addition. CO2 emission was reduced with hydrogen induction, 

 EED %02 naht noitidda EED %01 yb rehgih saw ti tub

 noitidda EED %01 htiw rewol saw noissime ekomS .noitidda

 yb denimreted saw tI .]621[ sdnelb rehto eht naht daol lluf ta
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 decuder oitar leseidoib gnisir taht )5102( .la te ramuK

 leseidoib lio llehs tun wehsac %01–leseid %09 .ecnamrofrep

 rehgih dna %03 tub ,leseid ot ecnamrofrep resolc evag dnelb

 saw dnelb leseidoib %02 .tluser roop evag sdnelb leseidoib

 dna 01 ,5 fo soitar ta EED htiw dednelb saw ti os dna tseb eht

 saw hcihw ETB fo %5.62 eht evag dnelb EED %51 .%51

 fo mpp 0021 dettime dnelb EED %51 .leseid fo taht ot esolc

 leseidoib %02 tub ,leseid rof mpp 5911 saw ti elihw xON

 xON decuder noitidda EED .xON fo mpp 0541 dettime dnelb

 noissime OC .dnelb leseidoib %02 ot derapmoc %71 ot pu

 ,69.3 saw noissime ekomS .noitidda EED yb decuder osla saw

 leseidoib %02 rof )rebmun ekoms retlif( NSF 51.3 ,83.3

 yb denimreted saw tI .]721[ leseid dna dnelb EED %51 ,dnelb

 lio llehs tun wehsac %02–leseid %08 taht )7102( .la te ramuK

 %02 fo ETB .ecnamrofrep enigne decuder dnelb leseidoib

 .leseid rof %37.92 saw ti elihw %25.72 saw dnelb leseidoib

 devorpmi dnelb leseidoib %02 ot noitidda EED ,revewoH

 saw hcihw dnelb EED %01 rof %69.82 saw ti ;ETB rehtruf

very close to that of diesel. 20% biodiesel blend reduced 

smoke and CO2 emissions, but it increased HC and NOx 

 ,CH decuder dnelb leseidoib %02 ot noitidda EED .snoissime

 dna 92 ,43 ,03 saw noissime CH .snoissime ekoms dna xON

 .EED %51 dna EED %01 ,leseidoib %02 ,leseid rof mpp 32

 0021 dna 3731 ,7231 ,1151 ,0541 ,5911 saw noissime xON

 %01 ,EED %5 ,leseidoib %03 ,leseidoib %02 ,leseid rof mpp

 dnelb leseidoib–leseid ot noitidda EED .EED %51 dna EED

 %02 ot derapmoc %49.9 yb noissime xON decuder osla

 NSF 51.3 ,83.3 ,69.3 saw noissime ekomS .dnelb leseidoib

 dna ahsenaG .]821[ leseid dna EED %51 ,leseidoib %02 rof

 %01 dna leseid %09 fo dnelb eht taht dnuof )6102( nahtehC

 dna ecnamrofrep dah leseidoib lio llehs tun wehsac

 htiw ,leseid fo taht ot ralimis scitsiretcarahc noitsubmoc

 fo noitidda eht ,revewoH .xON dna OC fo snoissime decuder

 jaraphsuP .]921[ snoissime CH fo tnuoma eht desaercni EED

 ,eulav cifirolac ,rebmun enatec taht dnuof )4102( .la te

 leseidoib lio llehs tun wehsac fo tniop hsalf dna ,level ruhplus

 eht fo ytisocsiv dna ytisneD .leseid fo esoht ot roirepus erew

 .EED fo noitidda eht yb decnahne erew dnelb leseidoib–leseid

 desaerced dnelb EED %01 ,dnelb leseidoib %02 ot derapmoC

 nehW .daol lluf ta %4.96 dna %6.43 yb snoissime ON dna CH

 %71 saw ereht ,leseid dna leseidoib %02 fo dnelb gnisu

 yb denimreted saw tI .]031[ noissime ekoms ni noitcuder

 leuf latot rehgih eht taht )3202( .la te ramuklihtneS

 %01leseid %09 htiw desuora saw )CFT( noitpmusnoc

 leuf rof leseid naht dnelb leseidoib lio llehs tun wehsac

 %01 ot noitidda EED .srab 091 fo )PIF( erusserp noitcejni

 EED .srab 032 dna 012 fo PIF ta CFT decuder dnelb leseidoib

 lacinahcem desiar osla dnelb leseidoib %01 ot noitidda

 eht gnivorpmi yb dnelb leseidoib %01 fo )EM( ycneiciffe

 fo CFT sa deniatbo erew stluser mumitpo ehT .noitsubmoc

 ta dnelb )51EED( EED %51 htiw %1.86 fo EM dna h/g 548

 fo CFT decudorp osla dnelb )5EED( EED %5 .rab 091 PIF

 ehT .srab 032 fo PIF dezimitpo ta %17 fo EM dna h/g 519

 elttil a htiw EM devorpmi noitidda EED dna PIF fo gnisir

 ramuklihtneS .]131[ dnelb leseidoib %01 rof CFT ni esaercni

 erutarepmet noitsubmoc taht dnuof )3202( naseguruM dna

 fo taeh tnetal rehgih yb desaerced erew noissime xON dna

 ,daol lluf tA .EED fo eulav cifirolac rewol dna noitaziropav

 lio llehs tun wehsac %01leseid %09 ot noitidda EED %01

 xON ni noitcuder %17 a ni detluser dnelb leseidoib

 ssel decudorp dna yltneiciffe erom denrub EED .snoissime

 %2.8 .ytisocsiv dna ytisned desaerced sti fo esuaceb ekoms

 EED %01 gnisu elihw daol lluf rednu desaeler saw ekoms ssel

 ETB dna CESB decnahne dnelb EED %01 ,daol lluf tA .dnelb

 .la te damhA .]231[ snoissime CH dna OC desaerced dna

 taht naht ssel saw ETB ,sdnelb detset lla rof ,taht dnuof )3202(

 rof tpecxe sdnelb lla htiw retaerg ETB .Wk 3.3 ot pu leseid fo

 decudorp hcihw ,leseid naht dnelb )rehte lytubid( EBD %5

 sdnelb detset llA .Wk 42.4 ta %03 evoba ETB tseb eht

 fo eulav muminim htiw ,noissime xON ni noitcuder detibihxe

 htiw ,noissime CH ni noitcuder detibihxe sdnelb llA .mpp 055

 %5 ,leseid ot nosirapmoc nI .mpp 5.91 fo eulav muminim a

 ,CESB desaerced dna %67.8 yb ETB desaercni dnelb EED

 dna ,%7.51 ,%6.2 ,%8 yb snoissime CH dna ,OC ,CFSB

47.3% at 4.24 kW. Additionally, it resulted in notable drops 

in CO2 and NOx emissions at all load [133]. According to 

 %02leseid %08 fo dnelb ot EED gnidda ,)7102( .la te irahirS

 enatec ,ytisned eht decnahne leseidoib lio dees nottoc

 mumixam ehT .erutarepmet noitingi otua dna ,rebmun

 gniddA .dnelb EED %3 htiw deveihca saw erusserp rednilyc

 ,CH fo snoissime ni esaerced tnacifingis a ni detluser EED %3

 EED %3 ,sdnelb rehto eht ot nosirapmoc nI .xON dna ,OC

 dna ETB desaercni sdnelb EED .ekoms ssel decudorp dnelb

 nidyA dna truyliseY yb denimreted saw tI .]431[ CFSB

 nottoc %08leseid %02 ni oitar EED gnisir eht taht )0202(

 rednilyc eht decuder dna DI desaercni dnelb leseidoib lio dees

 osla oitar EED gnisir ehT .etar esaeler taeh dna erusserp

 ETB decuder dnelb EED %01 .CESB dna CFSB htob desiar

 ot derapmoc %51.92 yb CFSB desiar ti elihw %93.71 yb

 saw ti elihw leseid naht rewol saw sdnelb EED fo TGE .leseid

 decuder osla noitidda EED .dnelb leseidoib %02 naht rehgih

 %48.8 dna 21.4 ,98.21 ot pu snoissime xON dna ekoms ,CH

 EED %5 dna EED %5.2 fo noissime OC .leseid ot derapmoc

 saw ti elihw leseid naht %92.23 dna 68.13 ressel erew sdnelb

lower 21.79 and 22.47% than 20% biodiesel blend. CO2 

 %5.7 ,EED %5 ,EED %5.2 ,leseidoib %02 ,leseid fo noissime

 ,44.282 ,13.233 ,79.004 erew sdnelb EED %01 dna EED

 .la te kcihtraK .]531[ hWk/g 36.083 dna 48.633 ,23.282

 sa desaercni detset yeht sdnelb lla fo ETB taht dnuof )4102(

 gniniatnoc dnelb rof ETB mumixam ehT .desaercni daol eht

 naht rehgih %3.7 saw hcihw ,%13.03 saw daol lluf ta EED %3

 eht ,derewol saw )RC( oitar noisserpmoc nehW .leseid

 nehw ,revewoH .desaerced xON dna ekoms fo snoissime

 eht ,EED htiw sdnelb leseidoib lio ahportaj dna leseid

 dna ekoms fo snoissime eht dna desaercni xON fo snoissime

 dna ,ecnamrofrep ,noitsubmoc fo smret nI .desaerced xON

 .la te aytaS .]631[ roirepus devorp dnelb EED %3 ,snoissime

 elzzon worran a dna erusserp noitcejni hgih taht dnuof )1102(

 ehT .snoissime dna ecnamrofrep enigne decnahne eloh

 leseid %08 gniniatnoc sdnelb leseidoib ot EED fo noitidda

 dna noitsubmoc decnahne leseidoib lio ahportaj %02 dna

 decuder dnelb EED %5 .snoissime decuder ni detluser
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 detluser dnelb EED %51 elihw ;CH dna CFSB fo snoissime

–leseid eht ot EED fo noitidda ehT .snoissime xON rewol ni

 tI .]731[ yticapo ekoms decuder ni detluser dnelb leseidoib

 lla taht )5102( samohT dna maharbA yb denimreted saw

 ehT .81 fo RC ta ecnamrofrep tseb evag sdnelb leuf detset

 lio ahportaj %02leseid %08 fo erusserp rednilyc kaep

 .doirep yaled gnisaerced eht ot eud rewol saw dnelb leseidoib

 eht ot eud leseid naht rehgih saw dnelb leseidoib %02 fo ETB

 eht fo CFSB .yticirbul retteb sti dna noitsubmoc retteb

 %02 .eulav cifirolac rewol sti ot eud rehgih saw leseidoib

 ot eud ycneiciffe lacinahcem rehgih eht evag dnelb leseidoib

 dna ytivitca noitcaer hgih ,ytilauq yarps devorpmi eht

 ehT .erutarepmet emalf rewol eht ot eud ssol taeh desaerced

emissions of CO and HC were reduced and CO2 emission was 

 ot eud dnelb leseidoibleseid eht ot noitidda EED htiw desiar

 %02 htiw desiar saw noissime xON .noitsubmoc etelpmoc eht

 dna tnetnoc negyxo hgih sti ot eud dnelb leseidoib

 EED %5 htiw decuder saw ti elihw ,erutarepmet noitsubmoc

 .la te weriF .]831[ erutarepmet rednilyc wol ot eud dnelb

 dnelb EED %02 rof rewop enigne elihw taht dnuof )6102(

 %08 fo taht naht rehgih saw ti ,leseid fo taht naht rewol saw

 .sdnelb rehto eht dna ,dnelb leseidoib lio ahportaj %02leseid

 taht naht rewol saw dnelb EED %01 fo CFSB ,sdaol rehgih tA

 EED %02 rof tsewol saw ti ,sdaol rewol ta sdnelb rehto eht fo

 elzzon llams gnisu taht dnuof )2102( .la te dasarP .]931[ dnelb

 enigne retteb ni detluser erusserp noitcejni hgih dna eloh

 %08 fo dnelb ehT .snoissime rewol dna ecnamrofrep

 roirepus decudorp EED %5 htiw lio ahportaj %02leseid

 %04 dna EED %01 .snoissime decuder dna ecnamrofrep

 xON fo snoissimE .CFSB decuder ni detluser dnelb leseidoib

 htiw dednelb saw lonahte %5 nehw decuder erew CH dna

 EED htiw sdnelb leseidoib–leseid ehT .leseidoib %04

 yticapo ekoms dna snoissime xON decuder dah noitidda

–n taht )5102( .la te nanetmI yb denimreted saw tI .]041[

 leseidoib lio ahportajleseid ot noitidda EED dna lonatub

 %02 .sdnelb leseidoib eht fo ytisocsiv dna ytisned eht decuder

 eht ot eud leseid naht erusserp rednilyc rehgih eht evag dnelb

 noitidda EED dna lonatub–n tub ,rebmun enatec rehgih

 noitsubmoc dedrater eht ot eud erusserp rednilyc eht decuder

 EED dna lonatub–n fo noitaziropav taeh tnetal rehgih eht dna

 naht CFSB rehgih %4.5 evag dnelb leseidoib %02 .sevitidda

 naht CFSB %9.3 decuder dnelb lonatub–n %01 elihw ,leseid

 decuder dnelb %02 ot noitidda EED %01 dna dnelb %02

 dnelb leseidoib %02 .dnelb leseidoib %02 naht CFSB %8.6

–n %01 elihw leseid naht noissime ON rehgih %2.8 evag

 evag dnelb leseidoib %02 ot noitidda EED %01 dna lonatub

 dnelb leseidoib %02 .noissime ON rewol %21 dna %8.8

–n %01 dna 5 .leseid naht noissime OC %5.72 decuder

 naht %7.03 dna 32 yb noissime OC decuder noitidda lonatub

 elihw tnetnoc negyxo rehgih eht ot eud dnelb leseidoib %02

 11 decuder dnelb leseidoib eht ot noitidda EED %01 dna 5

 ekoms decuder dnelb leseidoib %02 .noissime OC %6.02 dna

 EED %01 dna lonatub–n %01 .leseid naht %2.6 yb yticapo

 yb noissime ekoms decuder dnelb leseidoib eht ot noitidda

 leseidoib %02 .dnelb leseidoib %02 naht %5.83 dna %72

–n tub ,leseid naht %82 yb noissime CH decuder dnelb

 oaR .]141[ snoissime CH desaercni sdnelb EED dna lonatub

 %08 fo dnelb ot EED gnidda taht dnuof )8102( yrahC dna

 ,ytisned eht desaerced leseidoib lio ahportaj %02leseid

 ygrene sti devorpmi tub ,tniop erif/hsalf dna ,ytisocsiv

 eht ot EED %3 gnidda dna ,daol htiw desaercni TGE .tnetnoc

 daol eht sA .TGE tsewol eht decudorp dnelb leseidoib

 htiw dnelb leseidoibleseiD .desaercni osla ETB ,desaercni

 ,daol lluf tA .daol lluf ta ETB tsehgih eht evag saw EED %3

 tI .]241[ EED fo dnelb %6 htiw rewol %23.3 saw CFSB eht

 ylluf saw EED taht )0202( .la te epraV yb denimreted saw

 ot noitidda EED .leseidoib dna leseid ni elbicsim

 enatec ,ytilitalov eht desiar leseidoib lio ahportajleseid

 dna ytisned eht decuder ti elihw ,ytisocsiv dna ,rebmun

 sdaol dna RC rehgih ehT .sdnelb eht fo eulav cifirolac

 %02 .sdnelb detset lla rof CFSB decuder dna ETB decnahne

 enigne eht devorpmi noitidda EED %01 htiw dnelb leseidoib

 .sdnelb rehto eht ot derapmoc snoissime dna ecnamrofrep

 %48.51 yb decuder CFSB dna %41.12 yb desiar saw ETB

 dnelb leseidoibleseid eht ot noitidda EED %01 htiw

 %26.45 yb decuder saw noissime ekomS .leseid ot derapmoc

 dnelb EED %01 htiw %21.24 yb desiar saw noissime CH dna

 lla htiw desiar osla saw noissime xON .leseid ot derapmoc

 gnidda taht dnuof )1102( .la te radariB .]341[ sdnelb detset

 gnisu saerehw ,deyaled eb ot gnimit noitcejni eht desuac EED

 ot ti desuac leseidoib lio ajnarak %02leseid %08 fo dnelb

 eht ,dnelb leseidoib eht ot dedda saw EED nehW .ecnavda

 RRH kaep eht dna ,desaerced DI ,desaercni emit noitcejni

 ehT .%6 yb desaercni ETB ,dnelb EED %01 htiW .desaercni

 CH dna OC retla yltnacifingis ton did EED fo noisulcni

 ot esolc erew dnelb EED %01 fo snoissime xON .snoissime

 dnelb leseidoib %02 rof mpp 717 erew hcihw ,leseid fo esoht

 yb denimreted saw tI .]441[ leseid rof mpp 266 dna

 dna erusserp rednilyc kaep eht taht )4102( .la te makcinaM

 %01 htiw decuder saw DI dna desiar erew etar esaeler taeh

 %02leseid %08 ot derapmoc sdnelb EED %51 dna EED

 dnelb EED %01 .daol lluf ta dnelb leseidoib lio ajnarak

 yb ETB desiar dnelb EED %02 elihw %6.8 yb CFSB decuder

 noissime OC decuder sdnelb EED %51 dna EED %01 .%8.4

 noissime CH .leseidoib erup ot derapmoc %41 dna %72 yb

 EED %51 dna dnelb EED %01 rof %8 dna %42 yb desiar saw

 ON .daol lluf ta dnelb leseidoib %02 ot derapmoc dnelb

 dna EED %01 rof %23 dna %72 yb decuder saw noissime

 ekoms elihw ,daol lluf ta leseid ot derapmoc sdnelb EED %51

 %51 dna EED %01 rof %01 dna %41 yb desiar saw noissime

 daol lluf ta dnelb leseidoib %02 ot derapmoc sdnelb EED

 oitar EED gniworg taht dnuof )5102( .la te uduT .]541[

 lluf tA .erusserp rednilyc kaep eht desaercni dna DI desaerced

–leseid %06 fo snoissime dna ecnamrofrep enigne eht ,daol

 roirepus erew dnelb leseidoib lio sisyloryp noitcarf thgil %04

 htiW .dedda saw EED %4 nehw sdnelb rehto eht fo esoht ot

 .daol lluf ta leseid naht rewol %6 saw CFSB ,dnelb EED %4

 ON ,daol lluf ta leseid fo daetsni dnelb EED %4 gnisu nehW

 osla EED fo noisulcni ehT .rewol %52 erew snoissime

 hkumhseD dna etoedgaN .]641[ snoissime ekoms desaerced

 lio auham–leseid ot lonahte gnidda taht dnuof )2102(

 htiw ralimis saw ti tub ,CFSB eht desaerced sdnelb leseidoib
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 dah EED dna lonahte fo sdnelb eht elihW .noitidda EED

 CH retaerg dah yeht ,leseidoib eht naht snoissime OC rewol

 dnelb leseidoib eht ot dedda saw EED nehW .snoissime

 derewol saw ekoms fo noissime eht ,lonahte fo daetsni

 saw tI .]741[ desaercni snoissime xON tub ,rehtruf

 noissime xON taht )3102( .la te nujrakillaM yb denimreted

 saw ecnamrofrep enigne tub ,RGE gnisir yb decuder saw

 CH dna OC suht dna negyxo tneiciffusni ot eud ydaetsnu

 htiw leseidoib lio auhaM .slevel hgih ot desiar erew snoissime

 CH tub ,daol lluf ta noissime xON tsewol eht evag RGE %03

 leseidoib ehT .oitar RGE siht ta hgih erew snoissime OC dna

 eht sediseb snoissime OC dna CH wol evag RGE %02 htiw

 leseid naht ssel saw noissime xON .leseid ot esolc ETB gnisir

 eht htiw MP dna CH ,OC fo snoissime ehT .oitar RGE siht ta

 ,tuB .gnimit noitcejni gnidrater htiw desiar erew leseidoib

 noitcejnI .leseid fo taht naht rewol llits erew snoissime eseht

 eht evag )retnec daed pot erofeb( CDTB°9.02 fo gnimit

 lio auham %02leseid %08 ot noitidda EED .stluser mumitpo

 osla dna snoissime rehto eht dna xON decuder dnelb leseidoib

 dna rakahduS .]841[ ecnamrofrep enigne eht devorpmi

–leseid %08 ot EED gnidda taht dnuof )4102( masakarpaviS

 elihw ytisocsiv eht desaerced dnelb leseidoib lio auham %02

 htiW .erutxim ria–leuf eht fo noitazimota eht gnisaercni

 snoissime xON dna DI ,dnelb leseidoib eht ot EED fo noitidda

 ETB desaercni EED gniniatnoc sdnelB .desaerced osla erew

 dah osla sdnelb EED ,daol mumixam tA .tuptuo ekoms dna

 )5102( .la te levidaV .]941[ snoissime CH dna OC retaerg

 leseidoib lio dratsum–leseid ot EED gnidda taht dnuof

 lluf ta leseid ot nosirapmoc nI .CFSB dna ETB eht decnahne

 erew ekoms dna ,xON ,CH ,OC fo snoissime eht ,daol

 %52–leseid %57 rof %91 dna ,%82 ,%02 ,%03 yb decuder

 )3102( .la te ahtahskA .]051[ EED %5 htiw dnelb leseidoib

 dnelb leseidoib lio meen–leseid ot EED gnidda taht dnuof

 fo sdnelB .tniop hsalf dna ,ytisocsiv ,ytisned eht decnahne

 ;ecnamrofrep enigne retla yltnacifingis ton did leseidoib

 .snoissime eht devorpmi sdnelb eht ot EED gnidda ,revewoh

 ETB ,srab 092 ot desaercni saw erusserp noitcejni eht nehW

 rewol llits saw ti tub ,%5.3 yb desaercni sdnelb leseidoib fo

 noitcejni gnisaercni htiW .srab 052 ta leseid fo taht naht

 dewohs sdnelb EED dna leseidoib detset lla ,erusserp

 saw tI .]151[ snoissime CH dna OC ni snoitcuder tnacifingis

 ot noitidda EED taht )4102( oaR dna ramuK yb denimreted

 elihw ,ETB desiar dnelb leseidoib lio meen %02leseid %08

it reduced BSFC and emissions of CO, HC, NOx, CO2 and 

 taht dnuof )8102( argnuS dna avatsavirhS .]251[ ekoms

 tub CH fo snoissime eht desaercni leseid ot EED gnidda

 EED .ekoms dna ,xON ,OC fo snoissime eht desaerced

 no tcapmi latnemirted a dah ,revewoh ,leseid ot noitidda

 .ETB desaerced dna CFSB desaercni ti ,si taht ;ecnamrofrep

 meen %51–leseid %58 ot dedda saw EED nehw ,ylesrevnoC

 CFSB ,leseidoib lio meen %03–leseid %07 dna leseidoib lio

 ot dedda saw EED nehW .desaercni ETB dna desaerced saw

 ekoms dna ,xON ,OC fo snoissime eht ,sdnelb leseidoib eht

 desaercni erew CH fo snoissime tub ,desaerced esiwekil erew

 ,leseid ot nosirapmoc ni ,taht dnuof )8102( miharbI .]351[

 muminim eht desaercni dnelb leseidoib lio meen–leseid

 ,%8.6 dna %1.8 yb ETB mumixam eht desaerced dna CFSB

 dnelb leseidoib eht ot EED %01 gnidda elihW .ylevitcepser

 dnelb leseidoib eht ot EED %5 gnidda ,ETB desaerced

 ehT .sdaol tsom ta ecnamrofrep enigne desaercni yltnacifingis

 fo yna yb yltnacifingis detceffanu saw noitsubmoc fo trats

 dah leseid ,sdaol rehgih htiw ,revewoh ;sdnelb ro sleuf detset

 .sdnelb dna sleuf rehto eht naht RRH rewol dna DC regnol a

 eht yb detceffanu ylegral saw ytilibats gnitarepo enigne ehT

 )6102( .la te ilA .]451[ dnelb leseidoib eht ot EED fo noitidda

 desaerced leseidoib lio muiren %02–leseid %08 taht dnuof

 dnelb leseidoib lio muiren %02–leseid %08 ,revewoH .ETB

 CESB ,tuB .leseid ot seulav ETB resolc dah EED %51 htiw

 rehgih saw ti tub ,leseid sa emas eht saw dnelb EED %51 rof

 eht ot EED fo noitidda eht htiW .dnelb leseidoib %02 rof

 rednilyc kaep dna RRH dna denetrohs saw DI ,dnelb leseidoib

 eht ot EED fo noitidda eht htiW .desaerced erew erusserp

 ,decuder erew ekoms dna xON fo snoissime ,dnelb leseidoib

 saw tI .]551[ desaercni CH dna OC fo snoissime elihw

 ruop muminim eht taht )4102( .la te ialamannA yb denimreted

 lio mlapleseid ot noitidda EED %6 rof C°7– saw tniop

 EED %6 .leseidoib rof C°41 saw ti elihw dnelb leseidoib

 dna ,eulav dica ,ytisned ,ytisocsiv eht decuder osla dnelb

 ot derapmoc %1 dna %75 ,%6.3 ,%53 yb eulav gnitaeh

 EED %8 gnidda taht dnuof )6102( .la te ilA .]651[ leseidoib

 eht desaerced dnelb leseidoib lio mlap %03–leseid %07 ot

 yb erutarepmet dna ,tniop duolc/ruop ,eulav gnitaeh ,ytisocsiv

 ytisned eht gnirewol ot noitidda ni C°3 dna ,C°4 ,%4 ,%5.62

 tsewol eht dah leseidoib %03 htiw dnelb ehT .eulav dica dna

 EED eht sa desaercni ti dna ,)VOC( noitairav fo tneiciffeoc

 gnidda taht dnuof )4102( .la te nanetmI .]751[ desaercni oitar

 ekarb eht desaercni sdnelb leseidoib lio mlap–leseid ot EED

 desaercni dna ,%82.3 yb CFSB decuder ,%52.6 yb rewop

 lio mlap %02–leseid %08 ot derapmoc nehw %4 yb ETB

 OC dna ON gnirewol ot noitidda nI .dnelb leseidoib

 desaercni osla dnelb leseidoib eht ot EED gnidda ,snoissime

 gnidda taht dnuof )5102( .la te nanetmI .]851[ snoissime CH

 decnavda desaerced dnelb leseidoib lio mlap–leseid ot EED

 erusserp rednilyc desaerced dna DI gnisaercni yb noitsubmoc

 fo taeh tnetal desaercni eht fo esuaceb erutarepmet dna

 lio mlap %02–leseid %08 ot nosirapmoc nI .noitaropave

 dna OC desaerced EED fo noisulcni htiw dnelb leseidoib

 nehW .ylevitcepser ,%5.53 dna %52 yb snoissime ekoms

 saw noissime ON ,dnelb leseidoib eht ot dedda saw EED %01

 desaercni noissime CH ,revewoh ;%02 yb decuder ylralimis

 dna dasarparaV yb denimreted saw tI .]951[ sdnelb EED htiw

 lio mlapleseid ot noitidda EED rewol eht taht )7102( oaR

 ot noitidda EED .ETB erom eht devorpmi sdnelb leseidoib

 ,ecneH .llew sa snoissime eht decuder sdnelb leseidoib eht

 senigne leseid ni evitidda evitcepsorp a sa desu eb dluoc EED

 ot EED gnidda taht dnuof )4102( .la te oaradasarP .]061[

 ni %8.01 yb ETB desaercni dnelb leseidoib lio mlap–leseid

addition to reducing BSFC, CO, NOx, and CO2 emissions. 

 snoissime dna ecnamrofrep gnisaercni rof dnelb lamitpo ehT

 EED %5 dna ,leseidoib %51 ,leseid %58 eb ot detseggus saw

 tseb eht taht )0202( ulsU yb denimreted saw tI .]161[ noitidda

 %6 ,oitar EED %5 sa denimreted erew sretemarap gnikrow
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 ,ETB fo seulav tseb ehT .sdaol W 058 dna oitar leseidoib

 ,%37.03 sa deniatbo erew snoissime ekoms dna xON ,CFSB

 mumitpo eht rof %19.86 dna mpp 2.292 ,hWk/g 95.428

 dna ulsU yb denimreted saw tI .]261[ sretemarap gnikrow

 mlapleseid eht ni oitar leseidoib hgih eht taht )0202( nıdyA

 wol tub ,snoissime ekoms dna OC decuder dnelb leseidoib lio

 snoissime eht dna CFSB decuder ,ETB desiar oitar leseidoib

 lio mlapleseid eht ni oitar EED woL .xON dna CH fo

 OC dna CFSB decuder ti elihw ,ETB desiar dnelb leseidoib

 ekoms dna xON decuder oitar EED hgiH .noissime

 CH dna TGE laedi eht evag oitar EED elddiM .snoissime

 CH ,OC fo snoissime eht decuder noitcejni ylraE .noissime

 ETB ,TGE devorpmi noitcejni gnidrater eht elihw ,xON dna

 noitcejni egareva ta deniatbo saw CFSB tseb ehT .ekoms dna

 erew xON dna CH fo snoissime eht dna TGE tseb ehT .gnimit

 OC dna CFSB ,ETB tseb eht elihw ,daol wol ta deveihca

 eht evag daol hgih ehT .daol elddim ta deniatbo saw noissime

 saw tI .]361[ noissime ekoms ylno rof seulav mumitpo

 EED taht )3202( otowarP dna otnayidraH yb denimreted

 desiar dnelb leseidoib lio mlap %53leseid %56 ot noitidda

 eht dna CFSB decuder dna ETB dna rewop enigne eht

 EED %4 .dnelb leseidoib %53 eht ot derapmoc snoissime

 dna %96.7 yb ETB desiar dnelb leseidoib eht ot noitidda

 decuder 3EED .53DB ot derapmoc %3.6 yb CFSB decuder

 %52.8 yb decuder ti elihw 53DB ot derapmoc %28.1 yb OC

 rewol saw 4EED rof noissime xON .leseid ot derapmoc

53.48% than BD35 and it was less 48.88% than diesel. SO2 

 rewol saw ti dna 53DB naht %98.04 ssel saw 4EED rof

 )3202( nainamarbuS dna ymasuruG .]461[ leseid naht %71.17

 ETB desaercni gniximerp EED dna lohocla lyzneb taht dnuof

 enip %05–leseid %05 ot nosirapmoc ni %57.8 dna %5.4 yb

 .rewol saw dnelb leseidoib fo CFSB tub ,dnelb leseidoib lio

 CH dna OC ,desaerced erew snoissime ekoms dna xON elihW

 erew lohocla lyzneb dna EED nehw desaercni erew snoissime

 kaep eht ,deximerp saw lohocla lyzneb nehW .deximerp

 EED nehw ,revewoh ;desaercni RRH dna erusserp rednilyc

 )6102( .la te leumaS .]561[ desaerced yeht ,deximerp saw

 nehw sdnelb deiduts lla ni rewol saw ETB taht dnuof

–leseid eht ot EED %51 gnidda taht dna ,leseid ot derapmoc

 erew taht seulav ETB ni detluser dnelb leseidoib lio aimagnop

 ,seulav CFSB tsewol eht decudorp leuf leseiD .leseid ot resolc

 leseidoib ehT .sdaol lla ta CFSB desiar sdnelb detset lla dna

blend’s addition of DEE decreased EGT as well as CO, NOx, 

and CO2 emissions [166]. It was determined by Pugazhvadivu 

 aimagnopleseid ot noitidda EED taht )9002( napogajaR dna

 xON fo snoissime eht dna ETB decuder sdnelb leseidoib lio

 laicifeneb erom saw sdnelb EED %02 dna %51 .ekoms dna

 ahsenaD .]761[ dnelb EED %01 naht xON fo gnicuder eht rof

 %08 ,sdaol laitrap ta taht dnuof )6102( htanujnaM dna

 dna dnelb leseidoib lio dees acualg abuoramis %02leseid

 decudorp noitidda EED %1 htiw leseidoib %91leseid %08

 EED %1 dna %5.0 fo noitidda ehT .leseid naht ETB retaerg

 htiw CFSB lacitnedi ylraen decudorp dnelb leseidoib eht ot

 detset yreve rof noissime xON eht ,sdaol retaerg tA .leseid

 sdnelb detagitsevni llA .leseid fo taht naht rewol saw dnelb

had lower HC and CO emissions but higher CO2 emissions 

 tunpaos %01leseid %09 taht dnuof )0202( .la te ubarP .]861[

 dna erusserp rednilyc rewol dah EED %5 htiw leseidoib lio

 enigne htooms ni detluser hcihw ,leseid naht RRH

 decudorp dnelb EED %5 dna leseidoib %01 .ecnamrofrep

 %9.2 yb desiar saw ETB .leseid htiw CFSB lacitnedi ylraen

 saw EED nehw %1.23 yb decuder saw noissime xON dna

 eht ot EED gnidda ,revewoH .dnelb leseidoib ot dedda

 tI .CH dna OC fo snoissime eht desaercni dnelb leseiedoib

 saw EED %5 htiw dnelb leseidoib %01 taht denimreted saw

 dna narawseenuM .]961[ tnemecalper leseid doog a

 naebyosleseid ot EED gnidda taht dnuof )5102( rahkesnahT

 eht desaerced nrut ni hcihw ,DI desaerced sdnelb leseidoib lio

 eht ot dedda saw EED nehW .erutarepmet noitsubmoc

 erew xON dna OC fo snoissime eht ,sdnelb leseidoib

 saw tI .desaercni erew CH fo snoissime eht elihw desaerced

 yb deveihca eb yam snoissime xON gnicuder taht deralced

 .]071[ EED htiw leseidoib %03leseid %07 gnidnelb

 gnidda taht dnuof )5102( navedusaV dna nanhsirkahteenavaN

 ETB desaercni leseidoib lio unamat %04leseid %06 ot EED

 gniddA .leseid sa emas eht tuoba ot CFSB dna tnecrep 4.3 ot

 erusserp rednilyc eht desaerced dnelb leseidoib eht ot EED

 te ujaR .]171[ xON fo noitpecxe eht htiw ,snoissime lla dna

 lio dees dniramat %02leseid %08 taht dnuof )7102( .la

 dna %7.7 yb ETB desaercni EED %01 htiw dnelb leseidoib

 ehT .leseid ot nosirapmoc ni %63.5 yb CFSB desaerced

 xON desaercni dnelb leseidoib eht ot EED fo noitidda

 tA .snoissime ekoms dna ,CH ,OC gnicuder elihw snoissime

 decudorp EED %01 htiw dnelb leseidoib eht ,daol lluf

 sdnelb taht denimreted saw tI .leseid naht ekoms ssel %58.34

 dna retteb demrofrep leseidoib %02 dna EED %01 gniniatnoc

 saw tI .]271[ sdnelb rehto eht naht snoissime rewol decudorp

 %08 ot noitidda %21 taht )0202( .la te ujaR yb denimreted

 desiar dnelb )02DB( leseidoib lio dees dniramat %02leseid

 derapmoc %22.4 dna %88.8 yb ETB dna etar esaeler taeh eht

 dna xON ,CH ,OC fo noissime ehT .leseidoib %02 eht ot

 ,%33.33 ,%86.01 yb decuder erew dnelb siht rof ekoms

 saw tI .daol lluf ta leseid ot derapmoc %27.72 dna %33.01

 htob lufepoh saw EED %21 htiw dnelb 02DB taht deralced

 dna )6102( .la te uduT .]371[ yllaciteroeht dna yllatnemirepxe

 %06 ni oitar EED gnisaercni taht dnuof )7102( .la te naguruM

 )04DB( leseidoib lio sisyloryp devired eryt %04–leseid

 EED %4 nehW .erusserp rednilyc desaercni dna DI desaerced

 naht rewol %6 saw CFSB ,dnelb leseidoib eht ot dedda saw

 rof noissime ON ,daol mumixam tA .daol lluf ta leseid fo taht

 rewol %52 dna 04DB fo taht naht retaerg %02 saw dnelb siht

 dna %3 fo noissime ekoms ,daol lluf tA .leseid fo taht naht

 %93 dna leseid fo esoht naht ssel %12 dna %62 erew EED %4

 EED eseht ,revoeroM .04DB fo esoht naht ssel %43 dna

 denimreted saw tI .]571471[ noissime OC desaerced sdnelb

 %02leseid %08 fo ETB taht )3202( .la te nahbanamdaP yb

 saw EED %02 htiw )02DB( dnelb leseidoib lio gnikooc etsaw

 .leseid fo taht naht %51 rewol saw CFSB dna %2.5 rehgih

 xON dna CH ,OC fo snoissime eht decuder osla sdnelb EED

 ylevitcepser ,%4.31–2.4 dna %9 ,%9–7 tuoba snoissime

 nehw taht dnuof )5102( najarataN dna ihtroomanhsirK .]671[

 snoissime dna CFSB ,leseid fo daetsni desu erew sexim EED
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were reduced. The lowest emissions of HC, CO, NOx, and 

CO2 were produced by 75% diesel25% waste frying oil 

 saw tI .]771[ EED %5 htiw dnelb )52DB( leseidoib

 %53leseid %56 taht )3202( .la te yebuD yb denimreted

 %01 htiw dnelb )53DB( leseidoib lio gnikooc naebyos etsaw

 ,CFSB .lamitpo na sa denimreted saw RGE %51 dna EED

 erew CH dna ,OC ,xON ,ekoms fo snoissime eht dna ETB

obtained as 272 g/kWh, 31.47%, 18.94 HSU 

(Hartridge Smoke Unit), 91 ppm, 0.03% and 24 ppm at these 

 %08 taht dnuof )2202( .la te yddeR .]871[ snoitidnoc lamitpo

 EED %01 htiw )02DB( leseidoib lio citsalp etsaw %02leseid

 erusserp rednilyc gnivorpmi elihw %68.4 yb ETB desaercni

 EED %01 htiw dnelb 02DB ,leseid ot derapmoC .RRH dna

 yb decuder erew taht ekoms dna ,CH ,OC fo snoissime dah

 .la te iruttoK .]971[ ylevitcepser ,%94.51 dna ,%37.02 ,%25

 etsaw %02leseid %08 ot EED gnidda taht dnuof )3202(

 hcihw ,ytisocsiv desaerced )02DB( leseidoib lio citsalp

 noitsubmoc dna noitazimota erutxim leuf decnahne

 ,sdnelb EED rehto eht dna 02DB ot nosirapmoc nI .ycneiciffe

 hgih tA .ETB retteb decudorp EED %51 htiw dnelb 02DB

 ot ralimis erom saw sdnelb EED fo CFSB ,sdeeps enigne

 yb derewol erew RRH dna erusserp rednilyc kaep ehT .leseid

 OC desaerced ti ,yllanoitiddA .dnelb 02DB eht ot EED gnidda

 eroM .]081[ snoissime CH desaercni tub ,snoissime xON dna

 %08 ot noitidda EED %8.0 taht dnuof )0202( .la te

 dnelb )02DB( leseidoib lio gnikooc desu %02leseid

 nI .%21.4 yb CFSB desaerced dna %60.61 yb ETB desaercni

 dna ,CH ,OC desaerced sdnelb EED ,leseid ot nosirapmoc

 ,%33.32 dna ,%96.43 ,%14.02 yb snoissime xON

respectively. Blends of DEE also decreased CO2 emissions 

 ot EED %01 gnidda taht dnuof )5102( .la te lihtneS .]181[

 )02DB( leseidoib lio aimagnop %02lio sutpylacue %08

 dna leseid fo esoht ot resolc erew taht seulav ETB decudorp

 .daol lluf ta TGE dna ,CFSB ,CESB decuder yltnacifingis

 dnelb siht fo snoissime ekoms dna ,CH ,OC ,yllanoitiddA

 .]281[ daol lluf ta leseid naht ssel %7.53 dna ,%01 ,%03 erew

 noitidda EED %5 taht )1102( .la te iQ yb denimreted saw tI

 CFSB decuder dnelb )03DB( leseidoib %03leseid %07 ot

 03DB fo taht ot ralimis saw ti elihw ,dnelb 03DB ot derapmoc

 EED ro lonahtE .dnelb 03DB ot noitidda lonahte rof dnelb

 rehgih ta noissime ekoms decuder dnelb 52DB ot noitidda

 xON dna CH fo snoissime eht desiar dnelb lonahtE .sdaol

 saw noissime OC tub ,noissime CH desiar dnelb EED elihw

 rednilyc kaep ehT .sdnelb EED dna lonahte htob rof rewol

 EED rof etar esaeler taeh dna etar esir erusserp ,erusserp

 lonahte fo esoht naht rehgih dna 03DB ot ralimis erew dnelb

 esir erusserp ,erusserp rednilyc kaep ehT .sdaol wol ta dnelb

 elihw tsehgih erew dnelb EED rof etar esaeler taeh dna etar

 saw tI .sdaol hgih ta dnelb 03DB rof tsewol erew yeht

 dna lonahte fo esoht naht retteb saw dnelb EED taht deralced

 OC elihw taht dnuof )6102( .la te yoR .]381[ sdnelb 03DB

 desaercni snoissime CH ,desaerced snoissime xON dna

 alonacleseiD .trats dloc ot desoppo sa pu–mraw gniwollof

 ,leseid ot evitaler noissime ON desaercni sdnelb leseidoib lio

 noitidda eht elihW .snoissime CH dna OC desaerced yeht tub

 fo snoissime eht desaercni dnelb leseidoibleseid ot EED fo

 desaerced sdnelb eht ot EED dna lonahte fo noitidda eht ,CH

 elbinrecsid on saw erehT .xON dna OC fo snoissime eht

 yna decudorp sdnelb on dna ,snoissime edyhedla ni esaercni

 )0202( .la te ohlavraC .]481[ doirep pu–mraw eht retfa ekoms

 leseidoib %02–leseid %08 ot lonahte %01 gnidda taht dnuof

 dna %8.7 yb euqrot mumixam eht desaerced dnelb )02DB(

 nehW .dnelb 02DB dna leseid eht ot derapmoc nehw %7.6

 CH dna OC ,sdaol wol ta 02DB ot dedda saw lonahte

 .dnelb 02DB dna leseid ot nosirapmoc ni desaercni snoissime

 yb deretla yltnacifingis ton saw euqrot enigne mumixam ehT

 tA .dnelb lonahte dna ,leseidoib ,leseid eht ot EED %5 gnidda

 xON decuder EED fo noitidda eht ,sdaol hgih dna etaredom

 dna leseid ot derapmoc nehw %17 yb snoissime MP dna

 hcae ot esolc ylriaf saw ETB fo dnelb detset yrevE .02DB

 ta ETB tsehgih eht decudorp dnelb EED eht hguohtla ,rehto

 navahdaM dna uneV yb denimreted saw tI .]581[ sdaol hgih

 dnelb lonahte–leseidoib–leseid ot noitidda EED taht )7102(

raised the peak heat release rate, BSFC and the emissions of 

HC, CO and CO2 besides the reduction in peak pressure and 

the emissions of NOx and smoke. Alumina (Al2O3) addition 

 fo snoissime eht desiar dnelb lonahte–leseidoib–leseid ot

 esaeler taeh kaep eht ni noitcuder eht sediseb ekoms dna xON

rate, BSFC and the emissions of HC, CO and CO2. Addition 

both Al2O3 and DEE resulted in higher particulate matter 

(PM) formation, but 5% DEE and 25 ppm Al2O3 addition 

reduced PM at higher loads. It was declared that 5% DEE and 

25 ppm Al2O3 gave the better performance and emission 

 dna uneV yb denimreted saw tI .]681[ scitsiretcarahc

–leseidoib–lonahte ot noitidda EED taht )7102( navahdaM

 erusserp rednilyc ,noitarud noitsubmoc eht desiar dnelb leseid

 .snoissime ekoms dna MP ,xON decuder eht htiw CFSB dna

DEE addition to methanol–biodiesel–diesel blend raised PM, 

CO, CO2 and smoke emissions with reduced combustion 

 %5 .CFSB dna etar esaeler taeh ,erusserp rednilyc ,noitarud

 esaeler taeh ,erusserp rednilyc rehgih eht evag noitidda EED

 noitsubmoc decuder htiw noissime xON dna TGE ,etar

duration and the emissions of HC, CO2 and PM compared to 

 ot noitidda EED %5 taht deralced saw tI .noitidda EED %01

 retteb eht evag sdnelb leseid–leseidoib–lonahtem/lonahte

 saw tI .]781[ snoissime dna ecnamrofrep ,noitsubmoc

 noitidda EED taht )7102( .la te ihtroomayihtaS yb denimreted

 leseidoib lio ssargnomel %52leseid %57 deifislume onan ot

 dna xON fo snoissime eht decuder RGE htiw dnelb )52DB(

 ETB .dnelb 52DB ot derapmoc %12.11 dna %27.03 yb ekoms

 snoissime eht tub ,%8.01 dna %4.2 yb desiar erew CFSB dna

 siht rof %13.33 dna %81.81 yb decuder erew OC dna CH fo

 rednilyc ehT .dnelb 52DB ot derapmoc noitanibmoc leuf

 dna %92.3 dna %64.4 yb desiar etar esaeler taeh dna erusserp

 leuf siht rof desiar noitarud noitsubmoc dna yaled noitingi

 saw tI .]881[ dnelb 52DB ot derapmoc noitanibmoc

 soitar mumitpo eht taht )3202( .la te nayialleV yb denimreted

 ,%32.51 sa denimreted erew EED dna retaw ,leseidoib rof

 seulav ekoms dna xON ,CH ,OC ,ETB ,CFSB .%51 dna %51

 ,mpp6230.13 ,%8532.82 ,hWk/g927.342 sa deniatbo erew

 mumitpo siht ta %1685.71 dna mpp 245.717 ,%84290.0

 leuf eht no EED fo stceffe ehT .]981[ soitar gnidnelb
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 snoissime dna ecnamrofrep ,noitsubmoc ,noitcejni ,seitreporp

 ,8102( rezeS yb sliated ni deweiver osla erew scitsiretcarahc

.]691091[ )0202 ,9102  

 

5. Effects of Diethyl Ether on Cyclic Variations 

The coefficient of variation (COV) of the indicated mean 

effective pressure (IMEP) is used to assess the stability of 

engine. The cycle to cycle variations are observed when 

cylinder pressure is measured over multiple thermodynamic 

cycles without interruption. The cycle to cycle pressure 

variation is mainly a result of variations in the combustion 

process from cycle to cycle [197]. The COV of IMEP is a 

significant indicator of the cyclic variability that may be 

computed from recorded cylinder pressure data. It is 

computed as follows [198, 199]: 

IMEPCOV 100
IMEP

x


  (1) 

Where, IMEP is the average indicated mean effective 

pressure calculated for a number of cycles N, while IMEP is 

the standard deviation in IMEP. These parameters are 

calculated as follow [198, 198]: 

i = N

i = 1

IMEP IMEP(i) / N   (2) 

 
2

IMEP

i = N

i = 1

1
IMEP(i) IMEP

N 1
  


  (3) 

Heywood [197] declared that engine stability was negatively 

impacted when COV exceeded 10%. However, other studies 

declared that engine stability started to deteriorate when COV 

increased beyond 5% [199]. 

 

 

 
     (a)   

    (b) 

Figure 3. Variation of a) COV of IMEP and b) COV of 

maximum cylinder pressure (pmax) with DEE 

premixed ratio [31] 

 

The effects of the DEE premixed ratio on the cyclic variation 

of 50 consecutive cycles are displayed in Figures 3(a) and (b). 

The cyclic variation usually affected by knocking and 

combustion instability when considering the operating limits 

of engine. It is declared that DEE premixed ratio was limited 

to 40%, since audible knocking was observed during the tests. 

The cyclic variations for diesel fuel and 10% DEE premixed 

ratio were quite small as seen from Figures 3(a) and (b). The 

cyclic variations started to come into sight at 20% DEE 

premixed ratio. The difference in the maximum cylinder 

pressures of each cycle increased continuously as DEE 

premixed ratio was raised. The values of COV of IMEP shown 

in Figure 3(a) were determined as 1.29, 1.44 and 2.01 for 

diesel, 10% and 20% DEE premixed ratios, respectively. The 

COV of Pmax shown in Figure 3(b) was also determined as 

1.08, 1.2 and 2.44 for diesel, 10% and 20% DEE premixed 

ratios, respectively. During the high premixed DEE ratio, 

rapid combustion of the bulk premixed fuel occurred, leading 

to excessive heat release rate which caused unstable ignition 

timing. The knocking combustion is clearly observed from 

pressure oscillations especially during 30% and 40% DEE 
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premixed ratio. The cyclic variation was excessive with 40% 

DEE premixed ratio, with the fluctuation of the maximum 

cylinder pressure, ignition timing and crank angle related to 

the highest cylinder pressure. The COV of IMEP was 2.4 and 

2.6 while the COV of pmax was 4.2 and 6.7 at 30% and 40% 

DEE premixed ratios. The higher premixed fuel ratio can lead 

to fuel film formation on the intake manifold walls and the 

head of the intake valve in external homogeneous charge 

formation with port type fuel injection. Hence, the trapped 

homogeneous charge in the cylinder at the intake valve 

closure can show variations from cycle to cycle. The rising 

intake charge temperature leads to the increased vaporization 

of premixed fuels and decreased formation of fuel films on the 

intake manifold wall. It can be concluded that controlling the 

intake charge temperature during the homogeneous charge 

formation can provide stable engine operation. It can reduce 

the ignition delay caused from intake charge cooling. The 

combustion temperature can be also increased by heating the 

intake charge. It can reduce the ignition delay caused from 

intake charge cooling and promotes the chemical reaction rate. 

In consequence, stable ignition and engine running can be 

achieved. The application of EGR can reduce cylinder 

pressure rise rate for higher premixed DEE ratio. Hence, it can 

be used for the engine knocking controlling [31]. 

 

 

 

     (a)   

    (b) 

 

 
     (c)   

    (d) 

Figure 4. Variation the COV of a) maximum cylinder 

pressure, b) maximum pressure rise, c) dynamic 

injection timing and d) ignition delay with BMEP for 

diesel–DEE blend [74] 

 

Figure 4(a) and (b) demonstrate the COV of the maximum 

cylinder pressure and maximum pressure rise with brake mean 

effective pressure (BMEP) for pure diesel and the blend of 

24% DEE with diesel fuel (D76DEE24), respectively. Figure 

4(c) and (d) indicate the COV of dynamic injection timing and 

ignition delay, respectively. From Figure 4(a)–(d), it could be 

concluded that the addition of DEE up to 24% blending ratio 

did not significantly change cyclic variability when compared 

to diesel fuel, which was already small. It was declared that 

the analysis of the results from the figures show that neither 

the injection process nor the DEE ratio in diesel–DEE blend 

had any adverse effect on the observed cyclic variations. It 

was assessed from the results that the engine would not have 

an unstable operation for up to a 24% DEE addition [74]. 
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    (a)   

    (b) 

Figure. 5. Variation the COV of IMEP for diesel fuel and 

various diesel–DEE blends with indicated power a) 

[26] and b) [24] 

 

Figure 5(a) shows COV of IMEP by the indicated power for 

tested fuels. It was stated that values of COV of IMEP were 

computed for five thermodynamic cycles. As seen from 

Figure 5(a), the values of COV are usually higher at the lower 

engine loads compared to higher loads especially for 

D85DEE15 blend. It was stated that this was because the 

engine was operated with the leaner fuel–air mixture during 

lower load operation and the operating of the engine with 

leaner fuel–air mixtures can raise the engine cyclic variations. 

It was determined that COV of IMEP values are below 5% for 

the most of engine loads especially at higher engine loads for 

all tested fuels. However, average COV of IMEP values raised 

slightly when DEE blends were used compared to diesel fuel. 

It was determined that average COV of IMEP for diesel, 

D90DEE10 and D85DEE15 was 2.85%, 2.98%, and 3.391%, 

respectively. It was stated that rising DEE ratio increased the 

amount of the fuel vapor bubbles due to high volatility of DEE 

causing vapor lock, which decreased engine stability and 

increased COV of IMEP [26]. Figure 5(b) indicates the COV 

of IMEP averaged over 200 engine cycles. Commonly, 5% 

COV of IMEP value is considered a cutoff that determines 

combustion stability. The COV of IMEP values were 

comparable and were less than 2.5% for all tested fuels under 

all engine loads, which pointed out very much stable 

combustion. As the engine load increased, the combustion 

stability also raised, showing the lower COV of IMEP values. 

This was because the quantity of injected fuel increased by 

rising engine load, which assisted the formation of the local 

fuel–rich region in the combustion chamber [24]. 

Figure 6 shows the COV of IMEP values for diesel, biodiesel 

(BD), and biodiesel–DEE blends including up to 40% DEE. 

The COV of IMEP values are about two/three times higher for 

DEE30 and DEE40 blends than that of diesel fuel. The results 

demonstrated that the combustion process of the biodiesel 

blend containing large amounts of DEE was more unstable. 

Such an engine operation presented the appropriate torque, but 

its uniformity of operation was also worse than that of diesel 

fuel. It was stated that the reason for higher variability of 

combustion process of biodiesel–DEE blends was sourced 

from disturbance of the fuel injection process. It was 

determined that the average value of IMEP was 0.648 bar for 

the cycle no of 70 while it is 0.731 bar for the cycle no of 71 

when the engine was operated under 100 Nm and 1200 rpm 

operating conditions when engine fuelled with DEE40 blend. 

It was stated that lower IMEP was caused by a disorder in the 

fuel injection process. It was assumed that cause of failure in 

the fuel injector work was vapor lock formed in the fuel 

system caused by the evaporation of volatile DEE and it was 

also the reason for the difficult start–up of the engine fueled 

with biodiesel and large DEE ratio. The analysis of the results 

revealed that the variation in the combustion process 

depended on the variability of diesel fuel, biodiesel fuel, and 

biodiesel–DEE blends including up to 20% DEE ratio. In 

these cases, COV of IMEP did not exceed 4%. Moreover, it 

became obvious that COV of IMEP was raised with the higher 

DEE ratio in the biodiesel–DEE blends. Thus, the values of 

COV of IMEP for 30 and 40% of DEE with biodiesel were 

three times higher than those of diesel fuel. The results 

indicated that raised DEE into biodiesel is disadvantageous as 

it leaded to excessive roughness in engine operation compared 

to diesel fuel. The observed deterioration of the combustion 

process is caused by vapor locks, which were formed due to 

evaporation of volatile DEE in the fuel line, leading to the 

interrupted operation of fuel injector [97]. 
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Figure 6. Variation the COV of IMEP for diesel, biodiesel 

and biodiesel–DEE blends [97] 

 

Figure 7(a) shows the comparison of COV of IMEP 

determined from over a 200 consecutive cycles for all tested 

fuels. It is seen from Figure 7(a) that the variation in COV of 

IMEP was reduced by the rising number of cycles. This 

tendency indicated that the increase in the number of cycles 

was reduced the effects of cyclic variability in the averaged 

IMEP pressure data. Moreover, COV of IMEP tends to be 

constant with less than 1% error when the cycle number is 

more than 150 for all tested fuels. Therefore, 200 cycles was 

assumed sufficient to examine the engine cyclic variations. 

Figure 7(b) shows the effect of rising DEE ratio on COV of 

IMEP for BD30 blend. As seen from Figure 7(b) that COV of 

IMEP was lower for BD30 blend without DEE additive and 

increases with rising DEE ratio. This observation was due to 

effect of different chemical compositions, low flash point and 

high volatility of DEE on combustion process of the mixture 

which leaded to developed more engine cyclic variations 

[154]. Figure 7(c) indicates the variation of COV of IMEP 

with load for tall tested fuels. As seen from Figure 7(c) that 

COV of IMEP was lower than 5% for most of engine 

operating conditions. Therefore, it could be stated that adding 

DEE up to 10% into diesel–biodiesel blend did not negatively 

affect engine stability. Figure 7(c) also indicates that COV of 

IMEP generally reduced with the rising of load showing better 

engine stability. That could be explained as the engine 

consumed the richer air–fuel mixture at higher loads. The 

reducing the air–fuel ratio could decrease engine cyclic 

variations. The COV of IMEP for diesel fuel was determined 

about 3% for most of engine loads as seen in Figure 7(c). That 

could be considered slightly higher compared to other diesel 

engines because the air flow rate was measured using an 

orifice meter which was the flow restriction device which 

could induce relatively higher fluctuations in inlet pressure 

and air flow rate. However, COV of IMEP could change much 

from engine to engine according to engine specifications, 

operating conditions and fuel properties [152].  

 

 
    (a)   

    (b) 

 
      (c) 

Figure 7. Variation the COV of IMEP for diesel–biodiesel–

DEE blends with a) cycle number, b) DEE ratio 

[154] and c) indicated power [152] 

 

Figure 8(a) shows the COV of maximum cylinder pressure 

rise with load (BMEP) for vegetable oil (VO), biodiesel (BD) 

and their blends with 20% diethyl ether. Firstly, it was 

observed that COV values of maximum cylinder pressure rise 

0 20 40 60 80 100 120 140 160 180 200

Cycle number, -

0.4

0.6

0.8

1

1.2

1.4

C
O

V
 o

f 
IM

E
P

, 
%

Diesel

BD30

BD30DEE2

BD30DEE4

BD30DEE6

BD30DEE8

0 1 2 3 4 5 6 7 8

DEE additive ratio, %

0.6

0.7

0.8

0.9

1

C
O

V
 o

f 
IM

E
P

, 
%

BD30+DEE

0.6 0.9 1.2 1.5 1.8 2.1 2.4

Indicated power, kW

0

2

4

6

8

C
O

V
 o

f 
IM

E
P

, 
%

Diesel

D70BD30

D70BD25DEE5

D70BD20DEE10

http://www.journals.manas.edu.kg/


Ismet SEZER   / MANAS Journal of Engineering 12(1) (2024) 46-76 65 

   

 MJEN  MANAS Journal of Engineering, Volume 12 (Issue 1) © 2024 www.journals.manas.edu.kg 

 

with pure VO or its blend with biodiesel were lower than the 

values for DEE blends. All COV values were raised with load 

because the more fuel is injected and combusted. The lower 

COV values at high load were possibly due to the fuel mixture 

reaching then over–richness at the point where the maximum 

rate occurred. As regards the corresponding COV values, it 

could be observed that there were slight differences between 

the neat VO and its blend with biodiesel and little higher 

values with their blends with DEE, but inside acceptable limits 

for this parameter in diesel engines. The little higher values 

observed for DEE blends with either VO or its blend with 

biodiesel indicated that this might be due to their 

corresponding higher ignition delays, which may have the 

dominant factor for less repeatable first (premixed) part of 

combustion to occur as against a less delayed combustion. 

However, COV values among these blends did not seem to 

correlate with the ignition delays. To be noted that all COV 

values were reduced with load, given that in the case of lower 

loads, having also higher ignition delays, the smaller amount 

of fuel injected (less controllable) and the consequent 

combustion process were less repeatable. Figure 8(b) shows 

the COV of IMEP values with load for VO, BD, and their 

blends with 20% diethyl ether. The related COV values, it 

could be observed that there were slight differences between 

the neat VO and its blend with biodiesel, and little higher ones 

by their blends with DEE, but inside acceptable limits for 

diesel engines. The higher COV values observed with all 

blends against the neat bio–fuel cases indicate that this might 

be due to their corresponding higher ignition delays having the 

dominant factor. On the other hand, it was observed that there 

were no apparent differences at all DEE blends with either VO 

or its blend with biodiesel. This indicated that when all DEE 

blends were compared, the differences in their ignition delays 

were not evident, likely being compensated for by other 

factors that were integrated into the computation of the 

cylinder pressure diagram for IMEP. All COV of IMEP values 

were reduced with the rising engine load similar to Figure 8 

(a) [80]. 

 

 
      (a)   

             (b) 

Figure 8. Variation of a) COV of IMEP and b) COV of 

maximum pressure rise for vegetable oil (VO), 

biodiesel (BD), VO–BD blend with DEE [80] 

 

Figure 9(a) shows the variation of COV of IMEP with engine 

speed for diesel, biodiesel, biodiesel–ethanol blends and 

ethanol–DEE blends. The engine stability was highly affected 

with B20E80, exceeding limits that would allow vehicle 

drivability. Hence, BD20E80 did not show in Figure 9(a). 

DEE80E20 presented the same cyclic variability like the other 

blends, but not following the same trend as presented in Figure 

9(a). However, DEE60E40 showed much higher COV of 

IMEP values than other fuels and blends after engine speed of 

1750 rpm and engine operation were interrupted at engine 

speed of 2250 rpm as in Figure 9(a). On the other hand, COV 

of IMEP values would be different as the fuel pump injection 

timing should be optimized for each blend. Nevertheless, the 

addition of ethanol into biodiesel appeared to benefit 

combustion stability due to lowers values of COV of IMEP. 

The more ethanol in biodiesel gave the more stable 

combustion. The increasing amount of DEE also improved 

combustion stability, but in a narrow range. Less than 60% 

DEE with ethanol did not allow engine operation while 80% 

DEE with ethanol (DEE80E20) gave good combustion 
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stability [70]. Figure 9(b) shows the starting fuel injection 

quantity (SFIQ) effect on the COV of engine speed during the 

initial 50 idle cycles at –10°C. Evidently, as the SFIQ 

decreased, COV of engine speed exhibited a corresponding 

reduction. It indicated that when 0.5% DEE was premixed, 

cutting down the fuel injection quantity enhanced the stability 

of engine speed during the cold start. This effect resulted 

primarily from the fact that a smaller fuel quantity led to a 

narrower gap between the maximum engine speed and the 

targeted idle speed, enabling the PID controller too quickly 

and precisely regulate fuel injection during the idle period. As 

seen in Figure 9(b), using a smaller SFIQ was beneficial for 

increasing the safety and stability of combustion during cold 

start of the diesel engine with 0.5% DEE premixed, but speed–

up period was extended [42]. 

 

 
      (a)   

             (b) 

Figure 9. Variation of a) COV of IMEP with engine speed for 

ethanol and DEE blends [70] and b) COV for engine 

speed with the starting fuel injection quantity (SFIQ) 

[42] 

 

 

 

6. Conclusions  

The effect of diethyl ether (DEE) addition to various diesel 

engine fuels or fuel blends is investigated on the cyclic 

variations in this review study. The following conclusions can 

be summarized as results of the study. 

 It was declared that coefficient of variation (COV) was 

usually higher for the low engine loads compared to the 

high loads due to engine was operated with the leaner 

fuel–air mixture. Operating of engine with leaner 

mixtures could increase cyclic variations by deteriorating 

combustion, while increasing quantity of injected fuel by 

rising engine load reduced cyclic variability due to 

enhancing combustion stability. 

 It was determined that COV values raised a little with 

DEE addition to diesel fuel up to 24% DEE ratio, but it 

did not impact greatly the cyclic variability. COV values 

stayed under 2.5% for diesel–DEE blends up to 50% DEE 

ratio. COV values were determined as 2.85%, 2.98% and 

3.391%, respectively for diesel, 10% DEE, and %15 DEE 

with diesel. 

 It was declared that cyclic variations were often affected 

from knocking combustion which is also determined the 

engine operation limits. It was also declared that cyclic 

variations began to view at 20% DEE premixed ratio with 

diesel and knocking combustion could be noticed at 30% 

and 40% DEE premixed ratios. It was determined that 

COV of IMEP was 1.29%, 1.44%, 2.01%, 2.4% and 2.6% 

for diesel, 10%, 20%, 30% and 40% DEE premixed 

ratios, respectively.  COV of maximum cylinder pressure 

(pmax) was also 1.08%, 1.2%, 2.44%, 4.2% and 6.7% for 

diesel, 10%, 20%, 30% and 40% DEE premixed ratios, 

respectively. It was concluded that DEE premixed ratio 

was limited to 40% because of the heavy audible knock. 

 It was stated that COV of IMEP values was increased 

with biodiesel–DEE blends up to 40% DEE ratio. The 

COV of IMEP values for 30% and 40% DEE with 

biodiesel were two/three times higher than that of diesel 

fuel. It was declared that higher variability in COV of 

IMEP for biodiesel–DEE blends was sourced from 

deterioration of combustion which was sourced from 

vapor locks due to evaporation of volatile DEE in the fuel 

line. 

 It was stated that the lower COV of IMEP was obtained 

with the diesel–biodiesel blend without DEE additive 

while DEE addition into diesel–biodiesel blend increased 

cyclic variations, but DEE addition up to 10% into diesel–

biodiesel blend did not violently affect the engine 

stability. It was determined that COV of diesel fuel was 

around 3% for most engine loads and COV values were 

lower than 5% for the diesel–biodiesel–DEE blends.  

 It was stated that small differences was observed in COV 

values of pure vegetable oil and vegetable oil–biodiesel 

blend. A little higher COV values were get by DEE 

addition to the vegetable oil, biodiesel and their blend, but 

the COV values obtained with all tested fuels were inside 

the acceptable limits. 
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 It was determined that rising ethanol addition to biodiesel 

fuel gave the more stable combustion and increase of 

DEE ratio in the ethanol–DEE blend improved 

combustion stability in a limited range. Higher than 80% 

ethanol with biodiesel and less than 60% DEE with 

ethanol did not allow engine operation while 80% DEE 

and 20% ethanol blend gave the better combustion 

stability. 

 It was determined that reducing of injected main fuel for 

0.5% DEE premixed ratio during engine start–up period 

was raised the stability of combustion (COV of engine 

speed) during cold start of the diesel engine, but speed–

up period was expanded in that case. 

 A single cylinder direct injection experimental diesel 

engine was employed in the most studies on using of 

DEE. Hence, it will be useful the using of the multi 

cylinder diesel engines mounted in the vehicle to 

generalize the findings about DEE for future researches.    

 It was understood that DEE addition to different diesel 

engine fuels generally improves combustion, increases 

efficiency and reduces the most engine emissions with 

tolerable power reduction and reasonable increase in fuel 

consumption, but it is determined that DEE additive 

especially in high blending ratios increases frequently 

cyclic variations. Therefore, new methods have been 

explored the reduction of cyclic variations for future 

studies when DEE is used as a fuel or fuel additive in 

internal combustion engines.  
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1. Introduction

At the recent time the use and development of new
anisotropic materials stimulates the growing interest for
modeling electric and magnetic wave propagations in-
side these new materials. This topic is an important
interdisciplinary area of research with many cutting-edge
scientific and technological applications [6],[7],[11]. The
physical properties of anisotropic media essentially de-
pend on the orientation and position. For instance, in
anisotropic homogeneous media the physical properties
depend on the orientation and do not depend on the posi-
tion [11]. The medium can be isotropic relative to some
properties and anisotropic with respect to others. For
example, anisotropic crystals and dielectrics are mag-
netically isotropic but electrically anisotropic. Some of
materials are magnetically anisotropic but electrically
isotropic and some of materials are electrically and mag-
netically anisotropic. One of the first and a very well
known approach for modeling wave propagations is a
’plane wave approach’, when a wave front is considered as
an unbounded plane front in the space (see, for example

[3],[6],[7],[11],[12]).
Besides that the electromagnetic waves are often raised
by electric currents or charges located in some points,
curves and surfaces [3],[6],[7]. For example, antenna
radiation above the earth’s surface is an important subject
in radio wave communications. The boundary-value prob-
lem of radiation from a dipole antenna above a dielectric
isotropic half space was first investigated by Sommerfeld
and it thus became known as the Sommerfeld dipole prob-
lem. Electromagnetic wave radiations in a dielectric free
space and half space from different types of currents(pulse
polarized dipole, line currents, sheet currents, and shell
currents) have been studied in [3],[6],[7],[11].
The observations of electric and magnetic fields in dif-
ferent anisotropic media generated by electric currents
give an information about the dependence of electromag-
netic field behavior and the structure of media. These
observations allow engineers to study properties of known
anisotropic materials and design new materials with the
certain response to electric and magnetic fields for given
source. Most of electromagnetic scattering problems,
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initial value and initial boundary value problems have
been solved by numerical methods, in particular, finite
elements method, boundary elements methods, finite dif-
ference method, nodal method (see, for example, works
[1],[9],[10],[13],[18],[20] and their references).
Nowadays computers can perform very complicated sym-
bolic computations (in addition to numerical calculations)
and this opens up new possibilities to solve initial value
and initial boundary value problems. Symbolic compu-
tations can be considered as useful tools for analytical
methods that can provide exact solutions of problems.
The main object studied in this paper is the following
initial value problem (IVP) of radiation from the electric
current in electrically and magnetically anisotropic media

𝜀
𝜕2E
𝜕𝑡2

+ 𝑐𝑢𝑟𝑙𝑥 (𝜇−1𝑐𝑢𝑟𝑙𝑥E) + 𝜎𝜕E
𝜕𝑡

= −𝜕j
𝜕𝑡
, (1)

E
���
𝑡=0

= 0,
𝜕E
𝜕𝑡

���
𝑡=0

= 0. (2)

In this paper, the IVP (1),(2) is solved using polynomial
solution method. The method has been successfully ap-
plied to solve some IVPs before. In [14], [17], this method
is applied to solve IVP for system of crystal optics for sim-
ulations of waves in homogeneous, anisotropic dielectrics
and electrically anisotropic materials for the case when
𝜎 = 0, 𝜇 is identity matrix. In [15] PS method is applied
to IVP for equations of electric and magnetic fields in
general electrically and magnetically anisotropic media
for the case when𝜎 = 0, 𝜀 and 𝜇 are arbitrary matrices. In
the paper [16], the method is applied to IVP for Maxwell’s
equations in bi-anisotropic materials. However, the IVP
for Maxwell’s equations in conducting media for the case
when 𝜀, 𝜇 are arbitrary positive definite matrices and 𝜎
is a symmetric matrix has not been studied yet.
In this paper, the IVP (1),(2) of radiation from electric
current in electrically and magnetically anisotropic media
is studied in the case when 𝜀, 𝜇 and 𝜎 are arbitrary matri-
ces. An analytical method for computing a polynomial
solution of the Cauchy problem (1) with constant coeffi-
cients is studied. As an assumption the initial data and
inhomogeneous term have polynomial presentations with
respect to space variables. A solution of the initial value
problem is found in polynomial form with undetermined
coefficients depending on the time variable. For these
undetermined coefficients, the recurrence relations which
are used in the procedure of the coefficients recovery are
found. To be able to implement this method the following
studies are completed:
- Stability estimates (energy inequalities) for solutions
of (1) in a finite domain of dependence (a finite domain
containing characteristic cones) are described.
- Using these stability estimates, it is justified that the
polynomial solutions are approximate solutions of the

initial value problems with non-polynomial data.
- These theoretical results are confirmed by computational
experiments which compare the exact solutions and poly-
nomial solutions found by explained method.
This method can be applied for the isotropic, anisotropic or
bi-anisotropic cases. If compared with the other methods,
in the computation there are no grids and discretiza-
tion which are not clear for complicated media such as
anisotropic media. By the polynomial solution method,
a solution of the initial value problem can be obtained
easily if the initial data and inhomogeneous term have
polynomial presentations with respect to space variables.

2. Maxwell system
Maxwell’s equations are a set of partial differential equa-
tions that relate the electric field and magnetic field to the
charge and current densities that specify the fields and give
rise to electromagnetic radiation. The time dependent
Maxwell equations in anisotropic homogeneous media
can be written as follows [1], [11]

𝑐𝑢𝑟𝑙𝑥H =
𝜕D
𝜕𝑡

+ J, (3)

𝑐𝑢𝑟𝑙𝑥E = −𝜕B
𝜕𝑡
, (4)

𝑑𝑖𝑣𝑥 (B) = 0, (5)
𝑑𝑖𝑣𝑥 (D) = 𝜌, (6)

where 𝑥 = (𝑥1, 𝑥2, 𝑥3) be a space variable from R3

and 𝑡 be a time variable from R. E = (𝐸1, 𝐸2, 𝐸3),
H = (𝐻1, 𝐻2, 𝐻3) are electric and magnetic fields, with
components 𝐸𝑖 = 𝐸𝑖 (𝑥, 𝑡), 𝐻𝑖 = 𝐻𝑖 (𝑥, 𝑡) , 𝑖 = 1, 2, 3 ;
depending on 𝑥 and 𝑡 variables.
D = (𝐷1, 𝐷2, 𝐷3), B = (𝐵1, 𝐵2, 𝐵3) are electric and
magnetic displacements with components 𝐷𝑖 = 𝐷𝑖 (𝑥, 𝑡),
𝐵𝑖 = 𝐵𝑖 (𝑥, 𝑡) , 𝑖 = 1, 2, 3; depending on 𝑥 and 𝑡 variables.
J = (𝐽1, 𝐽2, 𝐽3) is the density of the electric current where
𝐽𝑖 = 𝐽𝑖 (𝑥, 𝑡), 𝑖 = 1, 2, 3; 𝜌 is the density of electric charges.
The conservation law of charges is given by

𝜕𝜌

𝜕𝑡
+ 𝑑𝑖𝑣𝑥J = 0.

In general, there are some relations that expresses D, B
and J in terms of E and H when the media is electrically
and magnetically anisotropic homogeneous, these are

D = 𝜀E, B = 𝜇H, J = 𝜎E + j. (7)

Here 𝜀 is the dielectric permittivity characterizing the
electrical properties, 𝜇 is magnetic permeability charac-
terizing the magnetical properties, 𝜎 is the conductivity
and j is the density of the currents arising from the action
of the external electromagnetic forces.
In the paper, we suppose that for 𝑡 ≤ 0

H |𝑡≤0= 0, E |𝑡≤0= 0, j |𝑡≤0= 0, 𝜌 |𝑡≤0= 0. (8)
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Using equations (3)-(6),(7) and (8), two initial value prob-
lems can be obtained. One of the IVP is for the radiation
from the electric current that is

𝜀
𝜕2E
𝜕𝑡2

+ 𝑐𝑢𝑟𝑙𝑥 (𝜇−1𝑐𝑢𝑟𝑙𝑥E) + 𝜎𝜕E
𝜕𝑡

= −𝜕j
𝜕𝑡
, (9)

E
���
𝑡=0

= 0,
𝜕E
𝜕𝑡

���
𝑡=0

= 0, (10)

and other is IVP for magnetic field defined with equations

𝜕H
𝜕𝑡

= −𝜇−1𝑐𝑢𝑟𝑙𝑥E, (11)

H(𝑥, 𝑡) |𝑡=0 = 0. (12)

In this paper, using polynomial solution method (PS-
method) the initial value problem (9),(10) is solved to
obtain polynomial solution of electric field E(𝑥, 𝑡). Using
the solution of IVP (9),(10) IVP for magnetic field H(𝑥, 𝑡)
is solved symbolically.
As an assumption the matrices 𝜀, 𝜇 that characterizes
the electrical and magnetical properties are taken as sym-
metric positive definite matrices with constant elements
and the conductivity 𝜎 is taken as a symmetric positive
semi definite matrix with constant elements. Also, the
components 𝑗𝑖 (𝑥, 𝑡) of density of the current j(𝑥, 𝑡) are
considered in the following polynomial form

𝑗𝑖 (𝑥, 𝑡) =
𝑝∑︁
𝑘=0

𝑝∑︁
𝑚=0

𝑝∑︁
𝑛=0

𝑗
𝑘,𝑚,𝑛
𝑖

(𝑡)𝑥𝑘1 𝑥
𝑚
2 𝑥

𝑛
3 , (13)

where 𝑝 is a fixed number. Using existence theorems
it can be shown that the solution of the problem can be
written in the form

𝐸𝑖 (𝑥, 𝑡) =
∞∑︁
𝑘=0

∞∑︁
𝑚=0

∞∑︁
𝑛=0

𝐸
𝑘,𝑚,𝑛
𝑖

(𝑡)𝑥𝑘1 𝑥
𝑚
2 𝑥

𝑛
3 .

Applying the operator 𝐷𝛼 =
𝜕 |𝛼 |

𝜕𝑥𝛼1 𝜕𝑥
𝛼
2 𝜕𝑥

𝛼
3

to (9),(10) for

𝛼 > 𝑝, following IVP can be obtained

𝜀
𝜕2E𝛼

𝜕𝑡2
+ 𝑐𝑢𝑟𝑙𝑥 (𝜇−1𝑐𝑢𝑟𝑙𝑥E𝛼) + 𝜎𝜕E𝛼

𝜕𝑡
= 0,

E𝛼
���
𝑡=0

= 0,
𝜕E𝛼

𝜕𝑡

���
𝑡=0

= 0,

where E𝛼 = 𝐷𝛼E.
The solutions of the IVP is E𝛼 = 0 inside the conoid of
dependence, since j𝛼𝑖 = 0 for 𝛼 > 𝑝. Thus the components
of the solution of the IVP (9),(10) is in the polynomial
form

𝐸𝑖 (𝑥, 𝑡) =
𝑝∑︁
𝑘=0

𝑝∑︁
𝑚=0

𝑝∑︁
𝑛=0

𝐸
𝑘,𝑚,𝑛
𝑖

(𝑡)𝑥𝑘1 𝑥
𝑚
2 𝑥

𝑛
3

3. Initial value problems for electric and magnetic field
In this section, let us consider the IVP (9),(10) with inho-
mogeneous term that has polynomial presentation with
respect to space variables. Note following theorem from
[4] that is
Theorem. If 𝜀 is positive definite and 𝜎 is symmetric, pos-
itive semi-definite matrix then there exists a nonsingular
matrix S = (𝑆𝑖 𝑗 ); (𝑖, 𝑗 = 1, 2, 3) such that

S𝑇𝜀S = 𝐼,

S𝑇𝜎S = D,

where D = (𝑑1, 𝑑2, 𝑑3), 𝑑 𝑗 ≥ 0 ( 𝑗 = 1, 2, 3) is the diag-
onal matrix with eigenvalues of 𝜀−

1
2𝜎𝜀−

1
2 on diagonal.

Using this theorem and considering E = 𝑆Ẽ in (9),(10)
and multiplying with S𝑇 from left hand side we obtain

𝜕2Ẽ
𝜕𝑡2

+ S𝑇𝑐𝑢𝑟𝑙𝑥 (M−1𝑐𝑢𝑟𝑙𝑥 (SẼ)) + D 𝜕Ẽ
𝜕𝑡

= −S𝑇 𝜕j
𝜕𝑡
,

(14)

Ẽ(𝑥, 0) = 0,
𝜕Ẽ(𝑥, 𝑡)
𝜕𝑡

����
𝑡=0

= 0, 𝑥 ∈ 𝑅3. (15)

(𝑥 ∈ 𝑅3, 𝑡 > 0)

Let us consider the solution of (14),(15) in the following
form

Ẽ(𝑥1, 𝑥2, 𝑥3, 𝑡) =
𝑝∑︁
𝑘=0

𝑝∑︁
𝑚=0

𝑝∑︁
𝑛=0

Ẽ𝑘,𝑚,𝑛 (𝑡)𝑥𝑘1 𝑥
𝑚
2 𝑥

𝑛
3 , (16)

where Ẽ𝑘,𝑚,𝑛 (𝑡) = S𝑇E𝑘,𝑚,𝑛 (𝑡), E𝑘,𝑚,𝑛 (𝑡) =

(𝐸 𝑘,𝑚,𝑛1 (𝑡), 𝐸 𝑘,𝑚,𝑛2 (𝑡), 𝐸 𝑘,𝑚,𝑛3 (𝑡)). Substituting (13),(16)
into (14) and (15) following IVP for ordinary differential
equations are obtained

𝑑2�̃� 𝑘,𝑚,𝑛
𝑖

𝑑𝑡2
+ 𝑑𝑖

𝑑�̃�
𝑘,𝑚,𝑛
𝑖

𝑑𝑡
= 𝑓

𝑘,𝑚,𝑛
𝑖

, 𝑖 = 1, 2, 3, (17)

�̃�
𝑘,𝑚,𝑛
𝑖

���
𝑡=0

= 0,
𝑑�̃�

𝑘,𝑚,𝑛
𝑖

𝑑𝑡

���
𝑡=0

= 0, (18)

here

𝑓
𝑘,𝑚,𝑛
𝑖

=

(
𝑆𝑇

(
−𝜕 𝑗
𝜕𝑡

))
𝑖

−𝑆𝑇𝑖1𝐵1−𝑆𝑇𝑖2𝐵2−𝑆𝑇𝑖3𝐵3, 𝑖 = 1, 2, 3

where
𝐵1 = 𝜇−1

31

(
(𝑚 + 2) (𝑚 + 1)

(
𝑆31�̃�

𝑘,𝑚+2,𝑛
1 + 𝑆32�̃�

𝑘,𝑚+2,𝑛
2 +

𝑆33�̃�
𝑘,𝑚+2,𝑛
3

))
− 𝜇−1

31

(
(𝑚 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘,𝑚+1,𝑛+1
1 +

𝑆22�̃�
𝑘,𝑚+1,𝑛+1
2 + 𝑆23�̃�

𝑘,𝑚+1,𝑛+1
3

))
+ 𝜇−1

32

(
(𝑚 + 1) (𝑛 +

1)
(
𝑆11�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆12�̃�

𝑘,𝑚+1,𝑛+1
2 + 𝑆13�̃�

𝑘,𝑚+1,𝑛+1
3

))
−
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𝜇−1
32

(
(𝑘 + 1) (𝑚 + 1)

(
𝑆31�̃�

𝑘+1,𝑚+1,𝑛
1 + 𝑆32�̃�

𝑘+1,𝑚+1,𝑛
2 +

𝑆33�̃�
𝑘+1,𝑚+1,𝑛
3

))
+ 𝜇−1

33

(
(𝑘 + 1) (𝑚 + 1)

(
𝑆21�̃�

𝑘+1,𝑚+1,𝑛
1 +

𝑆22�̃�
𝑘+1,𝑚+1,𝑛
2 + 𝑆23�̃�

𝑘+1,𝑚+1,𝑛
3

))
− 𝜇−1

33

(
(𝑚 + 2) (𝑚 +

1)
(
𝑆11�̃�

𝑘,𝑚+2,𝑛
1 +𝑆12�̃�

𝑘,𝑚+2,𝑛
2 +𝑆13�̃�

𝑘,𝑚+2,𝑛
3

))
+𝜇−1

21

(
(𝑛+

2) (𝑛 + 1)
(
𝑆21�̃�

𝑘,𝑚,𝑛+2
1 + 𝑆22�̃�

𝑘,𝑚,𝑛+2
2 + 𝑆23�̃�

𝑘,𝑚,𝑛+2
3

))
−

𝜇−1
21

(
(𝑚 + 1) (𝑛 + 1)

(
𝑆31�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆32�̃�

𝑘,𝑚+1,𝑛+1
2 +

𝑆33�̃�
𝑘,𝑚+1,𝑛+1
3

))
+ 𝜇−1

22

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆31�̃�

𝑘+1,𝑚,𝑛+1
1 +

𝑆32�̃�
𝑘+1,𝑚,𝑛+1
2 + 𝑆33�̃�

𝑘+1,𝑚,𝑛+1
3

))
− 𝜇−1

22

(
(𝑛 + 2) (𝑛 +

1)
(
𝑆11�̃�

𝑘,𝑚,𝑛+2
1 + 𝑆12�̃�

𝑘,𝑚,𝑛+2
2 + 𝑆13�̃�

𝑘,𝑚,𝑛+2
3

))
+

𝜇−1
23

(
(𝑚 + 1) (𝑛 + 1)

(
𝑆11�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆12�̃�

𝑘,𝑚+1,𝑛+1
2 +

𝑆13�̃�
𝑘,𝑚+1,𝑛+1
3

))
− 𝜇−1

23

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘+1,𝑚,𝑛+1
1 +

𝑆22�̃�
𝑘+1,𝑚,𝑛+1
2 + 𝑆23�̃�

𝑘+1,𝑚,𝑛+1
3

))
,

𝐵2 = 𝜇−1
11

(
(𝑚+1) (𝑛+1)

(
𝑆31�̃�

𝑘,𝑚+1,𝑛+1
1 +𝑆32�̃�

𝑘,𝑚+1,𝑛+1
2 +

𝑆33�̃�
𝑘,𝑚+1,𝑛+1
3

))
− 𝜇−1

11

(
(𝑛 + 2) (𝑛 + 1)

(
𝑆21�̃�

𝑘,𝑚,𝑛+2
1 +

𝑆22�̃�
𝑘,𝑚,𝑛+2
2 + 𝑆23�̃�

𝑘,𝑚,𝑛+2
3

))
+ 𝜇−1

12

(
(𝑛 + 2) (𝑛 +

1)
(
𝑆11�̃�

𝑘,𝑚,𝑛+2
1 + 𝑆12�̃�

𝑘,𝑚,𝑛+2
2 + 𝑆13�̃�

𝑘,𝑚,𝑛+2
3

))
−

𝜇−1
12

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆31�̃�

𝑘+1,𝑚,𝑛+1
1 + 𝑆32�̃�

𝑘+1,𝑚,𝑛+1
2 +

𝑆33�̃�
𝑘+1,𝑚,𝑛+1
3

))
+ 𝜇−1

13

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘+1,𝑚,𝑛+1
1 +

𝑆22�̃�
𝑘+1,𝑚,𝑛+1
2 + 𝑆23�̃�

𝑘+1,𝑚,𝑛+1
3

))
− 𝜇−1

13

(
(𝑚 + 1) (𝑛 +

1)
(
𝑆11�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆12�̃�

𝑘,𝑚+1,𝑛+1
2 + 𝑆13�̃�

𝑘,𝑚+1,𝑛+1
3

))
+

𝜇−1
31

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘+1,𝑚,𝑛+1
1 + 𝑆22�̃�

𝑘+1,𝑚,𝑛+1
2 +

𝑆23�̃�
𝑘+1,𝑚,𝑛+1
3

))
− 𝜇−1

31

(
(𝑘 + 1) (𝑚 + 1)

(
𝑆31�̃�

𝑘+1,𝑚+1,𝑛
1 +

𝑆32�̃�
𝑘+1,𝑚+1,𝑛
2 + 𝑆33�̃�

𝑘+1,𝑚+1,𝑛
3

))
+ 𝜇−1

32

(
(𝑘 + 2) (𝑘 +

1)
(
𝑆31�̃�

𝑘+2,𝑚,𝑛
1 + 𝑆32�̃�

𝑘+2,𝑚,𝑛
2 + 𝑆33�̃�

𝑘+2,𝑚,𝑛
3

))
−

𝜇−1
32

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆11�̃�

𝑘+1,𝑚,𝑛+1
1 + 𝑆12�̃�

𝑘+1,𝑚,𝑛+1
2 +

𝑆13�̃�
𝑘+1,𝑚,𝑛+1
3

))
+ 𝜇−1

33

(
(𝑘 + 1) (𝑚 + 1) (𝑆11�̃�

𝑘+1,𝑚+1,𝑛
1 +

𝑆12�̃�
𝑘+1,𝑚+1,𝑛
2 + 𝑆13�̃�

𝑘+1,𝑚+1,𝑛
3

))
− 𝜇−1

33

(
(𝑘 + 2) (𝑘 +

1)
(
𝑆21�̃�

𝑘+2,𝑚,𝑛
1 + 𝑆22�̃�

𝑘+2,𝑚,𝑛
2 + 𝑆23�̃�

𝑘+2,𝑚,𝑛
3

))
,

𝐵3 = 𝜇−1
21

(
(𝑘+1) (𝑚+1)

(
𝑆31�̃�

𝑘+1,𝑚+1,𝑛
1 +𝑆32�̃�

𝑘+1,𝑚+1,𝑛
2 +

𝑆33�̃�
𝑘+1,𝑚+1,𝑛
3

))
− 𝜇−1

21

(
(𝑘 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘+1,𝑚,𝑛+1
1 +

𝑆22�̃�
𝑘+1,𝑚,𝑛+1
2 + 𝑆23�̃�

𝑘+1,𝑚,𝑛+1
3

))
+ 𝜇−1

22

(
(𝑘 + 1) (𝑛 +

1)
(
𝑆11�̃�

𝑘+1,𝑚,𝑛+1
1 + 𝑆12�̃�

𝑘+1,𝑚,𝑛+1
2 + 𝑆13�̃�

𝑘+1,𝑚,𝑛+1
3

))
−

𝜇−1
22

(
(𝑘 + 2) (𝑘 + 1)

(
𝑆31�̃�

𝑘+2,𝑚,𝑛
1 + 𝑆32�̃�

𝑘+2,𝑚,𝑛
2 +

𝑆33�̃�
𝑘+2,𝑚,𝑛
3

))
+ 𝜇−1

23

(
(𝑘 + 2) (𝑘 + 1)

(
𝑆21�̃�

𝑘+2,𝑚,𝑛
1 +

𝑆22�̃�
𝑘+2,𝑚,𝑛
2 + 𝑆23�̃�

𝑘+2,𝑚,𝑛
3

))
− 𝜇−1

23

(
(𝑘 + 1) (𝑚 +

1) (𝑆11�̃�
𝑘+1,𝑚+1,𝑛
1 + 𝑆12�̃�

𝑘+1,𝑚+1,𝑛
2 + 𝑆13�̃�

𝑘+1,𝑚+1,𝑛
3

))
+

𝜇−1
11

(
(𝑚 + 1) (𝑛 + 1)

(
𝑆21�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆22�̃�

𝑘,𝑚+1,𝑛+1
2 +

𝑆23�̃�
𝑘,𝑚+1,𝑛+1
3

))
− 𝜇−1

11

(
(𝑚 + 2) (𝑚 + 1)

(
𝑆31�̃�

𝑘,𝑚+2,𝑛
1 +

𝑆32�̃�
𝑘,𝑚+2,𝑛
2 + 𝑆33�̃�

𝑘,𝑚+2,𝑛
3

))
+ 𝜇−1

12

(
(𝑘 + 1) (𝑚 +

1)
(
𝑆31�̃�

𝑘+1,𝑚+1,𝑛
1 + 𝑆32�̃�

𝑘+1,𝑚+1,𝑛
2 + 𝑆33�̃�

𝑘+1,𝑚+1,𝑛
3

))
−

𝜇−1
12

(
(𝑚 + 1) (𝑛 + 1)

(
𝑆11�̃�

𝑘,𝑚+1,𝑛+1
1 + 𝑆12�̃�

𝑘,𝑚+1,𝑛+1
2 +

𝑆13�̃�
𝑘,𝑚+1,𝑛+1
3

))
+ 𝜇−1

13

(
(𝑚 + 2) (𝑚 + 1)

(
𝑆11�̃�

𝑘,𝑚+2,𝑛
1 +

𝑆12�̃�
𝑘,𝑚+2,𝑛
2 + 𝑆13�̃�

𝑘,𝑚+2,𝑛
3

))
− 𝜇−1

13

(
(𝑘 + 1) (𝑚 +

1)
(
𝑆21�̃�

𝑘+1,𝑚+1,𝑛
1 + 𝑆22�̃�

𝑘+1,𝑚+1,𝑛
2 + 𝑆23�̃�

𝑘+1,𝑚+1,𝑛
3

))
.

The solution of the IVP (17),(18) is

�̃�
𝑘,𝑚,𝑛
𝑖

=
1
𝑑𝑖

∫ 𝑡

0
(1−𝑒𝑑𝑖 (𝜏−𝑡 ) ) 𝑓 𝑘,𝑚,𝑛

𝑖
(𝜏)𝑑𝜏, 𝑖 = 1, 2, 3.

(19)
Using (16) and (19), the solution Ẽ(𝑥, 𝑡) of (14),(15) can
be obtained. Since E = SẼ then a solution of the IVP
(9),(10) can be obtained in polynomial form. Using the
solution of IVP (9),(10), the IVP (11),(12) can be solved
by symbolic calculation.

4. Existence of solutions for the IVPs
Equations (3)-(6),(8) can be rewritten as a first order
hyperbolic system in the form

𝐴0
𝜕U
𝜕𝑡

+
3∑︁
𝑗=1

𝐴 𝑗
𝜕U
𝜕𝑥 𝑗

+ 𝐵U = F, (20)

U(𝑥, 𝑡)
���
𝑡=0

= 0, (21)

where U =

(
E
H

)
, 𝐴0 =

(
𝜀 0
0 𝜇

)
, 𝐵 =

(
𝜎 0
0 0

)
and

F = −
(

j
0

)
, and the matrix 𝐴 𝑗 is defined as

𝐴 𝑗 =

(
03×3 𝐴1

𝑗

(𝐴1
𝑗
)∗ 03×3

)
.

which has the components

𝐴1
1 =

©­«
0 0 0
0 0 1
0 −1 0

ª®¬ , 𝐴1
2 =

©­«
0 0 −1
0 0 0
1 0 0

ª®¬ ,
𝐴1

3 =
©­«

0 1 0
−1 0 0
0 0 0

ª®¬ .
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Consider the symmetric positive definite matrix 𝐴0. There
exists a symmetric positive definite matrix 𝑆 such that
𝐴−1

0 = 𝑆2, that is, 𝐴− 1
2

0 = 𝑆. Let us denote the vector

U(𝑥) = 𝑆u(𝑥) (22)

Substituting (22) into (20),(21) and multiplying the re-
sulting formula with matrix 𝑆 from the left hand side we
obtain

𝜕u
𝜕𝑡

+
𝑛∑︁
𝑗=1

𝐴 𝑗
𝜕u
𝜕𝑥 𝑗

+ 𝐵u = f, 𝑥 ∈ R𝑛, 𝑡 > 0, (23)

u(𝑥, 𝑡)
���
𝑡=0

= 0, 𝑥 ∈ R𝑛, (24)

where

𝐼6 = 𝑆𝐴0𝑆, 𝐴 𝑗 = 𝑆𝐴 𝑗𝑆, 𝐵 = 𝑆𝐵𝑆, f = 𝑆F.

Since 𝑆 and 𝐴 𝑗 , 𝑗 = 1, 2, 3 are symmetric, the matrix
𝐴 𝑗 will also be symmetric, which implies that (23) is a
symmetric hyperbolic system.
Theorem. Let 𝐴 𝑗 is a symmetric matrix with constant
entries and let 𝑇 be a fixed positive number then for an
arbitrary 𝑓 𝑗 (𝑥, 𝑡) ∈ 𝐶 ( [0, 𝑇];H1 (R3)) we have a unique
solution of (23),(24) such that

𝑢 𝑗 (𝑥, 𝑡) ∈ 𝐶 ( [0, 𝑇];H1 (R3)) ∩ 𝐶1 ( [0, 𝑇];L2 (R3))

The theorem and the proof of the theorem can be found
in [8].

5. Domain of dependence and uniqueness theorem
inside conoid of dependence

In this section we describe the domain of dependence
for first order symmetric hyperbolic systems and prove
that the solution of the system is uniquely determined
inside the conoid of dependence [2], [5], [19]. And we
obtain the theorem for the uniqueness of the solution of
considered IVPs.
Let us consider the symmetric hyperbolic system of the
form (23),(24) where each 𝐴 𝑗 (𝑥) is an 𝑚 × 𝑚 symmetric
matrix. Let

A(𝜉) =
𝑛∑︁
𝑗=1

𝐴 𝑗𝜉 𝑗

and 𝜆 𝑗 (𝜉), 𝑗 = 1, . . . , 𝑚 be the eigenvalues of A(𝜉). We
define the constant 𝑀 as

𝑀 = max
𝑖=1,...,𝑚
|𝜉 |=1

|𝜆 𝑗 (𝜉) |. (25)

Using the constant 𝑀 we define the following domains
for the arbitrary point 𝑃 with coordinates (𝑥0, 𝑡0) ∈

R𝑛 × (0,∞)

Γ(𝑃) =
{
(𝑥, 𝑡) : 0 ≤ 𝑡 ≤ 𝑡0, |𝑥 − 𝑥0 | ≤ 𝑀 (𝑡0 − 𝑡)

}
,

𝑆(ℎ) =
{
𝑥 ∈ R𝑛 : |𝑥 − 𝑥0 | ≤ 𝑀 |𝑡0 − ℎ|

}
, 0 ≤ ℎ ≤ 𝑡0,

𝑅(ℎ) =
{
(𝑥, 𝑡) : 0 ≤ 𝑡 ≤ ℎ, |𝑥 − 𝑥0 | = 𝑀 |𝑡0 − 𝑡 |

}
.

Here Γ(𝑃) is the conoid of dependence with vertex 𝑃.
𝑆(ℎ) is the surface constructed by the intersection of the
plane 𝑡 = ℎ and the conoid Γ(𝑃). For 𝑡 = 0, 𝑆(0) is the
base of the conoid. 𝑅(ℎ) is the lateral surface of the
conoid bounded by 𝑆(0) and 𝑆(ℎ).

Theorem.(see, [2]) Let (𝑥0, 𝑡0) ∈ R𝑛 × (0,∞), and
𝑆(ℎ), 𝑅(ℎ), Γ(𝑃) be as defined above, and u(𝑥, 𝑡) ∈
C([0, 𝑇];H1 (R𝑛;R𝑚))⋂C1 ( [0, 𝑇];L2 (R𝑛;R𝑚)) be a
solution of (23). Then the following energy inequality is
valid∫

𝑆 (ℎ)
|u(𝑥, ℎ) |2𝑑𝑥 ≤ 𝑒𝐾ℎ

∫ ℎ

0

∫
𝑆 (𝑡 )

|f (𝑥, 𝑡) |2𝑑𝑥𝑑𝑡,

if

max
𝑗

max
𝑘,𝑙

max
𝑥∈𝑆 (0)

���𝜕𝑎 𝑗𝑘𝑙
𝜕𝑥 𝑗

��� ≤ 𝐿, max
𝑘,𝑙

max
𝑥∈𝑆 (0)

���𝑏𝑘𝑙 (𝑥)��� ≤ 𝐿.

Proof. Let Ω be the region bounded by 𝑆(0), 𝑆(ℎ), 𝑅(ℎ)
and 𝜕Ω = 𝑆(0) ∪ 𝑆(ℎ) ∪ 𝑅(ℎ). Multiplying (23) with u
and integrating over Ω we have

∫
Ω

{
u.
𝜕u
𝜕𝑡

+ u. ©­«
𝑛∑︁
𝑗=1

𝐴 𝑗
𝜕u
𝜕𝑥 𝑗

ª®¬
}
𝑑𝑥𝑑𝑡 +

∫
Ω

u.𝐵(𝑥)u𝑑𝑥𝑑𝑡

(26)

=

∫
Ω

u.f𝑑𝑥𝑑𝑡.

Noting the relations

u.
𝜕u
𝜕𝑡

=
1
2
𝜕 |u|2
𝜕𝑡

,

u. ©­«
𝑛∑︁
𝑗=1

𝐴 𝑗
𝜕u
𝜕𝑥 𝑗

ª®¬ =
1
2

𝑛∑︁
𝑗=1

𝜕

𝜕𝑥 𝑗

(
u.𝐴 𝑗u

)
− 1

2

𝑛∑︁
𝑗=1

(
u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u
)

Equation (26) can be rewritten as follows

1
2

∫
Ω

{ 𝜕 |u|2
𝜕𝑡

+
𝑛∑︁
𝑗=1

𝜕

𝜕𝑥 𝑗

(
u.𝐴 𝑗u

)
−

𝑛∑︁
𝑗=1

(
u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u
)}
𝑑𝑥𝑑𝑡

+
∫
Ω

u.𝐵(𝑥)u𝑑𝑥𝑑𝑡 =
∫
Ω

u.f𝑑𝑥𝑑𝑡
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and applying the divergence theorem one can get

1
2

∫
𝜕Ω

{
|u|2𝜈𝑡 +

𝑛∑︁
𝑗=1

(
u.𝐴 𝑗u

)
𝜈 𝑗

}
𝑑𝑆

− 1
2

∫
Ω

𝑛∑︁
𝑗=1

(
u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u
)
𝑑𝑥𝑑𝑡 +

∫
Ω

u.𝐵(𝑥)u𝑑𝑥𝑑𝑡

=

∫
Ω

u.f𝑑𝑥𝑑𝑡, (27)

where 𝜈 = (𝜈1, . . . , 𝜈𝑛, 𝜈𝑡 ) is the outward unit normal on
𝜕Ω. Since 𝜕Ω = 𝑆(0) ∪ 𝑆(ℎ) ∪ 𝑅(ℎ) and

𝜈 = (0, . . . , 1) on 𝑆(ℎ),
𝜈 = (0, . . . ,−1) on 𝑆(0),

𝜈 =
(𝑥1 − 𝑥0

1, . . . , 𝑥𝑛 − 𝑥
0
𝑛, 𝑀

2 (𝑡0 − 𝑡))
(𝑡0 − 𝑡)𝑀

√
1 + 𝑀2

on 𝑅(ℎ),

formula (27) takes the form

1
2

∫
𝑆 (ℎ)

|u|2𝑑𝑥 − 1
2

∫
𝑆 (0)

|u|2𝑑𝑥 + 1
2

∫
𝑅 (ℎ)

|u|2 𝑀
√

1 + 𝑀2
𝑑𝑆

+ 1
2

∫
𝑅 (ℎ)

𝑛∑︁
𝑗=1

(
u.𝐴 𝑗u

) 𝑥 𝑗 − 𝑥0
𝑗

(𝑡0 − 𝑡)𝑀
√

1 + 𝑀2
𝑑𝑆

− 1
2

∫
Ω

{ 𝑛∑︁
𝑗=1

u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u − 2u.𝐵u

}
𝑑𝑥𝑑𝑡

=

∫
Ω

u.f𝑑𝑥𝑑𝑡. (28)

Let us denote

𝜉 𝑗 =
(𝑥 𝑗 − 𝑥0

𝑗
)

(𝑡0 − 𝑡)𝑀
, 𝑗 = 1, . . . , 𝑛,

which satisfies |𝜉 | =
√︃
𝜉2

1 + . . . + 𝜉2
𝑛 = 1. Using this

notation and

A(𝜉) =
𝑛∑︁
𝑗=1

𝐴 𝑗𝜉 𝑗 ,

we write the following equality

1
2

∫
𝑅 (ℎ)

𝑛∑︁
𝑗=1

(
u.𝐴 𝑗u

) 𝑥 𝑗 − 𝑥0
𝑗

(𝑡0 − 𝑡)𝑀
√

1 + 𝑀2
𝑑𝑆

=
1

2
√

1 + 𝑀2

∫
𝑅 (ℎ)

𝑛∑︁
𝑗=1

(
u.𝐴 𝑗𝜉 𝑗u

)
𝑑𝑆

=
1

2
√

1 + 𝑀2

∫
𝑅 (ℎ)

(u.A(𝜉)u) 𝑑𝑆. (29)

Substituting (29) into (28) we get

1
2

∫
𝑆 (ℎ)

|u|2𝑑𝑥 − 1
2

∫
𝑆 (0)

|u|2𝑑𝑥

+ 1
2
√

1 + 𝑀2

∫
𝑅 (ℎ)

[
|u|2𝑀 + u.A(𝜉)u

]
𝑑𝑆

− 1
2

∫
Ω

{ 𝑛∑︁
𝑗=1

u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u − 2u.𝐵u

}
𝑑𝑥𝑑𝑡

=

∫
Ω

u.f𝑑𝑥𝑑𝑡. (30)

Consider the term 𝑀I + A(𝜉), where I is the identity
matrix of order 𝑚 × 𝑚. Since A(𝜉) is diagonalizable we
can find a matrix Z which reduces A(𝜉) to a diagonal
matrix of its eigenvalues, denoted diag(𝜆1, 𝜆2, . . . , 𝜆𝑚).
Multiplying 𝑀I + A(𝜉) with matrix Z from right, and
with its inverse Z−1, from left we have

Z−1 (𝑀I + A(𝜉)) Z = Z−1𝑀IZ + Z−1A(𝜉)Z
= 𝑀I + Z−1A(𝜉)Z
= diag(𝑀, 𝑀, . . . , 𝑀)

+ diag(𝜆1, 𝜆2, . . . , 𝜆𝑚).

Noting the formula (25), we conclude that the matrix
𝑀I + A(𝜉) has positive eigenvalues, which implies that
it is a positive-definite matrix, and from the definition of
positive-definiteness we obtain the following inequality

|u|2𝑀 + u.A(𝜉)u = u.(𝑀I + A(𝜉))u ≥ 0.

Thus (30) becomes

1
2

∫
𝑆 (ℎ)

|u|2𝑑𝑥 − 1
2

∫
𝑆 (0)

|u|2𝑑𝑥

− 1
2

∫
Ω

{ 𝑛∑︁
𝑗=1

u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u − 2u.𝐵u

}
𝑑𝑥𝑑𝑡

−
∫
Ω

u.f𝑑𝑥𝑑𝑡 ≤ 0. (31)

Remark. Let us denote

𝜕𝐴 𝑗

𝜕𝑥 𝑗
=

( 𝜕𝑎 𝑗
𝑘𝑙

𝜕𝑥 𝑗

)
,

and

max
𝑗

max
𝑘,𝑙

max
𝑥∈𝑆 (0)

���𝜕𝑎 𝑗𝑘𝑙
𝜕𝑥 𝑗

��� ≤ 𝐿,

max
𝑘,𝑙

max
𝑥∈𝑆 (0)

���𝑏𝑘𝑙 (𝑥)��� ≤ 𝐿.

Since
𝑛∑︁
𝑗=1

u.
𝜕𝐴 𝑗

𝜕𝑥 𝑗
u − 2u.𝐵u =

〈
u,

( 𝑛∑︁
𝑗=1

𝜕𝐴 𝑗

𝜕𝑥 𝑗
− 2𝐵

)
u
〉
,
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then���〈u,
( 𝑛∑︁
𝑗=1

𝜕𝐴 𝑗

𝜕𝑥 𝑗
− 2𝐵

)
u
〉��� = ���〈u,

𝑛∑︁
𝑗=1

𝜕𝐴 𝑗

𝜕𝑥 𝑗
u
〉
− 2

〈
u, 𝐵u

〉���,
≤ 𝐿

[ 𝑛∑︁
𝑗=1

〈
u, u

〉
+ 2

〈
u, u

〉]
,

≤ 𝐿 (𝑛 + 2)
〈
u, u

〉
,

≤ 𝐿 (𝑛 + 2)
���u(𝑥, 𝑡)���2.

Using previous remark, the inequality (31) becomes

1
2

∫
𝑆 (ℎ)

|u|2𝑑𝑥 − 1
2

∫
𝑆 (0)

|u|2𝑑𝑥 −
∫
Ω

u.f𝑑𝑥𝑑𝑡

≤ 𝐿 (𝑛 + 2)
∫ ℎ

0

∫
𝑆 (ℎ)

���u(𝑥, 𝑡)���2𝑑𝑥𝑑𝑡.
Denoting

1
2

∫
𝑆 (𝜏 )

|u(𝑥, 𝜏) |2𝑑𝑥 = 𝑤(𝜏),

we have

𝑤(ℎ) ≤ 𝑤(0) + 2(𝑛 + 2)𝐿
∫ ℎ

0
𝑤(𝑡)𝑑𝑡 +

∫ ℎ

0
𝑤(𝑡)𝑑𝑡

+ 1
2

∫ ℎ

0

∫
𝑆 (𝑡 )

|f (𝑥, 𝑡) |2𝑑𝑥𝑑𝑡.

Using Gronwall’s Lemma we obtain

𝑤(ℎ) ≤
(
𝑤(0) + 1

2

∫ ℎ

0

∫
𝑆 (𝑡 )

|f (𝑥, 𝑡) |2𝑑𝑥𝑑𝑡
)
𝑒𝐾ℎ .

(𝐾 = 2(𝑛 + 2)𝐿 + 1)

Then we get the energy inequality∫
𝑆 (ℎ)

|u(𝑥, ℎ) |2𝑑𝑥 ≤ 𝑒𝐾ℎ
∫ ℎ

0

∫
𝑆 (𝑡 )

|f (𝑥, 𝑡) |2𝑑𝑥𝑑𝑡.

Thus, the stability estimate for solution of (20),(21) is∫
𝑆 (ℎ)

|𝐴
1
2
0 U(𝑥, ℎ) |2𝑑𝑥 ≤ 𝑒𝐾ℎ

∫ ℎ

0

( ∫
𝑆 (𝑡 )

|𝐴− 1
2

0 F(𝑥, 𝑡) |2𝑑𝑥
)
𝑑𝑡.

Theorem. (Uniqueness Theorem for the IVP)
Let 𝑥 ∈ R𝑛, 𝑡 > 0 and 𝐴 𝑗 (𝑥) is an 𝑚 × 𝑚 symmetric
matrix then following Initial Value Problem has unique
solution

𝜕u
𝜕𝑡

+
𝑛∑︁
𝑗=1

𝐴 𝑗
𝜕u
𝜕𝑥 𝑗

+ 𝐵(𝑥)u = f,

u(𝑥, 0) = 𝜑(𝑥),

Proof. Assume that we have two solutions 𝑢 and 𝑢∗ corre-
sponding to the same data 𝜑 and the same inhomogeneous
term 𝑓 . Let û = u − u∗. Then û satisfies

𝜕û
𝜕𝑡

+
𝑛∑︁
𝑗=1

𝐴 𝑗
𝜕û
𝜕𝑥 𝑗

+ 𝐵(𝑥)û = 0,

û(𝑥, 0) = 0,
Applying energy inequality we have∫

𝑆 (ℎ)
|û(𝑥, ℎ) |2𝑑𝑥 ≤

∫
𝑆 (0)

|û(𝑥, 0) |2𝑑𝑥 = 0,

0 ≤
∫
𝑆 (ℎ)

|û(𝑥, ℎ) |2𝑑𝑥 ≤ 0, for all ℎ ∈ [0, 𝑇] .

Hence

|û(𝑥, ℎ) |2 ≡ 0, for all ℎ ∈ [0, 𝑇], 𝑥 ∈ 𝑆(ℎ),

then we have

u(𝑥, ℎ) − u∗ (𝑥, ℎ) ≡ 0, for all ℎ ∈ [0, 𝑇], 𝑥 ∈ 𝑆(ℎ),

that is,

u(𝑥, ℎ) ≡ u∗ (𝑥, ℎ), for all ℎ ∈ [0, 𝑇], 𝑥 ∈ 𝑆(ℎ).

This proves the uniqueness theorem.

6. Implementation of the method
In this section, our aim is to implement the method to a
simplified form of the problem and sketch out how the
method works.
For implementation of PS method, let us consider

the IVP (9),(10) with −𝜕 𝑗
𝜕𝑡

= ( 𝑓 , 0, 0), 𝜀 = 𝐼3×3,

𝜇−1 = diag (𝜇11, 𝜇22, 𝜇33), 𝜎 = diag (𝜎11, 𝜎22, 𝜎33). Let
𝑓 (𝑥, 𝑡) has an approximation in the domain of dependence
in the form

𝑓 (𝑥, 𝑡) =
𝑝∑︁
𝑛=0

𝑓 𝑛 (𝑡)𝑥𝑛, (32)

where 𝑥 ∈ R, 𝑡 ∈ R and 𝑝 ∈ N. The solution
E(𝑥, 𝑡) = (𝐸1 (𝑥, 𝑡), 𝐸2 (𝑥, 𝑡), 𝐸3 (𝑥, 𝑡)) of the problem will
be in the form

E(𝑥, 𝑡) =
𝑝∑︁
𝑛=0

E(𝑥, 𝑡)𝑛 (𝑡)𝑥𝑛 (33)

Substituting (32) and (33) into the IVP (9),(10) we get

𝜕2𝐸𝑛1
𝜕𝑡2

− 𝜇22 (𝑛 + 2) (𝑛 + 1)𝐸𝑛+2
1 + 𝜎11

𝜕𝐸𝑛1
𝜕𝑡

= 𝑓 𝑛1 (𝑡)

𝐸𝑛1
��
𝑡=0 = 0,

𝜕𝐸𝑛1
𝜕𝑡

����
𝑡=0

= 0,

(34)
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𝜕2𝐸𝑛2
𝜕𝑡2

+ 𝜎22
𝜕𝐸𝑛2
𝜕𝑡

= 0,

𝐸𝑛2
��
𝑡=0 = 0,

𝜕𝐸𝑛2
𝜕𝑡

����
𝑡=0

= 0,
(35)

𝜕2𝐸𝑛3
𝜕𝑡2

+ 𝜎33
𝜕𝐸𝑛3
𝜕𝑡

= 0,

𝐸𝑛3
��
𝑡=0 = 0,

𝜕𝐸𝑛3
𝜕𝑡

����
𝑡=0

= 0.
(36)

The solutions of IVPs (35),(36) are 𝐸𝑛2 (𝑡) = 0, 𝐸𝑛3 (𝑡) = 0.
Also the IVP (34) for any 𝑛 > 𝑝 we have 𝐸𝑛1 (𝑡) = 0. Let
us start PS method computation when 𝑛 = 𝑝. For 𝑛 = 𝑝
we have

𝜕2𝐸
𝑝

1
𝜕𝑡2

− 𝜇22 (𝑝 + 2) (𝑝 + 1)𝐸 𝑝+2
1 + 𝜎11

𝜕𝐸
𝑝

1
𝜕𝑡

= 𝑓
𝑝

1 ,

𝐸𝑃1
��
𝑡=0 = 0,

𝜕𝐸
𝑝

1
𝜕𝑡

�����
𝑡=0

= 0.

(37)

The solution of IVP (37) is of the form

𝐸
𝑝

1 (𝑡) = 1
𝜎11

∫ 𝑡

0
𝑓
𝑝

1 (𝜏)
(
1 − 𝑒𝜎11 (𝜏−𝑡 )

)
+

(
𝜇22 (𝑝 + 2) (𝑝 + 1)𝐸 𝑝+2

1 (𝜏)
) (

1 − 𝑒𝜎11 (𝜏−𝑡 )
)
𝑑𝜏.

Since 𝐸 𝑝+2
1 = 0, the solution of problem (37) is

𝐸
𝑝

1 (𝑡) = 1
𝜎11

∫ 𝑡

0
𝑓
𝑝

1 (𝜏)
[
1 − 𝑒𝜎11 (𝜏−𝑡 )

]
𝑑𝜏.

Now, the computation will continue with 𝑛 = 𝑝 − 1 to
calculate 𝐸 𝑝−1

1 (𝑡). When 𝑛 = 𝑝 − 1 we have

𝜕2𝐸
𝑝−1
1

𝜕𝑡2
− 𝜇22 (𝑝 + 1)𝑝𝐸 𝑝+1

1 + 𝜎11
𝜕𝐸

𝑝−1
1
𝜕𝑡

= 𝑓
𝑝−1

1 ,

𝐸
𝑝−1
1

���𝑝−1

𝑡=0
,
𝜕𝐸

𝑝−1
1
𝜕𝑡

�����
𝑡=0

= 0.

(38)

With the similar reasoning, the solution of (38) is

𝐸
𝑝−1
1 (𝑡) = 1

𝜎11

∫ 𝑡

0
𝑓
𝑝−1

1 (𝜏)
[
1 − 𝑒𝜎11 (𝜏−𝑡 )

]
𝑑𝜏.

Continuing calculation when 𝑛 = 𝑝 − 2 we have

𝜕2𝐸
𝑝−2
1

𝜕𝑡2
− 𝜇22𝑝(𝑝 − 1)𝐸 𝑝1 +

𝜕𝐸
𝑝−2
1
𝜕𝑡

= 𝑓
𝑝−2

1 (𝑡),

𝐸
𝑝−2
1

���
𝑡=0

= 0,
𝜕𝐸

𝑝−2
1
𝜕𝑡

�����
𝑡=0

= 0.
(39)

Since 𝐸 𝑝1 (𝑡) is calculated in previous steps, we get the
solution of IVP (39) as

𝐸
𝑝−2
1 (𝑡) = 1

𝜎11

∫ 𝑡

0
𝑓
𝑝−2

1 (𝜏)
(
1 − 𝑒𝜎11 (𝜏−𝑡 )

)
+

(
𝜇22𝑝(𝑝 − 1)𝐸 𝑝1 (𝜏)

) (
1 − 𝑒𝜎11 (𝜏−𝑡 )

)
𝑑𝜏.

Thus, the values of 𝐸 𝑖1 (𝑡) (0 ≤ 𝑖 ≤ 𝑝) with decreasing 𝑖
values can be calculated with the following formula

𝐸 𝑖1 (𝑡) =
1
𝜎11

∫ 𝑡

0
𝑓 𝑖1 (𝜏)

(
1 − 𝑒𝜎11 (𝜏−𝑡 )

)
+

(
𝜇22 (𝑖 + 2) (𝑖 + 1)𝐸 𝑖+2 (𝜏)

) (
1 − 𝑒𝜎11 (𝜏−𝑡 )

)
𝑑𝜏.

The values of 𝐸 𝑖+2 (𝜏) are calculated with the previous
steps. In this way all coefficients 𝐸 𝑖1 (𝑡) of the solution
𝐸1 (𝑥, 𝑡) that is given with formula (33) can be calculated.

7. Computational examples

In this section, there are three examples. In the first
example, all the components of non homogeneous term
are in polynomial form. PS method is used to solve
the problem and the solutions obtained by using Maple
codes are checked by direct substitution to the prob-
lem. In example 2 and example 3 the components of
non homogeneous term are chosen as smooth functions.
Chebyshev polynomials are used for approximations
of these smooth functions. Each example is chosen
since we know the exact solutions of the problems with
chosen matrices 𝜀, 𝜇 and 𝜎 and inhomogeneous term.
Aim is to compare the exact solution with the solution
obtained by using Chebyshev polynomials and PS method.

Example 1: Let us consider a simple example for the IVP
given with the equations (3)-(8). Let the matrices 𝜀, 𝜇 and
𝜎 be identity matrices and let the inhomogeneous term

f(𝑥, 𝑡) = −𝜕j
𝜕𝑡

be a vector function that has the components

𝑓1 (𝑥, 𝑡) = (𝑥1 + 4𝑥4
2 + 3𝑥2

3),
𝑓2 (𝑥, 𝑡) = 𝑥2

3𝑡,

𝑓3 (𝑥, 𝑡) = (2𝑥1 + 𝑥2) (𝑡 + 2).

As we mention in Section 1, this problem can be written
in the form of two IVPs (9),(10) and (11),(12). Our aim is
to find electric and magnetic currents. Using PS method
exact solution of IVP (9),(10) can be obtained.
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The components of electric field E(𝑥, 𝑡) are

𝐸1 (𝑥, 𝑡) = 942𝑒−𝑡 − 942 + 378𝑒−𝑡 𝑡 + 564𝑡 − 141𝑡2

+ 48𝑒−𝑡 𝑡2 + 16𝑡3 + (4𝑒−𝑡 − 4 + 4𝑡)𝑥4
2

+ (3𝑒−𝑡 − 3 + 3𝑡)𝑥2
3,

𝐸2 (𝑥, 𝑡) = 7.99𝑒−𝑡 − 7.99𝑒−𝑡𝑒𝑡 + .33𝑒−𝑡 𝑡3𝑒𝑡 + 5.99𝑒−𝑡 𝑡𝑒𝑡

− 2𝑒−𝑡 𝑡2𝑒𝑡 + 2𝑒−𝑡 𝑡 + (.50𝑡2 − 𝑒−𝑡 + 1 − 𝑡)𝑥2
3,

𝐸3 (𝑥, 𝑡) = (𝑡2 + 2𝑡 + 2𝑒−𝑡 − 2)𝑥1 + (.50𝑡2 + 𝑡 + 𝑒−𝑡 − 1)𝑥2.

Using the solution of the IVP (9),(10), the solution of
the IVP (11),(12) can be obtained. The components of
magnetic filed H(𝑥, 𝑡) are

𝐻1 (𝑥, 𝑡) = −.16𝑡3 − .50𝑡2 + 𝑒−𝑡 + 𝑡 + .33𝑡3𝑥3 + 2𝑥3𝑒
−𝑡

+ 2𝑥3𝑡 − 𝑥3𝑡
2 − 2𝑥3 − 1,

𝐻2 (𝑥, 𝑡) = −2𝑡 + 6𝑥3𝑒
−𝑡 + 6𝑥3𝑡 − 3𝑥3𝑡

2 + .33𝑡3 + 𝑡2

− 2𝑒−𝑡 − 6𝑥3 + 2,

𝐻3 (𝑥, 𝑡) = 8𝑥3
2𝑡

2 − 16𝑥3
2𝑒

−𝑡 − 16𝑥3
2𝑡 − 96𝑥2𝑡

2 + 288𝑥2𝑡

+ 384𝑥2𝑒
−𝑡 + 96𝑥2𝑒

−𝑡 𝑡 + 16𝑥2𝑡
3 + 16𝑥3

2 − 384𝑥2.

By direct substitution of E(𝑥, 𝑡) and H(𝑥, 𝑡) that are
obtained using PS method into the problem given in
equations (3)-(8) the robustness of the method is checked.

Example 2: Let us consider the IVP (3)-(8) with the
matrices 𝜀, 𝜇 and 𝜎 that are identity matrices and let the

inhomogeneous term f(𝑥, 𝑡) = −𝜕j
𝜕𝑡

be a vector function
that has the components

𝑓1 (𝑥, 𝑡) = (𝑥1 + 1)10 + (𝑥2 + 3)3,

𝑓2 (𝑥, 𝑡) = 𝑥3
2 (𝑡 − 1),

𝑓3 (𝑥, 𝑡) = (5𝑥2 + 𝑥2
3)𝑡.

As we mention in Section 1 and in the example 1, this
problem can be written in the form of two IVPs (9),(10)
and (11),(12). Similarly, our aim is to find electric and
magnetic currents. Using PS method exact solution of
IVP (9),(10) can be obtained.
The components of electric field E(𝑥, 𝑡) are

𝐸1 (𝑥, 𝑡) = (𝑥1 + 1)10 (
𝑒−𝑡 + 𝑡 − 1

)
+ (𝑥2 + 3)3 (

𝑒−𝑡 + 𝑡 − 1
)

− 6(𝑡 + 3) (𝑥2 + 3)
(
𝑒−𝑡 + 𝑡 − 1

)
+ 9(𝑥2 + 3)𝑡2

𝐸2 (𝑥, 𝑡) =
(
𝑡2

2
− 2𝑡 − 2𝑒−𝑡 + 2

)
𝑥3

2

𝐸3 (𝑥, 𝑡) = (5𝑥2 + 𝑥2
3)

(
𝑡2

2
− 𝑒−𝑡 + 1 − 𝑡

)
.

Using the solution of the IVP (9),(10), the solution of
the IVP (11),(12) can be obtained. The components of

magnetic filed H(𝑥, 𝑡) are

𝐻1 (𝑥, 𝑡) = −5𝑡3

6
+ 5𝑡2

2
− 5(𝑒−𝑡 + 𝑡 − 1),

𝐻2 (𝑥, 𝑡) = 0,

𝐻3 (𝑥, 𝑡) = −
(
3𝑥2

2 + 6𝑡 + 18𝑥2 + 3
) (
𝑒−𝑡 + 𝑡 − 1

)
+

3𝑥2
2𝑡

2

2
+ 𝑡3 + 9𝑥2𝑡

2 + 3𝑡2

2
.

By direct substitution of E(𝑥, 𝑡) and H(𝑥, 𝑡) that are
obtained using PS method into the problem given in
equations (3)-(8) the robustness of the method is checked.
It is not easy to compute the solutions of such examples.
As the inhomogeneous terms order increase it becomes
much more complicated. This method enables us to deal
with these complicated problems.

Example 3: Now let us consider problem (9),(10) and
(11),(12) when 𝜀, 𝜇 and 𝜎 be identical matrices and
let the non-homogeneous term f(𝑥, 𝑡) = − 𝜕j

𝜕𝑡
be a vec-

tor function that is not polynomial. The components of
non-polynomial smooth data f = ( 𝑓1, 𝑓2, 𝑓3) are

𝑓1 (𝑥, 𝑡) = cos(𝑥1) sin(2𝑥2) sin(3𝑥3)𝛿(𝑡),
𝑓2 (𝑥, 𝑡) = sin(𝑥1) cos(2𝑥2) sin(3𝑥3)𝛿(𝑡),
𝑓3 (𝑥, 𝑡) = sin(𝑥1) sin(2𝑥2) cos(3𝑥3)𝛿(𝑡).

The exact solution of IVPs can be easily found without
using PS method. The components of the solutions are

𝐸1 (𝑥, 𝑡) =
165
385

(
1 − 𝑒−𝑡

)
cos(𝑥1) sin(2𝑥2) sin(3𝑥3)

+ 8
√

55
385

(
𝑒−

𝑡
2 sin(

√
55𝑡
2

)
)

cos(𝑥1) sin(2𝑥2) sin(3𝑥3),

𝐸2 (𝑥, 𝑡) =
330
385

(
1 − 𝑒−𝑡

)
sin(𝑥1) cos(2𝑥2) sin(3𝑥3)

+ 2
√

55
385

(
𝑒−

𝑡
2 sin(

√
55𝑡
2

)
)

sin(𝑥1) cos(2𝑥2) sin(3𝑥3),

𝐸3 (𝑥, 𝑡) = −495
385

(
𝑒−𝑡 − 1

)
sin(𝑥1) sin(2𝑥2) cos(3𝑥3)

− 4
√

55
385

(
𝑒−

𝑡
2 sin(

√
55𝑡
2

)
)

sin(𝑥1) sin(2𝑥2) cos(3𝑥3),

(40)
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and

𝐻1 (𝑥, 𝑡) = −
√

55
770

sin(𝑥1) cos(2𝑥2) cos(3𝑥3)
(
e−

𝑡
2 sin

(√
55𝑡
2

))
− 55

770
sin(𝑥1) cos(2𝑥2) cos(3𝑥3)

(
e−

𝑡
2 cos

(√
55𝑡
2

)
− 1

)
𝐻2 (𝑥, 𝑡) =

√
55

385
cos(𝑥1) sin(2𝑥2) cos(3𝑥3)

(
e−

𝑡
2 sin

(√
55𝑡
2

))
+ 55

385
cos(𝑥1) sin(2𝑥2) cos(3𝑥3)

(
e−

𝑡
2 cos

(√
55𝑡
2

)
− 1

)
𝐻3 (𝑥, 𝑡) = −

√
55

770
cos(𝑥1) cos(2𝑥2) sin(3𝑥3)

(
e−

𝑡
2 sin

(√
55𝑡
2

))
− 55

770
cos(𝑥1) cos(2𝑥2) sin(3𝑥3)

(
e−

𝑡
2 cos

(√
55𝑡
2

)
− 1

)
.

(41)

Using PS method we obtain polynomial form of the solu-
tion of the IVPs (9),(10) and (11),(12) and these solutions
are compared by the solutions given in (40),(41) at the
same fixed points and the results of the comparison of
𝐸1 (𝑥, 𝑡) are presented in the table given below. The results
obtained by the PS method are in good agreement with
the exact solution.

Table 1: Values of 𝐸1 and 𝐸𝑁1 for 𝑁 = 24

𝑡 𝑥1 𝑥2 𝑥3 Error

7/5 1 1 1 0.1 ∗ 10−10

1 2 1 2 0.3 ∗ 10−10

2 5 2 2 0.2 ∗ 10−10

14/10 0 2 3 0.1 ∗ 10−9

2 4 4 4 0.3 ∗ 10−9

2 5 5 5 0.2 ∗ 10−9

Using the method in Section 3, a polynomial solution
E𝑁 = (𝐸𝑁1 , 𝐸

𝑁
2 , 𝐸

𝑁
3 ) of the IVP (9), (10) is calculated.

The graph of the comparison for the first component of
the approximate function that is 𝐸𝑁1 (𝑥, 𝑡) and the the first
component of the explicit formula 𝐸1 (𝑥, 𝑡) are presented
below.

1
Figure 1: The graphs of the first component of the electric
field E(𝑥, 𝑡) computed by PS method and the explicit
formula when 𝑥2 = 2, 𝑥3 = 1, 𝑡 = 1.

8. Conclusion

Symbolic computations for constructing polynomial solu-
tions for initial value problem of radiation from the electric
current in electrically and magnetically anisotropic media
is used for the case when 𝜀, 𝜇 are arbitrary positive defi-
nite matrices and 𝜎 is a symmetric matrix with constant
elements. Stability estimates (energy inequalities) for so-
lutions of the system in a finite domain of dependence (a
finite domain containing characteristic cones) is described.
Using these stability estimates we justify that polynomial
solutions are approximate solutions of the initial value
problems with non-polynomial data. These theoretical re-
sults are confirmed by computational experiments which
compares the exact solutions with polynomial solutions
found by using polynomial solution method.
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(France), I., and of Jyväskylä (FI), U., editors (2003). Mathe-
matical and numerical aspects of wave propagation - WAVES
2003 : proceedings, 6, Jyväskylä, FI. Springer.
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A B S T R A C T  A R T I C L E  I N F O   

Offshoring location selection is a crucial decision for firms in terms of competitiveness, 

flexibility, productivity, and profitability. Determining an efficient and appropriate location for 

offshoring has been a substantial multicriteria decision-making (MCDM) problem. Considering 

that the outcome of an MCDM method alone can be misleading, a novel hybrid approach is 

presented in this study. Thus, five MCDM methods are utilized to solve the problem, and the 

results of four MCDM methods are integrated to assure an optimal offshoring location. A Fuzzy-

AHP (analytical hierarchy process) integrated with the technique for order preference by 

similarity to ideal solution (TOPSIS), additive ratio assessment (ARAS), elimination et choix 

traduisant la realité (ELECTRE), and weighted sum method (WSM) methodology is proposed 

for the appraisal and selection of the optimal offshoring location. In this context, fifteen 

alternative locations are determined based on the attractiveness of the locations in terms of 

offshoring. Fuzzy-AHP is implemented to analyze the problem's structure and find the weights 

of the quantitative and qualitative criteria. Consistency tests are implemented to assess the 

quality of inputs of an expert. Then, TOPSIS, WSM, ARAS, and ELECTRE are used to evaluate 

and rank the candidate locations and present a comparative analysis. By considering fifteen 

countries and using real data, offshoring location selection is conducted through the proposed 

methodology. Moreover, sensitivity analysis is made to diminish the subjectivity and assess the 

robustness of the techniques. The results demonstrated that giving more weights to the labor 

characteristics and proximity to market criteria might improve the quality of the best offshoring 

country index. 
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1. Introduction 

Offshoring has been one of the most fundamental and 

significant strategies for manufacturing companies worldwide 

because of the considerable forces of globalization and 

competition. It has become one of the most preferred tactics 

by manufacturing companies to preserve and advance their 

competitive advantage [1]. Offshoring can be described as the 

relocation of value-added processes across the national 

borders of a company [2]. It has the potential to help the firm 

to obtain the benefits namely lower cost, entering, penetrating, 

and growth in new markets, flexibility, access to skilled labor, 

higher productivity in terms of corporate innovativeness, and 

opportunities to focus on central skills, thus increasing 

innovation level by offshoring noncore activities [3, 4]. 

Offshoring is especially widespread in industries (i.e., 

electronics, auto parts, and machinery), in which 

manufacturing stages are physically separable, meaning that 

they can be made in different locations, and factor intensities 

vary sharply, meaning that fragmenting manufacture across 

borders is attractive [5]. 

Offshoring has become an economic interest, and appealing 

strategy for the industry worldwide as manufacturing location 

decision plays a vital role in the performance and future of 

firms. Thus, the number of studies regarding offshoring has 

been increasing. In this context, Kinkel and Maloca [6] state 

that manufacturing offshoring becomes an appealing choice 

for all-sized firms, mainly due to reduced labor costs. Michel 

and Rycx [7] examine the effect of offshoring on employment 

and address that no significant effect of offshoring on 

Belgium's total employment between 1995 and 2003 is 

observed. Ellram, Tate [8] use study data to determine the 

effective criteria for manufacturing location decisions of 

firms. Stentoft, Mikkelsen [9] evaluate performance outcomes 

of companies adopting back shoring, staying domestic, and 
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offshoring and reveal that organizations implementing 

offshored manufacturing strategy have reduced unit costs 

compared to companies implementing a staying-at-home 

strategy.  

Location decision-making represents a multi-level hierarchy, 

in which effective varying parameters exist at each level [10]. 

This kind of decision requires considerable time and 

resources, special attention, and thorough data analysis as it 

involves a high level of uncertainty and impacts the 

competitiveness and profitability of a firm profoundly [9]. 

Thus, location decision has attracted considerable interest 

among practitioners and researchers [11, 12]. Multi-criteria 

decision-making (MCDM) approaches have been commonly 

utilized to solve location selection problems. Gupta, 

Mehlawat [13] present an extended VIKOR 

(VlseKriterijumska Optimizacija I Kompromisno Resenje) 

technique for solving a plant location problem. Lai [14] 

implements integrated simplified swarm optimization with the 

Analytical Hierarchy Process (AHP) for solving the location 

problem of the capacitated military logistic depot. Ishizaka, 

Nemery [15] use the Preference Ranking Organization 

Method for Enrichment Evaluation (PROMETHEE), 

Weighted Sum Method (WSM), and Technique for Order 

Preference by Similarity to Ideal Solution (TOPSIS) to 

determine the ideal location for a casino. 

It can be inferred that even though there is an abundant 

quantity of research on location selection, only a few of them 

have concentrated on offshoring location selection problems. 

Liu, Berger [16] apply AHP for offshore outsourcing location 

decisions. Dou and Sarkis [17] propose an Analytical Network 

Process (ANP) model for strategic offshoring decisions. 

López and Ishizaka [18] examine the attributes impacting 

location criteria (attributes) on offshore outsourcing decisions 

and their impact on the supply chain resilience capabilities 

using AHP and fuzzy cognitive maps. De Felice, Petrillo [19] 

analyze captive offshoring criteria and apply Fuzzy AHP 

method to obtain the weight of each criterion and sub-

criterion. Costanzo and Ahmed [20] propose an offshoring 

desirability index to determine the value of offshoring 

locations in the Eastern European. However, the hybridization 

of successful MCDM methods in the context of evaluating 

offshoring location decisions is not available in the extant 

literature except for a study [21]. Thus, addressing this 

research gap inspires this study to propose a hybrid approach 

grounded on Fuzzy-AHP with TOPSIS, WSM, additive ratio 

assessment (ARAS), and elimination et choix traduisant la 

realité (ELECTRE) approach to evaluate offshoring location 

decisions. The reason for choosing these methods is to use 

different MCDM methods to reveal a practical comparative 

analysis. Wu, Zhang [22] classify MCDM methods into three 

types that are outranking (ELECTRE), distance-based 

(TOPSIS), and utility-based (AHP and WSM) models. Hence, 

utilizing different methods from different family groups may 

be valuable. It is the first time to implement all these methods 

together for this purpose. Also, ARAS is used for offshoring 

for the first time in this study. 

Another inspiration for this study can be explained as follows. 

A great deal of the studies conducted on offshoring 

qualitatively examines offshoring from a feasibility 

perspective and concentrates on reasons for offshoring, 

advantages, and disadvantages of offshoring, performance 

improvements, and influencing criteria [23, 24]. However, 

this study examines the multifaceted "where to offshore" 

question by implementing quantitative approaches, namely 

Fuzzy-AHP, TOPSIS, WSM, ARAS, and ELECTRE. It 

extends the literature in terms of evaluating and comparing 

different MCDM methods for the "where to offshore" 

problem. In this context, a novel hybrid approach for 

offshoring location selection is introduced. Also, a 

comprehensive analysis is presented. 

The chief objective of this study is to reveal a comparative 

analysis for multicriteria offshoring location selection 

problems by utilizing Fuzzy-AHP, TOPSIS, WSM, ARAS, 

and ELECTRE methods. To do so, fifteen countries, which 

have been commonly preferred for offshoring, are ranked by 

considering seven main criteria (attributes), namely cost [25, 

26], labor characteristics [17, 27], infrastructure [28], 

proximity to suppliers [29, 30], economic factors [17], quality 

of life [31], and proximity to market [32, 33] and thirty sub-

criteria under these main criteria. These most effective 

attributes are selected after conducting a comprehensive 

literature review and utilizing expert knowledge. The criteria 

weights required by the TOPSIS, WSM, ARAS, and 

ELECTRE are obtained by utilizing the Fuzzy-AHP. The 

fifteen alternative countries are evaluated and ranked based on 

the criteria by TOPSIS, WSM, ARAS, and ELECTRE, 

respectively. Another reason to adopt more than one MCDM 

method is that using one MCDM method does not guarantee 

finding the most suitable solution. Sensitivity analysis is also 

conducted to minimize the effect of subjective assessments. 

Thus, a comparative analysis, which contributes to the 

literature and can be utilized for offshoring and outsourcing 

decisions, is introduced.  

The rest of this research is organized as follows: A brief 

description of the methods utilized, the methodology and 

application of the methods, and sensitivity analysis are given 

in Section 2. In Section 3, the results of the applications and 

sensitivity analysis and discussions on the results are 

provided. Finally, the conclusions and possible future studies 

are presented in Section 4. 

2. Materials and Methods 

In this study, the Fuzzy-AHP is employed for finding the 

attribute weights, and TOPSIS, WSM, ARAS, and ELECTRE 

are used for ranking alternatives to designate the most 

appropriate offshoring location. The methodology of each 

method can be described as follows: 

2.1. Fuzzy-AHP  

The AHP, which was presented by Saaty [34], is capable of 

tackling complex systems regarding selecting an alternative 

http://www.journals.manas.edu.kg/


Mehmet Sahin   / MANAS Journal of Engineering 12(1) (2024) 88-103 90 

   

 MJEN  MANAS Journal of Engineering, Volume 12 (Issue 1) © 2024 www.journals.manas.edu.kg 

 

from among many candidates and providing a comparison of 

the considered alternatives. The Fuzzy-AHP is preferred over 

AHP because of several shortcomings of the AHP. First, the 

AHP ranking is rather vague. Second, the AHP generates and 

manages a highly unbalanced judgment scale. Third, the AHP 

is primarily applied in almost precise decision cases. Fourth, 

the AHP results are significantly affected by subjective 

judgment, preference, and selection of decision-makers. Last, 

the AHP ignores the uncertainty linked with mapping the 

expert's interpretation of a number [35, 36]. To overcome 

these shortcomings, an extended form of AHP fuzzy sets can 

be combined with the pairwise comparison, termed Fuzzy-

AHP. The Fuzzy-AHP method permits a more specific 

explanation of the process of decision-making. This study 

suggests the use of Fuzzy-AHP for obtaining the criteria 

weights. The Fuzzy-AHP has been commonly utilized for 

different problems such as the assessment of solar farms 

locations [37], location selection for landfill of industrial 

wastes [38], optimal stock portfolio selection [39], green 

supply chain management [40], assessment of groundwater 

potential zones [41], and evaluation of healthcare service 

quality from the perspective of patients [42].  

Even though there are several Fuzzy-AHP methods used in the 

literature, the Fuzzy-AHP, presented by Chang [43] was 

utilized in this study due to its computational efficiency and 

easiness.  

Preliminaries: 

Let a fuzzy number M on R be a triangular fuzzy number in 

case its membership function 𝜇𝑀(𝑥): 𝑅 → [0,1] is equal to the 

following equation [43]. 

 

 

𝜇𝑀(𝑥) =

{
 
 

 
 

(𝑥 − 𝑙)

(𝑚 − 𝑙)
, 𝑥 ∈ [𝑙,𝑚]

(𝑥 − 𝑢)

(𝑚 − 𝑢)
, 𝑥 ∈ [𝑚, 𝑢]

         0,                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 }
 
 

 
 

 (1) 

 

in which 𝑙 ≤ 𝑚 ≤ 𝑢, l and u represent the lower and upper 

value of the support of M, respectively, and m represents the 

modal value. The triangular fuzzy number may be denoted by 

(l, m, u). The operational laws of fuzzy triangular numbers 

𝑀1 = (𝑙1, 𝑚1, 𝑢1) and 𝑀2 = (𝑙2, 𝑚2, 𝑢2) are given in the 

following equations. 

 

 (𝑙1, 𝑚1, 𝑢1) ⊕ (𝑙2, 𝑚2, 𝑢2)
= (𝑙1 + 𝑙2, 𝑚1 +𝑚2, 𝑢1 + 𝑢2) 

(2) 

 (𝑙1, 𝑚1, 𝑢1) ⊗ (𝑙2, 𝑚2, 𝑢2) ≈ (𝑙1𝑙2, 𝑚1𝑚2, 𝑢1𝑢2) (3) 

 (𝜆, 𝜆, 𝜆) ⊗ (𝑙1, 𝑚1, 𝑢1) = (𝜆𝑙1, 𝜆𝑚1, 𝜆𝑢1),
𝜆 > 0, 𝜆 ∈ 𝑅 

(4) 

 (𝑙1, 𝑚1, 𝑢1)
−1 ≈ (1 𝑢1⁄ , 1 𝑚1

⁄  , 1 𝑙1
⁄ ) (5) 

Assuming that an object set is represented by 𝑋 =
{𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑛} and a goal set by 𝑈 = {𝑢1, 𝑢2, 𝑢3, … , 𝑢𝑛}. 
Each entity is considered, and extent analysis is made for 

every goal (gi) sequentially. Thus, m extent analysis values for 

every entity are obtained with the signs: 

 𝑀𝑔𝑖
1 , 𝑀𝑔𝑖

2 , … ,𝑀𝑔𝑖
𝑚, 𝑖 = 1,2, … , 𝑛 (6) 

in which 𝑀𝑔𝑖
𝑗 (𝑗 = 1,2, … . ,𝑚) are triangular fuzzy numbers. 

The methodology of the Fuzzy-AHP [43] can be explained in 

the following steps.  

1. The fuzzy synthetic extent value (Si) regarding the ith entity 

is represented as: 

 

𝑆𝑖 =∑𝑀𝑔𝑖
𝑗
⊗ [∑∑𝑀𝑔𝑖

𝑗

𝑚

𝑗=1

𝑛

𝑖=1

]

−1
𝑚

𝑗=1

 (7) 

To find ∑ 𝑀𝑔𝑖
𝑗𝑚

𝑗=1 , the fuzzy addition operation of m extent 

analysis values for a matrix is applied as follows: 

 

∑𝑀𝑔𝑖
𝑗
= (∑𝑙𝑗

𝑚

𝑗=1

,∑𝑚𝑗

𝑚

𝑗=1

,∑𝑢𝑗

𝑚

𝑗=1

)

𝑚

𝑗=1

 (8) 

To find [∑ ∑ 𝑀𝑔𝑖
𝑗𝑚

𝑗=1
𝑛
𝑖=1 ]

−1
, the fuzzy addition operation of 

𝑀𝑔𝑖
𝑗 (𝑗 = 1,2, … ,𝑚) values is achieved as follows: 

 

∑∑𝑀𝑔𝑖
𝑗

𝑚

𝑗=1

= (∑𝑙𝑖

𝑛

𝑖=1

,∑𝑚𝑖

𝑛

𝑖=1

,∑𝑢𝑖

𝑛

𝑖=1

)

𝑛

𝑖=1

 (9) 

Next, the inverse of the vector given previously is calculated 

as follows:  

 

[∑∑𝑀𝑔𝑖
𝑗

𝑚

𝑗=1

𝑛

𝑖=1

]

−1

= (
1

∑ 𝑢𝑖
𝑛
𝑖=1

,
1

∑ 𝑚𝑖
𝑛
𝑖=1

,
1

∑ 𝑙𝑖
𝑛
𝑖=1

) (10) 

2. Since 𝑀1 = (𝑙1, 𝑚1, 𝑢1) and 𝑀2 = (𝑙2, 𝑚2, 𝑢2) are two 

triangular fuzzy numbers, the possibility degree of 𝑀2 =
(𝑙2, 𝑚2, 𝑢2)  ≥  𝑀1 = (𝑙1, 𝑚1, 𝑢1) is represented as: 

 
𝑉(𝑀2 ≥ 𝑀1) = sup(𝑚𝑖𝑛

𝑦≥𝑥
(𝜇𝑀1(𝑥),  𝜇𝑀2(𝑦))) (11) 

and is defined as follows: 

 𝑉(𝑀2 ≥ 𝑀1) = ℎ𝑔𝑡(𝑀1 ∩ 𝑀2) = 𝜇𝑀2(𝑑)

=

{
 

 
1 𝑖𝑓 𝑚2 ≥ 𝑚1

0 𝑖𝑓 𝑙1 ≥ 𝑢2
𝑙1 − 𝑢2

(𝑚2 − 𝑢2) − (𝑚1 − 𝑙1)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}
 

 

 

 

(12) 

This function is illustrated in Figure 1 [44], where d denotes 

the ordinate of the maximum intersection point D between 

𝜇𝑀1 and 𝜇𝑀2. Both 𝑉(𝑀1 ≥ 𝑀2) and 𝑉(𝑀2 ≥ 𝑀1) values are 

needed to compare M1 and M2. 
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Figure 1. The intersection between M1 and M2 [43]. 

3. For a convex fuzzy number, the possibility degree, to be 

higher than k convex fuzzy 𝑀𝑖(𝑖 = 1,2, … , 𝑘) numbers are 

represented by: 

 

 𝑉(𝑀 ≥ 𝑀1, 𝑀2, … ,𝑀𝑘)
= 𝑉[(𝑀 ≥ 𝑀1) 𝑎𝑛𝑑 (𝑀
≥ 𝑀2) 𝑎𝑛𝑑 …𝑎𝑛𝑑 (𝑀 ≥ 𝑀𝑘)]
= min 𝑉(𝑀 ≥ 𝑀𝑖), 𝑖
= 1,2,3, … . 𝑘 

(13) 

Let 𝑑(𝐴𝑖) = min 𝑉 (𝑆𝑖 ≥ 𝑆𝑘) 𝑓𝑜𝑟 𝑘 = 1,2, … , 𝑛; 𝑘 ≠ 𝑖. Then 

the vector of weight is specified by: 

 
�́� = (�́�(𝐴1), �́�(𝐴2), … , �́�(𝐴𝑛))

𝑇 (14) 

in which 𝐴𝑖(𝑖 = 1,2, … , 𝑛) are n elements.  

4. Through normalization, the normalized weight vectors are: 

 
𝑊 = (𝑑(𝐴1), 𝑑(𝐴2), … , 𝑑(𝐴𝑛))

𝑇 (15) 

in which W is a non-fuzzy number. 

2.2. TOPSIS 

The TOPSIS, developed by Hwang and Yoon [45],  has been 

one of the most frequently utilized MCDM methods to 

determine and rank alternatives for various decision-making 

problems [46]. It is implemented for location selection 

problems such as the storage location assignment problem 

[47], choosing wind farm installation locations [48], optimal 

solar energy sites identification [49], wave power plant site 

selection [50], and service apartment location selection [51]. 

The core principle of the TOPSIS involves selecting the 

candidate that has the shortest distance from the positive ideal 

solution (PIS) and the farthest distance from the negative ideal 

solution (NIS) [45]. It requires limited subjective input from 

the decision-maker. The structure of the TOPSIS is explained 

in steps as follows: 

Step 1. Forming the evaluation matrix is displayed as follows: 

 

𝐸𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑀𝑎𝑡𝑟𝑖𝑥 = [

𝑎11 ⋯ 𝑎1𝑛
⋮ ⋱ ⋮
𝑎𝑚1 ⋯ 𝑎𝑚𝑛

] (16) 

where aij represents the numerical value collected from the ith 

option with the jth index. 

Step 2. Normalizing the evaluation matrix through the 

following equation. 

 

 
𝑟𝑖𝑗 =

𝑎𝑖𝑗

√∑ 𝑎𝑖𝑗
2𝑚

𝑖=1

         𝑓𝑜𝑟 𝑖 = 1,2, … ,𝑚;   𝑗

= 1,2, … , 𝑛 

(17) 

Step 3. Determining the weighted normalized decision matrix 

by using the equation given as follows. 

 
𝑣𝑖𝑗 = 𝑤𝑗 ∗ 𝑟𝑖𝑗  (18) 

Step 4. Determining the PIS and NIS for each attribute is as: 

 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝐼𝑑𝑒𝑎𝑙 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝑉𝑗
+ = 𝑀𝐴𝑋𝑖(𝑣𝑖𝑗) (19) 

 
𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝐼𝑑𝑒𝑎𝑙 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 𝑉𝑗

− = 𝑀𝐼𝑁𝑖(𝑣𝑖𝑗) (20) 

Step 5. Computing the geometric distance of each candidate 

from PIS and NIS through the following functions, 

respectively. 

 

𝑆𝑖
+ = √∑(𝑉𝑗

+ − 𝑣𝑖𝑗)
2

𝑛

𝑗=1

 (21) 

 

𝑆𝑖
− = √∑(𝑉𝑗

− − 𝑣𝑖𝑗)
2

𝑛

𝑗=1

 (22) 

Step 6. Computing the relative closeness to the ideal solution 

as: 

 
𝐶𝑖 =

𝑆𝑖
−

𝑆𝑖
− + 𝑆𝑖

+        0 <  𝐶𝑖  <  1 (23) 

The optimal selection is the one that has the maximum relative 

closeness.  

2.3. ELECTRE 

ELECTRE was presented by Roy [52]. It is among the most 

common and effective MCDM methods. ELECTRE III is 

broadly utilized to deal with ambiguous and uncertain 

information [53]. Thus, ELECTRE III is adopted for the 

structure and scope of the present study. It is implemented 

successfully in tackling MCDM problems such as assessing 

different kinds of energy generation technologies [54], 

machine tool remanufacturing [55], optimal site selection 

[56], autonomous vehicles project [57], site selection for 

offshore wind power stations [58], and evaluating the optimal 

location for a construction and demolition waste management 

facility [59].  

The ELECTRE-III method comprises two main phases: 

forming an outranking association over all the probable 

candidate pairs and utilizing the outranking association to 

attain a ranking of the selections in the partial pre-order form 

[60]. Forming the outranking relation needs the credibility 

index description that characterizes the credibility of the 

statement "a outranks b", aSb, where the index is denoted by 

σ(aSb). It involves the concordance index, c(aSb), and the 

discordance index for each criterion gj in F, which is dj(aSb) 

[61]. The partial concordance index cj(a,b) is represented as 

follows: 
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 𝑐𝑗(𝑎, 𝑏)

=

{
 
 

 
 

1 𝑖𝑓 𝑔𝑗(𝑎) ≥ 𝑔𝑗(𝑏) − 𝑞𝑗(𝑏)

0 𝑖𝑓 𝑔𝑗(𝑎) ≤ 𝑔𝑗(𝑏) − 𝑝𝑗(𝑏)

𝑔𝑗(𝑎) − 𝑔𝑗(𝑏) + 𝑝𝑗(𝑏)

𝑝𝑗(𝑏) − 𝑞𝑗(𝑏)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}
 
 

 
 

 
(24) 

 

The general concordance index is computed for every ordered 

pair (a, b) ∈A as: 

 

𝑐(𝑎, 𝑏) =
1

𝑊
∑𝑤𝑗𝑐𝑗(𝑎, 𝑏)

𝑚

𝑗=1

 (25) 

The partial discordance index dj(a, b) is represented as: 
 

𝑑𝑗(𝑎, 𝑏)

=

{
 
 

 
 

1 𝑖𝑓 𝑔𝑗(𝑎) − 𝑔𝑗(𝑏) ≤ −𝑣𝑗(𝑎)

0 𝑖𝑓 𝑔𝑗(𝑎) − 𝑔𝑗(𝑏) ≥ −𝑝𝑗(𝑎)

𝑔𝑗(𝑏) − 𝑔𝑗(𝑎) + 𝑝𝑗(𝑎)

𝑣𝑗(𝑎) − 𝑝𝑗(𝑎)
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

}
 
 

 
 

 
(26) 

Consequently, to attain a valued outranking relation with 

credibility σ (a, b), the general concordance and partial 

discordance indexes are joined as: 
 

𝜎(𝑎, 𝑏)

= {

𝑐(𝑎, 𝑏) 𝑖𝑓 𝑑𝑗(𝑎, 𝑏) ≤ 𝑐(𝑎, 𝑏), ∀𝑗

𝑐(𝑎, 𝑏) ∙∏
1− 𝑑𝑗(𝑎, 𝑏)

1 − 𝑐(𝑎, 𝑏)
𝑗∈𝐹

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 } 
(27) 

where �̅� = {𝑗 ∈ 𝐹: 𝑑𝑗(𝑎, 𝑏) > 𝑐(𝑎, 𝑏)}. 

 

2.4. WSM 

The WSM has been a reference MCDM method. A score for 

each alternative Ai is calculated by summing the products of 

each decision variable with its corresponding criterion weight. 

The most appropriate alternative that has the highest total 

score is determined via the following equation. 

 

𝐴𝑖 =∑𝑎𝑖𝑗𝑤𝑗         for 𝑖 = 1,2,3, … ,𝑚

𝑛

𝑗=1

 (28) 

The letters represent the following terms: m: the alternatives; 

n: the criteria; wj: the criterion weight; aij: the score for the ith 

alternative regarding the jth criterion. 

2.5. ARAS 

ARAS was presented by Zavadskas and Turskis [62] as a new 

MCDM method. It is successfully applied to MCDM 

problems such as evaluation of the blockchain technology 

strategies [63], evaluation of the e-commerce last-mile 

logistics’ hidden risk hurdles [64], and identification proper 

process parameters [65]. The procedure of ARAS is described 

as follows. 

Step 1. The decision matrix is normalized through the 

following equation. The cost attributes are transformed, and 

then their values are normalized. 

 

𝑟𝑖𝑗
∗ =

𝑟𝑖𝑗
∑ 𝑟𝑖𝑗
𝑚
𝑖=0

         𝑓𝑜𝑟 𝑗 = 1,2, … , 𝑛 (29) 

Step 2. The weighted normalized decision matrix is 

determined through the following function. The weights of 

criteria (w1, w2, …, wn) are provided by FAHP. 

 
𝑟𝑖�̂� = 𝑟𝑖𝑗

∗ ∗ 𝑤𝑗          𝑓𝑜𝑟 𝑖 = 0,1,2, … ,𝑚      𝑗

= 1,2, … , 𝑛 
(30) 

Step 3. The optimality function (𝑆𝑖) is calculated through the 

following equation. The higher value indicates the better. 

 

𝑆𝑖 =∑𝑟𝑖�̂�

𝑛

𝑗=1

        𝑓𝑜𝑟 𝑖 = 0,1,2, … ,𝑚 (31) 

Step 4. The utility degree is calculated to rank alternatives. 

The utility degree (ki) for the ith alternative is calculated 

through the following equation. The alternative with the 

highest utility degree is optimal.  

 

𝑘𝑖 =
𝑆𝑖
𝑉0
        𝑓𝑜𝑟 𝑖 = 0,1,2, … ,𝑚 (32) 

where V0 is the optimality value of Si. 

2.6. Methodology and Application of the Methods   

The framework of the methodology is given in Figure 2. The 

methodology of the present study and the application of the 

models can be described as follows. First, a two-level 

hierarchy of criteria was developed. The first level of the 

offshoring location evaluation hierarchy consists of seven 

main criteria: cost, labor characteristics, infrastructure, 

proximity to suppliers, economic factors, quality of life, and 

proximity to market. The second level involves thirty sub-

criteria under these main criteria (Table 1). All the criteria are 

determined based on a thorough literature review and expert 

knowledge.  

Then, the Fuzzy-AHP is utilized to obtain the criteria weights 

since it is commonly used in the literature and provides 

consistent results. The pairwise comparisons of the criteria are 

made through the fuzzy scale, as shown in Table 2. The 

evaluations are provided by an expert decision-maker with 

twelve years of experience in the field. 

The pairwise comparison matrix of the main criteria is given 

in Table 3. Likewise, the pairwise comparison matrices of all 

sub-criteria are shown in Table 4. 
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Figure 2. The framework of the methodology. 
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Table 1. Summary of offshoring location evaluation criteria. 

Criteria Sub-criteria Description Objective 

Cost (C1) Cost of labor (C11) Labor cost min 

 Cost of power (C12) Electricity rates min 

 Cost of land (C13) Land cost min 

 Other manufacturing costs (C14) Cost of starting a business min 

Labor characteristics (C2) Existence of labor force (C21) Total labor force max 

 Quality of labor force (C22) Ease of finding skilled employees max 

 Unemployment rate (C23) Unemployment rate min 

 Quality of vocational training (C24) Quality of vocational training max 

Infrastructure (C3) Existence of airports (C31) Airport connectivity max 

 Existence of railroads (C32) Railroad density max 

 Existence of roads (C33) Road connectivity index max 

 Existence of seaports (C34) Efficiency of seaport services max 

 Quality and reliability of utilities (C35) Reliability of water supply max 

 Telecommunication systems (C36) Percentage of individuals using the 

internet 

max 

Proximity to suppliers (C4) Supplier quality (C41) Local supplier quality max 

 Supplier quantity (C42) Local supplier quantity max 

 Existence of international suppliers 

(C43) 

Manufacturing, value added (current 

US$) 

max 

Economic factors (C5) Tariffs (C51) Trade tariffs min 

 Inflation (C52) Inflation annual % change min 

 GDP growth (C53) GDP growth (annual %) max 

 Income per capita (C54) Adjusted net national income per 

capita (current US$) 

max 

 Country risk (C55) Country Risk min 

Quality of life (C6) Quality of environment (C61) Pollution index min 

 Climate (C62) Climate index max 

 Quality of the education system (C63) Quality of the education system max 

 Health services (C64) Health index max 

 Crime rate (C65) Crime index for the country min 

 Standard of living (C66) Human development index max 

Proximity to markets (C7) Size of market that can be served (C71) Population of the country max 

 Population trends (C72) Population growth rate max 

Table 2. Linguistic scale for the Fuzzy-AHP. 

Linguistic variables Triangular fuzzy scale Reciprocal of triangular fuzzy scale 

Exactly the same (1, 1, 1) (1, 1, 1) 

Equally important (0.5, 1, 1.5) (0.667, 1, 2) 

Slightly important (1, 1.5, 2) (0.5, 0.667, 1) 

Strongly important (1.5, 2, 2.5) (0.4, 0.5, 0.667) 

Very strongly important (2, 2.5, 3) (0.333, 0.4, 0.5) 

Extremely important (2.5, 3, 3.5) (0.286, 0.333, 0.4) 

Table 3. Pairwise comparison concerning goal. 

Criteria C1 C2 C3 C4 C5 C6 C7 

C1 (1,1,1) (1.5,2,2.5) (1,1.5,2) (1,1.5,2) (1,1.5,2) (2.5,3,3.5) (2,2.5,3) 

C2 (0.4,0.5,0.667) (1,1,1) (0.667,1,2) (0.5,0.667,1) (0.667,1,2) (1.5,2,2.5) (1,1.5,2) 

C3 (0.5,0.667,1) (0.5,1,1.499) (1,1,1) (0.5,0.667,1) (0.667,1,2) (1,1.5,2) (0.5,1,1.5) 

C4 (0.5,0.667,1) (1,1.499,2) (1,1.499,2) (1,1,1) (0.5,1,1.5) (2,2.5,3) (1.5,2,2.5) 

C5 (0.5,0.667,1) (0.5,1,1.499) (0.5,1,1.499

) 

(0.667,1,2) (1,1,1) (1,1.5,2) (0.5,1,1.5) 

C6 (0.286,0.333,0.

4) 

(0.4,0.5,0.667

) 

(0.5,0.667,1

) 

(0.333,0.4,0.5

) 

(0.5,0.667,1

) 

(1,1,1) (0.667,1,2

) 
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C7 (0.333,0.4,0.5) (0.5,0.667,1) (0.667,1,2) (0.4,0.5,0.667

) 

(0.667,1,2) (0.5,1,1.499

) 

(1,1,1) 

Table 4. Pairwise comparison matrices of sub-criteria of cost (a), labor characteristics (b), infrastructure (c), proximity to suppliers (d), 

economic factors (e), quality of life (f), and proximity to market (g) 

(a) 

Sub-criteria C11 C12 C13 C14 

C11 (1,1,1) (1.5,2,2.5) (1,1.5,2) (1,1.5,2) 

C12 (0.4,0.5,0.667) (1,1,1) (0.5,0.667,1) (0.4,0.5,0.667) 

C13 (0.5,0.667,1) (1,1.499,2) (1,1,1) (0.5,0.667,1) 

C14 (0.5,0.667,1) (1.499,2,2.5) (1,1.499,2) (1,1,1) 

(b) 

Sub-criteria C21 C22 C23 C24 

C21 (1,1,1) (0.667,1,2) (1,1.5,2) (1.5,2,2.5) 

C22 (0.5,1,1.499) (1,1,1) (1,1.5,2) (1.5,2,2.5) 

C23 (0.5,0.667,1) (0.5,0.667,1) (1,1,1) (1,1.5,2) 

C24 (0.4,0.5,0.667) (0.4,0.5,0.667) (0.5,0.667,1) (1,1,1) 

(c) 

Sub-criteria C31 C32 C33 C34 C35 C36 

C31 (1,1,1) (1.5,2,2.5) (2,2.5,3) (0.5,1,1.5) (2,2.5,3) (1,1.5,2) 

C32 (0.4,0.5,0.667) (1,1,1) (0.5,1,1.5) (0.5,0.667,1) (1,1.5,2) (0.5,0.667,1) 

C33 (0.333,0.4,0.5) (0.667,1,2) (1,1,1) (0.4,0.5,0.667) (1,1.5,2) (0.5,0.667,1) 

C34 (0.667,1,2) (1,1.499,2) (1.499,2,2.5) (1,1,1) (1.5,2,2.5) (1,1.5,2) 

C35 (0.333,0.4,0.5) (0.5,0.667,1) (0.5,0.667,1) (0.4,0.5,0.667) (1,1,1) (0.4,0.5,0.667) 

C36 (0.5,0.667,1) (1,1.499,2) (1,1.499,2) (0.5,0.667,1) (1.499,2,2.5) (1,1,1) 

(d) 

Sub-criteria C41 C42 C43 

C41 (1,1,1) (1,1.5,2) (0.667,1,2) 

C42 (0.5,0.667,1) (1,1,1) (0.5,0.667,1) 

C43 (0.5,1,1.499) (1,1.499,2) (1,1,1) 

(e) 

Sub-criteria C51 C52 C53 C54 C55 

C51 (1,1,1) (1,1.5,2) (2,2.5,3) (1.5,2,2.5) (0.667,1,2) 

C52 (0.5,0.667,1) (1,1,1) (1,1.5,2) (1,1.5,2) (0.5,0.667,1) 

C53 (0.333,0.4,0.5) (0.5,0.667,1) (1,1,1) (0.5,0.667,1) (0.4,0.5,0.667) 

C54 (0.4,0.5,0.667) (0.5,0.667,1) (1,1.499,2) (1,1,1) (0.5,0.667,1) 

C55 (0.5,1,1.499) (1,1.499,2) (1.499,2,2.5) (1,1.499,2) (1,1,1) 

(f) 

Sub-criteria C61 C62 C63 C64 C65 C66 

C61 (1,1,1) (1,1.5,2) (0.5,1,1.5) (1.5,2,2.5) (0.667,1,2) (0.5,0.667,1) 

C62 (0.5,0.667,1) (1,1,1) (0.667,1,2) (0.5,1,1.5) (0.5,0.667,1) (0.333,0.4,0.5) 

C63 (0.667,1,2) (0.5,1,1.499) (1,1,1) (1,1.5,2) (0.5,0.667,1) (0.4,0.5,0.667) 

C64 (0.4,0.5,0.667) (0.667,1,2) (0.5,0.667,1) (1,1,1) (0.4,0.5,0.667) (0.286,0.333,0.4) 

C65 (0.5,1,1.499) (1,1.499,2) (1,1.499,2) (1.499,2,2.5) (1,1,1) (0.5,0.667,1) 

C66 (1,1.499,2) (2,2.5,3.3) (1.499,2,2.5) (2.5,3.3,3.497) (1,1.499,2) (1,1,1) 

(g) 

Sub-criteria C71 C72 

C71 (1,1,1) (0.5,1,1.5) 

C72 (0.667,1,2) (1,1,1) 

 

The consistency ratios for the comparison matrices are 

computed to determine the accuracy of expert assessments. 

Once it is assured that the ratio values are accepted values, the 

subsequent step, in which the alternatives are ranked, is 
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performed. In this context, fifteen location alternatives, which 

are Brazil (A1), Canada (A2), Chile (A3), China (A4), Czech 

Republic (A5), Hungary (A6), India (A7), Malaysia (A8), 

Mexico (A9), Philippines (A10), Poland (A11), Russia (A12), 

Singapore (A13), Thailand (A14), and Turkey (A15), are 

determined based on offshoring location preferences 

worldwide. The data of each criterion for each country are 

collected from [66-74]. The data is the input for the TOPSIS, 

WSM, ARAS, and ELECTRE methods. The alternatives are 

evaluated against each criterion using the TOPSIS, WSM, 

ARAS, and ELECTRE methods, for whom the equations 

mentioned before are employed, respectively. Then, the ranks 

of alternatives are obtained for each method, and they are 

compared to each other. Also, an integrated rank of 

alternatives is presented.  

3. Results and Discussion 

The Fuzzy-AHP results indicate that the cost criterion has the 

highest weight, followed by proximity to suppliers, labor 

characteristics, economic factors, infrastructure, proximity to 

markets, and quality of life, as shown in Table 5. The 

consistency ratios of all comparison matrices are less than 

10%, which is within a reasonable limit. Table 5 also provides 

the sub-criteria weights and indicates that labor cost has the 

highest weight.  

Table 5. Weights provided by the Fuzzy-AHP. 

Main 

criteria 

Weights 

of main 

criteria 

Sub-

criteria 

Local 

weights 

of sub-

criteria 

Global 

weights 

of sub-

criteria 

Rank 

C1 0.250 C11 0.386 0.0965 1 

  C12 0.068 0.0170 19 

  C13 0.219 0.0548 5 

  C14 0.328 0.0820 2 

C2 0.150 C21 0.339 0.0509 6 

  C22 0.339 0.0509 6 

  C23 0.225 0.0338 14 

  C24 0.097 0.0146 21 

C3 0.127 C31 0.299 0.0380 13 

  C32 0.117 0.0149 20 

  C33 0.114 0.0145 22 

  C34 0.259 0.0329 15 

  C35 0.011 0.0014 30 

  C36 0.200 0.0254 17 

C4 0.197 C41 0.381 0.0751 3 

  C42 0.237 0.0467 10 

  C43 0.381 0.0751 3 

C5 0.137 C51 0.327 0.0448 11 

  C52 0.204 0.0279 16 

  C53 0.043 0.0059 26 

  C54 0.138 0.0189 18 

  C55 0.287 0.0393 12 

C6 0.042 C61 0.198 0.0083 25 

  C62 0.093 0.0039 28 

  C63 0.137 0.0058 27 

  C64 0.038 0.0016 29 

  C65 0.208 0.0087 24 

  C66 0.327 0.0137 23 

C7 0.095 C71 0.500 0.0475 8 

  C72 0.500 0.0475 8 

To ensure that all criteria can be easily compared concerning 

the importance levels, the following figure is given. Figure 3 

shows that the quality and reliability of utilities is the least 

important criteria.  

Then, the rankings of the offshoring location alternatives are 

determined through algorithms of TOPSIS, ELECTRE III, 

ARAS, and WSM methods, as given in Table 6. 

 

Table 6. Rankings of the alternatives by proposed methods. 

Alternative Rankings 

 TOPSIS ELECTRE 

III 

WSM ARAS 

Brazil 9 13 15 14 

Canada 14 1 2 4 

Chile 4 9 6 9 

China 1 5 1 1 

Czech 

Republic 

5 4 4 5 

Hungary 7 15 13 15 

India 2 6 8 3 

Malaysia 6 8 3 11 

Mexico 11 2 10 8 

Philippines 8 14 11 7 

Poland 13 11 7 13 

Russia 3 3 9 6 

Singapore 15 10 5 2 

Thailand 10 12 12 12 

Turkey 12 7 14 10 

 

To observe the results clearly and make comparisons, Figure 

4 is presented. The TOPSIS results reveal that China is the 

optimal offshoring location. The ELECTRE results indicate 

that Canada is the optimal offshoring location. The WSM 

results reveal that China is the optimal offshoring location. 

Similarly, the results of the ARAS designate that China is the 

best option. It is understood that TOPSIS, ARAS, and WSM 

recommend the same alternative location as the best. This 

result may indicate that these three methods provide a more 

consistent result than the ELECTRE, as China has been one 

of the leading offshoring locations for years. However, this 

may not be enough to generalize this statement for the whole 

case. India has also been one of the most preferred offshoring 

locations. The rankings of India are second, sixth, eighth, and 

third for TOPSIS, ELECTRE, WSM, and ARAS, 

respectively. This result indicates that TOPSIS, followed by 

ARAS, provided a more realistic result than the WSM and 

ELECTRE. It can also be seen that the ELECTRE ranks India 

higher than the WSM, meaning that the outcome of the 

ELECTRE is more realistic for this case. Also, Malaysia, 

which was ranked third by the WSM, and Mexico, which was 
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ranked second by the ELECTRE, are two of the most chosen 

countries for offshoring in real life. Therefore, it can be 

understood that each method provides effective results for 

different situations. Considering the overall results of all 

methods, the Czech Republic is ranked similarly by all the 

approaches. 

To extend the analysis and demonstrate an integrated result, 

the average ranks of the four methods are calculated and 

ranked, as shown in Table 7. The integrated results reveal that 

China is the most suitable offshoring location, followed by the 

Czech Republic and India. The rank of the Czech Republic 

might be unexpected. In this regard, to reveal the impact of 

criteria weights and test the methods' robustness, a sensitivity 

analysis is conducted.  

Table 7. Average ranks of four methods and integrated ranks of 

alternatives. 

Alternative Average Rank Integrated Rank 

Brazil 12.75 15 

Canada 5.25 4 

Chile 7 6 

China 2 1 

Czech Republic 4.5 2 

Hungary 12.5 14 

India 4.75 3 

Malaysia 7 6 

Mexico 7.75 8 

Philippines 10 10 

Poland 11 12 

Russia 5.25 4 

Singapore 8 9 

Thailand 11.5 13 

Turkey 10.75 11 

As the criteria weights prominently affect the ranking of 

alternatives, the value change of the weights should be 

examined. Thus, the impact of subjective evaluation can be 

observed. Different scenarios are constructed to reveal an 

overall evaluation. In this context, the main criterion is 

assigned 90% weight, and the rest 10% of the weight is 

distributed to the remaining criteria in the ratio of the weights 

assigned in the beginning. Likewise, the weights of the sub-

criteria are allocated in the same way. This process is fulfilled 

for all criteria, respectively. Additionally, equal weights are 

assigned to all the criteria as an additional scenario. Sensitivity 

analysis is performed for the TOPSIS, ELECTRE, ARAS, and 

WSM methods, so 8×4 = 32 cases are examined altogether. 

The results of the calculations are obtained for all methods. 

The sensitivity analysis outcomes demonstrated that the 

outcomes of the ELECTRE, ARAS, and WSM are more 

robust than the TOPSIS, as shown in Table 8. The rankings of 

these three models are more stable than the TOPSIS as they 

provide the same rankings under different scenarios. To be 

noted, scenario "0" represents the original case in this table. 

Considering all scenarios, it can be inferred that all the 

approaches provide the closest results in Scenario 5.   
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Figure 3. Comparison of weights of criteria. 

 

 
Figure 4. Ranking comparisons of methods. 

 

Table 8. Ranking of locations under different scenarios. 
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Scenario Method Location Ranks 

  A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 

 

0 

TOPSIS 9 14 4 1 5 7 2 6 11 8 13 3 15 10 12 

WSM 15 2 6 1 4 13 8 3 10 11 7 9 5 12 14 

ELECTRE  13 1 9 5 4 15 6 8 2 14 11 3 10 12 7 

ARAS 14 4 9 1 5 15 3 11 8 7 13 6 2 12 10 

 

1 

TOPSIS 3 14 2 8 6 4 11 5 13 12 10 1 15 7 9 

WSM 6 9 3 7 5 4 11 2 13 14 12 1 15 10 8 

ELECTRE  4 2 11 6 14 8 9 3 12 10 13 1 15 7 5 

ARAS 10 1 12 2 8 13 7 11 9 5 15 4 3 14 6 

 

2 

TOPSIS 14 12 13 1 7 11 2 5 6 4 10 9 8 3 15 

WSM 15 6 7 1 12 13 2 3 8 5 11 9 4 10 14 

ELECTRE  12 1 10 4 2 14 5 6 3 9 11 8 15 7 13 

ARAS 11 9 13 1 10 15 2 6 7 4 12 8 5 3 14 

 

3 

TOPSIS 14 4 12 1 2 5 3 8 11 15 7 10 6 13 9 

WSM 14 3 4 1 5 11 12 7 9 15 6 8 2 13 10 

ELECTRE  12 1 9 8 2 15 11 3 6 14 13 5 4 10 7 

ARAS 14 5 13 1 2 6 4 12 9 15 7 10 3 11 8 

 

4 

TOPSIS 7 3 12 1 4 15 2 5 6 14 11 9 10 13 8 

WSM 11 2 7 1 3 15 10 4 8 13 6 12 5 14 9 

ELECTRE  13 1 8 5 4 15 11 7 2 14 10 3 9 12 6 

ARAS 8 3 13 1 6 15 2 7 5 14 11 10 4 12 9 

 

5 

TOPSIS 15 2 6 12 3 5 14 7 10 8 4 11 1 9 13 

WSM 15 2 6 10 4 5 13 7 11 8 3 12 1 9 14 

ELECTRE  15 1 3 8 5 7 13 9 10 11 6 4 2 12 14 

ARAS 15 2 6 7 3 5 8 9 13 12 4 10 1 14 11 

 

6 

TOPSIS 15 2 10 7 3 4 12 14 11 9 5 8 1 13 6 

WSM 15 2 6 11 3 5 14 8 10 13 4 7 1 12 9 

ELECTRE  13 1 8 10 3 6 15 12 9 11 4 5 2 14 7 

ARAS 15 2 10 4 3 5 9 12 7 13 6 11 1 14 8 

 

7 

TOPSIS 8 9 7 2 12 15 1 5 6 3 14 13 10 11 4 

WSM 9 8 6 2 12 15 1 4 7 3 14 13 10 11 5 

ELECTRE  12 3 9 5 4 15 6 8 1 13 10 2 14 11 7 

ARAS 8 9 7 2 13 15 1 5 6 3 14 12 10 11 4 

 

8 

TOPSIS 15 6 3 1 8 11 2 4 9 5 12 13 7 14 10 

WSM 15 1 6 2 5 12 7 4 9 11 8 10 3 14 13 

ELECTRE  14 1 9 4 2 15 7 11 3 13 10 5 6 12 8 

ARAS 14 4 6 1 5 15 3 10 7 8 12 11 2 13 9 
. 

The changes in the rankings provided by the methods can be 

observed well in Figure 5. The changes in the ranking of 

alternatives are seen more often in TOPSIS than the WSM, 

ARAS, and ELECTRE under different scenarios. This 

observation can be an indicator of the robustness of the WSM, 

ARAS, and ELECTRE. However, the results of the TOPSIS 

suggest China and India as the most optimal offshoring 

locations, as they are in real life, in several scenarios. Thus, 

the TOPSIS was distinguished from the WSM and ELECTRE 

in terms of providing the most realistic outcome for this case. 

However, all the MCDM approaches suggested in this study 

provide competitive and effective results.  
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Figure 5. Rank changes of ARAS, ELECTRE, TOPSIS, and WSM. 

 

To sum up, the sensitivity analysis results indicated that the 

situation in Scenario 2 is close to the case in real life in terms 

of providing the best offshoring locations, China, and India. It 

can be inferred that more weights need to be allocated to labor 

characteristics, namely the existence of labor force, 

unemployment rate, quality of labor force, and quality of 

vocational training. Also, Scenario 7 indicated that allocating 

more weights to proximity to markets criteria, namely the size 

of market that can be served and population trends, might 

improve the accuracy of the proposed methodology. 

Furthermore, if these changes were made, excluding the 

ELECTRE method might improve the accuracy of the rank 

result of the integrated rank results. 

4. Conclusions 

Unlike other studies, this study presented integrated models 

and a comparative analysis for optimizing decisions of 

offshoring location that represents a real-life problem. An 

integrated MCDM-based methodology was proposed for 

determining the best offshoring location. Thus, a practical 

approach that can be used by decision-makers in real life was 

presented. In this context, the Fuzzy-AHP was combined with 

the TOPSIS, WSM, ARAS, and ELECTRE. Fuzzy-AHP was 

applied to determine the weights of the criteria obtained from 

relevant literature and expert knowledge. Then, the alternative 

offshoring locations were ranked based on TOPSIS, WSM, 

ARAS, and ELECTRE. ARAS was utilized for the offshoring 

problem for the first time in this study. 

Using actual data, the TOPSIS, WSM, ARAS, and ELECTRE 

methods provided competitive and effective results for the 

problem. Moreover, the comparative analysis, which is also a 

valuable contribution, revealed that the results of the TOPSIS 

might be assessed as more successful considering the 

preference rates of the offshoring locations in real life. 

Additionally, by conducting sensitivity analysis, the 

robustness of the methods was evaluated, and the subjectivity 

of evaluations was diminished. The ELECTRE III, ARAS, 
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and WSM methods were found to be more robust than the 

TOPSIS as their rankings were more stable compared to the 

priority ranking in general. However, the TOPSIS was robust 

in suggesting the best location (A4) in different scenarios. In 

addition, the results of the sensitivity analysis revealed that 

allocating more weights to the labor characteristics and 

proximity to market criteria might improve the quality of the 

results. Thus, it can be concluded that these methods can be 

effectively utilized for the offshoring location decision 

problem. However, the use of ELECTRE might be 

unnecessary for the purpose of the study if these changes were 

made. Compared to other studies, MCDM methods were 

applied to offshoring location selection problems like 

previous studies. However, the integration of the methods 

used in this study differs from previous studies. 

Subsequently, considerable contributions were made in this 

study. However, there are some limitations. First, using more 

MCDM methods could improve the accuracy of the result. 

Second, implementing objective weighting methods such as 

entropy and standard deviation might contribute to the 

analysis. Third, a group decision-making approach could 

increase reliability. Last, not considering all countries might 

limit the generalization of the analysis. Thus, future studies 

can extend the literature by concentrating on utilizing other 

MCDM methods. Methods of weighting objective criteria for 

group decision-making can be incorporated into the model. It 

may also be worth examining more locations and adding 

additional criteria.  
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A B S T R A C T  A R T I C L E  I N F O   

Cancer is characterized by the presence of mutated alleles in DNA, leading to the formation of 

tumors. A delayed diagnosis of this condition can result in fatal outcomes, making it a significant 

global cause of mortality. WHO has emphasized that early detection could significantly increase 

the chances of successful treatment and recovery. Traditional cancer diagnosis relies on invasive 

tissue biopsies, which pose risks to both patient’s and healthcare professionals due to the use of 

formaldehyde, a known carcinogenic agent, for specimen preservation. In recent times, liquid 

biopsies have emerged as a promising alternative, particularly for the analysis of circulating 

tumor DNA (ctDNA), a fraction of which originates from tumor cells and circulates in the 

bloodstream. However, conventional molecular genetic tests for ctDNA analysis are often costly 

and time-consuming. Advancements in technology and the field of nanoscience offer the 

potential to develop cost-effective, rapid, highly sensitive, and selective diagnostic tools. 

Among these, biosensors stand out as a promising option. In this article, we delve into the 

quantification of ctDNA in plasma, discuss amplification techniques for ctDNA, and explore 

the development of electrochemical-based biosensors tailored for ctDNA detection. Finally, we 

highlight recent studies and innovations in the field of ctDNA detection. 
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1. Introduction 

Circulating tumor DNA (ctDNA) is a fraction of cell-free 

DNA (cfDNA) present in the bloodstream of cancer patients. 

Malignant tumors release ctDNA into the blood, typically in 

low quantities, either at the onset of the disease or following 

successful therapy [1]. In the year 2020, 19.3 million new 

cases of cancer worldwide were diagnosed (18.1 million 

excluding non-melanoma skin cancer) and around 10.0 

million cancer-related deaths (9.9 million excluding non-

melanoma skin cancer). All over the world, female breast 

cancer (2.26 million cases), lung cancer (2.21), and prostate 

cancer (1.41 million cases) were the most widely diagnosed 

cancers. Lung, liver, and stomach cancers were the most 

frequently reported causes of cancer-related deaths[2], WHO 

has underscored that early detection could enhance the 

curability of cancer, potentially saving 40 percent of affected 

individuals if diagnose at an earlier stage [3]. 

While numerous sensitive diagnostic methods and specimens 

have been employed for cancer detection, many of them pose 

risks to the patient's physical health. For instance, imaging 

techniques like tomography involve excessive ionizing 

radiation exposure. Solid biopsy methods, which analyze 

tissue samples, struggle to accurately capture dynamic tumor 

changes due to the heterogeneity of tumors and are inadequate 

for diagnosing brain and lung tumors [4]. Hence, liquid 

biopsies, utilizing bodily fluids such as peripheral blood, 

saliva, cerebrospinal fluid, and urine, depending on the 

tumor's. location, offer a safer alternative, as they contain cell-

free DNA with quantifiable ctDNA levels. However, liquid 

biopsies still have certain limitations [5]. 

Liquid biopsies have emerged as a contemporary approach for 

diagnosing various diseases, ranging from genetic conditions 

to cancers, owing to their patient safety and ease of sampling 

[5]. Furthermore, liquid biopsies can be employed for 

diagnosing cancer and monitoring treatment efficacy by 

assessing cancer biomarkers (CB). These biomarkers 

encompass biologically active molecules, including proteins 

such as enzymes, nucleic acids like RNA and microRNA, 

immunoglobulins like IgG, or short amino acid chains. 

Notable examples include the identification of 

immunoglobulin IgG in 1847 as an indicator for multiple 

myeloma, elevated amylase enzyme levels in 1867 as an 

indicator for pancreatic cancer, and the discovery of 
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carcinoembryonic antigen (CEA) in 1965 as a marker for 

colon cancer. Subsequent biomarkers were developed in 1975. 

Testing these biomarkers allows differentiation between 

healthy and diseased tissues, early disease detection, and 

assessment of disease risk [5]. 

Liquid biopsies utilizing whole blood, serum, plasma, urine, 

sputum, or milk have gained prominence in recent years, 

particularly blood-based liquid biopsies for tumor 

localization, with plasma being the preferred choice for 

detecting solid tumor malignancies due to its higher cfDNA 

concentration [6]. Mandel and Metais published the first study 

on circulating cell-free DNA (cfDNA) in human blood in 

1948. In 1970s notified that cfDNA in plasma rises during 

inflammation and injuries. Then, they know there will be a 

connection between cfDNA and tumors. ctDNA can be 

detected within the pool of cfDNA in plasma, where 

concentrations are higher than in serum, owing to its 

coagulation characteristics [7]. Table 1.1 below illustrates 

cfDNA concentrations for healthy persons and various cancer 

types, noting that these values may vary depending on the 

disease prognosis. These quantities are instrumental in cancer 

diagnosis and assessing the success of cancer therapies [8]. 

ctDNA offers several advantages, including straightforward 

sampling through a non-invasive approach, the ability to 

detect novel mutations, assess therapy effectiveness, surgical 

outcomes, and cost-effectiveness. ctDNA serves as a valuable 

molecular analysis tool for diagnostic, predictive, and 

prognostic purposes. Liquid biopsies, in particular, play a 

pivotal role in enhancing therapy response and identifying the 

development of resistance mutations. 

 

Table 1: Comparison of cfDNA Concentration in Plasma 

Between Cancer Patient’s and Healthy Individuals 

Cancer type cfDNA amount in total 

blood plasma 

prostate cancer 115 ng/ml (range 13–339) 

breast cancer 83-1414 ng/ml  

lung cancer 35-173 ng/ml  

stomach cancer 0-527 ng/ml  

colon cancer 0-297 ng/ml  

 healthy women 15±13 ng/ml  

healthy men 16±7 ng/ml  

The identification of non-cancerous mutations in circulating 

tumor DNA (ctDNA) can be affected by the presence of 

mutant alleles in the DNA of hematopoietic stem cells or other 

early blood cells. In June 2016, the FDA approved the use of 

liquid biopsy in clinical practice for detecting EGFR 

mutations. Typically, an average concentration of ~10 ng/ml 

of cell-free DNA (cfDNA) in human plasma is considered 

realistic for diagnostic applications. Consequently, ctDNA 

accounts for less than 0.01% of the total cfDNA. The quantity 

of ctDNA can vary depending on factors such as tumor 

burden, proliferation rate, and disease stage. These variables 

must be taken into account when developing diagnostic 

systems or discussing the biological significance of ctDNA. 

As a result, considerable amounts of DNA from other sources 

frequently dilute ctDNA in the biofluids of cancer patients, 

which typically makes up 0.01-2% of the total cfDNA. 

Elevated cfDNA concentration is a sign of disease progression 

since it also tends to rise in advanced cancer stages and is 

noticeably higher in patients with metastatic cancer or big 

tumors [9]. 

 

Only 48% to 73% of patients with localized malignancies, 

such as colorectal cancer, gastroesophageal cancer, pancreatic 

cancer, and breast adenocarcinoma, have had ctDNA found in 

them. Despite being notable, these detection rates are not yet 

thought to be adequate for early cancer detection [10]. 

This information underscores the variability in ctDNA levels 

in plasma, which depends on factors such as cancer type, 

tumor location, disease stage, and whether the patient has 

undergone successful therapy. As an example, one study 

examined the concentration of ctDNA in plasma, focusing on 

colorectal cancer and considering disease prognosis. Only 

48% to 73% of patients with localized malignancies, such as 

colorectal cancer, gastroesophageal cancer, pancreatic cancer, 

and breast adenocarcinoma, have had ctDNA found in them. 

Despite being notable, these detection rates are not yet thought 

to be adequate for early cancer detection as detailed in Table 

2. 

Circulating tumor DNA (ctDNA) is used to diagnose, treat, 

and predict the prognosis of numerous malignant illnesses and 

has undergone thorough analysis. ctDNA levels in blood 

plasma are typically low, with mutant allele fractions in 

locally advanced non-metastatic disease less than 1% and 

below 10% in cases of advanced metastatic disease, 

respectively. Furthermore, early-stage malignancies and those 

treated to cure them have substantially lower quantities of 

ctDNA, which frequently results in mutant allele fractions of 

less than 0.1%. Highly sensitive techniques are needed to 

detect ctDNA both during and after therapy [11]. 

The detection of aqueous solution samples can be 

accomplished through electrochemical transduction methods, 

which involve devices that convert information from one 

system (chemical) into another (physical). Electrochemistry 

techniques rely on ion transport, ion distribution, and redox 

reactions on solid conductors (electrodes). 

In this review, we emphasize the utilization of electrochemical 

methods for ctDNA detection. Additionally, we touch upon 

biorecognition methods for ctDNA, amplification sequences, 

and the materials employed in designing electrodes for 

electrochemical techniques.  

 

 

 

 

 

 

 

http://www.journals.manas.edu.kg/


S. Sahin, N. Yıldırım-Tirgil  / MANAS Journal of Engineering 12(1) (2024) 104-115 106 

   

 MJEN  MANAS Journal of Engineering, Volume 12 (Issue 1) © 2024 www.journals.manas.edu.kg 

 

 

Table 2. ctDNA levels in various cancer types before and after surgery operations. 

2. Biorecognition Elements for Detection of ctDNA  

Biosensors are specialized sensing devices designed to detect 

specific molecules, often referred to as biomarkers. Molecular 

recognition, also known as biorecognition, plays a crucial role 

in the detection of these biomarkers within the biosensor. The 

process commences with the recognition step, during which 

biomarkers or analytes bind to recognition molecules, 

resulting in the generation of signals within the sensor device. 

Biorecognition can be finely tailored for specific analytes, 

ensuring a high level of specificity in target detection. 

The biomolecular recognition elements utilized in 

electrochemical biosensors for ctDNA can be classified into 

various categories, including enzymes, nucleic acids (such as 

aptamers), organelles, immune substances (antibody-antigen 

reactions), and more. These biomolecular receptors can be 

immobilized on the biosensor's surface through physical 

adsorption, covalent bonding, or embedding techniques 

[12].The recognition or sensing element, which has a strong 

affinity for the analyte, selectively interacts with the analyte. 

The sensing component might be made up of many molecular 

entities called recognition receptors [13]. 

 

 

Figure 1. The pivotal role of the biorecognition element on the electrode surface. Various components, including antibodies, 

enzymes, nucleic acids, microorganisms, and cells, can be immobilized onto the electrode surface. When a target analyte is 

present, the electrode generates a physical signal, such as an electrochemical or optical signal. 

 

In the following sections of this article, we delve into the 

biorecognition elements employed for the detection of 

ctDNA, specifically focusing on nucleic acids and antibodies. 

These recognition elements are immobilized on the electrode 

surface and interact with the target analyte to facilitate the 

detection process. 

2.1 Nucleic Acid Probe-Based Detection 

Stage 
Surgery 

Number 

Surgical 

procedure 
Resection Gene 

Pre-surgery 

day 0 

Post-operative 

days 13-56 

IV 1 

Hepatic 

metastasectom

y 

Complete 
APC 

KRAS 

99 ± 38 

79 ± 35 

16 ± 2.3 

5.6 ± 0.9 

IV 1 

Hepatic 

metastecomy 

(First stage) 

Incomplete APC 2,952 ± 773 1,049 ± 254 

IV 1 

Sigmoid 

colectomy with 

hepatic 

metastectomy 

Incomplete TP53 14 ± 3 295 ± 71 

 2 
Hepatic 

metastectomy 
complete TP53 2,713 ± 775 1.8 ± 0.4 

 3 
RFA to hepatic 

metastases 
complete TP53 1,267 ± 243 39 ± 2 

II 1 
Sigmoid 

colectomy 
complete APC 2 ± 0.7 Neg 

III 1 
Sigmoid 

colectomy 
complete TP53 2 ± 0.6 Neg 
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Palecek first noticed the electrochemical activity of nucleic 

acids using a mercury electrode. The electrical response, 

according to later research, results from the reduction of 

adenine and cytosine residues [14]. 

Nucleotide probes, comprising RNA and DNA 

oligonucleotide sequences, can be designed to target specific 

DNA or RNA sequences through Watson-Crick base pairing. 

There are two types of nucleotide probes: RNA probes and 

DNA probes. These probes are integral to hybridization 

techniques. In this process, a complementary DNA sequence 

to the target sequence is obtained and labeled. The label can 

be radioactive, a fluorescent tag, or an enzyme, referred to as 

a probe. When this probe is introduced to the analyte 

sequence, it leads to hybridization. The presence of the label 

allows for the detection of hybrids. For instance, if the probe 

is labeled with an enzyme, detection occurs through a color or 

light-producing reaction catalyzed by the enzyme [15]. 

Nucleic acid hybridization-based electrochemical biosensors 

are predominantly employed in clinical and microbial 

diagnosis due to their high sensitivity, rapid response, ease of 

use, and cost-effectiveness. After designing the probe, it is 

immobilized onto an electrode. When the analyte is 

introduced, hybridization occurs, converting the chemical 

reaction into an electrical signal. 

There are three types of nucleic acid probes: PNA (peptide 

nucleic acid), DNA probes, and RNA probes, all of which can 

be utilized for DNA detection. By employing different probes 

and techniques, highly sensitive detection can be achieved. 

PNA is a synthetic organic polymer similar to DNA and RNA, 

but its sugar backbone is replaced by glycine linked through a 

peptide bond. This unique structure reduces electrostatic 

repulsion when hybridized with DNA, resulting in superior 

hybridization capability compared to DNA/DNA interactions. 

Consequently, using PNA probes in electrochemical methods 

is important. Through covalent bonding, significant amounts 

of PNA can be immobilized on a screen-printed electrode 

(SPE) surface that has been treated with gold nanoparticles. 

The working electrode, auxiliary electrode, and reference 

electrode are the three electrodes that make up the SPE. Both 

serum and peripheral blood can be used as sample matrices, 

with serum often exhibiting higher sensitivity. When the 

sample is applied to the working electrode, mutants bind to the 

complementary PNA probe, leading to a potential change 

[16]. 

Alternatively, DNA or RNA probes can be employed for 

ctDNA detection. For example, graphene-oxide-coated gold 

nanoparticles can be modified onto a glassy carbon electrode, 

with probes fixed through affinity interactions. The 

introduction of the analyte leads to hybridization, resulting in 

a change in current. Sensitivity can be enhanced by altering 

the surface material, dimensions, size, and physical 

transduction methods, such as the type of electrochemical 

signal utilized [15]  

 

 

Figure 2: The Immobilized Green Capture Probe on the Electrode, Binding to the Target, resulting in a Current Change on 

the Electrode, Visualized in the Voltammogram [17] 

 

2.2 Antibody Probe-Based Detection  

The antibody-antigen reaction is a widely employed method 

in both diagnosis and treatment. Antibodies exhibit specific 

binding capabilities for various antigens, including pathogens, 

micro-molecules, cells, bacteria, and other molecules. 

Utilizing this principle for detection offers advantages such as 

achieving lower limits of detection. In the context of ctDNA 

detection, specific antibodies can be immobilized on an 

electrode surface [18]. A binding event between the antibody 

and antigen takes place when the antigen is added, leading to 

physical effects like a mass change or the usage of signaling 

tags, like fluorescent labels affixed to one of the reactants. 

These complexes can then be detected through signal 

transduction, either via electrochemical methods or through 

techniques like ELISA (enzyme-linked immunosorbent 

assay). 

At present, DNA site-specific methylation is becoming 

increasingly popular as a biomarker [19]. Additionally, 

ctDNA methylation plays a vital role in regulating tumors, and 

evaluating the level of ctDNA methylation can effectively 

gauge the tumor's degree of malignancy [20]. Methods for 

analyzing ctDNA methylation primarily encompass PCR, 

sequencing, and microarray techniques, among others. 

However, it's worth noting that all these methodologies 
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require prior ctDNA pretreatment [21]. In contrast, 5-

methylcytosine (5-mC) monoclonal antibodies can be directly 

attached to the electrode through covalent coupling. This 

approach enables the capture of methylated ctDNA without 

necessitating sample pre-treatment. 

 

3. Electrochemical Methods for ctDNA Biosensors 

Electrochemistry, as the name suggests, involves chemical 

reactions and the exchange of electrons. In this process, 

chemical reactions yield physical signals such as changes in 

voltage, current, or impedance. These signals can indicate the 

occurrence of a chemical reaction and allow for the 

measurement of molecule concentrations within the reaction. 

This technique has enabled the development of cost-effective, 

rapid-response, highly sensitive, and selective biosensors. 

 

 

Figure 3. Schematic display of the immunosensor and ctDNA detection. Anti-5-mC immobilized on the electrode as a 

bioreceptor to capture methylated ctDNA. [19] 

 

The inception of electrochemical biosensors dates back to 

1950 when they were first designed to monitor oxygen (O2) 

levels in industrial settings, with Leland C. Clark leading the 

way. These early O2 sensors employed a two-electrode 

system with an O2-permeable membrane that separated the 

electrode from the electrolytic solution. When O2 diffused 

through the permeable membrane, it interacted with the 

electrode, resulting in a change in current. This change in 

current is directly correlated with alterations in the oxygen 

levels. Over time, this technique found applications in 

environmental monitoring, industrial processes, and medical 

diagnostics [22]. 

For aqueous solution samples, electrochemical transduction 

methods are frequently employed to create biosensors for 

detecting molecules like ctDNA. These biosensors convert 

biological signals, generated by the binding of an analyte to a 

biorecognition molecule, into electrical signals for detection. 

In the context of ctDNA detection, two commonly used 

electrochemical techniques are Differential Pulse 

Voltammetry (DPV) and Electrochemical Impedance 

Spectroscopy (EIS). This review focuses on these two types 

of electrochemical cells for the detection of ctDNA. 

3.1. Differential Pulse Voltammetry 

Voltammetry is an analytical method used to measure the 

current in electrochemical cells after applying a potential. One 

specific technique within voltammetry is Differential Pulse 

Voltammetry (DPV), which involves the application of small 

amplitude potential perturbations that gradually slow down. 

The current is measured at two points for each pulse, both 

before the pulse is applied and at the end of the pulse. DPV is 

particularly effective for measuring short intervals after the 

current has dropped. In this technique, potential readings are 

taken after adding each sample, and as subsequent samples are 

added, the potential decreases. DPV is highly sensitive, 

allowing for direct analysis at the parts per billion level. It 

detects the current response of a chemical under an applied 

potential difference, providing insights into the behavior of 

ions, molecules, or atoms undergoing oxidation or reduction 

reactions in a solution. 

The voltammetric method family includes differential pulse 

voltammetry, which is used as an electrochemical detection 

method that may amplify signals more than 30 times. Longer 

pulse periods, which allow for the collection of a full charge 

current and improve the signal-to-noise ratio (SNR), are used 

to achieve this amplification. DPV excels in measuring trace 

substances, making it particularly advantageous when 

detecting low-abundance molecules [24]. 
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Figure 4. Schematic Representation of a ctDNA Electrochemical Biosensor Detection System. The biosensor components 

include molecular recognition elements such as enzymes, acids, organelles, and more. Additionally, it features a signal 

conversion electrode that has been enhanced through the use of various nanomaterials. Various electrochemical techniques, 

including potentiometric and voltammetric methods, are employed for signal detection [23]. 

 

As another example, a carbon electrode is enhanced by 

modification with nanomaterials to boost its catalytic activity. 

This modified electrode is then immobilized with single-

strand DNA probes designed to specifically recognize mutant 

ctDNA. Hybridization between the two strands, the probe, and 

the ctDNA, initiates. By monitoring Differential Pulse 

Voltammetry (DPV), changes in current are observed, 

indicating the presence of a mutant analyte [25] 

  

Figure 5. Principle of Differential Pulse Voltammetry (DPV) for Detecting DNA from a Specific Bacterial Strain. The 

biosensor employs a synthesized probe called sgDNA as the biorecognition element, which is immobilized on gold 

nanoparticles. Following the introduction of the target DNA, hybridization occurs, and the resulting hybridization is depicted 

on the plot by observing changes in the DPV, which yield varying current values [24] 

 

3.2. Electrochemical Impedance Spectroscopy (EIS) 

Electrical Impedance Spectroscopy is an exceptionally 

sensitive technique employed in electrochemical biosensors to 

detect and quantify physical changes resulting from chemical 

interactions between analytes and biorecognition elements. In 

this method, an alternating voltage is applied to the working 

electrode at various frequencies, inducing alternating current 

responses due to the REDOX (charge transfer) reactions of 

electrochemical species at the electrode's surface. 

Electronic Impedance Spectroscopy can detect single-base 

variations or mismatched hybridization signals in addition to 

identifying DNA hybridization signals. The basic idea is 

based on the fact that DNA molecules have a negative charge, 

causing a coating of negatively charged material to build on 

the electrode's surface. Electrostatic repulsion happens when 

an oxidation-reduction electrode is present, increasing 

resistance. By measuring changes in resistance, impedance 

can be quantified following Ohm's law [26] 
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Figure 6. Illustration of the EIS Principle for Detecting Target DNA Hybridization Utilizing an ssDNA Probe Synthesized on 

the Electrode Surface. The presence of an analyte results in impedance changes on the electrode, which is visualized on the 

plot through the measurement of peaks [27] 

 

4. Current novel Studies for ctDNA detection 

Here, we will elaborate on several innovative techniques that 

have been explored for the detection of ctDNA, utilizing 

various biosensors in conjunction with distinct amplification 

methods. 

4.1. Utilization of the CRISPR-dCas9 Enzyme 

Principle for ctDNA Detection 

 In this study, a highly sensitive, selective, cost-effective, and 

rapid-response biosensor was developed. The biosensor 

design involved the modification of an electrode with 

graphene oxide (GPHOXE), a carbon nanomaterial known for 

its high electron mobility, strength, and flexibility, all of 

which are crucial in biological sensing applications. 

To create the biorecognition receptors, deactivated Cas9 

(dCas9, endonuclease deficient Cas9) protein and synthetic 

guide  

RNA (sgRNA) was immobilized on the electrode. This 

modification effectively eliminated the endonuclease activity 

of dCas9 by mutating its endonuclease domains. As a result, 

dCas9 was capable of binding to sgRNA and the specific DNA 

strand targeted by sgRNA. This catalytically inactive Cas9 is 

only bound to the predetermined region on the DNA. 

The PIK3CA exon 9 mutation was chosen as the tumor-related 

mutation that the biosensor was developed to identify utilizing 

electrochemical impedance spectroscopy (EIS) as the 

electrochemical technique. The subjects were women with 

newly diagnosed breast cancer who had not undergone 

treatment. 

The biosensor's performance was assessed through a series of 

tests conducted after the modification of the nanomaterial and 

immobilization of the biorecognition elements. The Limit of 

Detection (LOD) was determined to be 0.65 nM, and the Limit 

of Quantification (LOQ) was found to be 1.92 nM. Various 

concentrations of 120bp ctDNA fragments were generated 

and used to enhance the GPHOXE-dCas9-sgRNA electrode 

for chronoimpedimetric detection. 

Chronoimpedance measurements were used to keep track of 

the biosensor surface's ctDNA saturation. Following the initial 

linear increase in signal, the biosensor's detection time was set 

at 40 seconds. The detection time was determined, and a linear 

calibration range was created using 120bp ctDNA standards. 

The circuit model shown in Figure 13 is the result of plotting 

the concentration-binding time (the length of time it takes for 

ctDNA to attach to the electrode) against the EIS spectra [28] 
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Figure 7. Utilizing a Graphene Oxide Screen Printed Electrode Modified with CRISPR dCas9 and sgRNA for ctDNA 

Detection. Upon the addition of ctDNA, a conversion of Fe(CN)63⁻ to Fe(CN)64⁻ occurs, resulting in the generation of a 

detectable signal.

4.2. Investigating the Use of AuPt Alloy Nanoparticles 

as an Amplification Strategy for the Detection of 

Circulating Tumor DNA (ctDNA) 

The detection of circulating tumor DNA (ctDNA) as a liquid 

biopsy for cancer diagnosis and treatment monitoring has 

garnered significant attention. However, designing an 

effective biosensor for this purpose comes with its challenges. 

In this article, a solution was developed using improved 

nanocomposites with high carbon activity, which enhances 

conductivity. Additionally, Au-Pt (gold-platinum) 

nanoparticles were synthesized and utilized as a signal 

amplification strategy to create a sandwich-type biosensor. 

Due to the strong electrochemical characteristics of HAC-

AuPt (high carbon activity Au-Pt), the current response is 

considerably increased in this biosensor design when an 

analyte is present. As biorecognition components, DNA 

probes, and capture probes were mounted on the electrode 

surface. To detect ctDNA, the target DNA and DNA probe 

were incubated on capture probes in a sandwich-like shape. 

With an incredibly low detection limit of 3.6 x 10-17 mol/L 

(S/N 1/4), this biosensor displayed a wide linear detection 

range from 10-8 mol/L to 10-16 mol/L. A conventional three-

electrode system, consisting of the modified working 

electrode, counter electrode, and reference Ag/AgCl 

electrode, with a potential of 0.4 V, was used to perform 

amperometric current-time (i-t) measurements. To learn more 

about the electrode's interface properties, more cyclic 

voltammetry (CV) and electrochemical impedance 

spectroscopy (EIS) tests were made.  

H2O2 was added to phosphate-buffered saline (PBS) to start 

the current response after the sandwich structure was formed 

by the hybridization of the target DNA and SPs-label. Due to 

its exceptional catalytic properties, the addition of the label 

HAC-AuPt considerably enhanced the current signal. As a 

result, the biosensor created for this work has a high sensitivity 

for detecting ctDNA [29] 

 

Figure 8. Utilization of a Gold Electrode Immobilized with SPs-Label for ctDNA Detection. In the presence of target DNA 

(mtDNA), the conversion of H₂O₂ to H₂O occurs, resulting in a signal represented by changes in current over time [29] 

 

4.3. Leveraging Hybridization Chain Reaction for 

Enhanced Sensitivity in Detecting Circulating Tumor 

DNA 

This study established a novel electrochemical biosensor for 

the extremely sensitive detection of ctDNA bearing the 

PIK3CA E545K allele mutation, employing the hybridization 

chain reaction (HCR) approach as a biorecognition 

mechanism. The biosensor's construction required the 

hybridization of two dumbbell-shaped DNA units that were 

put together using two different classes of painstakingly 
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created DNA probes. This complex structure started a chain 

reaction of nested hybridization. 

In the presence of the particular allele mutation, the 

amplification products produced during the hybridization 

chain reaction were successfully caught by the target ctDNA. 

This interaction greatly enhanced the electrochemical signal. 

The main element of the biosensor was a 2mm gold electrode. 

Three dumbbell-shaped DNA units (U10, U1, and U2), 

capture probes, and gold electrodes made up the novel HCR 

sensing apparatus. The system's extraordinary amplification 

made it possible to use differential pulse voltammetry (DPV) 

to measure the electrochemical signal. As a result, the 

detection of an electrochemical signal was made possible by 

the presence of HCR products, offering a stable foundation for 

the detection of sensitive ctDNA [30] 

 

Figure 9. illustrates the underlying principle of the reaction involving target DNA and the utilization of the HCR 

amplification technique before immobilization onto the gold electrode. Additionally, it presents a differential pulse 

voltammetry (DPV) graph that discerns the presence or absence of the analyte [30] 

 

Leveraging a Dual Enzyme Multiple Amplification Strategy 

for the Detection of Circulating Tumor DNA 

In this study, electrode biosensors were amplified using a wide 

range of amplification strategies. A triple-helix molecular 

switch (THMS) was used in the design of the biosensor as the 

molecular recognition and signal transduction probe. To 

enable different amplification pathways, ribonuclease HII 

(RNase HII) and terminal deoxynucleotidyl transferase (TdT) 

were added as dual enzymes. 

Target ctDNA caused the THMS to open, which started 

RNase HII-assisted homogeneous target recycling 

amplification. A significant signal transduction probe (STP) 

was produced because of this technique. The captured probe 

was then hybridized with the released STP using an electrode 

made of gold. To facilitate TdT-mediated cascade extension 

and ultimately the production of stable DNA dendritic 

nanostructures, TdT, and an assistance probe were used. 

EIS was used in this study to analyze the electrochemical 

production and amplification processes since it has shown to 

be a highly effective method for examining the interfacial 

reaction mechanism of electrode surfaces [31] 

  

 

Figure 10. Depiction of the Electrochemical Biosensor Utilizing Dual Enzyme-Assisted Multiple Amplification [31] 
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5. Future perspective and conclusion 

In recent years, advancements in technology and nanoscience 

have led to the development of portable, sensitive, quick-

response, and cost-effective diagnostic tools. 

Electrochemical-based biosensors have emerged as crucial 

instruments for detecting circulating tumor DNA (ctDNA), 

aiding in the diagnosis and treatment monitoring of patient’s. 

However, current electrochemical biosensors can typically 

only detect a single analyte, whereas clinical diagnosis often 

requires the detection of multiple analytes. Therefore, further 

research is needed to enhance ctDNA detection capabilities.  

The diverse biosensor methods presented in the table 3 exhibit 

distinctive characteristics in terms of sensitivity, response 

time, and linear range, catering to a range of applications. 

From the ultra-sensitive label-free electrochemical biosensor 

with a LOD of 2.4 aM to the versatile LAMP electrochemical 

biosensors designed for cervical precancerous lesions, each 

method offers unique advantages in sample testing and 

biorecognition elements. The innovative use of CRISPR-

dCas9, AuPt alloy nanoparticles, triple-helix molecular 

switches (THMS), DNA probes, and SPs-label showcases the 

evolving landscape of biosensor technologies. Researchers 

and practitioners can leverage this comprehensive overview to 

select the most suitable biosensor method for their specific 

analytical needs, considering factors such as LOD, response 

time, and linear range in real sample testing scenarios. 

CtDNA levels are typically low in the early stages of cancer, 

and their concentration varies among different types of cancer 

lesions. As a result, sensors must possess a lower detection 

limit, as well as high sensitivity and specificity. By harnessing 

various nanoscale materials, electrode conductivity and 

surface area can be increased, leading to more sensitive 

electrodes. Additionally, it is essential to integrate biosensors 

with other analytical methods to minimize harm to the human 

body during sample collection, such as employing liquid 

biopsy techniques instead of invasive tissue biopsies. 

This paper provides an overview of novel methods for ctDNA 

detection using electrochemical biosensors while also 

discussing traditional approaches like PCR and their 

associated drawbacks, such as high costs, complex 

procedures, and frequent false positives. The trend in ctDNA 

detection is shifting towards portable, cost-effective solutions. 

Furthermore, the paper explores the various types of 

electrochemical sensors used for ctDNA detection and 

highlights recent studies in this field. Introducing these 

methods into clinical diagnosis and mobile health applications 

offers both opportunities and challenges, which must be 

addressed as we move forward in the field of ctDNA 

detection. 

  

Table 3. Comparing electrochemical biosensors 

 

  

Biosensor Method LOD Response 

Time 

linear 

Range 

Electrochemical 

method 

Sample testing Biorecognition 

element 

Impedimetric 

biosensor[28] 

0.65 nM 40 

Seconds 

2-20 nM EIS Real Blood 

Sample (Serum) 

CRISPR-dCas9 

AuPt alloy nanoparticles 

electrochemical 

Biosensor[29] 

3.6-

1017mol/L 

quick 

response 

108mol/L 

- 

1016mol/L 

EIS/CV Real serum sample capture probes 

(CPs) 

label-free electrochemical 

biosensor[32] 

2.4 aM Response 

in 30 

seconds 

0.01 fM to 

1 pM 

EIS Real plasma 

sample 

triple-helix 

molecular switch 

(THMS) 

HCR electrochemical 

biosensor[30] 

3 pM Response 

time in 

seconds 

5 pM to 

0.5 nM 

EIS/SWV Real serum 

samples 

DNA probes 

gold-coated magnetic 

nanoparticles 

electrochemical 

biosensor[33] 

3.3 aM 20 min 

response 

time 

200 aM to 

20 nM 

SWV whole blood probe DNA 

LAMP electrochemical 

biosensors[34] 

10 pg and 

150 ng 

40 min 150 ng amperometry 

measurement 

and CV 

cervical 

precancerous 

lesions 

Probe DNA 

sandwich-type 

electrochemical 

biosensor[35] 

5 × 10−16 

mol/L 

Rapid 

responce 

1 × 

10−15to 1 

x 10 −8 

mol/L 

CV/EIS Real serum sample SPs-label 
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A B S T R A C T  A R T I C L E  I N F O   

This study aimed to investigate the applicability and efficiency of sequential coagulation-

flocculation (CF) and electrooxidation (EO) processes for cattle slaughterhouse wastewater by 

evaluating treatment efficiency and total operating cost values together. The effect of two 

different coagulant dosages (FeCl3 and alum) in the CF process and operating parameters such 

as current density (5 to 30 mA/cm2), wastewater flow rate (0.9 to 3.6 L/h), and supporting 

electrolyte concentration (1 to 3 g NaCl/L) in the EO process on chemical oxygen demand 

(COD) and turbidity removal were investigated. During the first part of the study, the FeCl3 

coagulant dosage worked better than other coagulants, eliminating 50% of the COD and 68% 

of the turbidity. Due to the insufficient removal efficiencies of COD and turbidity, a secondary 

treatment was required. In the second part of the study, a boron-doped diamond (BDD) electrode 

was used to treat the coagulated effluent in a continuous EO reactor. The COD and turbidity 

removal efficiency under optimum treatment conditions (j = 30 mA/cm2, Q = 0.9 L/h, pH = 8.5, 

SE = 3.0 g NaCl/L, and hydraulic retention time = 1 hour) were calculated as 97.2% and 99.9%, 

respectively. At these optimum conditions, the energy consumption and total operating cost 

were calculated as 91.1 kWh/m3 (73.5 kWh/kg COD) and 3.50 US $/m3 (1.5 US $/kg COD), 

respectively. As a result, combined coagulation-flocculation and electrooxidation processes 

have proven to be very successful and cost-efficient for treating cattle slaughterhouse 

wastewater. 
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1. Introduction 

The United States Environmental Protection Agency 

(USEPA) has identified effluent from slaughterhouses as one 

of the most dangerous types of wastewater. The Organization 

for Economic Co-operation and Development has projected 

that the annual meat output will reach 366 million metric tons 

by 2029 [1]. A slaughterhouse produces wastewater from both 

the slaughtering process and the cleaning of the intestines. 

This wastewater contains high levels of organic substances, 

including chemical oxygen demand (COD), biological oxygen 

demand (BOD), total phosphorus (TP), total nitrogen (TN), 

total suspended solids (TSS), and oil and greases [2,3]. 

Efficiently treating slaughterhouse wastewater is crucial for 

both human well-being and environmental preservation. 

Commonly, slaughterhouse wastewater treatment approaches 

use a physicochemical treatment process [4,5], a biological 

(aerobic and anaerobic) treatment process [6-8], and an 

advanced treatment process [9,10]. Typically, biological 

processes are the primary techniques used to treat 

slaughterhouse effluent. Nevertheless, aerobic treatment 

requires a substantial oxygen supply of >100 mg O2/L h, 

generates excessive quantities of biomass at around 8 kg/m3, 

and demands significant energy consumption. The 

accumulation of suspended particles and floating oils in the 

anaerobic treatment reactor has a negative impact on SWW 
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treatment, making the aerobic and anaerobic processes for 

SWW treatment costly and time-consuming [11-13]. 

Among physicochemical processes, the coagulation-

flocculation (CF) process is often used in slaughterhouse 

wastewater treatment due to its notable efficiency and low 

cost, proving to be effective in removing COD, BOD, TSS, 

and turbidity [2]. Three distinct steps, namely coagulation, 

flocculation, and sedimentation, comprise the CF process. The 

coagulation phase's objective is to induce colloidal suspension 

destabilization by introducing coagulant chemicals. This is 

achieved by disrupting the repulsive forces arising from the 

presence of similar polarity charges on the colloids' surface. 

Flocculation makes colloidal substances even less stable, 

mostly by bringing together particles that aren't stable, which 

makes micro-flakes and then bigger flakes that settle. The 

often used coagulants in the CF process are aluminum and iron 

salts, namely aluminum chloride (AlCl3), aluminum sulfate 

(Al2(SO4)3), ferric chloride (FeCl3), and ferric sulfate 

(Fe2(SO4)3), due to their effectiveness, cost-effectiveness, and 

ease of use. Nevertheless, the CF process alone may not be 

sufficiently effective in eliminating organic compounds from 

slaughterhouse effluent, necessitating additional procedures 

to eliminate the residual organic matter down [14].  

At present, electrochemical oxidation has emerged as a very 

effective approach for the treatment of several categories of 

wastewater. Electrooxidation (EO) offers several benefits as 

compared to traditional and alternative advanced oxidation 

process (AOP) treatment procedures. These steps prevent the 

production of extra wastes such as used sorbents, 

contaminated retentate, waste ferric hydroxide, or waste-

activated sludge, which typically occur during adsorption, 

filtering, Fenton reactions, and biological processes, 

respectively. EO has the advantage of being easy to examine 

during operation and does not require additional chemicals for 

process control [15]. When exposed to an electric current, 

dangerous or non-biodegradable chemicals experience 

oxidation, leading to their transformation into biodegradable 

substances or complete oxidation into water (H2O), carbon 

dioxide (CO2), and simpler organic molecules [16]. In 

environmental science, the degradation of organic compounds 

occurs primarily via direct and/or indirect oxidation. The EO 

process generates hydroxyl radicals (•OH) and other reactive 

oxidant species (H2O2, Cl2, and O3) that are produced at the 

anode surface (A) during the treatment. These species then 

proceed to oxidize the contaminants directly at the anode 

surface. Anodes with high reactivity, such as RuO2, IrO2, or 

Pt, promote the partial and selective oxidation of pollutants. 

In contrast, anodes with low reactivity, such as BDD, PbO2, 

or SnO2, may achieve total combustion. As a result, inactive 

anodes are considered favorable electrodes for the full 

conversion of organic compounds into CO2 during the 

wastewater treatment process [17]. There has been a notable 

surge of interest in using BDD electrodes for chemically 

degrading pollutants in recent years. The BDD electrode 

exhibits a wide range of potential values in both water-based 

and non-water-based solutions, demonstrating good stability 

and corrosion resistance. Furthermore, it has a non-reactive 

surface that exhibits little adsorption and a low baseline 

current [18]. However, as with other procedures, EO has 

drawbacks. The mentioned phenomena include abrasion, 

passivation, polarization of electrodes, and significant energy 

consumption. Electrochemical technologies exhibit much 

higher energy consumption as compared to other 

technologies. To reduce the excessive energy consumption of 

the EO process, it is advantageous to treat the wastewater 

beforehand using other methods. There are many studies in 

the existing literature on single and sequential electrochemical 

processes for the treatment of cattle SWW; to the authors' 

knowledge, there is no research in the existing literature on the 

use of sequential coagulation-flocculation/electrooxidation 

processes for cattle SWW treatment. 

Therefore, in light of the existing research gap, this study 

investigates the treatment of cattle slaughterhouse plant 

wastewater by pre-treatment, including coagulation-

flocculation (CF), in a continuous electrooxidation reactor 

using BDD electrodes. Initially, we used the CF process to 

remove colloidal and suspended particles from the cattle 

SWW. Then, a continuous electrooxidation reactor was used 

to remove the remaining persistently dissolved organic 

compounds. The CF process involved testing two types of 

coagulant dosages to investigate their effect on COD and 

turbidity removal. The effectiveness of the BDD anode was 

investigated in the CEO process. In particular, the impact of 

the applied current density, wastewater flow rate, and 

supporting electrolyte concentration on the treatment 

performance was studied. Furthermore, the specific energy 

consumption for COD, the energy consumption of the process, 

and the total operating costs were calculated. 

 

2. Materials and methods 

 

2.1. The Bishkek slaughterhouse plants 

 

Bishkek serves as the capital and most populous city of 

Kyrgyzstan (Kyrgyz Republic). The city is located at 
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coordinates 42°52′29″N and 74°36′44″E, with an altitude of 

around 800 meters. It is positioned at the northern edge of the 

Kyrgyz Ala-Too Range, which is an extension of the Tian-

Shan mountain range. The elevation of these mountains 

reaches 4,895 meters. The city spans a total area of 170 square 

kilometers. The mean annual precipitation is around 440 mm. 

The average daily maximum temperatures vary from 3 °C in 

January to around 31 °C in July (almost -10°C in winter). The 

official population of Bishkek in 2021 is about 110,472 

individuals, with a population growth rate of roughly 2.1%, 

above the national average of 1.7%. Nevertheless, a 

significant number of individuals (~400.000 people) reside in 

Bishkek without formal recognition. The meat industry has a 

prominent position in Kyrgyzstan, similar to other Central 

Asian nations. The rural population relies heavily on livestock 

farming as their primary source of income and subsistence. In 

2020, the per capita consumption of beef in Kyrgyzstan was 

14.9 kilograms. The present number signifies a decline of 

3.19% in comparison to the value seen in the preceding year. 

Within the historical framework, the average individual 

consumption of beef in Kyrgyzstan reached its highest level at 

21.0 kg in 2002 and then dropped to its lowest point at 14.0 

kg in 2010. Kyrgyzstan ranks 42nd out of 165 countries in 

terms of per capita consumption of beef. Currently, there are 

about 12 functioning slaughterhouses in Bishkek. These 

slaughterhouses have a daily average of slaughtering about 70 

cattle and over 410 sheep and goats. The slaughterhouses 

produce an estimated volume of 80 m3 of effluent every day. 

 

2.2. Materıals 

 

The cattle slaughterhouse wastewater was obtained from the 

slaughterhouse plant located in Bishkek City (Kyrgyzstan). 

The slaughterhouse plant has a daily slaughter capacity of 20 

cattle and produces an average of 10-15 m3 of wastewater. 

Samples were collected in polypropylene bottles, following 

the protocols outlined in the Standard Method [19]. The 

obtained samples were then transported under cold conditions 

and thereafter kept at a temperature of 4 °C until they were 

ready for use. The characteristics of dissolved oxygen, pH, 

electrical conductivity, and temperature were investigated 

while collecting wastewater from the slaughterhouse plant. 

(Table 1) presents the primary characteristics of cattle 

slaughterhouse wastewater. In the CF process, two different 

coagulant dosages were used (FeCl3 and Al2(SO4)3). All 

chemicals used in this study were analytical quality Merck 

products. The BDD, which consists of a layer of boron 

diamond film applied over a 1.5 mm niobium plate, was 

acquired from DiaCCon GmbH in Germany. Also, the cathode 

was comprised of a rectangular electrode made of stainless 

steel (316 AISI).  

Table 1. Characteristics of the wastewater used in this study. 

Parameters SWW Effluent of CF + CEO 

pH 7.4 ± 0.20 8.35 ± 0.10 

Temperature (T, ℃) 17 ± 2 ˂30 

Turbidity (NTU) 175 ± 5 ˂1 

Dissolved Oxygen (DO, mg/L) 7.25 ± 0.25 7.85 ± 0.10 

Electrical Conductivity (EC, μS/cm) 1800 ± 10 11000 ± 100 

Total dissolved solids (TSS, mg/L) 2350 ± 30 ˂3 

Volatile suspended solids (VSS, mg/L) 450 ± 10 ˂1 

Total dissolved solids (TDS, mg/L) 1100 ± 20 6000 ± 100 

Oil and grease (mg/L) 250 ± 10  

Chemical oxygen demand (COD, mg/L) 4100 ± 100 ˂100 

Total phosphorus (TP, mg/L) 110 ± 5  

Total nitrogen (TN, mg/L) 330 ± 10  

2.3. Experimental apparatus and procedure 

 

A series of standard jar test tests evaluated the coagulation-

flocculation (CF)process. Six beakers, each with a volume of 

1000 mL, were used for this purpose. The experiments were 

conducted under controlled conditions at a room temperature 

of 25 ± 1 oC. In this experimental study, a total of six distinct 

coagulant dosages (100, 500, 800, 1000, 2000, and 3000 
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mg/L) were examined for each coagulant to ascertain the 

optimum coagulant dosage. In CF studies, after adding a 

coagulant dosage to wastewater, pH was adjusted to 6.5 for 

alum and 8.5 for FeCl3. pH levels were adjusted using 1 M 

HCl and NaOH solutions. The CF included three consecutive 

stages: an initial phase of quick mixing at a speed of 220 rpm 

for 3 minutes, which was then followed by a gradual mixing 

stage lasting for 25 minutes at a speed of 40 rpm. Finally, the 

process concluded with a settling step that lasted for an 

additional hour. Subsequently, water samples were collected 

from the water surface (supernatant) to analyze COD and 

turbidity. These samples were then subjected to filtration 

using a membrane filter with a pore size of 0.45 µm. The 

determination of the volume and quantity of the settled sludge 

was also conducted. 

The experimental investigation included the use of a 

cylindrical plastic reactor for conducting experiments on the 

CEO reactor. The capacity of the reactor was 0.9 L, while the 

diameter and height were 110 mm and 140 mm, respectively. 

In each experimental trial, a volume of 0.8 L of wastewater 

was introduced into the reactor. The wastewater was then 

consistently supplied to the reactor using a peristaltic pump 

(Masterflex, Model NO: 7553-76). The wastewater was 

subjected to continuous stirring at a rate of 250 rpm using a 

magnetic stirrer of the (Heidolph MR Hei-End) type to 

achieve a homogenous solution in the reactor. In CEO reactor 

investigations, the anode used was BDD and the cathode was 

stainless steel. The dimensions of the used anode and cathode 

electrodes were as follows: 200 mm (length) x 60 mm (width) 

x 3 mm (thickness). The electrodes were arranged in a vertical 

parallel configuration inside the reactor. In the CEO reactor, 

the contact area between the electrodes in the effluent is 

measured to be 100 mm, with a separation distance of 15 mm. 

The positioning of the electrodes in the CEO reactor was set 

at a distance of 15 mm from the bottom. The anode electrode 

has an active surface area of 120 cm2. The electrodes were 

linked to a digital (DC) power source (Gwinstek DC SPS-60: 

0-60 V, 0-6 A) via the galvanostatic connection. The direct 

current (DC) power source was used to establish the specific 

electrical currents required for each experimental procedure. 

The CEO reactor output was sampled at various time intervals, 

and each sample underwent filtration using a 0.45 μm filter 

paper before analysis. Subsequently, studies were conducted 

to determine the levels of COD and turbidity. 

 

2.4. Analytical methods 

 

The analysis of all samples was conducted by the Standard 

Method [19]. The dichromate open reflux technique (5220-B 

standard) was used for COD analysis, (ZBK Turb 550 IR) for 

turbidity, (Thermo Scientific Eutech pH 150) for pH, and (YSI 

30) for conductivity. 

The assessment of total operating cost (OC) is important in 

evaluating a wastewater treatment methodology. The energy 

consumption for the CEO reactor and specific energy 

consumption for removed kg COD from 1 m3 wastewater was 

determined by the use of Eqs (1) and (2), respectively. The 

energy consumption of the peristaltic pump was determined 

using Eq (3), while the energy consumption of the magnetic 

stirrer was determined using Eq (4), and the overall energy 

consumption was computed by using Eq (5) [20]. 

CCEO, energy (kWh/m3) =
𝑖×𝑡𝐶𝐸𝑂×𝑈

𝑣
      (1) 

CCEO, energy (kWh/kg COD) = 
𝑉×𝑡𝐶𝐸𝑂×𝑖

𝛥𝐶×𝑣
     (2) 

CCEO, pump energy (kWh/m3) =
𝑃.𝑡𝐶𝐹𝐸𝑂

𝑣
      (3) 

Cmagnetic stirrer, energy (kWh/m3) = 
𝑁×𝑡

 ƞ (%)×𝑣
     (4) 

Ctotal, energy = CCEO, energy + Cmagnetic stirrer, energy + CCEO, pump energy   (5) 

 

In this context, the variable (i) represents the applied current 

in amperes (A), U denotes the cell voltage in volts (V), tCEO 

signifies the operating duration of the CEO reactor in hours, v 

represents the volume of treated wastewater in the CEO 

reactor in cubic meters (m3), and ΔC denotes the difference in 

COD between the influent and effluent to the reactor, 

measured in kg/m3, the variable P (kW) represents the power 

of the peristaltic pump, with the motor power of the pump 

utilized denoted as 760 W, and N representing the magnetic 

stirrer power, ƞ is the magnetic stirrer power efficiency. 

The total operating cost for the CF, CEO, and CF+CEO 

processes was determined by using Eqs (6), (7), and (8)  

[20]. 

 

OCCF (US $/m3) = αCenergy + βCchemical + γCsludge    (6) 

OCCEO (US $/m3) = αCenergy + βCchemical     (7) 

OCtotal (US $/m3) = OCCF + OCCEO      (8) 
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In this context, α represents the unit cost of electrical energy, 

Cenergy denotes the total energy consumption associated with 

the processes, β signifies the unit prices of chemicals used in 

the CF and CEO processes, Cchemical represents the dosage of 

coagulant (measured in kg), and γ denotes the unit cost of 

created sludge, with Csludge representing the quantity of sludge 

formed per unit volume (kg/m3). In December 2023, the 

Kyrgyzstan market reported an electrical energy (α) price of 

0.033 US $/kWh. The unit prices for the chemicals employed 

in the study were as follows: FeCl3 had a unit price of 0.15 US 

$/kg, alum had a unit price of 0.22 US $/kg, NaOH had a unit 

price of 0.40 US $/kg, HCl had a unit price of 0.45 US $/kg, 

and NaCl had a unit price of 0.05 US $/kg. The cost of 

disposing of the CF process sludge, with a moisture content of 

25%, in a typical landfill location is estimated to be 0.15 US 

$/kg of sludge. 

The COD and turbidity removal efficiency (Re), are 

calculated by using Eq (9). 

Removal efficiency (Re, %) = 
𝐶𝑖−𝐶𝑡

𝐶𝑖
  × 100  (9) 

Where Ci is the initial concentration of COD (mg/L) and 

turbidity (NTU) and Ct is the final concentration of COD and 

turbidity. 

 

3. Results and discussion 

 

The present research aimed to examine the removal of COD 

and turbidity from slaughterhouse wastewater (SWW). The 

investigation was conducted in two distinct stages. During the 

first stage, the SWW underwent coagulation-flocculation 

treatment to eliminate suspended organic matter. This process 

included the use of two distinct coagulant dosages (alum and 

FeCl3) to identify the most efficient one. During the second 

part of the study, different current densities (5-30 mA/cm2), 

different wastewater flow rates (0.9-3.6 L/h), and different 

supporting electrolyte concentrations (1-3 g/L) were used in 

the continuous electrooxidation reactor to determine the most 

efficient one in terms of removing COD and turbidity from 

SWW. 

3.1. The impact of coagulant dosage on the COD and 

turbidity removal efficiency 

Coagulation-flocculation (CF) is a chemical-physical 

treatment process that is extensively used for the treatment of 

wastewater generated by slaughterhouses. The use of precise 

amounts of coagulants enables the precipitation of colloidal 

suspended particles that do not settle naturally, as well as the 

removal of small sedimentable solids that are difficult to 

eradicate by conventional physical treatment methods because 

of their prolonged sedimentation rate [21]. In the CF process, 

metal salts for hydrolysis, such as aluminium and iron, are 

prevalent as key coagulants in the treatment of wastewater. 

These coagulants play a crucial role in diminishing the levels 

of particulate matter and dissolved organic compounds within 

the wastewater. Upon dissolution in water, the aluminium and 

iron salts undergo a process whereby the metal (M) ions 

undergo hydration and hydrolysis, resulting in the formation 

of both monomeric and polymeric species, as well as the 

precipitation of solid compounds: MOH2+, M(OH)2
+, 

M2(OH)2
4+, M(OH)4

5+, M(OH)3(s), M(OH)4
͞. The quality of 

treated wastewater is influenced by the quantity of coagulant 

used and the appropriate pH level. Consequently, these 

elements have significant importance in the coagulation 

process, since each coagulant necessitates a certain pH range 

to facilitate effective coagulation [22]. 

This study conducted jar tests to examine the effects of various 

coagulant dosages (alum and FeCl3), including 100, 500, 800, 

1000, 2000, and 3000 mg/L, at constant pH levels (8.5 for 

FeCl3 and 6.5 for alum), on the removal efficiencies of COD 

and turbidity from cattle slaughterhouse effluent. As shown in 

(Figure 1(a)), the effluent COD concentration was found to be 

2000-2500 mg/L for FeCl3 and 2100-2800 mg/L for alum, 

respectively. On the other hand, the effluent turbidity 

concentration was found to be 56-102 NTU for FeCl3 and 73-

109 NTU for alum, respectively (Figure 1(b)). The effluent 

COD and turbidity concentrations under optimum coagulant 

dosages were determined to be 2100 mg/L and 79 NTU for 

alum and 2000 mg/L and 65 NTU for FeCl3, respectively. The 

removal effectiveness of both coagulants remained rather 

stable for COD and turbidity at coagulant doses above 800 

mg/L. According to these results, the optimum coagulant 

dosage for FeCl3 and alum in the CF process was taken at 800 

mg/L because they hypothesized that a portion of the 

dissolved COD would become adsorbed onto the metal 

hydroxyl flocs. However, they observed minimal variation in 

the COD elimination effectiveness after a specific coagulant 

dosage. 
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Figure 1. (a) The COD removal efficiency for FeCl3 and alum coagulant dosages (b) The turbidity removal efficiency for 

FeCl3 and alum coagulant dosages (conditions; pH = 6.5 for alum and 8.5 for FeCl3). 

 

The total operating cost for electrical energy (the energy 

consumption of the magnetic stirrer), chemicals (FeCl3 and 

alum coagulant dosages, HCl, and NaOH), and sludge 

disposal were calculated with Eq (6). for the CF process. The 

total operating costs for the optimum coagulant dosages for 

the CF process were calculated as 0.45 US $/m3 (0,43 US $/kg 

COD) for FeCl3 and 0.53 US $/m3 (0,49 US $/kg COD) for 

alum, respectively. Based on the findings, it is evident that the 

FeCl3 dosage used in the CF process was determined to be the 

optimum coagulant dosage for treating SWW wastewater, 

considering both treatment effectiveness and minimal overall 

operating cost. 

The quantity and properties of the sludge generated during the 

coagulation-flocculation (CF) process are primarily 

influenced by the particular coagulant used and the 

operational parameters. The volume of wet sludge at the base 

of the vertical-graded glass sedimentation columns, which had 

an internal diameter of 55 mm and a height of 350 mm, was 

measured to determine the amount of sludge produced in this 

research after the CF process. The measurements were taken 

at an ambient temperature of 20 ℃. The height of the 

liquid/sludge contact was measured at regular time intervals. 

Figure 2 shows the mean height fluctuations at the interface 

between the suspension and the supernatant, represented as 

the volume (mL) of settled sludge. The process of sludge 

settling was observed for one hour. This specific time frame 

was chosen to ensure that the settling process was close to 

completion after the observation period. A flat horizontal 

interface is seen in each coagulation process, exhibiting a clear 

discontinuity between the suspension and supernatant phases 

that are created after 1 hour (referred to as SV60, representing 

the sludge volume in mL at the 1-hour mark). The optimum 

coagulant dosage for SV60 was discovered to be 15 mL for 

both FeCl3 and alum sludge (Figure 2). The settling speed of 

sludge was determined to be 0.0236 cm/s for both FeCl3 

sludge and alum sludge when a coagulant dosage 

concentration of 800 mg/L was used. 
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Figure 2. Sludge settling for the coagulation-flocculation process (conditions; 800 mg/L FeCl3, and alum coagulant dosages, 

pH = 6.5 for alum and 8.5 for FeCl3). 

 

3.2. The impact of current density on the COD and turbidity 

removal efficiency 

 

Significant advancements have been achieved in recent 

decades in the field of electrochemical technology used for the 

treatment of effluents that include organic contaminants. 

Electrochemical technologies are a viable alternative for 

addressing several environmental challenges within the 

process sector. This is mostly due to the diverse nature of 

electrons, which offer efficient, cost-effective, readily 

automatable, and environmentally friendly reagent options 

[10,23]. 

Current density has a significant impact on the formation rate 

of oxidizing species, making it a significant factor in all 

electrochemical processes. Due to its ability to regulate the 

reaction rate, electrooxidation procedures often regard the 

current density as the primary variable to manipulate (Can et 

al., 2019). The resulting data showed a COD output of 2000 

mg/L and a turbidity output of 65 NTU when determining the 

optimum coagulant dosage in the CF process. The results 

show that the best coagulant dosage (800 mg/L of FeCl3) used 

for coagulation-flocculation (CF) before the CEO reactor had 

a big effect on how well the BDD anode electrode worked. An 

investigation was conducted to analyze the influence of 

current density on the treatment of SWW using the CEO 

reactor, which was examined at four different current densities 

(5, 10, 20, and 30 mA/cm2) under optimum conditions: a 

wastewater pH value of 8.5, a treatment duration of 3 hours 

(hydraulic retention time (𝐻𝑅𝑇 =  
𝑉𝑟𝑒𝑎𝑐𝑡𝑜𝑟

𝑄
) = 1 hour), a 

supporting electrolyte concentration of 3 g/L NaCl, and a 

wastewater constant flow rate of 0.9 L/h. The effluent COD 

concentrations achieved were 600 mg/L (70.0%) for 5 

mA/cm2, 480 mg/L (76.1%) for 10 mA/cm2, 280 mg/L 

(86.0%) for 20 mA/cm2, and 50 mg/L for mg/L (97.2%) for 

30 mA/cm2, respectively (Figure 3(a)). The effluent turbidity 

concentration exceeding ˂ 1 NTU (100%) was observed across 

all current densities, as illustrated in (Figure 3(b)). 

As shown in Figure 3, there is a direct correlation between an 

increase in current density and an increase in the effectiveness 

of removing COD and turbidity. This phenomenon suggests 

That a higher current density significantly enhances the 

elimination of contaminants by generating a greater quantity 

of electrons in the SWW. However, many factors, such as the 

composition of the pollutants, the density of the electric 

current, the anode materials, and the pH level of the 

wastewater, influence the process of mineralization and/or 

oxidation of pollutants in electrooxidation [24]. 

In recent years, there has been a significant focus on the 

utilization of BDD electrodes to chemically eliminate 

pollutants. The distinguishing characteristic of a BDD 

electrode compared to conventional anodes is its high oxygen 

evolution potential [25]. The electrochemical incineration 

procedure for organic contaminants in wastewater utilizing a 

BDD electrode is often explained by Eqs. (10-12). 

BDD + H2O → BDD(•OH) + H+ + e-     (10) 
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BDD(•OH) + R → BDD + oxidation products+ H+ + e-   (11) 

BDD(•OH) → BDD + H+ + O2 + e-      (12) 

 

The first step in the process entails the generation of hydroxyl 

radicals (•OH) through the electrolysis of SWW molecules. 

Organic oxidation is indirectly facilitated by the hydroxyl 

radical (•OH), which exhibits weak adsorption onto the BDD 

electrode surface. This adsorption leads to subsequent 

oxidative degradation as a result of the hydroxyl radical's 

exceptionally high reactivity. The reaction competes with the 

side reaction of oxygen evolution that is generated from the 

adsorbed hydroxyl radical (•OH). Therefore, the 

quantification of electrogenerated oxidation radicals, 

specifically the reactive BDD(•OH), has the potential to serve 

as an indicator of the indirect electrochemical oxidation 

capability of the electrode materials [26] 
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Figure 3. (a) COD removal efficiency for BDD electrodes (b) The turbidity removal efficiency for BDD electrodes 

(conditions, initial COD C0 = 2000 mg/L, initial turbidity C0 = 65 NTU, initial pH = 8.5, HRT = 1 hour, Q = 0.9 L/h, SE = 3 

g/L NaCl, stirring speed = 300 rpm, and distance between the electrodes = 15 mm). 

 

3.3. The impact of effluent flow rate on the COD and 

turbidity removal efficiency 

 

The wastewater flow rate (FR) is a crucial factor. FR 

calculates the duration of time that effluent remains in the EO 

process. To comprehend An investigation was conducted to 

examine the effect of different wastewater flow rates on the 

COD and turbidity removal from the SWW. The study 

included a flow rate range of 0.9 L/h to 3.6 L/h while 

maintaining a constant current density of 30 mA/cm2. The pH 

value of the wastewater was 8.50, the supporting electrolyte 

concentration was 3 g/L NaCl, and the reaction duration was 

3 hours. According to (Figure 4(a)), the removal efficiencies 

increased as the FR decreased. The effluent COD 

concentrations for wastewater flow rates of 0.9, 1.5, 2.5, and 

3.6 L/h were determined as 50 mg/L (97.2%) for 0.9 L/h, 100 

mg/L (95.2%) for 1.5 L/h, 152 mg/L (92.4%) for 2.1 L/h, and 

216 mg/L (89.2%) for 3.6 L/h, respectively, as shown in 

Figure 4 (a). Conversely, the turbidity concentration for all FR 

was determined to be ˂1 NTU (~99.9 %) according to (Figure 

4(b)). The maximum removal effectiveness for COD and 

turbidity parameters was recorded at the wastewater flow rate 

of 0.9 L/h. 
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Figure 4. (a) COD removal efficiency for BDD electrodes (b) The turbidity removal efficiency for BDD electrodes 

(conditions, initial COD C0 = 2000 mg/L, initial turbidity C0 = 65 NTU, j = 30 mA/cm2, initial pH = 8.5, HRT = 1 hour, SE = 

3 g/L NaCl, stirring speed = 300 rpm, and distance between the electrodes = 15 mm). 

 

3.4. The impact of supporting electrolyte concentration on the 

COD and turbidity removal efficiency 

 

Supporting electrolytes (SE) in the electrochemical process 

may generate oxidation species and interact with organic 

contaminants in solutions, significantly impacting the 

oxidation capacity. Conversely, the addition of supportive 

electrolytes to wastewater is often seen to result in a reduction 

in electrical consumption and a significant improvement in 

removal efficiencies. This is achieved by the formation of 

radicals and stable oxidants [27,28]. Electrolysis was 

facilitated by the use of electrolytes since SWW typically 

includes a certain amount of salt. Electrolytes serve the 

purpose of facilitating electron transport and ionic conduction. 

The solution was subjected to different amounts of NaCl (1, 

2, and 3 g/L) to examine the impact on COD and turbidity 

removal. 

The oxidation procedure was conducted under optimum 

conditions, applying a wastewater pH value of 8.5, a current 

density of 30 mA/cm2, using a BDD anode, a treatment 

duration of 3 hours, and a wastewater constant flow rate of 0.9 

L/h. The effluent COD concentrations were determined to be 

300 mg/L (85.0%) for 1 g/L of NaCl, 180 mg/L (91.1%) for 2 

g/L of NaCl, and 50 mg/L (97.2%) for 3 g/L of NaCl, 

respectively, as shown in (Figure 5(a)). Furthermore, the 

turbidity concentration was determined to be ˂1 NTU (~99.9 

%) using the same optimum conditions shown in (Figure 

5(b)). The results show that a supporting electrolyte 

concentration of 3 g/L NaCl achieved the highest COD and 

turbidity removal efficiency The process of indirect 

electrochemical oxidation involves the degradation of 

contaminants by the use of a very potent oxidant on the surface 

of the anode. The current study included conducting CEO 

experiments with the incorporation of a concentration of 1-3 

g/L NaCl into the SWW. Chlorine is often used as a potent 

oxidizing agent, derived from the anodic oxidation of 

chloride. The chloride reactions that occur during 

electrochemical oxidation are elucidated in Eqs (13-14). 

Hypochlorous acid (HOCl), chlorine (Cl2), and hypochlorite 

(ClO⁻) are recognized as potent oxidizing agents often known 

as active chlorine species. Hypochlorite acid may facilitate the 

indirect elimination of organic substances Eq (15) [18]. 

During indirect oxidation, increasing the concentration of 

NaCl leads to a gradual shift in the oxygen alteration process 

towards more favorable potentials, as compared to electrolysis 

performed without an SE [10,29]. 

2Cl → Cl2 + 2e-     (13) 

Cl2 + H2O → HOCl + H+ + Cl ͞   (14) 

HOCl → ClO⁻ + H+    (15) 
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Figure 5. (a) COD removal efficiency for BDD electrodes (b) The turbidity removal efficiency for BDD electrodes 

(conditions, initial COD C0 = 2000 mg/L, initial turbidity C0 = 65 NTU, j = 30 mA/cm2, initial pH = 8.5, HRT = 1 hour, Q = 

0.9 L/h, stirring speed = 300 rpm, and distance between the electrodes = 15 mm). 

 

3.5. Operating cost and kinetic analysis for CF+CEO reactor 

 

The attainment of cost-effectiveness is a fundamental 

prerequisite for the practical implementation of wastewater 

treatment technologies within industrial contexts. Hence, the 

assessment of the treatment expenses associated with the 

SWW was conducted to ascertain the viability of the 

suggested treatment approach. The total operating costs for 

the CF+CEO reactor include the expenses associated with 

electrical energy, chemicals, and sludge dewatering and 

disposal. (Table 2) presents a summary of the relationship 

between the parameters of the electrooxidation process, such 

as removal efficiency, energy consumption for the process, 

overall operating cost, and the effect of the current density, 

wastewater flow rate, and supporting electrolyte 

concentration. It is evident that when the current density rises, 

the removal efficiencies also improve. However, this has a 

detrimental impact on energy consumption and performance 

characteristics. Increasing the current density from 5 mA/cm2 

to 30 mA/cm2 results in a 2.5-3.0 times drop in the BBD anode 

efficiency (η). Conversely, energy consumption and total 

operating costs rise by 5.5-6.0 times and 3.0-3.5 times, 

respectively. When the flow rate of wastewater is raised from 

0.9 L/h to 3.6 L/h, the efficiency of the anode (η) decreases by 

a factor of 1.0-1.5. Additionally, energy consumption and total 

operating costs rise by a factor of 0.5-1.0 and 1.0-1.5, 

respectively. On the contrary, when the concentration of the 

supporting electrolyte is raised from 1 g/L to 3 g/L, the anode 

efficiency (η) rises by a factor of 1.5–2.0. In contrast, energy 

consumption and total operating costs fall by a factor of 1.5–

2.0 and 1.5–2.0, respectively. The findings suggest that 

operating at a lower current density is more advantageous in 

terms of energy efficiency and anode performance. Table 2. 

Table 2 demonstrates a strong association between the decline 

in COD concentration with time and the first-order reaction 

kinetics, as seen by the ideal linear correlations. The study's 

optimum conditions had an r2 value of 0.99 and a k value of 

18.7 × 10-3(min-1), respectively. 
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Table 2. The total operating cost and kinetic analysis for the operation parameters. 

j CODrem Turbidityrem SEC Total OC η 
First order kinetic 

(−
𝑑𝐶

𝑑𝑡
= 𝑘(𝐶𝑡)) 

mA/cm2 % % kWh/kg COD kWh/m3 US $/m3 US $/kg COD gCOD/Ahm2 r2 k (min-1) 

5 70.0 98.0 10.2 15.1 1.1 0.27 35.5 0.98 6.3 ×10-3 

10 76.1 99.9 26.4 32.7 1.7 0.54 21.5 0.96 7.2 ×10-3 

20 86.0 99.9 52.3 65.3 2.7 1.10 13.5 0.98 9.8 ×10-3 

30 97.2 99.9 73.5 91.1 3.5 1.50 11.9 0.99 18.7 ×10-3 

Q CODrem Turbidityrem SEC Total OC η 
First order kinetic 

(−
𝑑𝐶

𝑑𝑡
= 𝑘(𝐶𝑡)) 

L/h % % kWh/kg COD kWh/m3 US $/m3 US $/kg COD gCOD/Ahm2 r2 k (min-1) 

0.9 97.2 99.9 73.5 91.2 3.5 1.5 11.9 0.99 18.7 ×10-3 

1.5 95.0 99.9 74.8 91.7 3.5 1.6 11.7 0.97 14.8 ×10-3 

2.1 92.4 99.9 85.2 105.3 4.1 1.8 10.2 0.97 12.6 ×10-3 

3.6 89.2 99.9 97.1 121.4 4.6 2.1 8.9 0.98 11.1 ×10-3 

SE CODrem Turbidityrem SEC Total OC η 

First order kinetic 

(−
𝑑𝐶

𝑑𝑡
= 𝑘(𝐶𝑡)) 

g/L % % kWh/kg COD kWh/m3 US $/m3 US $/kg COD gCOD/Ahm2 r2 k (min-1) 

1 85.0 99.9 110.4 136.4 5.0 2.33 7.9 0.97 10.8 ×10-3 

2 91.0 99.9 86.8 106.5 4.1 1.82 11.2 0.99 13.1×10-3 

3 97.2 99.9 73.5 91.2 3.5 1.50 12.0 0.99 18.7 ×10-3 

 

4. Conclusion 

 

In this study, the aim was to treat cattle slaughterhouse 

wastewater (SWW) with sequential coagulation-flocculation 

(CF) + continuous electrooxidation reactor (CEO) using a 

BDD anode under different operation conditions.  

The prior application of CF eliminated the presence of 

suspended organic matter and facilitated the achievement of 

effective electrooxidation. The pre-treatment stage 

successfully removed 50% of the COD and 68% of the 

turbidity from the effluent. The COD and turbidity removal 

efficiencies in the CEO reactor under optimum treatment 

conditions (j = 30 mA/cm2, Q = 0.9 L/h, pH = 8.5, SE = 3.0 g 

NaCl/L and HRT = 1 h) were calculated to be 97.2% and 

~99.9%, respectively. Therefore, using a CF + EO reactor with 

BDD electrodes was the most suitable method to meet the 

discharge limit of >125 mg/L COD for SWW. The specific 

energy consumption, process energy consumption, and total 

operating cost were 73.5 kWh/kg COD, 91.1 kWh/m3, and 3.5 

US $/m3, respectively. Current density and operating time 

significantly affected the EO process's removal efficiency. 

Moreover, both processes showed optimum removal 

efficiency at near-neutral pH. Therefore, under optimum 

process conditions, there is no need for much chemical 

addition for pH regulation in both systems. However, the 

addition of electrolytes during EO was necessary as it led to a 

reduction in electricity consumption. This study demonstrated 

that the combination of CF and EO processes is a powerful 

alternative for the treatment of wastewater with high turbidity 

and organic content, with many advantages such as easy-to-

operate equipment, a short operating time, and low chemical 

requirements. In addition, future studies can be carried out 

using the initial pH of the wastewater, type of supporting 

electrolytes, and different anode materials, where some of the 

parameters investigated in this study (current density, 

wastewater flow rate, concentration of supported electrolyte) 

are kept at optimum values. The authors are planning such a 

study. 
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1. Introduction 

 

Today, there are many mathematical models that can be 

expressed with differential-algebraic equations (DAEs). It is 

very difficult to solve such models analytically. Recently, 

researchers have begun to work on numerical solutions of 

systems of differential-algebraic equations (DAEs). Circuit 

analysis, computer aided design and real-time simulation of 

mechanical systems, power systems, chemical process 

simulation and optimum control are some of these systems in 

many fields. Researchers have developed some numerical 

methods using Backward Differentiation Formula  (BDF) [1-

5]  and implicit Runge–Kutta methods [6] methods to solve 

these systems. This type of method is suitable for problems 

with small indexes and have a special structure. Many 

problems are solved by these methods. However, more 

general methods are needed. Many methods have been 

proposed by researchers[9-14], and so on[16-21]. In this 

article, we presented a new method for solving differential-

algebraic equations (DAEs). We have applied the method to 

three examples. the first of the examples is linear, the second 

is non-linear, and the third is a physically modeled differential 

algebraic equations(DAEs). The difference of our method 

from other methods presented in the references in solving 

problems modeled as differential-algebraic equations (DAEs) 

in science and engineering is that the method we present gives 

fast results. 

 

2. The Method 

 

A system of general non-linear differential algebraic 

equations with initial conditions is denoted  

𝐺(𝑡, 𝑦, 𝑦′) = 0, 𝑦(𝑡) = 𝑦0                                             (1) 

where 𝐺 ∈ 𝑅𝑛 , 𝑦 ∈ 𝑅𝑛 and 𝑡 ∈ 𝑅.  

Let us assume that the solutions of equation (1) are of the form 

0 ,y y at                                                       (2) 

where 𝑎 is a vector function. Equation (2) and its 

derivatives are substituted in equation (1), and if higher 

order terms are neglected, equation   

ℳ𝑎 = 𝒩,                                                          (3) 

is obtained. Where ℳ and 𝒩 are constant matrixes. The 

a  values are found by solving equation (3). Then, by 

applying the above process to higher order terms, 

arbitrary order power series of equation (1) are 

obtained[7,8]. 

 

3. General Power Series Solution for Differential-

Algebraic Equations(DAEs) 

 

Now let's define another kind of power series in the form 

following: 

𝑓(𝑡) = 𝑓0 + 𝑓1𝑡 + 𝑓2𝑡2+. . . +(𝑓𝑛 +
𝑞1𝑎1+. . . +𝑞𝑚𝑎𝑚)𝑡𝑛                                        (4) 
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Where 𝑞1, 𝑞2 , ⋯ , 𝑞𝑚 are constants. 𝑎1, 𝑎2, ⋯ , 𝑎𝑚 are bases of 

vector 𝑎. Let's represent each element with the Power series 

in (4). Then  

𝑦𝑖 = 𝑦𝑖,0 + 𝑦𝑖,1𝑡 + 𝑦𝑖,2𝑡2+. . . +𝑎𝑖𝑡𝑛                   (5) 

is also generally of the form. Substituting equation (5) into 

equation (1), we get the following: 

𝑓𝑖 = (𝑓𝑖,𝑛 + 𝑞𝑖,1𝑎1+. . . +𝑞𝑖,𝑚𝑎𝑚)𝑡𝑛−𝑗 +

𝑂(𝑡𝑛−𝑗+1),                                                          (6) 

If (1) have y , j  is 0 .  If (1) not have y , j  is 1 . From 

equation (6) and (3), we get the linear equation following: 

ℳ𝑖,𝑗 = 𝑃𝑖,𝑗 

                                                               (7) 

𝒩𝑖 = −𝑓𝑖,𝑛,                                                          (8) 

When the linear equation (7) and (8) is solved, 𝑎𝑖

 1,...,i m  is obtained. Substituting 𝑎𝑖 in equation (5), 

we get iy  1,...,i m  polynomials of degree n . If  these 

process are repeated from equation (5) to equation (8), 

arbitrary order power series are obtained for equation (1). 

 

4. Padé Series 

 

The Padé series, in the form of a rational function, 

is defined as following: 

𝑐0 + 𝑐1𝑥 + 𝑐2𝑥2 + ⋯ =
𝑎0+𝑎1𝑥+⋯+𝑎𝑀𝑥𝑀

1+𝑏1𝑥+⋯+𝑏𝐿𝑥𝐿               (9)                                  

In equation (9), if the cross-multiplication 

multiplication is done, we have 

(𝑐0 + 𝑐1𝑥 + 𝑐2𝑥2 + ⋯ )(1 + 𝑏1𝑥 + ⋯ + 𝑏𝐿𝑥𝐿) = 𝑎0 +
𝑎1𝑥 + ⋯ + 𝑎𝑀𝑥𝑀                                                 (10) 

From the coefficient equality of both sides in equation (10), 

We have  

𝑐𝑙 + ∑ 𝑐𝑙−𝑘𝑏𝑘 = 𝑎𝑙
𝑀
𝑘=1  (𝑙 = 0, ⋯ , 𝑀)                   (11)                                   

𝑐𝑙 + ∑ 𝑐𝑙−𝑘𝑏𝑘 = 0𝐿
𝑘=1  (𝑙 = 𝑀 + 1, ⋯ , 𝑀 + 𝐿)(12)                                                    

By solving the linear equation (12), we get 𝑏𝑘(𝑘 = 1, ⋯ , 𝐿). 

And if we substitute 𝑏𝑘 in equation (9), we get 𝑎𝑘(𝑙 =
1, ⋯ , 𝑀) [7,8]. 

 

5. Laplace-Padé Series Method (LPSM) 

 

The following steps are done for the Laplace-Padé series 

method [15]. 

1. The Laplace transform is applied to the obtained power 

series. 

2. In the resulting equation, 𝑠 is replaced by 1/𝑥. 

3. We convert it from order  /M L   to Padé series. M

and L are arbitrarily chosen, but they should be of smaller 

value than the order of the power series. 

4. 1 / s  is written instead of 𝑥. 

5. Finally, the inverse laplace transform is taken.  

Thus, the exact or numerical solution of the given equation is obtained. 

 

6. Applications 

 

In this section, we have solved the three differential-

algebraic equations (DAEs) with the the Laplace-Padé series 

method (LPSM). 

1. We consider the following linear differential-algebraic 

equation [15]: 

1 1 3 4

2

2 1 2 3 4

3 2

3 1 2 3

1 2 3 4

0,

0,

0,

0,

y y xy y

y y y x y xy

y x y x y y

xy y xy y

    

     

    

   

                 (13)                                                   

and initial values 

   

   

1 3

2 4

0 0 1,

0 0 0,

y y

y y

 

 
 

The exact solution is 

   

   

   

   

1

2

3

4

exp ,

exp ,

exp ,

exp .

y x x

y x x x

y x x

y x x x

 

 





 

From initial values, the solutions of (13) can be supposed as 

   

   

   

   

1 0,1 1 1 1

2 0,2 2 2 2

3 0,3 3 3 3

4 0,4 4 4 4

1

1

y x y a x y x a x

y x y a x y x a x

y x y a x y x a x

y x y a x y x a x

    

   

    

   

      (14) 

Substitute (14) into (13) and neglect higher order terms, we 

have 

 

 

 

   

1

2

3

2

2 4

1 0

1 0

1 0

2 0

a O x

a O x

a O x

a a x O x

  

  

  

   

                      (15)                                                                           

These formulas correspond to (6). The linear equation 

corresponding to (7) and (8) can be given as: 

ℳ𝑎 = 𝒩                                                          (16)                                                                                

Where 

ℳ = (

1 0 0 0
0 1 0 0
0 0 1 0
0 −1 0 −1

), 𝒩 

1

1

1

0

 
 
 
 
 
 
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1

2

3

4

a

a
a

a

a

 
 
 
 
  
 

                                            (17) 

From equation (16), we have linear equation 

 

1

2

3

4

1 0 0 0 1

0 1 0 0   1

0 0 1 0   1

0 1 0 1 2

a

a

a

a

    
    
     
    
           

            (18)                                                                                    

 

Solving equation (18), we have 

1

  1

  1

  1

a

 
 
 
 
 
 

                                                     (19)                                                                                                                   

and 

 

 

 

 

1

2

3

4

1 ,

,

1 ,

.

y x x

y x x

y x x

y x x

 



 



                                         (20)                                                                                                 

From (17) the solutions of (13) can be supposed as 

 

 

 

 

2

1 1

2

2 2

2

3 3

2

4 4

1

1

.

y x x a x

y x x a x

y x x a x

y x t a x

  

 

  

 

                             (21)                                                                                            

In like manner, substitute (18) into (13) and neglect higher 

order terms, then we have 

   

   

   

   

2

1

2

2

2

3

2 3

2 4

2 1 0

2 2 0

2 1 0

0.

a x O x

a x O x

a x O x

a a x O x

  

  

  

   

                 (22)                                                                                   

Where 

ℳ = (

2 0 0 0
0 1 0 0
0 0 2 0
0 −1 0 −1

),  𝒩 = (

1
−1
1
0

),  

1

2

3

4

a

a
a

a

a

 
 
 
 
  
 

                                                        

 

from (19) we have linear equation 

1

2

3

4

2 0 0 0   1

0 1 0 0 1

0 0 2 0   1

0 1 0 1   0

a

a

a

a

    
    

     
    
          

                (23)                                                                          

 

Solving equation (23), we have 

  0.5

1
.

  0.5

  1

a

 
 
 
 
 
 

                                                     (24)                                                                                                               

Therefore 

 

 

 

 

1

2

2

3

2

4

1

1 0.5

y x x

y x x

y x x x

y x x x

 



  

 

                                  (25)                                                                                       

 

Repeating above procedure we have 

 

 

 

 

2 3 4

1

3 4
2

2

2 3 4

3

3 4
2

4

1 ,
2 6 24

,
2 6

1 ,
2 6 24

.
2 6

x x x
y x x

x x
y x x x

x x x
y x x

x x
y x x x

    

   

    

   

                 (26)                                                                                 

Then, Laplace transformation is applied to (26) 
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 

 

 

 

1 2 3 4 5

2 2 3 4 5

3 2 3 4 5

4 2 3 4 5

1 1 1 1 1
,

1 2 3 4
,

1 1 1 1 1
,

1 2 3 4
.

L

L

L

L

y s
s s s s s

y s
s s s s

y s
s s s s s

y s
s s s s

    

   

    

   

 

 and then 
1

x
 is written in place of 𝑠.  

2 3 4 5

1

2 3 4 5

2

2 3 4 5

3

2 3 4 5

4

1
,

1
2 3 4 ,

1

1
2 3 4 .

L

L

L

L

y x x x x x
x

y x x x x
x

y x x x x x
x

y x x x x
x

 
     

 

 
    

 

 
     

 

 
    

 

 

Afterwards, Padé approximant of order  2 / 2  is applied  

𝑦1,[2,2](𝑥) =
𝑥

1 + 𝑥
,              

𝑦2,[2,2](𝑥) =
𝑥2

𝑥2 + 2𝑥 + 1
,

𝑦3,[2,2](𝑥) =
𝑥

1 − 𝑥
,              

𝑦4,[2,2](𝑥) =
𝑥2

𝑥2 − 2𝑥 + 1
,

 

 

and 
1

s
 is written in place of x  for each variable 

 

 

1,[2/2]

2,[2/2] 2

3,[2/2]

4,[2/2] 2

1 1
,

1

1 1
,

1

1 1
,

1

1 1
.

1

y
s s

y
s s

y
s s

y
s s

 
 

 

 
 

  

 
 

 

 
 

  

 

 

Finally, by using the inverse Laplace transformation,  

   

   

   

   

1

2

3

4

exp ,

exp ,

exp ,

exp .

y x x

y x x x

y x x

y x x x

 

  



 

 

We obtain the exact solution for (13). 

 

2. We consider the following linear differential-algebraic 

equation[15]: 

 

1 1 2 1 2

2

2 1 2 2

1 1 2 1 2

2 2

2 1 2 2

2

1 2

2 ,

,

,

,

1.

y y y z z

y y y z

z y y z z u

z y y z u

y y

 

  

  

  



            (27)                                                        

and initial values 

   

   

 

1 2

1 2

0 0 1,

0 0 1,

0 1.

y y

z z

u

 

 



 

where prime denotes derivative with respect to x. 

Applying the above method to Equation (27) 

 

 

 

 

 

2 3 4

1

2 3 4

2

2 3 4

1

2 3 4

2

2 3 4

4 2
1 2 2 ,

3 3

1 1 1
1 ,

2 6 24

4 101
1 2 2 ,

3 174

1 1 59
1 ,

2 6 696

1 1 25
1 .

2 174 58

y x x x x x

y x x x x x

z x x x x x

z x x x x x

u x x x x x

    

    

    

    

    

      (28)                                                                       

Then, Laplace transformation is applied to (28) and then 
1

x
 is 

written in place of s  . Afterwards, Padé approximant of order 

 2 / 2  is applied and 
1

s
 is written in place of x  for each 

variable. Finally, by using the inverse Laplace transformation, 

we obtain the exact solution for (27). 
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   

   

   

   

   

1

2

1

2

exp 2 ,

exp ,

exp 2 ,

exp ,

exp .

y x x

y x x

z x x

z x x

u x x



 



 



                                     (29)                                                                                              

 

3.  Physical Problem 

 

Consider the linear circuit given in Figure 1. The modified 

nodal analysis leads directly to the system  

 

 
 

 Fig. 1. Linear circuit with a time-dependent capacitance. 

 

1 1

2 1 2 2

1

2

( ) ( )1 1

0 1

0 0 ( ) ( ) ( ) ( )

0 0 ( ) 0

0 0 1 ( ) 0

0 1 0 ( ) ( )

B t k t

B t k t B t k t

H k t

k t

j t W t

   
  

  
    

    
    

     
    
    

       (30)           

Choosing 

1 2( ) 1 0.25(sin( ) cos( )),   B 1,   H 2B t t t    

                                                                               

(31) 

And input voltage 

( ) 4sin( ) 0.25sin(2 ).W t t t                    (32)                                                                                           

Substitute equation (31) and (32) into equation (30), we can 

get the following 

               

     

     

1 1 2

1 2

2

2 0.25 cos sin 2 0.25 cos sin 0,

0,

4sin 0.25sin 2

t t k t t t k t k t

k t k t j t

k t t t

             

    

 

                                                                               

(33) 

Exact solution of equation (33) is 

     

     

       

1

2

sin cos ,

4sin 0.25sin 2 ,

3cos 0.5cos 2 sin

k t t t

k t t t

j t t t t

 

 

  

 

For the consistent initial values 

     1 20 1, 0 0, 0 3.5.k k j    

Equation (33) is form of equation (1).  

Applying the above method to equation (33), we have 

 

 

 

2 3 4

1

3

2

2 3 4

1 0.5 0.1666666667 0.04166666667 ,

4.5 ,

3.5 2.5 0.1666666667 0.4583333333 .

k t t t t t

k t t t

j t t t t t

    

 

    

                                                                               

(34) 

Then, Laplace transformation is applied to (34) and then 
1

t
 is 

written in place of 𝑠. Afterwards, Padé approximant of order 

 2 / 2  is applied and 
1

s
 is written in place of t  for each 

variable. Finally, by using the inverse Laplace transformation,  

we obtain the exact solution for (30). 

     

     

       

1

2

sin cos ,

4sin 0.25sin 2 ,

3cos 0.5cos 2 sin .

k t t t

k t t t

j t t t t

 

 

  

  

 

Conclusion  

 

This work presented Laplace-Padé series method as a 

combination of the classic series method and method based on 

the Laplace and Padé series. By solving three problems, we 

presented the Laplace-Padé series method as a useful tool with 

high potential to solve linear/non-linear differential-algebraic 

equations. The Laplace-Padé Series Method(LPMS) is used for 

rapid convergence of solutions or to find exact solutions. The 

proposed method possesses a straightforward procedure, 

suitable for science and engineers. The method presented in 

our next work will be applied to different problems modeled 

as linear and non-linear differential-algebraic equations 

(DAEs). 
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A B S T R A C T  A R T I C L E  I N F O  

Erzurum cheese halva is a traditional food registered with a geographical indication with 

its own taste and flavor, which is produced with saltless fresh civil cheese, fresh cream 

and flour mixture. This study was conducted to investigate the changes in the physical, 

chemical and microbiological properties of Erzurum cheese halva in different packaging 

and storage tempareture. The produced cheese halva samples were stored for two months 

in two different packaging methods (aerobic and vacuum packaged) and at three 

different storage temperatures (room temperature, +4℃ and -18℃). Some 

microbiological, chemical, physicochemical and sensory analysis of cheese halva 

samples were investigated during storage period. Furthermore, the dry matter, ash, 

protein, fat, salt and aw contents of cheese halva samples were determined on the 0th 

day of storage. The most obvious sign of deterioration were moldiness on aerobic 

packaged samples both the room temperature and +4℃ stored, and they were spoiled on 

the10th and 15th day of storage, respectively. It was observed that the acidity has 

increased and consumability has decreased in vacuum packaged samples stored at +4°C. 

Although neither chemical nor microbiological deterioration occurred in the vacuum 

packaged cheese halva samples stored on -18°C, negatively affects in the fibrous 

structure of the product and reduces the overall acceptability of the product. For this 

reason, future studies must be carried out that is necessary to search for more suitable 

packaging methods (e.g. modified atmosphere packaging) to protect the product's typical 

textural structure during the shelf life. 
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1. Introduction

Natural and economic conditions, religion, culture and 

traditions are effective in changing the foods consumed in 

human nutrition from country to country. [1-2]. The 

identification of a particular origin is a necessary but not 

sufficient condition to classify a product as traditional; thus, 

only some local products can be considered traditional. In this 

regard, traditional food products are defined as those 

“frequently consumed or associated with specific celebrations 

and/or seasons, transmitted from one generation to another, 

made in a specific way according to gastronomic heritage, 

naturally processed, and distinguished and known because of 

its sensory properties and associated with a certain local area, 

region or country”[3-4]. 

Throughout Türkiye, each region, steeped in rich cultural and 

historical heritage, and boasting diverse geographical and 

ecological landscapes, embraces a plethora of traditional 

culinary delights. In Türkiye, the recognition of many 
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traditional foods is limited to the rural regions where they are 

produced. Consequently, due to urbanization, awareness of 

these foods is gradually diminishing among younger 

generations, leading to insufficient utilization of these 

traditional products, which possess significant potential for 

added value [5-6]. 

"Erzurum cheese halva," bearing a protected geographical 

indication, is a traditional delicacy exclusive to the Erzurum 

province. It was officially recognized as a geographical 

indication within the "Bakery and pastry products, pastries, 

desserts" category on July 16, 2021. This savory halva is 

prepared in copper boilers, using Erzurum civil cheese, wheat 

flour or whole wheat flour, milk cream, and salt. Its production 

is primarily concentrated during the summer months when 

milk is plentiful. Referred to as "hores" in the region, Erzurum 

cheese halva distinguishes itself with its fibrous texture, 

attributed to the usage of fresh and unsalted civil cheese [7-8]. 

Erzurum cheese halva is mostly produced in villages and 

consumed by households. Furthermore, a small portion of 

Erzurum cheese halva production is undertaken by select 

businesses within the city, catering to the local market 

demand. Although cheese halva is known in Erzurum 

province of Türkiye, it is not well known throughout the 

country. There are many products called cheese halva made 

with cheese in various regions of Türkiye. Erzurum cheese 

halva stands apart from other cheese halvas due to its distinct 

lack of sweetness, as it contains no sugar. This unique 

characteristic extends to both its ingredients and preparation 

methods 

Erzurum civil cheese, one of the main ingredients of cheese 

halva, is a local cheese produced from skim milk.. This 

product obtained a geographical indication certificate under 

the name "Erzurum civil cheese" in 2009. It is a local product 

with a salt-free, fat-free/low-fat, produced from cows' milk fed 

on the high-altitude pastures of Erzurum province [9]. The 

fibrous structure of Erzurum cheese halva is the most 

important textural feature of this product. For this reason, the 

civil cheese to be used in the production of cheese halva is not 

salted and is asked to be kept in the hanger for a longer time 

to gain a more fibrous structure and release its water 

thoroughly. In addition, the temperature at which the cheese 

is added into the halva is of great importance in order to form 

the desired fibrous structure in the cheese halva. 

It is stated that standard production method cannot be 

provided in traditional products, new technologies cannot be 

used, capacities cannot be increased much and high efficiency 

cannot be achieved [10]. Due to the fact that the production of 

Erzurum cheese halva does not use standard production 

methods and does not provide hygienic conditions, there are 

differences in the colour, taste, smell and aroma of the 

product, which leads to negative effects on the quality of the 

product. On the other hand, the packaging used in cheese 

halva sold in the market negatively affects the consumer's 

perception that the product does not protect the quality 

parameters, thus reducing the interest in the product. It is very 

important to determine an appropriate packaging method that 

will preserve the quality parameters, extend its shelf life and 

increase its appeal of traditionally produced Erzurum cheese 

halva during storage. 

The geographical indication registration certificate of 

Erzurum cheese halva is states that the product should be 

stored at +4℃ for a maximum of 10 days, and if longer storage 

is required, it should be frozen. However, they are offered for 

sale in the market under different packaging and storage 

conditions. For this reason, there is a need to standardize the 

packaging method and storage temperature that better 

preserve the microbial and textural properties of cheese halva 

during storage. In this study, the effects of different packaging 

methods and storage conditions of Erzurum cheese halva on 

the quality characteristics of the product were investigated. In 

addition, some chemical and microbiological properties of 

cheese halva obtained from the market were determined and 

compared with experimentally produced cheese halva. 

2. Materials and methods  

2.1. Materials 

The cheese and cream used in production were provided by 

Atatürk University, Food and Livestock Application and 

Research Center. 

In the production of halva, daily fresh cream, wheat flour and 

unsalted civil cheese, which was kept for about 4 hours after 

production to gain the desired stringiness (fibrousness) were 

used. 

2.2. Methods 

Erzurum cheese halva production was made based on the 

procedure obtained as a result of interviews and preliminary 

tests with local businesses and village producers (Figure 1). 
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Figure 1. Production flow chart of Erzurum cheese halva 

 

In order to determine the general properties of the produced 

Erzurum cheese halva, dry matter, ash, aw, protein, fat and salt 

analyses were performed on 0th day. The produced fresh 

cheese halva samples was packed under normal atmosphere 

and vacuum packaged. Packaged cheese halva samples were 

stored at -18±1ºC, 4±1ºC and room temperature (24±1ºC) for 

60 days. Microbiological, chemical, physicochemical and 

sensory analyzes of the samples were performed on the 0th, 

5th, 10th, 15th, 30th, 45th and 60th days of storage. 

In addition, cheese halvas sold in local markets in Erzurum 

were collected and some microbiological, chemical and 

physicochemical analyzes were performed. 

2.3. Microbiological analyses 

To determine the microbial quality of experimentally 

produced Erzurum cheese halva samples; total mesophilic 

aerobic counts (TMAB), total psychrophilic aerobic bacteria 

count (TAPB), lactic acid bacteria counts(LAB), coliform 

bacteria counts and total yeast and mold counts were 

determined on specific days of storage during storege the 

halvas at room, +4℃ and -18℃ temperature. TMAB, TPAB, 

LAB, yeast and mold counts were determined as log cfu/g 

using Plate Count Agar (PCA, Merck) (48 hours at 37℃), 

PCA (10 days at 7℃), de Man Rogosa and Sharpe (MRS, 

Merck) Agar (48 hours at 37℃, anaerobic conditions (5% 

CO2)), Rose Bengal Chloramphenicol (RBC, Merck) Agar (5 

days at 20℃) culture media, respectively. In addition, the 

coliform group bacterial count of cheese halva samples 

obtained from local markets was determined using Violet Red 

Bile Agar (VRBA, Merck) (24 hours at 35-37℃) [11-12]. 

2.4. Chemical and physicochemical analyses 

Dry matter and ash (gravimetric method), protein (micro-

Kjeldahl method) and titratable acidity (% lactic acid) of 

Erzurum cheese halva samples were determined using the 

AOAC (2007) standard method [13]. Fat determination was 

made using the Van Gulik method [14]. The salt content of 

cheese halva samples was calculated using the Mohr method 

[15]. 

The aw values and the color values of Erzurum cheese halva 

samples were determined using a water activity device 

(Aqualab 4TE, USA) and a color measuring device, 

respectively. (Konica Minolta CR-400, Osaka, Japan). In 

color measurement, measurements were taken at 3 different 

points on the cross-sectional surface of the cheese halva; L* 

(L*=0, black; L*=100, white; brightness/darkness); a* (+a* = 

red, -a*= green; redness/greenness) and b* (+b*= yellow, -

b*= blue; yellowness/blueness) values were made three-

dimensional measurements [16-17]. 

2.5. Sensory analyses 

Sensory analysis was conducted by 7 panelists (between 25 

and 55 age) in the Food Hygiene and Technology Department 

of Atatürk University, Erzurum, Turkey. The panelists were 

selected based on their interest, non-smoker and non-food 

allergic. Samples (15-20 g portions) were served in a plate 

along with bread and water. Plates were labelled with one-

digit random codes. Each sample was evaluated using the 

hedonic scale (1-9) anchored on the left with ‘dislike 

extremely’ and on the right with ‘like extremely’. Sensory 

evaluation was based on color, appearance, structure, 

taste/odor and general acceptability. The panelists were asked 

to evaluate the cheese halvas in terms of quality criteria and to 

indicate in writing the defects that caused the cheese halvas to 

decrease in score. 

2.6. Statistical analysis 

It was carried out using the IBM SPSS Statistics 20.0 package 

program according to variance analysis (ANOVA) method. 

Mean values were considered significant at p<0.05 using the 

Duncan multiple comparison method. 

3. Results and Discussion 

Some chemical and physicochemical analysis results of 

Erzurum cheese halva samples after production were given in 

Table 1. Erzurum cheese halva is an important food for human 

nutrition because it contains high amounts of protein and fat 

[18]. 

Table 1. Some chemical and physicochemical analysis results of Erzurm cheese halva samples 
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Parameters Mean±SD Parameter Mean±SD 

Dry matter (%) 76.41±4.53 Protein (%) 16.25±1.18 

Ash (%) 1.81±1.56 Fat (%) 28.85±3.15 

aw 0.946±0.016 Salt (%) 1.17±0.12 

The TMAB, TPAB, LAB and total mould-yeast counts of 

Erzurum cheese halva samples varied between 4.37-5.83, 

1.71-4.17, 4.35-6.76 and 3.23-4.81 log cfu/g, respectively 

during of 60 days storage at different temperature (Table 2). 

There was a significant increase in the TAMB, TAPB, LAB 

and yeast/mould counts of experimentally produced cheese 

halva during storage period at +4℃ and room temperature, 

both air and vacuum packing (p<0.05). When the microbial 

counts of samples differently packaged at the same 

temperature were examined, it was determined that vacuum 

packaging extended the shelf life of the product. It had no 

effect on the storage time of cheese halva stored at -18℃ 

(Table 2). 

The results of the chemical and physicochemical analyses of 

Erzurum cheese halva during the storage period are given in 

Table 3. The dry matter content, fat content, pH, titratable 

acidity, and aw values of the analyzed samples varied between 

74.16 -79.98 g/100 g, 22.50-30.50 g/100 g, 3.55-5.55, 0.22-

0.42 g/100 g, 0.9329-0.9616, respectivly during of 60 days 

storage at diffrent temperature. 

 

  

Table 2. Microbiological properties of Erzurum cheese halva samples during the storage period (log cfu/g) 

 

Packaging- 

Storage 

temperature 

Storage time (day) 

1 5 10 15 30 45 60 

TAMB 

-18 VP 4.47±0.27 4.52±0.08c 4.54±0.20c 4.15±0.12c 4.58±0.12b 4.54±0.05a 4.39±0.06 

-18 AP 4.52±0.15 
4.64±0.14b

c 
4.59±0.38c 4.28±0.23c 4.65±0.10b 4.60±0.06b 4.46±0.10 

+4 VP 4.37±0.20 
4.73±0.29b

c 

4.85±0.14b

c 
5.17±0.02b 5.06±0.17a 5.24±0.13a  

+4 AP 4.45±0.12 
4.80±0.01b

c 
5.16±0.02b 5.83±0.16a    

RT-VP 4.56±0.16 4.88±0.07b 5.65±0.18a     

RT-AP 4.73±0.28 5.52±0.20a      

p  *** *** *** ** ***  

TAPB 

-18 VP 1.71±0.22 1.88±0.06b 
2.45±0.36b

c 
2.28±0.06d 2.33±0.10b 2.78±0.15b 3.00±0.09 

-18 AP 1.86±0.10 1.86±0.10b 2.95±0.10a 2.58±0.25c 2.45±0.36b 2.80±0.14b 3.05±0.17 

+4 VP 1.79±0.21 2.12±0.38b 3.88±0.12a 3.95±0.19b 3.72±0.45a 3.24±0.10a  

+4 AP 1.89±0.05 2.75±0.28a 3.11±0.19a 4.17±0.10a    

RT-VP 1.83±0.14 2.02±0.20b 2.18±0.05b     

RT-AP 1.88±0.07 2.05±0.26b      

p  ** *** *** ** *  

LAB  

-18 VP 4.85±1.18 4.72±0.29b  4.85±0.14c 4.84±0.31c 4.72±0.37b 4.84±0.24b 5.10±1.48 

-18 AP 4.93±1.56 4.63±0.37b 4.79±0.48c 4.72±0.33c 4.86±0.24b 4.80±0.13b 4.94±0.59 

+4 VP 4.82±1.10 4.78±0.42b 
5.84±0.54a

b 
6.32±0.12a 6.56±0.93a 5.25±0.86a  

+4 AP 4.35±3.19 4.68±0.25b 5.66±0.10b 5.95±0.44b    

RT-VP 4.73±2.61 4.92±0.31b 6.18±0.25a     

RT-AP 4.89±1.18 5.54±0.10a      

p  ** *** *** ** **  

Total 

Mould/ 

Yeast  

-18 VP 3.27±0.12 3.23±0.10d 3.32±0.16b 3.69±0.27b 3.32±0.16 4.21±0.11b 4.39±0.06 

-18 AP 3.31±0.13 3.35±0.09d 3.41±0.05b 3.42±0.06b 3.41±0.05 4.25±0.08b 4.46±0.10 

+4 VP 3.30±0.10 
3.48±0.07c

d 
3.59±0.08b 3.60±0.16b 3.59±0.08 4.81±0.42a   
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+4 AP 3.36±0.09 
3.71±0.18b

c 
4.35±0.19a 4.20±0.36a    

RT-VP 3.40±0.24 3.89±0.30b 4.41±0.20a     

RT-AP 3.56±0.22 4.35±0.19a      

p  *** ** **  **  

-18 VP: vacuum packaging and -18 AP: aerobic packaging Erzurum cheese halva stored at -18℃; +4 VP: vacuum packaging 

and +4 AP: aerobic packaging Erzurum cheese halva stored at +4℃; RT-VP: vacuum packaging and RT-AP: aerobic packaging 

Erzurum cheese halva stored at room temperature 

*: in the same column indicates significant differences (*:p<0.05; **:p<0.01; ***:p<0.001) between different packaging 

methods and storage temperature Erzurum cheese halva for each parameter at fixed storage time. 

 

It was observed that acidity increased and consumability 

decreased in the vacuum-packed samples stored at +4°C. The 

LAB counts of the vacuum packaged samples than the 

aerobically packaged samples showed a greater increase 

during the storage period, but a decrease occurred in the 

vacuum packaged sample after the 30th day of storage. There 

was a decrease in the counts of LAB due to the increase in 

acidity in the cheese halva samples. Similarly, was reported in 

the study by Akarca et al., (2015) [19] study comparing 

different packaging methods for cheese, they reported that the 

acidity in vacuum-packaged samples increased after a certain 

day of storage. 

Physical, chemical and microbiological hazards in traditional 

foods; it can also occur during packaging and storage stages 

besides manufacturing stage [20]. No study was found in the 

literature reviews to determine the effect of packaging method 

and storage temperature will affect on the microbiological, 

chemical and sensory properties of Erzurum cheese halva. 

However, it has been reported that the packaging method and 

storage time affect the microbiological, chemical and sensory 

properties of the Erzurum Civil Cheese, one of the main 

components of Erzurum cheese halva [21]. Moreover, it is 

stated that vacuum packaging is one of the effective 

preservation methods in preserving the microbiological 

quality and sensory properties of the civil cheese [21-22]. 

 

 

Table 3. The chemical and physicochemical properties of Erzurum cheese halva samples during the storage period 

 

Packaging- 

Storage 

temperature 

Storage time (day) 

1 5 10 15 30 45 60 

p
H

 

-18 VP 
3.55±0.15

b 

4.13±0.15

c 

4.22±0.07

d 

4.49±0.04

b 

4.56±0.09

c 

4.68±0.04

c 

4.86±0.10

b 

-18 AP 
3.93±0.14

a 

4.19±0.08

c 

4.35±0.10

dc 

4.68±0.24

b 

4.80±0.14

b 

4.93±0.11

b 

5.10±0.05

a 

+4 VP 
3.87±0.33

ab 
4.53±.13b 

4.53±0.28

c 

5.18±0.08

a 

5.32±0.06

a 

5.55±0.09

a 
 

+4 AP 
3.90±0.16

a 

4.56±0.12

b 

5.14±0.04

b 

5.44±0.26

a 
   

RT-VP 
3.72±0.12

b 

4.57±0.16

b 

5.32±0.07

ab 
    

RT-AP 
3.68±0.18

b 

4.75±0.05

a 
     

p * ** *** *** *** *** * 

T
it

ra
ta

b
le

 A
ci

d
it

y
 (

%
 

L
A

) 

-18 VP 0.22±0.05 
0.23±0.02

c 

0.24±0.01

d 

0.25±0.01

d 

0.28±0.02

b 

0.31±0.01

b 
0.31±0.02 

-18 AP 0.27±0.05 
0.24±0.03

c 

0.23±0.02

dc 

0.24±0.01

bc 

0.28±0.02

b 

0.42±0.04

a 
0.34±0.02 

+4 VP 0.24±0.02 
0.26±0.02

bc 

0.27±0.02

bc 

0.29±0.03

b 

0.33±0.03

a 

0.34±0.06

b 
 

+4 AP 0.22±0.04 
0.28±0.03

ab 

0.29±0.03

b 
    

RT-VP 0.27±0.03 
0.29±0.03

ab 

0.33±0.02

a 

0.36±0.04

a 
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RT-AP 0.25±0.04 
0.32±0.04

a 
     

p  ** *** *** * **  

aw
 

-18 VP 
0.9511±0.

03 

0.9329±0.

01 

0.9477±0.

05 

0.9614±0.

01 

0.9549±0.

04 

0.9417±0.

52 

0.9488±0.

01 

-18 AP 
0.9396±0.

02 

0.9624±0.

04 

0.9495±0.

05 

0.9581±0.

04 

0.9432±0.

06 

0.9416±0.

11 

0.9442±0.

03 

+4 VP 
0.9495±0.

03 

0.9392±0.

03 

0.9537±0.

02 

0.9445±0.

18 

0.9461±0.

03 

0.9448±0.

01 
 

+4 AP 
0.9468±0.

05 

0.9429±0.

09 

0.9462±0.

07 

0.9409±0.

23 
   

RT-VP 
0.9584±0.

42 

0.9616±0.

08 

0.9445±0.

03 
    

RT-AP 
0.9463±0.

07 

0.9599±0.

01 
     

D
ry

 M
at

te
r 

(%
) 

-18 VP 
79.51±4.8

3 

78.91±1.7

9 

79.44±1.0

8a 

79.98±2.1

5 

76.13±1.4

1 

77.81±0.8

2 

78.78±1.1

0 

-18 AP 
78.25±2.7

3 

75.76±0.6

0 

74.78±0.3

1bc 

76.77±2.4

1 

74.71±4.6

3 

74.33±2.7

3 

74.32±1.3

9 

+4 VP 
77.31±2.1

3 

79.35±1.3

3 

76.44±1.3

6b 

75.60±4.5

3 

79.16±0.5

2 

76.28±0.8

5 
 

+4 AP 
76.23±5.2

7 

74.45±6.2

7 

74.99±0.4

6c 

74.16±4.0

2 
   

RT-VP 
78.14±2.3

0 

76.57±1.3

3 

75.54±0.6

6b 
    

RT-AP 
76.64±3.8

7 

75.15±9.4

6 
     

F
at

 

(%
) 

-18 VP 
27.50±1.7

1 

26.50±0.7

1 

29.50±0.7

1 

30.50±2.1

2 

27.50±2.1

2 

29.50±0.7

1 

28.00±1.4

1 

-18 AP 
26.75±1.0

6 

26.00±2.8

3 

27.00±1.4

1 

29.50±0.7

1 

27.50±0.7

1 

28.50±0.7

1 

29.50 

±1.41 

+4 VP 
27.00±1.4

1 

29.00±1.4

1 

29.00±1.4

1 

29.00±2.8

3 

29.00±1.4

1 

30.05±1.4

8 
 

+4 AP 
22.50±4.9

5 

30.50±2.1

2 

31.00±5.6

6 

26.50±0.7

1 
   

RT-VP 
26.50±3.5

4 

26.50±0.7

1 

27.00±1.4

1 
    

RT-AP 
27.00±10

41 

28.50±2.1

2 
     

-18 VP: vacuum packaging and -18 AP: aerobic packaging Erzurum cheese halva stored at -18℃; +4 VP: vacuum packaging 

and +4 AP: aerobic packaging Erzurum cheese halva stored at +4℃; RT-VP: vacuum packaging and RT-AP: aerobic packaging 

Erzurum cheese halva stored at room temperature 

* in the same column indicates significant differences (*:p<0.05; **:p<0.01; ***:p<0.001) between different packaging 

methods and storage temperature Erzurum cheese halva samples for each parameter at fixed storage time. 

 

The change in color values of Erzurum cheese halva over the 

storage period is detailed in Table 4. According to TPE (2021) 

[7], Erzurum cheese halva should be made available for sale 

in quantities matching demand and packaged in accordance 

with established food packaging standards. In the meantime, 

it has also been stated that it should be stored at +4°C for a 

maximum of 10 days, and if longer storage is necessary, it 

should be stored by freezing. In our research, the primary 

factors contributing to the degradation of aerobically 

packaged cheese halva samples stored at room temperature 

and +4℃ are mold growth and color deterioration. Mold 

development not only impacts the appearance but also 

compromises the aroma of the product.
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Table 4. Color parameters of Erzurum cheese halva samples during the storage period 

 

Packaging- 

Storage 

temperature 

Storage time (day) 

1 5 10 15 30 45 60 

L* 

-18 VP 42.26±0.20 44.90±1.45 45.43±3.14 49.21±1.91 50.96±2.54 51.81±4.66 52.09±2.70 

-18 AP 42.29±0.29 44.78±2.21 46.12±0.72 50.36±4.44 51.11±1.95 52.11±3.95 52.78±3.75 

+4 VP 42.58±0.35 43.45±1.71 45.08±1.18 50.21±1.91 56.01±3.45 58.68±3.88  

+4 AP 42.19±0.02 45.00±2.86 48.11±0.27 50.85±2.52    

RT-VP 42.18±1.05 45.33±2.02 49.27±0.31     

RT-AP 41.99±1.36 47.56±1.47      

a* 

-18 VP 6.05±0.09 7.02±0.15 7.65±0.39 7.90±0.34 7.34±0.30 7.01±1.42 6.67±0.30 

-18 AP 6.01±0.17 7.12±0.09 7.62±2.34 7.92±0.26 7.13±0.43 6.89±1.29 6.49±0.33 

+4 VP 6.08±0.70 7.33±0.11 7.62±0.56 7.86±2.16 7.22±0.10 6.79±2.20  

+4 AP 6.17±0.37 7.37±0.42 7.75±1.09 7.95±0.13    

RT-VP 6.09±0.27 7.38±0.05 7.70±0.25     

RT-AP 6.02±0.72 7.49±0.08      

b* 

-18 VP 23.21±0.10 24.04±0.32 24.94±0.80 25.35±0.65 24.66±0.39 24.41±0.43 24.13±0.80 

-18 AP 23.32±0.29 24.24±1.21 24.95±0.23 25.29±0.52 24.70±2.37 24.17±1.26 24.04±0.22 

+4 VP 23.30±0.10 24.06±0.18 25.10±0.28 25.13±0.49 24.31±0.86 24.16±0.76  

+4 AP 23.53±0.64 24.49±1.27 24.74±0.54 25.02±0.90    

RT-VP 23.46±0.02 24.22±1.59 24.70±0.24     

RT-AP 23.55±0.13 24.11±0.57      

-18 VP: vacuum packaging and -18 AP: aerobic packaging Erzurum cheese halva stored at -18℃; +4 VP: vacuum packaging 

and +4 AP: aerobic packaging Erzurum cheese halva stored at +4℃; RT-VP: vacuum packaging and RT-AP: aerobic packaging 

Erzurum cheese halva stored at room temperature 

 

The results of the sensory analyses of Erzurum cheese halva 

made in the storage period are given in Figure 2. 

Erzurum cheese halva has a fibrous structure due to the fresh 

and unsalted nature of Erzurum civil cheese. The cheese in the 

halva displays a uniformly stringy texture and readily 

disintegrates upon tasting, creating a pleasant mouthfeel. [7]. 

In sensory tests conducted to determine the effect of storage 

temperature and packaging on cheese halvas, panelists scored 

the appearance and structure properties of vacuum-packaged 

samples lower than aerobic packaged samples. Vacuum 

packaging negatively affects the fibrous structure of the 

product and reduces the overall acceptability of the product.  

While vacuum packaged Erzurum Cheese Halva was not liked 

by the panelists, Cambaztepe et al. (2009) [21] reported that 

vacuum packaged civil cheese samples were preferred by 

consumers. When civil cheese is vacuum packaged, there is 

no change in the structure of the cheese. However, during the 

production of Erzurum cheese halva, civil cheese transforms 

into a thinner fibrous structure, and the vacuum packaging 

process negatively affects this distinct fibrous structure. This 

situation causes negative perception in consumer preference. 

Vacuum packaging is a method often used to prevent 

moldiness in products [23]. In our study, it was not observed 

moldiness in vacuum-packaged samples. However, the most 

obvious cause of deterioration in vacuum packaged products 

stored at room temperature and +4℃ was determined to be 

acidification. However, although no microbial deterioration 

was observed in vacuum-packed cheese halva samples at -

18℃, some changes in their textural properties were observed. 

Our results showed that vacuum packaging can't guarantee the 

complete acceptability of the product for the consumer. 
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Figure 2. Changesin the sensory parameters of Erzurum cheese halva samples during the storage period 

The results of the chemical, physicochemical and 

microbiological analyses of cheese halvas obtained from the 

market are given in Table 5 and 6. 

When the microbiological analysis results of the 

experimentally produced cheese halva samples and the cheese 

halvas sold in the local markets were examined, it was found 

that both the TAMB and yeast/mould counts were higher in 

the cheese halva samples sold in the local market (Table 2 and 

Table 5). These results show that the necessary hygiene 

conditions are not complied with during the production, 

storage and marketing of Erzurum cheese halva sold in the 

Erzurum local markets. This situation is thought to pose some 

public health risks. Likewise, Urçar Gelen and Ceylan (2020) 

[24] highlighted in their study that Erzurum civil cheese, a key 

ingredient in cheese halva, is often not produced under 

hygienic conditions by local producers. 

The increase in halva diversity has been influenced by the use 

of cheeses produced in different ways in Anatolia [25]. 

Erzurum cheese halva is an important food for human 

nutrition because it contains high amounts of protein and fat 

[20]. It was determined that the dry matter, protein and fat 

contents of the cheese halva samples were high both produced 

experimentally and sold from the Erzurum local market (Table 

1 and Table 6). 

Table 5. Some microbiological analyses results of Erzurum cheese halva samples sold in local markets (log cfu/g) 

Product Code1 A B C D E p 

TAMB 4.47±0.77c 6.99±0.19a 5.64±0.12b 5.24±0.37b 4.00±0.14c ** 

TAPB 3.43±0.02a 3.14±0.41a 2.91±0.02c 3.56±0.01b 2.94±0.01c ** 

Total Mould/ 

Yeast 
3.69±0.09b 4.84±0.23a 4.77±0.15a 3.00±0.44c 2.74±0.04c ** 

Coliform 3.00±0.74a 3.15±1.63a 2.77±0.33a 1.95±0.35b 1.95±0.05b * 

1: Erzurum Cheese Halva which purchased local market is given code. 

p: in the same line indicates significant differences (*:p<0.05; **:p<0.01) between different Erzurum cheese halva for each 

parameter  

 

 

Table 6. Some chemical and physicochemical analyses results of Erzurum cheese halva samples sold in local markets 

Product Code1 A B C D E p 

Dry Matter (%) 85.21±0.68c 87.56±0.13b 78.92±2.21d 89.86±0.11a 89.61±0.66a *** 

Ash (%) 1.52±0.24b 1.55±0.15b 1.45±0.65c 1.92±0.31a 1.85±0.22a ** 

aw 0.87±0.001b 0.87±0.01b 0.94±0.001a 0.77±0.001c 0.67±0.02d *** 

pH 4.48±0.2bc 4.69±0.1ab 4.30±0.5c 4.73±0.1a 4.59±0.1ab ** 

Acidity (% L.A.) 0.077±0.005b 0.072±0.009b 0.12±0.014a 0.066±0.014bc 0.050±0.005c *** 

Protein (%) 10.92±1.31b 13.75±0.94a 11.23±0.35a 14.57±1.24b 13.61±0.57a * 

Fat (%) 35.00±2.0b 44.00±1.50a 28.00±1.50c 44.00±2.00a 36.00±3.00b *** 

Salt (%) 3.44±0.29d 2.29±0.23e 4.45±0.39c 6.88±2.29a 5.74±0.40b *** 

L* 47.74±5.30b 51.44±20.30b 58.49±1.95a 48.74±1.74b 58.18±1.32a * 
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Color 

Parameters 

a* 6.54±0.72bc 5.92±0.68cd 5.23±0.84d 7.62±0.37ab 8.28±0.23a ** 

b* 24.49±0.68b 23.28±2.28b 24.49±1.63b 24.95±0.06b 31.17±0.44a *** 

1: Erzurum cheese halva which purchased local market is given code. 

p: in the same line indicates significant differences (*:p<0.05; **:p<0.01) between different Erzurum cheese halva for each 

parameter  

 

4. Conclusion 

The objective of this study was to determine appropriate 

packaging method and storage temperature for Erzurum 

cheese halva sold in the Erzurum local market. While vacuum 

packaging at -18℃ extends the shelf life of the product, the 

general appearance of the product deteriorates due to vacuum 

packaging, which negatively affects consumer perception. It 

was determined that the fibrous structure, which is the most 

important feature of this traditional product, was preserved in 

the product aerobic packaged at +4℃ storaged. However, it 

was determined that the storage period of the product could be 

maximum 15 days under these conditions. For this purpose, 

studies should be carried out on the suitability of packaging 

methods such as vacuum-packaging, modified atmosphere-

packaging (MAP) and reducing atmosphere-packaging (RAP) 

for the product. 

In future studies, it would be beneficial to investigate 

alternative packaging methods (e.g., modified atmosphere 

packaging) that could potentially preserve the properties of 

this traditional product for a longer period during storage. 
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A B S T R A C T  A R T I C L E  I N F O   

The hydroxypropyl chitosan (HPCH) and hydroxyethyl chitosan (HECH) are multifunctional 

chitosan derivatives with biocompatible and biodegradable properties. Due to their 

hydroxypropyl and hydroxethyl groups, they have water solubility, moisture retention, and 

gelling properties. In this study, the chitosan derivatives HPCH and HECH were obtained in 

two steps alkalisation and etherification. For alkalisation, chitosan was kept in an alkaline 

medium at -  hours by 

mixing alkaline chitosan with propylene oxide and ethylene oxide separately in a pressure 

reactor. The structures of the obtained HPCH and HECH were characterised by FT-IR, 

1H(13C)-NMR, XRD, and TG analysis methods. Since the degree of deacetylation (DA) of 

chitosan is 75-85%, the chitosan units contain N-acetyl (-N-(CO)-CH3)) groups in addition to -

NH2 functional groups. When the 1H(13C)-NMR spectrum of chitosan was examined, the peak 

value of these acetyl groups was observed at δ1.89 ppm. When the XRD spectra were examined, 

it was observed that the strong peak in chitosan at 2θ=20° was weakened in HPCH and HECH. 

In addition, the thermal stability of HPCH and HECH was found to be higher than chitosan in 

TG analysis. 
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1. Introduction 

Chitosan is a natural cationic biopolymer composed of 

unbranched chains containing both D-glucosamine 

(deacetylated units) and N-acetyl-D-glucosamine (acetylated 

units) randomly linked by β (1-4) glycosidic linkages [1-2]. It 

is obtained by the deacetylation of chitin in some or all acetyl 

groups using an inorganic base at high temperatures and 

concentrations (Figure 1) [3]. Chitosan is an amphiphilic 

natural polysaccharide with excellent physical and biological 

properties, including biocompatibility, biodegradability, and 

non-toxicity [4]. 
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Figure 1. Chemical structure of chitin and chitosan 

 

Chitosan is insoluble in water (pH ~7) due to the presence of 

amino groups (-NH2) in its structure, but soluble in nearly all 

aqueous acidic solutions or mineral acids below pH=6.5 [5]. 

The presence of these groups makes chitosan a cationic 

biopolymer [6]. Its applications are limited due to its poor 

solubility in neutral and basic environments, low porosity, and 

low mechanical properties [7]. Chitosan derivatives are 

obtained by incorporating the reactive amino and hydroxyl 

groups in the structure of chitosan into the structures of 

molecules, i.e. by chemical modification of chitosan. Hence, 

the water solubility, biological activities, and mechanical 

properties of chitosan can be improved [8]. Modification can 

be achieved by physical or chemical processes such as 

grafting, cross-linking, composites, incorporation of 

substituents, etc. [9]. Chitosan and its derivatives are known 

for their biocompatibility [10], biodegradability [11], 

antimicrobial and antioxidant properties [12], and anti-tumor 

activity [13]. They are also hydrophilic, non-toxic, and low-

cost, which makes them suitable for various applications in 

the food industry, biotechnology, biomedical and 

pharmaceutical industries, cosmetics, and tissue engineering 

[11, 14-17]. In addition, the extensive use of chitosan in 3D 

bioprinting applications for tissue regeneration or drug 

delivery systems is currently being investigated [18-19]. 

HPCH a kind of water-soluble functional derivative of CH, is 

obtained by etherification through propylene oxide under 

alkaline conditions [20-21]. It is used in wound dressings, 

medical carriers, and tissue engineering due to its 

biodegradability, non-toxicity, antimicrobial activity, and 

film-forming properties [22-25]. Compared to chitosan, 

HPCH exhibits superior properties in terms of hygroscopicity 

and adsorption [25].  Furthermore, HPCH was found to have 

higher moisture retention and a better antibacterial effect than 

chitosan [26]. As another important chitosan derivative, 

HECH has a multifunctional one that dissolves well in water 

and has biocompatible and biodegradable properties [27].  It 

is obtained by reacting chitosan and ethylene oxide under 

alkaline conditions. 

Within the scope of this study, the chitosan derivatives HPCH 

and HECH were synthesized from chitosan. There are many 

studies about chitosan in the literature, but studies on HPCH 

and HECH, which are important derivatives of chitosan, are 

limited. Therefore, these derivatives were synthesized and 

their structures were characterized by spectroscopic methods 

(FT-IR, XRD, NMR), and the surface morphologies and 

thermal properties were investigated by SEM and DTA-TG 

analysis, respectively. 

2. Materials and methods 

Chitosan (degree of deacetylation 75-85%), Propylene oxide 

(PO, molecular weight 58.07 g/mol), Ethylene oxide (EO, 

molecular weight 44 g/mol), sodium hydroxide (NaOH) 99%, 

hydrochloric acid (HCl) 37%, glacial acetic acid 

(CH3COOH), isopropyl alcohol (IPA), ethanol, methanol and 

acetone were obtained from Sigma Aldrich. All chemicals 

used in this research were of analytical grade. 

2.1. Synthesis of the chitosan derivatives HPCH and 

HECH 

The synthesis of HPCH was carried out according to [28] with 

some modifications. First, for alkalisation, 0.54 g (0.003mol) 

of chitosan was mixed with 10 mL of 40% NaOH and kept at 

-18 oC for 7 days. The alkalised chitosan was then brought to 

room temperature, and 20 mL of IPA was added and stirred 

for 30 minutes. The mixture was placed in a pressure reactor, 

0.94 mL (0.013mol) of PO was added and the reaction was 

carried out at 40oC for 48 hours. After 48 hours the solution 

was brought to room temperature, filtered, and neutralised 

with HCl, and the final solid was washed several times with 

anhydrous ethanol and dried at room temperature. The HPCH 

reaction is shown in Figure 1. 
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Figure 1. Synthesis reaction of HPCH 

 

The synthesis of HECH was carried out according to [28] with 

some modifications. First, 0.50 g (0.003mol) of alkalised 

chitosan and 20 mL of IPA were stirred for 30 minutes. The 

mixture was placed in a pressure reactor, 0.67 mL (0.013mol) 

of EO was added and the reaction was carried out at 40oC for 

48 hours. The solution was brought to room temperature, 

filtered, and neutralised with HCl, and the final solid was 

washed several times with anhydrous ethanol and dried at 

room temperature. The HPCH reaction is shown in Figure 2.  
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Figure 2. Synthesis reaction of   HECH 

 

2.2. Characterization 

The morphology of the samples was characterized using a 

scanning electron microscope (SEM) (JEAL / NEOSCOPE 

JCM-5000) at EHT = 20 kV. Fourier Transform Infrared (FT-

IR) spectra of the samples were recorded from 4000 to 400 

cm-1 using a Perkin Elmer Spectrum 400 infrared 

spectrophotometer with ATR apparatus. 1H(13C)-NMR 

spectra of the samples were recorded at 30 C using a Bruker-

200 MHz Varian spectrometer (90 pulse and 16 scans). The 

samples were dissolved in deuterium oxide (D2O) at a 

concentration of 25-30 mg/600 μL. Chemical shifts were 

reported as ppm and the results were calibrated against the 

residual solvent signal of D2O (δ 4.8 ppm) as an internal 

standard.  X-ray diffraction (XRD) patterns of the samples 

were analyzed using an XRD diffractometer (Philips X'Pert 

PRO) operating with CuKα radiation, the voltage of 40 kV, 

and current of 30 mA at monochromatic radiation (λ=154060 

nm). All samples were scanned from 10 °C to 90 °C at a scan 

speed of 5 2θ /min with a step size of 0.02°. The thermal 

behavior of the samples was measured using a TG-DTA 

(SEIKO II, Seiko, Japan). The samples (15±5 mg) were placed 

in a ceramic dish and heated from 30 °C to 600 °C at a heating 

rate of 20 °C/min under a nitrogen atmosphere (20 mL/min). 

3. Result and discussion  

3.1. SEM of CH Derivatives 

SEM analysis of chitosan involves examination of the surface 

morphology. SEM micrographs can reveal the structure and 

distribution of chitosan particles. As shown in Figure 3, the 

surface of chitosan was smooth and had no fibrous structure. 

The SEM micrographs of HPCH and HECH showed a rougher 

and grained surface with an increase in the pore structure of 

chitosan. This may be due to the hydroxypropyl and 

hydroxyethyl reactions of chitosan. 
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Figure 3. SEM images of CH (A), HPCH (B) and HECH (C) with a magnification of 150X, 1000X and 5000X 
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3.2. FTIR spectrums of CH Derivatives  

FTIR spectra of CH, HPCH and HECH were shown in Figure 

4. The broad bands at 3281-3386 cm-1 correspond to 

molecular hydrogen bonding and N-H and O-H vibrations 

[29]. A bands in the range of 2920-2868 cm-1 are due to the 

symmetric and asymmetric stretching of the amides. The band 

at 1643 cm-1 shows the C-O stretches of amides I and the band 

at 1325 cm-1 shows the C-N stretches of amides III. The peak 

at 1620 cm-1 is caused by the N-H bending of a protonated 

amine group (-NH2). The peak at 1587 cm-1 corresponds to the 

N-H bending of amide I.  The CH2 bending and the CH3 

symmetric deformations were confirmed by the presence of 

bands at 1423 and 1371 cm-1, respectively [30-31]. The band 

at 1149 cm-1 corresponds to the asymmetric stretching of the 

C-O-C bridge, and the bands at 1066 and 1024 cm-1 

correspond to the stretching of the primary and secondary OH 

groups [23]. The small signal at 1256 cm-1 indicates the 

bending vibrations of the OH groups present in chitosan [32]. 

In the FT-IR spectrum of HPCH and HECH, the peak 

intensities at 2890 cm-1, and 1423 cm-1 were increased 

ascribing to stretching vibration of C-H, indicating the 

presence of more methylene groups in the structure. The peaks 

at 1066 cm-1, and 1024 cm-1 were notably increased due to the 

hydroxypropyl and hydroxyethyl groups being replaced by 

both hydroxyl groups and amino groups of CH [28]. 

 

 
Figure 4. FTIR spectra of CH, HPCH and HECH 

 

3.3. 1H- NMR spectrum of CH Derivatives 

The 1H-NMR spectrum of CH was illustrated in Figure 5. The 

peak at δ 1.89 ppm is due to the H atoms of the acetyl group. 

As the deacetylation degree of the chitosan used is 75-85%, 

there are also significant amounts of N-acetyl (-N-(CO)-CH3)) 

groups in the chitosan units, as well as -NH2 functional 

groups. As a result of the deacetylation of chitin, it is not 

possible to obtain chitosan compounds with 100% removal of 

acetyl groups due to the polymeric structure. The peak at δ3.01 

ppm belongs to the hydrogen (C2) of the glucosamine ring and 

the signals between δ3.56-3.74 ppm belong to the hydrogens 

at C4, 6, 3, 5 of the main chain in chitosan. The peak at 4.62 

is attributed to hydrogen in OH groups [29, 33-36]. The peak 

at 4.81 ppm is due to hydrogen in the C1 group. 
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Figure 5. 1H NMR of CH 

 

The 1H NMR spectrum of HPCH is given in Figure 6. The 

peak at δ1.13 ppm is attributed to the H protons of methyl 

group (H9). This is evidence that hydroxypropyl is 

incorporated into the chitosan ring [37-38]. Protons (H3-H8) 

of HPCH were observed at δ 3.36-3.91 ppm, and the peak at δ 

2.03 ppm indicates the methyl hydrogen (H10) of N-

acetylglucosamine. The peak at δ 2.68 ppm indicates the 

hydrogen (H2) of the glucosamine ring.  

 

 
Figure 6. 1H NMR of HPCH 

 

The 1H NMR spectrum of HECH is presented in Figure 7, the 

ring protons (H4,5,6) were considered to resonate between δ 

3.91-3.30 ppm. The peak at δ 2.64 ppm indicates the hydrogen 

(C2) of the glucosamine ring.  
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Figure 7. 1H NMR of HECH 

3.4. XRD spectrums of CH Derivatives 

XRD patterns of CH, HPCH and HECH were shown in Figure 

8. The specific peaks of chitosan are observed as 2=15° and 

20° and these diffractions correspond to crystalline regions in 

chitosan [39]. This can be explained by the regularity in the 

polymer chain structure due to the strong intermolecular 

hydrogen bonds formed between the hydroxyl and amino 

groups present in chitosan. The strong peak at 2=20° in 

chitosan was weakened in HPCH and HECH. It can be seen 

that amorphous regions are replaced by a crystalline structure 

at 2=31° in HPCH, 2=27°, 31°, 45°, 56° and 66° in HECH. 

This can be explained by the incorporation of functional 

groups into the natural structure of chitosan as a result of the 

hydroxypropyl, and hydroxyethyl reactions. 

 

Figure 8. XRD pattern of CH, HPCH and HECH 
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3.5. TG-DTA spectrums of CH Derivatives 

Thermogravimetric analysis (TGA) is used to study the 

thermal stability or thermal degradation behaviour where the 

weight loss of the sample is measured continuously. The 

thermal behaviours of CH, HPCH and HECH were given in 

Figure 9. CH and its derivatives showed two degradation 

stages: the first step was occurred around 100 C and was 

assigned to the evaporation of the remaining water due to the 

strong affinity of polysaccharides to water. The initial weight 

loss at 100 °C was 6.4% in chitosan, 0.1% in HPCH, and 0.2% 

in HECH. Then, the weight of partially chitosan remained 

stable about 250 C followed by a rapid substantial loss of 

weight [40-41].  The second step occurred around 310 C in 

CH and the weight loss was 24.6 %. The second step occurred 

around 400 C in HPCH and HECH and the weight loss was 

51.0% and 51.1, respectively. The total weight loss at the final 

temperature (599.9 C) was 67.9 % in CH. The total weight 

loss at the final temperature (599.9 C) was 98.7% and 98.6 

% in HPCH and HECH, respectively.  

 

Figure 9. TG of CH, HPCH and HECH 
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Conclusion 

This study successfully synthesized chitosan ethers: HPCH 

and HECH. Structures of synthesized chitosan derivatives 

were characterized by FT-IR, XRD, and 1H-NMR 

spectroscopy, and the surface morphologies and thermal 

properties were investigated by SEM and DTA-TG analysis, 

respectively. Chitosan and its derivatives have become 

promising polymers in multidisciplinary fields due to their 

distinct properties such as biocompatibility, biodegradability, 

non-toxicity, and low reactivity. However, there are few 

studies in the literature on the synthesis of HPCH and HECH, 

which are important chitosan derivatives. Therefore, this 

study will contribute to the literature and science. 
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