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Sakarya University, Turkey

basarir@sakarya.edu.tr

Robin HARTE
School of Mathematics, Trinity College, Dublin 2, Ireland

hartere@gmail.com

Richard PATTERSON
University of North Florida, USA

rpatters@unf.edu

Ekrem SAVAŞ
Uşak University, Uşak, Turkey
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4 Generalized Tensorial Simpson type Inequalities for Convex functions of Selfadjoint Operators
in Hilbert Space
Vuk Stojiljković 78-89
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Ahu Açıkgöz, Ferhat Esenbel and Osman Mucuk 90-102

iv



Maltepe Journal of Mathematics

ISSN:2667-7660, URL:http://dergipark.org.tr/tr/pub/mjm

Volume VI Issue 2 (2024), Pages 24-49, Doi: https://doi.org/10.47087/mjm.1467436

ON A FAMILY OF DISCRETE ND LADDER-TYPE OPERATORS

CONSTRUCTED IN TERMS OF THE HERMITIAN TOEPLITZ

COMMUTATOR OPERATOR ZN

M. A. ORTIZ* AND N. M. ATAKISHIYEV**
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Abstract. A development of an algebraic system with N -dimensional ladder-

type operators associated with the discrete Fourier transform is described,

following an analogy with the canonical commutation relations of the conti-
nuous case. It is found that a Hermitian Toeplitz matrix ZN , which plays the

role of the identity, is sufficient to satisfy the Jacobi identity and, by solving

some compatibility relations, a family of ladder operators with corresponding
Hamiltonians can be constructed. The behaviour of the matrix ZN for large

N is elaborated. It is shown that this system can be also realized in terms
of the Heun operator W , associated with the discrete Fourier transform, thus

providing deeper insight on the underlying algebraic structure.

1. Introduction

The study of discrete structures is significant for the theory of signal processing,
entanglement, quantum computation and more [1], and it serves as a source of
interesting and surprising considerations worth studying. The problem of the con-
struction of a system of eigenvectors for the discrete Fourier transform (DFT) is
still open and has been approached from several directions since J. H. McClellan
and T. W. Parks [2]. Recent results of M. K. Atakishiyeva and N. M. Atakishiyev
(AA) [3]–[5] aim to enrich the resulting eigensystem with the quality of being cano-
nical. Techniques for associating eigensystems with the DFT include the use of
an uncertainty principle associated with cyclic groups of prime order [6], as well
as commutative matrices construction for a matrix that commutes with the DFT,
thus ensuring that both matrices share the same set of eigenvectors, which provides
an orthonormal eigenbasis for the DFT [7]–[9]. This last method is employed in [3],
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where raising and lowering operators has been found to construct a number ope-
rator N commuting with the DFT, in complete analogy with the linear quantum
harmonic oscillator of the continuous case. It is this analogy that motivates the
present work targeting the establishment of a broader framework to deal with this
problem even more systematically. Can we extend this analogy of the harmonic
oscillator for the DFT to mimic the continuous case? To what extent can we make
an analogy of the canonical commutation relations (CCR) for finite dimensional
Hilbert spaces? This is the common thread that guides us to put forward an al-
gebraic system through some compatibility relations that admit operator solutions
of ladder type, beginning with the use of a Hermitian Toeplitz matrix ZN , which
plays the role of the identity. We establish a remarkable relationship between this
treatment and the AA-approach, by using the Heun operator W of the latter, thus
leading naturally to the proposal of a complete realization of the algebraic system.

The paper is organized as follows: In Section 2, we briefly review some quantum
foundations about the CCR. In Section 3, we present the mathematical background
necessary for discrete structures in finite dimensional Hilbert space. In Section 4,
we establish the discrete commutation relations and show they satisfy the Jacobi
identity. In Section 5, we give an explicit matrix representation for ZN and conduct
a brief investigation into the nature of this operator for large N as well. Section
6 is devoted to the main results of this work, namely, the proposal of an algebraic
system in terms of the Hermitian Toeplitz operator ZN and through compatibility
relations, whose solutions consist of ladder-type operators. From these operators
a family of Hamiltonians H can be obtained for each N ; this solutions, however,
fulfill at least two of the four requirements of the proposed algebraic system and
not necessarily the other two. In Section 7 we show then how the operators Q and
P , which generate ZN , are related to the raising and lowering operators, as well as
the Heun operator W of the AA-approach, through the exponential map. Thus we
conclude that this connection could provide a complete realization of the algebraic
system; that is, the fulfillment of the four requirements which comprise it. Finally,
Section 8 offers concluding remarks on the outstanding issues.

2. Quantum foundations

Canonical commutation relations.

We seek a suitable analogy between continuous and discrete realizations of the
canonical commutation relations that underlie the Heisenberg algebra, briefly ana-
lyzing the parallels between Classical Mechanics (CM) and Quantum Mechanics
(QM)[10].

• Observables in CM are smooth functions on R2n.
• Hermitian operators in QM are regarded as infinitesimal canonical trans-

formations or infinitesimal automorphisms, the vector fields are used to
obtain (local) canonical transformations by integrating Hamilton’s equa-
tions. Similarly, Hermitian operators A are employed to derive skew-adjoint
operators 2πiA, which upon the exponentiation yield a one-parameter uni-
tary group.
• The automorphisms of the underlying set R2n+1 are considered, where
R2n+1 corresponds to a Lie algebra or a Lie group, depending on whether
a bracket operation or a group law is defined.
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• The Fourier transform arises naturally from the very wavy nature of QM
in an idealized basis of basic plane wave packets (eigenfunctions of the
momentum) eξ(x) = e2πixξ, the momentum of which is hξ.
• By constructing the j-th component of momentum through the correspon-

dence of Borel measures with its Hermitian operators, one finds that the
Fourier transform intertwines it with the position operator

Pj = hFQjF−1 =⇒ Pj =
h

2πi

∂

∂xj
= hDj . (2.1)

• It has been proven that the action of the exponentials of momentum and
position operators is on the functions on L2 and represents a translation in
momentum space and a translation in position space, respectively.
• The basic observables Qj and Pj satisfy the canonical cammutation rela-

tions (CCR) (see [10], p.15)

[Pj , Pk] = [Qj , Qk] = 0, [Pj , Qk] =
hδjk
2πi

I. (2.2)

Following Seligman’s treatment of representation theory [11], the Heinsenberg-Weyl
Lie algebra of QM, denoted by h, with elements Q, P and I over the field of com-
plex numbers is considered. This algebra is defined by the following commutation
relations:

[Q,P ] = iI, [Q, I] = 0, [P, I] = 0. (2.3)

The elements Q, P and I form a basis for the algebra h, so we can express any
element E in h as:

E = xQ+ yP + zI, x, y, z ∈ C.

Taking Q and P is sufficient for an algebraic basis of h, as I can be derived from the
Lie bracket in the first of equations (2.3). The elements of interest in this abstract
scheme are

R =
1√
2

(Q− iP ), L =
1√
2

(Q+ iP ), (2.4)

which satisfy:

[L,R] = I, [L, I] = 0, [R, I] = 0. (2.5)

These operators also form a basis for h and thus define h as well. The primary goal
in this approach is to construct concrete models through representations of h with
sets of linear operators representable by matrices; this is always feasible since every
Lie algebra over C is isomorphic to some matrix algebra. It may be interesting
to note that our search for different bases for representations of the algebra h is
intimately related with the fact that different bases for the same representations
of the Lie group lead to different special functions and provide a group theoretical
underpinning for all of these functions (see [12] for a more detailed discussion of
this point).

The Heisenberg-Weyl group

For the Heisenberg-Weyl algebra h defined in (2.3), we can use its faithful re-
presentation and subalgebra of gl(3,C), denoted by hf , to build its corresponding
Lie Group Hf , which is a subgroup of GL(3,C), through the exponential map
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exp : hf → Hf , such that hf constitutes the tangent space of Hf at the identity.
The exponential map

eA =

∞∑
n=0

1

n!
An

exists since the exponential of an arbitrary matrix with finite elements is an abso-
lutely convergent series that yields an invertible matrix; this map sends the zero
element in hf to the identity element in Hf . As a manifold, the parameters which
form a canonical coordinate system of Hf are given by the Lie group elements of
Hf :

G(x, y, z) = exp i(xQf + yP f + zIf ) = exp

 0 x 0
0 0 0
y iz 0

 . (2.6)

From the properties of the exponential map, one can derive the composition law of
the abstract corresponding group H:

g(x1, y1, z1)g(x2, y2, z2) = g
(
x1 + x2, y1 + y2, z1 + z2 +

1

2
[y1x2 − x1y2]

)
, (2.7)

e = g(0, 0, 0), g(x, y, z)−1 = g(−x,−y,−z). (2.8)

This group is named the Heisenberg-Weyl (or simply Heisenberg) group. All pa-
rameters range over R so the group manifold is isomorphic to R3, non-compact and
simply connected.

3. Mathematical background for discrete structures

In this section, we explore the discrete structure in finite dimensions, considering
the intricacies involved. To address specific nuances, the action of a group G on
a set X is represented by a function f : G × X −→ X such that for all x in X,
f(e, x) = x, where e is the identity element of G. An N-dimensional representation
of a group G over a field K is a group homomorphism φ : G −→ GL(V ), where V is
an N-dimensional vector space on K, and GL(V ) is the group of linear operators on
V . If φ(g) is a unitary operator for every g in G, and its corresponding conjugate
transpose satisfies φ(g)† = φ(g)−1, we say the representation φ is unitary. We
consider discrete groups to be Lie groups endowed with the discrete topology; a
finite group G acts on itself by automorphisms and can be embedded in some
permutation group SN , which admit a representation on KN , with K a field.

The Fourier transform arises naturally from the harmonic periodic behaviour
of quantum systems, where periodicity is somehow fundamental. Thus, we focus
on the finite cyclic abelian group ZN which is isomorphic to the additive group of
integers modulo N , denoted Z/NZ. We also consider the geometric series:

1 + z + z2 + . . .+ zN−1 =

{
(1− zN )/(1− z), if z 6= 1

N, if z = 1
. (3.1)

Define ω = e2πi/N , with i =
√
−1, to be the N-th primitive root of unity, then

the set of N-th roots of unity, {ωk}, k = 0, . . . , N − 1, is a group and satisfies
1 + ω+ ω2 + . . .+ ωN−1 = 0, since e2πi − 1 = 0. Such a group is isomorphic to ZN
and is denoted by CN . Let’s consider Hom(Z/NZ) as the set of homomorphisms
of Z/NZ into CN . A vector in CN is denoted by v and its components by vj , the
canonical basis of CN is represented as ek = {(δk,0, . . . , δk,N−1) : k = 0, . . . , N −1},
where δkj is the Kronecker delta function. Operators are denoted by capital letter
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T and their matrix entries by Tlm. With an abuse of notation, operators and matrix
representations of them are denoted with the same letter, unless otherwise specified.

Most of what will be mentioned in this section without proof, can be found in
[13].

As discussed in Section 2, the position and momentum operators generate trans-
lations in the underlying group, thus we consider a notion of translation in our space
of complex-valued functions on Z/NZ. First we endow it with an inner product to
turn it into a Hilbert space L2(Z/NZ) by means of

〈f, g〉 =
∑

α∈Z/NZ

f(α)g(α),

where x̄ denotes the complex conjugate of x in C. A translation operator Ta :
L2(Z/NZ) −→ L2(Z/NZ), for every a ∈ Z/NZ, is defined by the action of Z/NZ
on L2(Z/NZ) given by

Taf(b) := f(b− a), ∀a, b ∈ Z/NZ.

It can be shown that an orthonormal basis for L2(Z/NZ) is {fα}, 0 ≤ α ≤ (N −1),
where

fα(b) =

{
1 if α = b

0 if α 6= b
α, b ∈ Z/NZ.

If we look for a matrix representation V of T in the {fα} basis, we can take the
range of f ∈ L2(Z/NZ), ordered by its argument from 0, . . . , N − 1, as a vector
(f(0), f(1), . . . , f(N − 1)) ∈ CN . This means that the set {fα} is represented in
CN by the canonical basis {el}; therefore the matrix representation V of Ta=1 := T
in the {fα} basis is the N ×N matrix given by

V =



0 0 0 · · · 0 1
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 0 0
0 0 0 · · · 1 0


;

note that V = Cᵀ, where C is the circulant permutation matrix with entries Ckl =
δk,l−1. Thus the full set of matrices, defined as Vj = V j , are unitary and V N =
I, 0 ≤ j ≤ (N − 1). These matrices Vj are well known in the literature as the shift
matrices and are a basis for the algebra of circulant matrices [14].

On the other hand, the regular representation ρ : ZN → GL(L2(Z/NZ)) of the
cyclic group ZN is given by ρ(aj) = Vj , 0 ≤ j ≤ (N − 1) ([15], p.4), this implies
that the matrix representation of the translation operators on the function space
L2(Z/NZ) is the regular representation of the N -cyclic group, which in turn is
completely reducible. Moreover, since Z/NZ is abelian, it can be decomposed into
a direct sum of one-dimensional irreducible representations. This simple decompo-
sition is the source of a rather intricate structure which gives rise to the Fourier
analysis, structure that is employed in this work.

Let C1
N be the multiplicative group of complex numbers of absolute value 1, a

character on Z/NZ is a group homomorphism λ : Z/NZ −→ C1
N . Taking characters

in λ1, λ2 ∈ Hom(Z/NZ) and defining (λ1+λ2)(a) := λ1(a)λ2(a) ∀a ∈ Z/NZ, it can
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be concluded that Z/NZ ∼= Hom(Z/NZ) ∼= CN . It can be shown that Hom(Z/NZ)
consists of elements of the form

λl :=
1√
N
e−2πil/N , l = 0, . . . , N − 1,

and the set {λl}, l = 0, . . . , N −1, is an orthonormal basis of L2(Z/NZ), which is a
consequence of the geometric series (3.1). We call this basis {λl}, 0 ≤ l ≤ (N − 1),
the normalized character basis, NCB, for L2(Z/NZ). Because of this, we can expand
f ∈ L2(Z/NZ) as a linear combination of the {λl} basis, namely

f =

N−1∑
l=0

f̂lλl, f̂l ∈ C;

such expansion is the (Nth partial sum of the discrete) Fourier series of f . The

coefficients f̂l can be obtained applying orthonormality of the NCB as usual:

〈f, λm〉 = 〈
N−1∑
l=0

f̂lλl, λm〉 =

N−1∑
l=0

f̂l〈λl, λm〉

=

N−1∑
l=0

f̂lδlm = f̂m, 0 ≤ m ≤ (N − 1);

whereby

f̂m = 〈f, λm〉 =

N−1∑
n=0

f(n)λm(n) =
1√
N

N−1∑
n=0

f(n)e2πimn/N , 0 ≤ m ≤ (N − 1).

This is clearly the mth component of a matrix multiplication with the vector
(f(0), f(1), . . . , f(N−1)). We give a name to the underlying linear transformation.

Definition 3.1. Let {λm}, l = 0, . . . , N − 1, be the normalized character basis

and define f̂m as (ΦNf)(m). The discrete Fourier transform (DFT) is the linear
operator ΦN : L2(Z/NZ)→ L2(Z/NZ), defined by

(ΦNf)(m) := 〈f, λm〉 =
1√
N

∑
n∈Z/NZ

f(n) exp

(
2πi

N
mn

)
.

The DFT is known to satisfy the following properties:

(1) ΦN is a unitary operator,
(2) Φ4

N = I, where I is the identity operator,
(3) the matrix representation of ΦN in {fβ} is

(ΦN )mn =
1√
N

exp

(
2πi

N
mn

)
, 0 ≤ m,n ≤ (N − 1);

this implies that the columns of the DFT matrix are an orthonormal basis {εk} for
CN . We call this basis the normalized Fourier basis (NFB).

Next we get back to the shift matrices to connect them with the DFT. Since the
Vj are unitary, they must be unitarily similar to a diagonal matrix because of the
spectral theorem. Thus the DFT plays a fundamental role in this work because the
following holds:
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Theorem 3.1. The DFT ΦN simultaneously diagonalizes the Vj matrices, with
eigenvalues

αjl = exp

(
2πi

N
jl

)
, 0 ≤ j, l ≤ (N − 1),

and the columns of the DFT as eigenvectors.

Let ρ1 : G −→ U(H1) and ρ2 : G −→ U(H2) be unitary representations on G
over the Hilbert spaces H1 and H2. We say that the operator A : H1 −→ H2

intertwines ρ1 and ρ2 if Aρ1(g) = ρ2(g)A, ∀g ∈ G; thus ρ1 and ρ2 are said to be
unitarily equivalent if A is unitary and the operator A is called an intertwining
operator. If U is the diagonal operator, obtained through diagonalization of V by
the DFT, then Uj and Vj are unitarily equivalent representations of Z/NZ with

the DFT as intertwining operator. Namely, Vj = ΦNUjΦ
†
N , j = 0, . . . , N − 1.

With ω = exp(2πi/N) the Nth primitive root of unity, {εk} the NFB and {ek} the
canonical basis, the previous theorem implies that

(1) The eigenvectors of U and V satisfy

Vjεk = ωkjεk and Ujek = ωkjek,

(2) V acts as a shift on the eigenvectors of U and viceversa

Vjek = ek+j and Ujεk = εk+j ,

(3) UN = I;

due to these properties, the matrices Uj are called the clock matrices.
Finally, by applying these properties, UV ek = Uek+1 = ωk+1ek+1 = ω ωkek+1;

V Uek = V ωkek = ωkV ek = ωkek+1. Combining these results, we get (UV −
ωV U)ek = 0,∀k ∈ Z/NZ, whereof we conclude that the shift and clock matrices V

and U satisfy the so-called Weyl commutation relation, namely, UV = e
2πi
N V U .

4. An algebra with discrete commutation relations

Because of the very definition of translation, the operator V generates translations
in the underlying space L2(Z/NZ), thus, we look for Hermitian solutions P , whose
exponentiation yields the unitary T in complete analogy with eq.(2.6). This request
establishes the connection with the quantum picture. This idea is not new; it was
previously explored by Santhanam and Tekumalla [16] using a different approach.

Theorem 4.1. Let j be an element of Z/NZ. Then a hermitian operator Pj ∈
GL(L2(Z/NZ)), which is a solution of the equation Vj = exp(iηPj), where η is a
real parameter, is given by

Pj =
2π

ηN
ΦNdiag (0, j, . . . , (N − 1)j)Φ−1N . (4.1)

Proof. Due to the unitarity of ΦN ,

P †j =
2π

ηN

(
ΦNdiag(0, j, . . . , (N − 1)j)Φ†N

)†
=

2π

ηN
ΦNdiag(0, j, . . . , (N − 1)j)Φ†N = Pj ,

thus confirming that Pj is Hermitian. Now we show that under exponentiation, we
certainly recover Vj . As said before, exponentiation of Pj is well defined since Pj
is a matrix with finite elements, it is a series of Pj which converges absolutely and
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yields a matrix which is invertible; moreover, when multiplied by the imaginary unit
i, this matrix becomes a skew-adjoint matrix, which upon exponentiation produces
a unitary matrix. Then let η ∈ R and let’s compute the matrix representation of
exp (iηPj) in the canonical basis {el}; using the unitarity of ΦN

exp (iηPj) = exp

(
iη

2π

ηN
ΦNdiag(0, j, . . . , (N − 1)j)Φ−1N

)
= ΦN exp

(
2πij

N
diag(0, 1, . . . , N − 1

)
Φ−1N ,

multiplying by ΦN on the right and applying el, we get

eiηPjΦNel = ΦNIel + ΦN
2πij

N
diag(0, 1, . . . , N − 1)el

+ ΦN
(2πij)2

2!N2
diag2(0, 1, . . . , N − 1)el + · · ·

= ΦN

(
1 +

2πij

N
l +

(2πij)2

2!N2
l2 + · · ·

)
el

= ΦNe
2πijl/Nel = ΦNUjel, ∀j, l ∈ {0, 1, . . . , N − 1}.

Whereby, using the intertwining property of ΦN , it follows

eiηPjΦNel = ΦNΦ†NV
jΦNel = V jΦNel, ∀j, l ∈ {0, 1, . . . , N − 1}.

Thus, (
eiηPjΦN − V jΦN

)
el = 0, ∀j, l ∈ {0, 1, . . . , N − 1},

and consequently

eiηPjΦN = V jΦN , ∀j ∈ {0, 1, . . . , N − 1},
from which it follows that

eiηPj = V j , ∀j ∈ {0, 1, . . . , N − 1}.
�

Remark. Clearly, the eigenvalues of Pj are 2πjl/(ηN) with the NFB as eigenvec-
tors. Similarly, by exponentiating the Uj, we obtain the same eigenvalues.

Let the diagonal operators be denoted as

Qj :=
2π

ηN
diag(0, j, . . . , (N − 1)j);

thus the DFT intertwines the operators Pj and Qj as in eq.(2.1). Thereby the DFT
intertwines operators at the group level (the Vj ’s) and at some algebra level as well
(the Pj ’s); this is a direct consequence of the exponential map and the unitarity of
the DFT. Thus intertwining is a necessary condition to build possible algebras at
the Schrödinger realization level, but not sufficient.

Next, we consider commutators of skew-adjoint operators,

1

i
[iQ, iP ] = i[Q,P ],

with

Q :=
2π

ηN
diag(0, 1, . . . , N − 1), P := ΦNQΦ−1N . (4.2)
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Remark. The real number η is a coupling parameter which will take appropriate
values according to the finite discrete (DFT), infinite discrete (Fourier series) or
continuous (integral Fourier transform) cases we deal with.

Since [Q,P ] remains constant for the unitary transformation uniparametric group
{Vj}j=0,...,N−1, this suggest the following definition.

Definition 4.1. Let the commutator of Q : CN −→ CN and P : CN −→ CN be
defined by ZN through

ZN := i[Q,P ].

Thus we get

Corollary 4.2. The operators Q, P , ZN satisfy the Jacobi identity

[Q, [P,ZN ]] + [P, [ZN , Q]] + [ZN , [Q,P ]] = 0.

Proof. Direct computation of the commutators yields

[Q, [P,ZN ]] = i(2(QP )2 −Q2P 2 − 2(PQ)2 + P 2Q2),

[P, [ZN , Q]] = i(2(PQ)2 − P 2Q2 − 2(QP )2 +Q2P 2),

[ZN , [Q,P ] = 0;

therefore

[Q, [P,ZN ]] + [P, [ZN , Q]] + [ZN , [Q,P ]] = 0.

�

In addition, the following relationships are established.

Corollary 4.3. The operators Qj, Pk and ZN , j, k = 0, . . . , N − 1, satisfy the
discrete commutation relations

[Pj , Pk] = 0, [Qj , Qk] = 0, [Pj , Qk] = ijkZN .

Proof. Since

Q =
2π

ηN
diag(0, 1, . . . , N − 1),

then, by Theorem 4.1 and eqs.(4.2), Qj = jQ, thereby Pj = ΦNQjΦ
−1
N = ΦN jQΦ−1N =

jP , so that [Pj , Qk] = PjQk−QkPj = jk(PQ−QP ) = −i2jk[P,Q] = −ijki[P,Q] =
ijkZN . The other commutators are trivially satisfied. �

Therefore, ZN plays the role of the identity in this discrete algebra.

5. About the nature of ZN

As discussed in the previous section, the operator ZN plays the role of the identity
in this context. In this section we explore more the operator ZN and suggest that
in the limit when N →∞, ZN → δ, where δ is the Dirac delta distribution, which
is the identity in distributions under convolution.
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5.1. The explicit form of ZN . First we need to know the explicit form of ZN .
So we compute the action of the operators Qj and Pj on the NFB, to get the
explicit form of the matrix entries of [Qj , Pk]. It is clear that Pj is in the canonical
representation; since the DFT diagonalizes it, its inverse acts as a transition matrix
from {el} to {εl}, resulting Qj , which is in the NFB representation (note that the
definition we are using for the DFT is with positive sign in the exponent). Since
eigenvectors are preserved under the exponential map, the eigenvectors of Pj are the
NFB, and because Qj is diagonal, those of it are the {el}. Also, the corresponding
eigenvalues are the exponents of those of Vj , Uj , namely,

Pjεk =
2πjk

ηN
εk, Qjek =

2πjk

ηN
ek, (5.1)

and

εk =
∑
m

Φmkem, ek =
∑
m

Φ−1mkεm, (5.2)

where Φmk stands for the matrix entries of ΦN .
We now compute the transformation of the NFB by the operator PkQj and

express it in terms of itself.

Lemma 5.1. The operator PkQj transforms the NFB as

PkQjεm =
4π2jk

η2N3

∑
n

∑
n′

nn′ωn(m−n
′)εn′ , 0 ≤ k, j,m, n, n′ ≤ (N − 1).

Proof. First we compute Qjεm, 0 ≤ j,m ≤ (N − 1) by using the first of eqs.(5.2),
to apply the eigenvalue property of Qj ; then the second of eqs.(5.1) to obtain the
corresponding eigenvalues; finally the second of eqs.(5.2) to express the result in
the NFB basis:

Qjεm = Qj
∑
n

1√
N
ωnmen =

∑
n

1√
N
ωnmQjen

=
1√
N

∑
n

ωnm
2πj

ηN
nen =

2πj

ηN2

∑
n

ωnmn
∑
n′

ω−nn
′
εn′

=
2πj

ηN2

∑
n

∑
n′

nωn(m−n
′)εn′ . (5.3)

Next we get

PkQjεm =
2πj

ηN2

∑
n

∑
n′

nωn(m−n
′)εn′

2πkn′

ηN
εn′ =

4π2jk

η2N3

∑
n

∑
n′

nn′ωn(m−n
′)εn′ .

�

Therefore the matrix elements of the commutator satisfy the following

Theorem 5.2. The matrix elements of [Qj , Pk] in the NFB are given by

[Qj , Pk]lm =
4π2jk

η2N3

∑
n

(m− l)nωn(m−l),

where j, k, l,m, n = 0, . . . , N − 1.
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Proof. Let [Qj , Pk]lm be the (l,m) entry of the matrix representation of [Qj , Pk] in
the NFB, then, because of eq.(5.3), Lemma 5.1, and orthonormality, it follows that

[Qj , Pk]lm = 〈εl, [Qj , Pk]εm〉 = 〈εl,
2πkm

ηN
Qjεm − PkQjεm〉

= 〈εl,
2πkm

ηN

2πj

ηN2

∑
n

∑
n′

nωn(m−n
′)εn′

− 4π2jk

η2N3

∑
n

∑
n′

nn′ωn(m−n
′)εn′〉

=
4π2jk

η2N3
〈εl,
∑
n

∑
n′

(m− n′)nωn(m−n
′)εn′〉

=
4π2jk

η2N3

∑
n

∑
n′

(m− n′)nωn(m−n
′)〈εl, εn′〉

=
4π2jk

η2N3

∑
n

(m− l)nωn(m−l),

where bilinearity of 〈, 〉 has been used. �

To estimate the behaviour of ZN for large N , it is necessary to recenter the
matrix elements of [Qj , Pk] with respect to its entries lm. Set

r :=

{
N = 2L+ 1, N−1

2 = L

N = 2M, N
2 = M

;

we define new centered indices l′,m′, n′ the by means of n′ = n−r, m′ = m−r, n′ =
n− r, then

[Q,P ]lm =
4π2

η2N3
ω(m′−l′)r

∑
n′

(m′ − l′)(n′ − r)ωn
′(m′−l′),

thereby

[Q,P ]lm = ω(m−l)r[Q,P ]Cl′m′ , (5.4)

where [Q,P ]Cl′m′ is given as in the following definition.

Definition 5.1. [Q,P ]Cl′m′ is called the centered version of [Q,P ]lm, and is given
by

[Q,P ]Cl′m′ =
4π2

η2N3

∑
n′

(m′ − l′)(n′ + r)ωn
′(m′−l′),

where

l′,m′, n′ :=

{
−N−12 , . . . , N−12 if N is odd

−N2 , . . . ,
N
2 − 1 if N is even

.

The centered version can be simplified.

Proposition 5.3. The centered version of [Q,P ] satisfies

[Q,P ]Cl′m′ =
4π2

η2N3

∑
n′

(m′ − l′)n′ωn
′(m′−l′).
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Proof. We take from Definition 5.1 the sum with factor 1/N and split it into two
terms; so on account that m′ − l′ = m− l one can write

1

N

∑
n′

(m′ − l′)(n′ + r)ωn
′(m′−l′) =

1

N

∑
n′

(m′ − l′)n′ωn
′(m′−l′)

+
1

N

∑
n′

(m′ − l′)rωn
′(m′−l′),

where the second term vanishies,

1

N

∑
n′

(m′ − l′)rωn
′(m′−l′) =

m− n
N

r

N−1∑
n=0

ω(n−r)(m−l)

= (m− l)rω−r(m−l) 1

N

N−1∑
n=0

ωn(m−l)

= (m− l)rω−r(m−l)δml = 0, ∀ m, l = 0, . . . , N − 1.

The Kronecker delta δml appears after using the geometric series in eq.(3.1); there-
fore, putting this in the Definition 5.1, we get the assertion. �

So the centered version is the non-centered times the phase factor ω−(m−l)r for each
matrix entry.

Corollary 5.4. ZN = i[Q,P ] is a traceless Hermitian Toeplitz operator.

Proof. This clearly follows from Theorem 5.2. �

5.2. On the behaviour of ZN for large N . We are now in a position to roughly
estimate the behaviour of ZN = i[Q,P ] for large N , provided that a restriction
on the η parameter is given. In this subsection, we relax formality and rigor to
gain intuition on ZN . We are going to deal a little with tempered distributions
as continuous linear functionals on the space of Schwartz functions and also with
the Fourier transform of distributions. A gentle treatment of this concepts can be
found in [17] and a rigorous one in [18].

Let F be the set of square integrable periodic functions f : [−π, π] −→ C with
convergent Fourier series in the basis {λn(t) = e−int : n = 0, 1, ..., N − 1}. Then

f(t) =

∞∑
−∞

f̂ne
−int,

with

〈f(t), λm(t)〉 =
1√
2π

∫ ∞
−∞

f(t)eintdt =: f̂n; (5.5)
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with f̂n the Fourier transform of f defined through the inner product 〈, 〉 on the
corresponding Hilbert space H. Then, introducing the Nth partial sum of f ,

f(t) =

∞∑
−∞

f̂ne
−int = lim

N→∞

N∑
n=−N

f̂ne
−int

= lim
N→∞

N∑
n=−N

∫ ∞
−∞

f(t′)eint
′
dt′e−int = lim

N→∞

N∑
n=−N

∫ ∞
−∞

f(t′)ein(t
′−t)dt′

= lim
N→∞

∫ ∞
−∞

f(t′)

N∑
n=−N

ein(t
′−t)dt = lim

N→∞

∫ ∞
−∞

f(t′)DN (t′ − t)dt′, (5.6)

where DN is a well known kernel:

Definition 5.2. The sequence of functions {DN}, N ∈ N, is called Nth Dirichlet
kernel,

DN (t) :=

N∑
n=−N

eint.

It is also well known ([19]) that, using the geometric series (3.1), the Dirichlet kernel
obeys, after inserting a factor of 2π/N in the variable t

(1) DN (t) =
sin [(N+ 1

2 )t]

sin(t) ,

(2)
∫ π
−πDN (t)dt = 1,

(3) DN (0) = 2N + 1.

Due to these facts, the Dirichlet kernel is taken as an approximating sequence of
functions for the Dirac delta distribution δ. So in the sense of distributions we can
write

lim
N→∞

DN = δ. (5.7)

Definition 5.3. If f and g are two integrable 2π periodic functions, then

(f ∗ g)(x) =
1

2π

∫ π

−π
f(y)g(x− y)dy =

1

2π

∫ π

−π
f(x− y)g(y)dy

is the convolution of f and g.

Hence, it inmediately follows that the partial sums in eq.(5.6) satisfy

SN (f)(t) :=

N∑
−N

f̂ne
int =

1

2π

∫ π

−π
f(t′)DN (t′ − t)dt′ = (f ∗DN )(t);

thus f(t) = limN→∞(DN ∗f)(t), ∀ t ∈ (−π, π), ∀ f ∈ F , so, using eq.(5.7), we can
write

δ ∗ f = f ∀f ∈ F , (5.8)

because f determines a well defined tempered distribution through its action on
test functions φ under the integral sign and, with an abuse of notation, it is common
to write f instead of its induced distribution Tf . This means we can consider δ as
the identity under convolution in the distributional sense.

Unfortunately, the Dirichlet kernel is known to be problematic as a kernel func-
tion and is not a good kernel in the sense of [19], pp. 99, 102, since as N →∞ the
area between the curves and the x-axis measured in absolute value diverges. This
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makes the kernel very difficult to work with and one has to be very careful when
dealing with integrals with absolute value because they may not converge. To avoid
this difficulty, it is usual to use the so-called Fejér kernel instead, obtained through
arithmetic mean of D0, D1, . . . , DN−1, which is named a Cesàro mean. This reme-
dy the problems because averaging frequently make things better behaved; thus, a
non-negative good kernel is obtained (cf.[19], Remark 5, p.103). But convergence of
the partial sums SN (f)(t) is guaranteed however, if f is Lipschitz or differentiable,
then they converge pointwise everywhere.

Let us take the derivative of DN :

D′N (t′ − t) :=
dDN (t′ − t)

dt′
=

N∑
n=−N

inein(t
′−t),

so that

(t′ − t)D′N (t′ − t) =

N∑
n=−N

in(t′ − t)ein(t
′−t).

Now we take a sample of N data given by t′ = 2πm
N , t = 2πl

N ∈ [−π, π]. When
coupling continuous and discrete treatments, l, m and n are taken according to
Definition 5.3. This avoids changing the 2π factor in the exponential. Therefore,
using Lemma 5.3 and completing necessary factors we get

(m− l)D′N (m− l) =

N∑
n=−N

n(m− l) exp

(
2πi

N
n(m− l)

)

=
4π2

η2N3

N3η2i

4π2

N∑
n=−N

(m− l)nωn(m−l) =
N3η2

4π2
i[Q,P ]lm

= Zlm, provided η =
2π

N3/2
;

that is,

Zlm = (m− l)D′N (m− l). (5.9)

A refined computation can be made if we consider a continuum of frequencies; then
the Fourier series is replaced by the integral Fourier transform and η would take
the value

√
2π/N .

The eq.(5.9) suggests the following claim: in the limit as N →∞, it is expected
that Zlm → (t′− t)δ′(t′− t). Then, since f(t)δ′(t) = −f ′(t)δ(t), taking f(t) = t′− t,
it is found that Zlm → −(−1)δ(t′ − t) = δ(t′ − t) as N →∞. Thus, in accordance
with eq.(5.8), the limit of ZN is conjectured to be the identity under convolution in
the vector space of tempered distributions. In addition, since ZN is represented by
a Toeplitz matrix, it is natural to ask if its entries are the coefficients of the Fourier
series of a real valued function, as it happens for Toeplitz matrices when their entries
are the Fourier coefficients of an L1 function or of a Radon function, converging
to zero as N → ∞ for the former and remaining bounded for the latter. Thus, as
N → ∞ we wonder what is this real valued function whose Fourier transform is
the Dirac δ. It is known that such a function is 1; that is to say, to be precise, the
Fourier transform of the distribution T1 induced by 1 is the distribution δ (see [17],
p.203). In the study of algebras of Toeplitz operators, such a real valued function
is called the symbol of the Toeplitz operator; thus, in our context, the symbol of
the limit of the Toeplitz ZN is the constant 1 as a distribution. The issues about
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boundedness and compactness is analyzed in [20] for symbols as functions and in
[21] for symbols as distributions. Finally, the formal analysis about the veracity of
these claims requires the rigorous application of distribution theory and it is the
topic for future work.

6. An algebraic system associated with the DFT

Now we proceed to the construction of operators with the ladder property, starting
from their generic definition and giving to ZN its role as a form of identity in its
own right. We do not use the traditional definitions (1/

√
2)(Q ± iP ) since there

is no a priori reason to assume they should be valid in the context of the discrete
commutation relations. This implies relaxing the condition of the “canonical com-
mutation relations (CCR) equal to a constant” ([22], [23]) and give enough freedom
to look for solutions associated to the DFT, involving new operators H, L− and
L+, but taking a sort of compatibility relations as elemental and even lift them to
a fundamental postulate in the context we are dealing with. These compatibility
relations are also named compatibility of Hamilton’s equations with the Heisenberg
equations in [24], p.5 and [25], p.3., as well as Heisenberg-Schrödinger consistency
relations. A similar study can be found in [26].

6.1. Discrete algebraic system from ZN . To obtain the form of the compatibi-
lity relations in the context we are dealing with, let us take for a while the standard
definitions L = (1/

√
2)(Q + iP ), R = (1/

√
2)(Q − iP ) and notice that they imply

that

H =
1

2
{R,L}, ZN = [R,L].

From this it follows that the commutation relations

[H, R] = −1

2
{R,ZN}, [H, L] =

1

2
{L,ZN},

are valid and one gets

[{R,L}, R] = −{R,ZN}, [{R,L}, L] = {L,ZN}.

We call the above relations the discrete compatibility relations (DCR) and refer
to the operator H as the Hamiltonian operator. Now we leave the standard defi-
nitions of L and R and at the same time, leverage such relations as a fundamental
postulate in the context of the discrete commutation relations, for their continu-
ous counterpart is not guaranteed to be so in quantum mechanics as is mentioned
by Wigner in [27]. Further, the fact that ZN , N ∈ N, determines a sequence of
Hermitian Toeplitz matrices according to Corollary 5.4, allows to naturally connect
those relations with the DFT, in the sense that the entries of ZN are linked to an
approximating sequence of a distribution, whose Fourier transform is the Dirac δ,
namely, the distribution T1 induced by the constant 1, as discussed above.

On the other hand, Toeplitz matrices can be split into two parts, so that

ZN =

N−1∑
k=1

z−k(BT )k +

N−1∑
k=0

zkB
k,

where B is the backward shift matrix satisfying BT = KBK with K the reversal
matrix defined by ones in the antidiagonal and zero otherwise.
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Taking the parity operator, used in the AA-approach, as S = KV with V the
basic circulant matrix, there seems to be an enriched structure which provides a
possible framework that we believe it is worthwhile analyzing.

Summarizing, the following algebraic system is proposed (note that we will also
refer to it as an algebraic scheme in this work).

Construct operators L− : CN −→ CN and L+ : CN −→ CN such that

(1) The operator H := (1/2){L+, L−} is Hermitian (semi-)positive definite;
(2) The discrete compatibility relations (DCR) must be satisfied,

[{L+, L−}, L+] = −{L+, ZN}, [{L+, L−}, L−] = {L−, ZN}; (6.1)

(3) Parity–point reflection–condition: to split the eigenvectors in even and odd
parts,

[{L+, L−}, S] = 0; (6.2)

(4) Commutation with the DFT: to obtain an eigensystem for ΦN from the
Hamiltonian H,

[{L+, L−},ΦN ] = 0. (6.3)

In this scheme, non-equally spaced eigenvalues of the Hamiltonian are allowed, for
this property plays a key role in quantum information processes. To see if there
exist models for this system, the general form for a discrete Hermitian operator is
used

H =

N−1∑
n=0

ξnφn〈φn, ·〉,

where φn is an eigenbasis of H. Then use the ladder-type generic form to construct
creation and annihilation operators through

L+ :=

N−1∑
n=0

rnφn+1〈φn, ·〉, L− :=

N−1∑
n=0

lnφn−1〈φn, ·〉.

Sufficient conditions to solve this scheme are provided in what follows.

6.2. Solving the discrete compatibility relations. Following the algebraic sys-
tem proposed in the last paragraph, we establish now sufficient criteria to find so-
lutions for the first two requirements, at least. We aim to establish the conditions
under which Hamiltonians can be constructed and to understand their relationship
with the DFT within the framework of the DCR. In what follows, bra-ket notation
is used.

Let H be a (semi-)positive definite Hermitian operator on L2(Z/NZ) and {|ξj〉|j =
0, . . . , N − 1} be a complete set of eigenvectors of H, such that

H|ξj〉 = ξj |ξj〉, (6.4)

also
N−1∑
n=0

|ξn〉〈ξn| = I,

therefore

H =

N−1∑
n=0

ξn|ξn〉〈ξn|.
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Definition 6.1. The creation and annihilation linear operators L+, L− : CN −→
CN , are defined by

L+ :=

N−1∑
n=0

l+n |ξn+1〉〈ξn|, L− :=

N−1∑
n=0

l−n |ξn−1〉〈ξn|.

We establish some results to determine under which conditions solutions L± can
be found, such that

[{L+, L−}, L+] = −{L+, ZN}, [{L+, L−}, L−] = {L−, ZN}

holds. Thus we have the following

Lemma 6.1. |ξj〉 is an eigenvector of {L+, L−} with eigenvalue l+j−1l
−
j + l+j l

−
j+1.

Proof. We compute directly, using definitions and orthonormality, that

{L+, L−}|ξj〉 = (L+L− + L−L+)|ξj〉

= L+
N−1∑
n=0

l−n |ξn−1〉〈ξn|ξj〉+ L−
N−1∑
n=0

l+n |ξn+1〉〈ξn|ξj〉

= L+l−j |ξj−1〉+ L−l+j |ξj+1〉

=

N−1∑
n=0

l+n |ξn+1〉〈ξn|l−j |ξj−1〉+

N−1∑
n=0

l−n |ξn−1〉〈ξn|l+j |ξj+1〉

= (l+j−1l
−
j + l+j l

−
j+1)|ξj〉.

�

Lemma 6.2. The matrix representations for [{L+, L−}, L±] in the {|ξj〉} basis,
are given by

[{L+, L−}, L−]ξkj = (l+j−2l
−
j−1 − l

+
j l
−
j+1)l+j δk,j−1,

[{L+, L−}, L+]ξkj = (l+j+1l
−
j+2 − l

+
j−1l

−
j )l+j δk,j+1,

respectively.

Proof. Computing the commutator with L− using the previous Lemma 6.1,

[{L+, L−}, L−]|ξj〉 = ({L+, L−}L− − L−{L+, L−})|ξj〉

= {L+, L−}
N−1∑
n=0

l−n |ξn−1〉〈ξn|ξj〉 − L−(l+j−1l
−
j + l+j l

−
j+1)|ξj〉

= {L+, L−}l−j |ξj−1〉 − (l+j−1l
−
j + l+j l

−
j+1)l−j |ξj−1〉

= (l+j−2l
−
j−1 − l

+
j l
−
j+1)l−j |ξj−1〉,

whereby, the orthonormality of {|ξj〉} implies

〈ξk|[{L+, L−}, L−]|ξj〉 = 〈ξk|(l+j−2l
−
j−1 − l

+
j l
−
j+1)l−j |ξj〉

= (l+j−2l
−
j−1 − l

+
j l
−
j+1)l−j δk,j−1.

The second equation is obtained similarly. �
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Next, we obtain the matrix representation of {L±, ZN}. Let Zξαβ be the matrix

representation of ZN in {|ξj〉} basis and recall that {|ej〉} is the canonical basis. It
is clear then that, if Cαβ := 〈ξα|em〉 represents the transition matrix from {|ej〉} to
{|ξj〉}, we have

Zξαβ =
∑
m,n

CαmZ
e
mnC

−1
nβ =

∑
m,n

CαmZ
e
mnC̄βn =

∑
m,n

〈ξα|em〉Zemn〈en|ξβ〉,

since C is a unitary matrix.

Lemma 6.3. The matrix representations of {L±, ZN} in the {|ξj〉} basis, are given
by

{L±, ZN}ξkj = l±k∓1Z
ξ
k∓1,j + l±j Z

ξ
k,j±1, k, j = 0, 1, . . . , N − 1,

where Zξαβ are the entries of the matrix representation of ZN in the {|ξj〉} basis.

Proof. Since Zξαβ is the representation of ZN in the {|ξj〉} basis, then the action of

ZN on a basis vector can be expanded as ZN |ξj〉 =
∑
α Z

ξ
αj |ξα〉, so that

{L±, ZN}ξkj = 〈ξk|L±ZN + ZNL
±|ξj〉 = 〈ξk|L±

∑
α

Zξαj |ξα〉+ 〈ξk|ZN l±j |ξj±1〉

= 〈ξk|
∑
α

Zξαj l
±
α |ξα±1〉+ l±j Z

ξ
k,j±1 = l±k∓1Z

ξ
k∓1,j + l±j Z

ξ
k,j±1.

�

Therefore, putting all this together, one can readily see that the DCR are equivalent
to

(l±j±1l
∓
j±2−l

±
j∓1l

∓
j )l±j δk,j±1 = ∓l±k∓1Z

ξ
k∓1,j∓l

±
j Z

ξ
k,j±1, ∀k, j = 0, 1, . . . , N−1. (6.5)

Now conjugate transposition between the L± operators is imposed, and the Her-
miticity of ZN becomes essential to employ.

Proposition 6.4. Let’s suppose that the DCR hold. If (L−)† = L+, then

(1) the DCR are equivalent, and
(2) they reduce to

(|l−j−1|
2 − |l−j+1|

2)l−j δk,j−1 = l−k+1Z
ξ
k+1,j + l−j Z

ξ
k,j−1, ∀k, j = 0, 1, . . . , N − 1. (6.6)

Proof. First consider that

(L−)†|ξj〉 =

(
N−1∑
k=0

l−k |ξk−1〉〈ξk|

)†
|ξj〉 =

(
N−1∑
k=0

l−k |ξk〉〈ξk−1|

)
|ξj〉

=

N−1∑
k=0

l−k |ξk〉δk−1,j , k − 1 = j,

= l−j+1|ξj+1〉;

on the other hand L+|ξj〉 = l+j |ξj+1〉, thus, if (L−)† = L+, we necessarily have

(l−j+1 − l
+
j )|ξj+1〉 = 0, ∀ j = 0, . . . , N − 1, whereby l+j = l−j+1. Therefore, using

this and eq.(6.5) we get for the DCR

(|l−j+2|
2 − |l−j |

2)l−j+1δk,j+1 = −l−k Z
ξ
k−1,j − l

−
j+1Z

ξ
k,j+1,



42 M. A. ORTIZ AND N. M. ATAKISHIYEV

(|l−j−1|
2 − |l−j+1|

2)l−j δk,j−1 = l−k+1Z
ξ
k+1,j + l−j Z

ξ
k,j−1.

So to probe part 1 of the proposition, it is enough to conjugate transpose anyone of
the last equations to obtain the other using the Hermiticity of ZN (Corollary 5.4)
and a change of index. Part 2 clearly follows as a consequence of the equivalence
in part 1 picking the second expression. �

Thus, when imposing the conjugate transposition condition, we can deal with
only one of the DCR contained in eq.(6.5), namely that of part 2 of the last propo-
sition; it deploys into the following two equations after applying the definition of
the Kronecker delta:

|l−j−1|
2 − |l−j+1|

2 = Zjj + Zj−1,j−1, k = j − 1, (6.7)

l−k+1Z
ξ
k+1,j + l−j Z

ξ
k,j−1 = 0, k 6= j − 1. (6.8)

This means that we have a set of N2 equations, which we would like to solve for
l− := {l−0 , l

−
1 , . . . , l

−
N−1}; or equivalently, to solve 2N − 1 recurrence relations: the

first one given by eq.(6.7) with k = j − 1 and the other remaining ones correspond
to k = j − N + 1, j − N, j − N − 1, . . . , j − 2, j, j + 1, j + 2, . . . , j + N − 2 given
by eq.(6.8). We make the following correspondence about the indices: N → 0 and
−1→ N − 1, for instance, lN = l0 and l−1 = lN−1. Expanding the first recurrence
relation, we deploy N of the N2 equations as

|l−N−1|
2 − |l−1 |2 = Zξ00 + ZξN−1,N−1, j = 0, k = N − 1

|l−0 |2 − |l
−
2 |2 = Zξ11 + Zξ00, j = 1, k = 0,

|l−1 |2 − |l
−
3 |2 = Zξ22 + Zξ11, j = 2, k = 1,

... (6.9)

|l−N−2|
2 − |l−0 |2 = ZξN−1,N−1 + ZξN−2,N−2, j = N − 1, k = N − 2.

To solve this recurrence relation for a given N , we need to express everything in
terms of an initial |l−0 |2; it turns out that this is possible for N odd only, whereas
for N even, l−1 is additionally required, whence we have to treat the even and odd
cases separately. The solution is summarized in the following theorem, in which
another of the remarkable properties of ZN is required, namely, its tracelessness.

Theorem 6.5. The solutions for the recurrence relation (6.7) satisfy the following
hyperbolic relations:

(1) for N odd,

|l−N−1|
2 − |l−0 |2 = ZξN−1,N−1,

|l−1 |2 − |l
−
0 |2 = −Zξ00;

(2) for N even,

|l−N−2|
2 − |l−0 |2 = ZξN−2,N−2 + ZξN−1,N−1,

|l−N−1|
2 − |l−1 |2 = Zξ00.

Proof. Note the l−j are interrelated by even and odd indices in (6.9), so we separate
the equations in sets of even and odd indices, which means we will have one no
interrelating equation when N is even. Then we solve the even and odd cases for
N separately.



ON A FAMILY OF DISCRETE ND LADDER-TYPE OPERATORS IN TERMS OF ZN 43

Case 1: N odd. Lets separate the indices of j = {0, 1, . . . , N − 1} in even and odd
integers. Solving eqs.(6.9) for j = 2m,m = 1, 2, . . . , (N − 1)/2 in terms of l−0 and
substituting recursively,

|l−2 |2 = |l−0 |2 − Z
ξ
00 − Z

ξ
11,

|l−4 |2 = |l−0 |2 − Z
ξ
00 − Z

ξ
11 − Z

ξ
22 − Z

ξ
33,

... (6.10)

|l−N−1|
2 = |l−0 |2 + ZξN−1,N−1 − Tr(ZN ).

Similarly for j = 2m− 1 in reverse order,

|l−N−2|
2 = |l−0 |2 + ZξN−2,N−2 + ZξN−1,N−1,

|l−N−4|
2 = |l−0 |2 + ZξN−4,N−4 + ZξN−3,N−3 + ZξN−2,N−2 + ZξN−1,N−1,

... (6.11)

|l−1 |2 = |l−0 |2 − Z
ξ
00 + Tr(ZN ).

Case 2: N even. This case can be handled similarly, just that it is not possible to
express everything in terms of only |l−0 |2, but |l−1 |2 becomes also necessary.

For j = 2m in (6.9)

|l−N−2|
2 = |l−0 |2 −

N−3∑
m=0

Zξmm,

for j = 2m− 1

|l−N−1|
2 = |l−1 |2 −

N−2∑
m=1

Zξmm;

which are equivalent to

|l−N−2|
2 = |l−0 |2 + ZξN−2,N−2 + ZξN−1,N−1 − Tr(ZN ),

|l−N−1|
2 = |l−1 |2 + Zξ00 − Tr(ZN ).

Finally we get the result, stated in this theorem, remembering that ZN is traceless,
in accordance with Corollary 5.4. �

Note that the odd case requires only three parameters l−0 , l
−
1 , l
−
N−1, whereas the

even case requires four. The fact that only the modules of the l−j are involved,

anticipates the existence of many operators L± and so, many hamiltonians H.
Hitherto two main properties of ZN have been used: its Hermiticity and its

tracelessness; now its diagonalizability is needed.

Corollary 6.6. An annihilation operator L− which is a solution of the DCR, exists
if the parameters l−0 , l

−
1 , l
−
N−1, l

−
N−2 satisfy the hyperbolic relations (6.5) and {|ξj〉}

is a complete basis of eigenvectors of ZN .

Proof. Since l−0 , l
−
1 , l
−
N−1, l

−
N−2 satisfies the relations (6.5), then the recurrence (6.7)

is fulfilled. As for the remaining 2N − 2 recurrences in (6.8), the fact that |ξj〉 are

eigenvectors of ZN , implies ZξN is diagonal, therefore Zξk,j−1 = Zξk+1,j = 0 ∀ k =
j −N + 1, j −N, . . . , j − 2, j, j + 1, . . . , j +N − 2; that is, the off-diagonal elements

of ZξN vanish, thus, eq.(6.8) is satisfied. �
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Therefore, the construction of the operators L± is recursively given by (6.10) and
(6.11) starting with solutions of the hyperbolic relations.

Example 6.1. We can obtain a numeric example running code to compute ZN =
i[Q,P ] for N = 13 in Wolfram-Mathematica, this program yields the following
eigenvalues for Z13

Zξ00 = 11.1582, Zξ1212 = −0.371055,

whereby the corresponding hyperbolic relations of Theorem 6.5 which solve the re-
currence relation are

|l−12|2 − |l
−
1 |2 = Zξ00 + Zξ1212 = 10.7872,

|l−1 |2 − |l
−
0 |2 = −11.1582.

This implies that |l−1 |2 = |l−0 |2 − 11.1582, and therefore |l−0 |2 > 11.1582. So if we
take |l−0 | = 12, then the circle C0 = {l0 ∈ C||l−0 | = 12} determines an infinite
set of solutions. We choose building on the imaginary axis, so we take l−0 = 12i;
hence |l−1 |2 = 144 − 11.1582, or|l−1 | = 11.5257, thus we take l−1 = 11.5257i; also,
|l−12|2 = |l−1 |2 + 10.7872 implies that l−12 = 11.9845i. The remaining l−j are given

recursively by eqs.(6.10) and (6.11).

Corollary 6.7. Let hN be the set of Hamiltonians H = 1
2{L

+, L−}, such that
[{L+, L−}, L−] = {L−, ZN}, then [H, ZN ] = 0, ∀H ∈ hN .

Proof. Now this is clear because of construction since we are taking as {|ξj〉} the
eigenvectors of ZN , which in turn are also eigenvectors of H in accordance with eq.
(6.4); this is, they have the same set of eigenvectors, so they must commute. �

Definition 6.2. The number operator N : CN −→ CN is defined as N := L+L−.

Corollary 6.8. [N ,H] = [N , ZN ] = 0.

Proof. It is enough to probe that the eigenvectors of N are those of the set {|ξj〉}.
Using the definitions of L+ and L−, we have

N = L+L− =

N−1∑
j=0

N−1∑
j′=0

l+j |ξj+1〉〈ξj |l−j′ |ξj′−1〉〈ξj′ |

=

N−1∑
j=0

N−1∑
j′=0

l+j l
−
j′ |ξj+1〉δj,j′−1〈ξj′ | =

N−1∑
j=0

l+j l
−
j+1|ξj+1〉〈ξj+1|

=

N−1∑
j=0

|l−j+1|
2|ξj+1〉〈ξj+1|,

since l+j = l−j+1 (see the proof of Proposition 6.4); therefore

N|ξα〉 =

N−1∑
j=0

|l−j+1|
2|ξj+1〉〈ξj+1|ξα〉 = |l−α |2|ξα〉.

Thus N has the same eigenvectors as H, as desired. �

With these results requirements 1 and 2 of the proposed algebraic scheme are
satisfied.
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7. On the AA-approach

The purpose of this work is to provide a framework for analysing eigensystems,
associated with the DFT for arbitrary N , either by using an operator not necessarily
commuting with the DFT, as in the realization in terms of the operator ZN , or by
employing an operator W , which does commute with the DFT. In this section
we propose a possible realization for the algebraic scheme 6.1, by using the Heun
operator W from the Atakishiyeva and Atakishiyev (AA) approach, which could
provide the fulfilment of its four requirements. This can be done due to the existence
of a significant connection between the operators Q and P and the raising and
lowering operators A and A† of the AA-approach through the exponential map.
Thus, we show how these operators are related and establish corresponding DCR
which naturally follow in this approach.

The A and A† operators, also called intertwining operators, are linear transfor-
mations A,A† : CN → CN such that (see [3, 4] for more on the subject)

A = X + iY, A† = X − iY,

where X = diag(S0, S1, . . . , SN−1), Sn := 2 sin(2πn/N), n ∈ ZN , and Y = i(V † −
V ). Since X and Y are Hermitian they can be identified as position and momentum
operators, respectively. Note that the operators A and A† satisfy the intertwining
relations

AΦN = iΦA, A†Φ = −iΦA†.

By using them it is possible to prove the following important result: if the discrete
number operator is defined as N := A†A, then

[N ,ΦN ] = 0,

hence they have the same eigenvectors.
On the other hand, it is not hard to see that the operator X satisfies the relation

(see [4], p. 89)

X =
1

2i

(
U − U†

)
,

from which it follows that

A =
1

4

√
N

π

[
V † − V + i

(
U† − U

) ]
,

A† =
1

4

√
N

π

[
V − V † − i

(
U − U†

) ]
,

where, as we know from Section 3, the operators U and V are intertwined by the
DFT.

In [4], Theorem 3.1, p.86, it was shown that the set of unitary operators defined
as

u(l;m,n) :=
√
NqlV nUm, 0 ≤ l,m, n ≤ N − 1,

form an irreducible unitary representation U(N) on CN of the finite Heisenberg
group H. Additionally, as is proved in [15], Theorem 1.5, p.19, the matrix elements
of the unitary, irreducible representations of H are a complete orthonormal set for
the vector space of the regular representation C[H] of H, which in turn is obtained
by a basis indexed by the elements of H. It is possible to turn C[H] into an
algebra by means of the product vgvh = vgh, g, h ∈ H and extending it linearly;
the resulting algebra is the group algebra CH of H on the field C. Therefore, the
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matrix elements of A and A† are elements of the group algebra CH. Recall that,
by virtue of Theorem 4.1,

V j = exp(iηPj),

which implies that the raising and lowering operators A and A† can also be inter-
preted as linear combinations of exponentiations of the operators Q and P , with
matrix elements belonging to the group algebra CH. These arguments probe the
deep connection between Q, P , A and A† as desired. Shortly, we can say that the
operators Q, P , L+, L− and ZN lie at the level of representations of the Heisen-
berg algebra h, whereas the operators X, Y , A, A† and W lie at the level of
representations of the Heisenberg group H – turned into a group algebra CH – and
connected through the exponential map, with underlying finite-dimensional Hilbert
space L2(Z/NZ).

Thus, we have gained insight on the mathematical structure underlying the DFT
and now we are in a position to lay down a possible realization for 6.1 lying natu-
rally in the AA-approach. It would be desirable, not mandatory though, that N
was Hermitian; this condition is not fulfilled, however, since A and A† generate
a cubic algebra (for more details see [28]). Fortunately, it has been possible to
find a transformation T , which turns N into an Hermitian matrix by means of a
symmetrization with respect to the parity operator S extendable to arbitrary N ;
this implies that N is diagonalizable and so there exists an orthonormal eigenbasis
of N and it has been already constructed [5] (at least for N = 5 up to the writing
of this paper). This means we could use such basis to build an associated family of
ladder operators apart from the AA’s raising and lowering operators. The natural
candidate that plays the role of ZN is the Heun operator

W := −2i [X,Y ] = [A,A†],

defined in [28], p.7, which additionally can be chosen to commute with ΦN . So
despite the fact that W may not have the Toeplitz property, we could remarkably
have in exchange, the fulfilment of the whole four requirements of the algebraic
scheme in 6.1. The Toeplitz property will only be relevant when we formally study
the intrinsic nature of ZN , so its absence here is not detrimental to the scheme
under analysis, for the existence of solutions of the DCR only required hermiticity,
tracelessness and diagonalizability, as we learned in the previous section. Therefore
it is important to determine whether or not it is possible to construct operators L+

and L−, such that

[{L+, L−}, L+] = −{L+,W}, [{L+, L−}, L−] = {L−,W}.

If solutions exist for these equations, then the proposed algebraic scheme will have
been solved completely, since

[W,ΦN ] = 0.

These observations undoubtedly help to deeply understand the mathematical struc-
ture underlying the behaviour of Q, P , A and A†, and we think this can be useful
for further developments on the subject.

8. Concluding remarks

In this paper we have established a set of discrete commutation relations obtained
from a Hermitian Toeplitz operator ZN , which plays the role of the identity. Thus,
by means of the formulation of the discrete compatibility relations, the algebraic
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system 6.1 was proposed and it has been shown to admit solutions featuring ladder-
type operators that lead to the construction of families of Hamiltonians H for each
N . Also, it was established a remarkable relationship between the operators Q and
P , and those of the AA-approach, A and A†, in the sense that these are linear
combinations of exponentiations of the former, with matrix elements belonging
to the group algebra CH. Then we proposed that the condition [W,ΦN ] = 0 can
naturally lead to the fulfilment of the four requirements of the algebraic system and
thereby provide a complete model of it, obtaining insight on the underlying algebraic
structure of the DFT. We believe this can lead to a well formulated framework for
systematically studying discrete systems in finite dimensional Hilbert spaces.

Further analysis is needed to formally deal with the conjectured relationship
between ZN and the δ distribution, as well as to determine whether analytic ex-
pressions for the eigenvectors of ZN can be obtained. It is also important the study
of the asymptotics –i.e. upper and lower bounds– of the extreme eigenvalues, if any,
trying to follow procedures similar to those in [30]. The establishment of three-term
recurrence relations for eigenvectors of the DFT, leading to associated polynomials
through Rodrigues-type difference formulas, as well as the extension of the results
to the multivariate case still remains pending.

The possible recovery of the continuous case withing the scope of the Limit Cen-
tral Theorem, would be desirable and lies on the veracity of the limit of ZN as the
Dirac distribution, and the knowledge of the explicit form of its eigenvectors. If this
limit holds, then ZN has Schwartz distributional behaviour. Therefore one needs
to find an appropriate analog of the identity operator in the CCR (2.2), instead of
employing the identity operator under convolution in the distributional sense of the
discrete conmutation relations (4.3). This is due to the fact that Schwartz distri-
butions are a bit different notion than the usual probability distributions. Never-
theless, this is not detrimental to the algebra of the discrete commutation relations
because in our study under discussion we prioritize a correspondence principle from
Tarasov. This principle states (see [31] p.4) that the correspondence between dis-
crete and continuous quantum theories lies not so much in the limiting agreement
when the step of discretization tends to zero, as in the fact that mathematical
operations on the two theories obey, in many cases, the same laws. Finally, the
problem of the recovery of the continuous case, associated with the Heun operator,
or if the limit of ZN turns out to be a bounded operator, is left open.

Acknowledgments. NMA is grateful to Alexei Zhedanov for illuminating discus-
sions.
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ORCID ID: 0009-0002-3429-541X
Email address: miguel.ortiz@uaem.edu.mx



ON A FAMILY OF DISCRETE ND LADDER-TYPE OPERATORS IN TERMS OF ZN 49

N. M. Atakishiyev,
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Abstract. In this study, a new perspective in neutrosophic topology is brought

to some open set definitions in general topology and previously interpreted in
different ways in some other non-standard topological spaces. Then, some

types of functions and continuity are introduced using these new open sets. In

addition to these, the relations between the types of open sets, which we have
brought different perspectives, with the continuity and function types that we

reinterpreted in neutrosophic topology, are examined and these relations are

clarified by giving examples and counterexamples.

1. Introduction

The concept of neutrosophic sets was introduced by Smarandache in his classical
paper [10]. After the discovery of the neutrosophic subsets, much attention has
been paid to generalize the basic concepts of classical topology in neutrosophic
setting and thus a modern theory of neutrosophic topology is developed. The
notion of neutrosophic subsets naturally plays a significant role in the study of
neutrosophic topology which was introduced by Salama and Alblowi [9] in 2012. In
2021, Acikgoz et. all [1], introduced the concepts of neutrosophic quasi-coincidence
and neutrosophic q-neighbourhoods. As in [2, 3], these new concepts were used
very effectively and gave some mathematicians the opportunity to reconsider some
of the cornerstones of the world of topology in neutrosophic setting. In 1985, Rose
[8] defined weakly open functions in a topological spaces. In 1997 J.H. Park et. all
[7] introduced the notion of weakly open functions for a fuzzy topological space. In
[4], Caldas et. all, introduced and discussed the concept of fuzzy weakly semiopen
function which is weaker than fuzzy weakly open and fuzzy almost open functions
introduced by [7] and Nanda [6] respectively and obtained several properties and
characterizations of these functions comparing with the other functions. In this
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study, using the concepts of neutrosophic quasi-coincidence and neutrosophic q-
neighbourhoods, we reinterpreted this function and open set variants and got reality
of that neutrosophic semiopenness implied neutrosophic weakly semiopenness but
converse was not true. We also showed that the reverse statement was also true
when certain conditions were met.

2. Preliminaries

In this section, we present the basic definitions related to neutrosophic set theory.

Definition 2.1. [9]A neutrosophic set A on the universe set X is defined as:

A = {〈x, TA (x) , IA (x) , FA (x)〉 : x ∈ X} ,

where T , I, F : X → ]−0, 1+[ and −0 ≤ TA (x) + IA (x) + FA (x) ≤ 3+.

Scientifically, membership functions, indeterminacy functions and non-membership
functions of a neutrosophic set take value from real standart or nonstandart subsets
of ]−0, 1+[. However, these subsets are sometimes inconvenient to be used in real
life applications such as economical and engineering problems. On account of this
fact, we consider the neutrosophic sets, whose membership function, indeterminacy
functions and non-membership functions take values from subsets of [0, 1].

Definition 2.2. [5] Let X be a nonempty set. If r, t, s are real standard or non
standard subsets of ]−0, 1+[ then the neutrosophic set xr,t,s is called a neutrosophic
point in X given by

xr,t,s(xp) =

{
(r, t, s), if x = xp
(0, 0, 1), if x 6= xp

For xp ∈X, it is called the support of xr,t,s, where r denotes the degree of membership
value, t denotes the degree of indeterminacy and s is the degree of non-membership
value of xr,t,s.

Definition 2.3. [8] Let A be a neutrosophic set over the universe set X. The
complement of A is denoted by Ac and is defined by:

Ac =
{〈
x, FF̃ (e)(x), 1− IF̃ (e)(x), TF̃ (e)(x)

〉
: x ∈ X

}
.

It is obvious that [Ac]c = A.

Definition 2.4. [8] Let A and B be two neutrosophic sets over the universe set X.
A is said to be a neutrosophic subset of B if TA(x) ≤ TB(x), IA(x) ≤ IB(x), FA(x) ≥
FB(x), every x in X. It is denoted by A ⊆ B. A is said to be neutrosophic soft
equal to B if A ⊆ B and B ⊆ A. It is denoted by A = B.

Definition 2.5. [8] Let F1 and F2 be two neutrosophic soft sets over the universe
set X. Then their union is denoted by F1 ∪ F2 = F3 is defined by:

F3 = {〈x, TF3(x), IF3(x), FF3(x) : x ∈ X〉},

where

TF3(x) = max{TF1(x), TF2
(x)},

IF3(x) = max{IF1(x), IF2(x)},

FF3(x) = min{FF1(x), FF2
(x)}.
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Definition 2.6. [8] Let F1 and F2 be two neutrosophic soft sets over the universe
set X. Then their intersection is denoted by F1 ∩ F2 = F4 is defined by:

F4 = {〈x, TF4
(x), IF4

(x), FF4
(x) : x ∈ X〉},

where

TF4(x) = min{TF1(x), TF2
(x)},

IF4(x) = min{IF1(x), IF2
(x)},

FF4(x) = max{FF1(x), FF2
(x)}.

Definition 2.7. [8]A neutrosophic set F over the universe set X is said to be a
null neutrosophic set if TF (x) = 0, IF (x) = 0, FF (x) = 1, every x ∈ X. It is
denoted by 0X .

Definition 2.8. [8] A neutrosophic set F over the universe set X is said to be an
absolute neutrosophic set if TF (x) = 1, IF (x) = 1, FF (x) = 0, every x ∈ X. It is
denoted by 1X .

Clearly 0cX = 1X and 1cX = 0X .

Definition 2.9. [8] Let NS(X) be the family of all neutrosophic sets over the
universe the set X and τ ⊂ NS(X). Then τ is said to be a neutrosophic topology
on X if:

1) 0X and 1X belong to τ ;
2) The union of any number of neutrosophic soft sets in τ belongs to τ ;
3) The intersection of a finite number of neutrosophic soft sets in τ belongs to

τ .
Then (X, τ) is said to be a neutrosophic topological space over X. Each member of
τ is said to be a neutrosophic open set [8].

Definition 2.10. [8] Let (X, τ) be a neutrosophic topological space over X and F
be a neutrosophic set over X. Then F is said to be a neutrosophic closed set iff its
complement is a neutrosophic open set.

Definition 2.11. [2] A neutrosophic point xr,t,s is said to be neutrosophic quasi-
coincident (neutrosophic q-coincident, for short) with F , denoted by xr,t,s q F if
and only if xr,t,s * F c. If xr,t,s is not neutrosophic quasi-coincident with F , we
denote by xr,t,s q̃ F .

Definition 2.12. [2] A neutrosophic set F in a neutrosophic topological space
(X, τ) is said to be a neutrosophic q-neighborhood of a neutrosophic point xr,t,s
if and only if there exists a neutrosophic open set G such that
xr,t,s q G ⊂ F .

Definition 2.13. [2] A neutrosophic set G is said to be neutrosophic quasi-
coincident (neutrosophic q-coincident, for short) with F , denoted by G q F if and
only if G * F c. If G is not neutrosophic quasi-coincident with F , we denote by G
q̃ F .

Definition 2.14. [3] A neutrosophic point xr,t,s is said to be a neutrosophic interior
point of a neutrosophic set F if and only if there exists a neutrosophic open q-
neighborhood G of xr,t,s such that G ⊂ F . The union of all neutrosophic interior
points of F is called the neutrosophic interior of F and denoted by F ◦.
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Definition 2.15. [2] A neutrosophic point xr,t,s is said to be a neurosophic cluster
point of a neutrosophic set F if and only if every neutrosophic open q-neighborhood
G of xr,t,s is q-coincident with F . The union of all neutrosophic cluster points of

F is called the neutrosophic closure of F and denoted by F .

Definition 2.16. [2] Let f be a function from X to Y . Let B be a neutrosophic
set in Y with members hip function TB(y), indeterminacy function IB(y) and non-
membership function FB(y). Then, the inverse image of B under f , written as
f−1(B), is a neutrosophic subset of X whose membership function, indetermi-
nacy function and non-membership function are defined as Tf−1(B)(x) = TB(f(x)),
If−1(B)(x) = IB(f(x)) and Ff−1(B)(x) = FB(f(x)) for all x in X, respectively.
Conversely, let A be a neutrosophic set in X with membership function TA(x), in-
determinacy function IA(x) and non-membership function FA(x). The image of A
under f , written as f(A), is a neutrosophic subset of Y whose membership function,
indeterminacy function and non-membership function are defined as

Tf(A)(y) =

{
supz∈f−1(y){TA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

If(A)(y) =

{
supz∈f−1(y){IA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

Ff(A)(y) =

{
supz∈f−1(y){FA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

for all y in Y , where f−1(y) = {x : f(x) = y}, respectively.

3. Some Definitions

This section provides some new definitions that form the cornerstones of the
sections that follow.

Definition 3.1. A neutrosophic set F in a neutrosophic topological space (X, τ) is
said to be

a) Neutrosophic semiopen, if F ⊆
(
F ◦
)
,

b) Neutrosophic semiclosed, if
(
F
)◦ ⊆ F ,

c) Neutrosophic preopen, F ⊆
(
F
)◦

,

d) Neutrosophic regular open, if F =
(
F
)◦

,

e) Neutrosophic α-open, if F ⊆
((
F ◦
))◦

,

f) Neutrosophic β-open, F ⊆
(
F

)◦
. Equivalently, if there exists a

neutrosophic preopen set A such that A ⊆ F ⊆ A.

Definition 3.2. If, F be a neutrosophic set in neutrosophic topological space (X, τ)
then, F s =

⋂
{F : F ⊆ A, A is neutrosophic semiclosed} (resp. F ◦s =

⋃
{F : F ⊆

A, A is neutrosophic semiopen}) is called a neutrosophic semiclosure of F (resp.
neutrosophic semi-interior of F).

A neutrosophic set F in a neutrosophic topological space (X, τ) is neutrosophic
semiclosed (resp. neutrosophic semiopen) if and only if F = F s (resp. F = F ◦s ).
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Definition 3.3. Let f : (X, τ) → (Y, σ) be a function from a neutrosophic topo-
logical space (X, τ) into a neutrosophic topological space (Y, σ). The function f is
said to be:

a) Neutrosophic semiopen, if f(F ) is a neutrosophic semiopen set
of Y for each neutrosophic open set F in X.

b) Neutrosophic weakly open, if f(F ) ⊆
(
f
(
F
))◦

is for each neu-

trosophic open set F in X.
c) Neutrosophic almost open, if f(F ) is a neutrosophic open set of
Y for each neutrosophic regular open set F in X.
d) Neutrosophic β-open, if f (F) is a neutrosophic β-open set of Y
for each neutrosophic open set F in X.

Definition 3.4. Let f : (X, τ) → (Y, σ) be a function from a neutrosophic topo-
logical space (X, τ) into a neutrosophic topological space (Y, σ). The function f is
said to be neutrosophic semicontinuous, if f−1(A) is a neutrosophic semiopen set
of X, for each A ∈ σ.

4. Neutrosophic Weakly Semiopen Functions

Since the concepts of neutrosophic semicontinuity and neutrosophic semiopen-
ness are indispensable for each other, how the concepts of neutrosophic weak
semiopenness and the neutrosophic weak semicontinuity is clarified in this study.

Definition 4.1. Let f : (X, τ) → (Y, σ) be a function from a neutrosophic topo-
logical space (X, τ) into a neutrosophic topological space (Y, σ). The function f is

said to be neutrosophic weakly semiopen, if f
(
A
)
⊆
(
f

(
A

))◦
s

, for each A ∈ σ.

Obviously, every neutrosophic weakly open function is neutrosophic weakly semiopen
and every neutrosophic semiopen function is also neutrosophic weakly semiopen.

Example 4.1. Let X = x, y, z, Y = a, b, c and neutrosophic sets λ and µ are
defined as: λ = {〈x, 0, 0, 1〉 , 〈y, 0.3, 0.3, 0.7〉 , 〈z, 0.2, 0.2, 0.8〉}
µ = {〈a, 0, 0, 1〉 , 〈b, 0.2, 0.2, 0.8〉 , 〈c, 0.1, 0.1, 0.9〉}
Let τ = {0, λ, 1} and σ = {0, µ, 1}. Then the mapping f : (X, τ) → (Y, σ) defined
by f(x) = a, f(y) = b and f(z) = c is neutrosophic weakly semiopen but neither
neutrosophic semiopen nor neutrosophic weakly open.

Definition 4.2. A neutrosophic point xr,t,s is said to be a neutrosophic θ-cluster
point of a neutrosophic set λ, if, for every neutrosophic open q-nbd µ of xr,t,s , µ
is q-coincident with λ. The set of all neutrosophic θ-cluster points of λ is called
the neutrosophic θ-closure of λ and will be denoted by λθ. A neutrosophic λ will
be called neutrosophic θ-closed if and only if λ = λθ. The complement of a neutro-
sophic θ-closed set is called of neutrosophic θ-open and the neutrosophic θ-interior
of λ denoted by λ◦θ is defined as λ◦θ = {xr,t,s | for some neutrosophic open q −
nbd, β of xr,t,s, β ⊆ λ}.

Lemma 4.1. Let λ be a neutrosophic set in a neutrosophic topological space X,
then:

1) λ is a neutrosophic θ-open if and only if λ = λ◦θ.

2)
(
λ◦θ
)c

=
(
λc
)
θ

and
(
λc
)◦
θ

=
(
λθ
)c

.
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3) λθ is a neutrosophic closed set but not necessarily is a neutro-
sophic θ-closed set.

Theorem 4.2. Let f : (X, τ)→ (Y, σ) be a function from a neutrosophic topological
space (X, τ) into a neutrosophic topological space (Y, σ). Then, following conditions
are equivalent:

(i) f is neutrosophic weakly semiopen;

(ii) f
(
λ◦θ
)
⊆
(
f(λ)

)◦
s

for every neutrosophic subset λ of X;

(iii)

(
f−1

(
β
))◦

θ

⊆ f−1
(
β◦s
)

for every neutrosophic subset β of Y ;

(iv) f−1
(
βs

)
⊆
(
f−1

(
β
))

θ

for every neutrosophic subset β of Y ;

(v) For each neutrosophic θ-open set λ in X, f(λ) is neutrosophic
semiopen in Y ;
(vi) For any neutrosophic set β of Y and any neutrosophic θ-closed
set λ in X containing f−1(β), where X is a neutrosophic regular
space, there exists a neutrosophic semiclosed set δ in Y containing
β such that f−1(δ) ⊆ λ.

Proof. (i)⇒ (ii): Let λ be any neutrosophic subset of X and xr,t,s be a neutrosophic
point in λ◦θ. Then, there exists a neutrosophic open q − nbd γ of xr,t,s such that
γ ⊆ γ ⊆ λ. Then, f(γ) ⊆ f(γ) ⊆ f(λ). Since f is neutrosophic weakly semiopen,
f(γ) ⊆ (f(γ))◦s ⊆ (f(λ))◦s. It implies that f(xr,t,s) is a point in (f(λ))◦s. This shows
that xr,t,s ∈ f−1((f(λ))◦s). Thus λ◦θ ⊆ f−1((f(λ))◦s), and so f(λ◦θ) ⊆ (f(λ))◦s.
(ii)⇒ (i): Let µ be a neutrosophic open set in X. As µ ⊆ (µ)◦θ implies,
f(µ) ⊆ f((µ)◦θ) ⊆ (f(µ))◦s. Hence f is neutrosophic weakly semiopen.
(ii)⇒ (iii): Let β be any neutrosophic subset of Y . Then by (ii), f((f−1(β))◦θ) ⊆ β◦s .
Therefore, (f−1(β))◦θ ⊆ f−1(β◦s ).
(iii) ⇒ (ii): This is obvious.
(iii) ⇒ (iv): Let β be any neutrosophic subset of Y . Using (iii), we have[(

f−1(β)
)
θ

]c
=[(

f−1(β)
)c]◦

θ
=[

f−1(βc)
]◦
θ
⊆ f1

((
βc
)◦
s

)
=

f−1
((
βs
))c

=
[
f−1

(
βs
)]c

.

Therefore, we obtain f−1(βs) ⊆ (f−1(β))θ.
(iv) ⇒ (iii): Similary we obtain, [f−1(β◦s )]c ⊆ [(f−1(β))◦θ]

c, for every neutrosophic
subset β of Y , i.e., (f−1(β))◦θ ⊆ f−1(β◦s ).
(iv)⇒ (v): Let λ be a neutrosophic θ-open set in X. Then, (f(λ))c is a neutrosophic
set in Y and by (iv),

f−1
(((

f(λ)
)c)

s

)
⊆ f−1

((
f(λ)

)c)
θ

.

Therefore,
[
f−1

((
f(λ)

)◦
s

)]c
⊆
(
λc
)
θ

= λc. Then, we have λ ⊆ f−1(
(
f(λ)

)◦
s
)

which implies f(λ) ⊆ (f(λ))◦s. Hence f(λ) is neutrosophic semiopen in Y .
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(v)⇒ (vi): Let β be any neutrosophic set in Y and λ be a neutrosophic θ-closed set
in X such that f−1(β) ⊆ λ. Since λc is neutrosophic θ-open in X, by (v), f(λc) is

neutrosophic semiopen in Y . Let δ =
[
f(λc)

]c
. Then δ is neutrosophic semiclosed

and also β ⊆ δ. Now, f−1(δ) = f−1([f(λc)]c) = [f−1(f(λ))]c ⊆ λ.

(vi)⇒ (iv): Let β be any neutrosophic set in Y . Then, λ = f−1(β)θ is neutrosophic
θ-closed set in X and neutrosophic f−1(β) ⊆ λ. Then, there exists a neutrosophic
semiclosed set δ in Y containing β such that f−1(δ) ⊆ λ. Since δ is neutrosophic

semiclosed f−1(βs) ⊆ f−1(δ) ⊆ f−1(β)θ. �

Furthermore, we can prove the following.

Theorem 4.3. Let f : (X, τ)→ (Y, σ) be a bijective function. Then the following
statements are equivalent:

(i) f is neutrosophic weakly semiopen.

(ii) f(λ)s ⊆ f(λ) for each neutrosophic open set λ in X.

(iii) f(β◦)s ⊆ f(β) for each neutrosophic closed set β in X.

Proof. (i) ⇒ (iii): Let β be a neutrosophic closed set in X. Then we have

f(βc) =
(
f(β)

)c ⊆ (f(βc))◦
s

and so
(
f(β)

)c ⊆ (f(β◦)s
)c

. Hence f(β◦)s ⊆ f(β).

(iii)⇒ (ii): Let λ be a neutrosophic open set in X. Since λ is a neutrosophic closed

set and λ ⊆
(
λ
)◦

by (iii) we have f
(
λ
)
s
⊆ f

((
λ
)◦)

s
⊆ f

(
λ
)
.

(ii) ⇒ (iii): Similar to (iii) → (ii).
(iii) ⇒ (i) : Clear. �

For the following theorem, the proof is mostly straightforward and is omitted.

Theorem 4.4. For a function f : (X, τ) → (Y, σ) the following conditions are
equivalent: We define one additional near neutrosophic semiopen condition. This
condition when combined with neutrosophic weak semiopenness imply neutrosophic
semiopenness.

(i) f is neutrosophic weakly semiopen;
(ii) For each neutrosophic closed subset β of X, f(β◦) ⊆ (f(β))◦s;

(iii) For each neutrosophic open subset λ of X, f
((
λ
)◦) ⊆ (f(λ))◦

s
;

(iv) For each neutrosophic regular open subset λ of X, f
(
λ
)
⊆(

f
(
λ
))◦
s
;

(v) For every neutrosophic preopen subset λ of X, f
(
λ
)
⊆
(
f
(
λ
))◦
s
;

(vi) For every neutrosophic α-open subset λ of X, f
(
λ
)
⊆
(
f
(
λ
))◦
s
.

We define one additional near neutrosophic semiopen condition. This con-
dition when combined with neutrosophic weak semiopenness imply neutrosophic
semiopenness.

Definition 4.3. A function f : (X, τ) → (Y, σ) is said to satisfy the neutrosophic

weakly semiopen interiority condition if
(
f
(
λ
))◦
s
⊆ f

(
λ
)

for every neutrosophic
open subset λ of X.

Definition 4.4. A function f : (X, τ)→ (Y, σ) is said to be neutrosophic strongly
continuous, if for every neutrosophic subset λ of X, f

(
λ
)
⊆ f

(
λ
)
.
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Obviously, every neutrosophic strongly continuous function satisfies the neutro-
sophic weakly semiopen interiority condition but the converse does not hold as is
shown by the following example.

Example 4.2. Let X = {a, b}, Y = {x, y} and neutrosophic sets λ and µ are de-
fined as: λ = {〈a, 0.3, 0.3, 0.7〉, 〈b, 0.4, 0.4, 0.6〉} µ = {〈x, 0.7, 0.7, 0.3〉, 〈y, 0.8, 0.8, 0.2〉}.
Let τ = {0, λ, 1} and σ = {0, µ, 1}. Then the mapping f : (X, τ) → (Y, σ) defined
by f(a) = x, f(b) = y satisfies neutrosophic weakly semiopen interiority but is not
neutrosophic strongly continuous.

Theorem 4.5. Every function that satisfies the neutrosophic weakly semiopen in-
teriority condition into a neutrosophic discrete topological space is neutrosophic
strongly continuous.

Theorem 4.6. If f : (X, τ) → (Y, σ) is neutrosophic weakly semiopen and satis-
fies the neutrosophic weakly semiopen interiority condition, then f is neutrosophic
semiopen.

Proof. Let λ be a neutrosophic open subset of X. Since f is neutrosophic weakly
semiopen f

(
λ
)
⊆
(
f
(
λ
))◦
s
. However, because f satisfies the neutrosophic weakly

semiopen interiority condition, f
(
λ
)

=
(
f
(
λ
))◦
s

and therefore f(λ) is neutrosophic
semiopen. �

Corollary 4.7. If f : (X, τ) → (Y, σ) is neutrosophic weakly semiopen and neu-
trosophic strongly continuous, then f is neutrosophic semiopen.

The following example shows that neither of this neutrosophic interiority condi-
tion yield a decomposition of neutrosophic semiopenness.

Example 4.3. Let X = {a, b, c}, Y = {x, y, z}. Define λ and µ as follows : λ =
{〈a, 0, 0, 1〉, 〈b, 0.2, 0.2, 0.8〉, 〈c, 0.7, 0.7, 0.3〉}, µ = {〈x, 0, 0, 1〉, 〈y, 0.2, 0.2, 0.8〉, 〈z, 0.2, 0.2, 0.8〉}.
Let τ = {0, λ, 1} and σ = {0, µ, 1}. Then the mapping f : (X, τ) → (Y, σ) defined
by f(a) = x, f(b) = y and f(c) = z is neutrosophic semiopen but not neutrosophic
weakly semiopen interiority .

A function f : (X, τ) → (Y, σ) is said to be neutrosophic contra-open (resp.
neutrosophic contra-closed) if f(λ) is a neutrosophic closed set (resp. neutrosophic
open set) of Y for each neutrosophic open (resp. neutrosophic closed) set λ in X.

Theorem 4.8. Let f : (X, τ) → (Y, σ) be a neutrosophic function. Then, the
following statements hold.

(i) If f : (X, τ)→ (Y, σ) is neutrosophic preopen and neutrosophic
contra-open, then f is a neutrosophic weakly semiopen function.
(ii) If f : (X, τ)→ (Y, σ) is neutrosophic contra-closed, then f is a
neutrosophic weakly semiopen function.

Proof. (i) Let λ be a neutrosophic open subset of X. Since f is neutrosophic pre-

open f(λ) ⊆ (f(λ))◦ and since f is neutrosophic contra-open, f(λ) is neutrosophic

closed. Therefore f(λ) ⊆ (f(λ))◦ = (f(λ))◦ ⊆ (f(λ))◦.

(ii) Let λ be an neutrosophic open subset of X. Then, we have f(λ) ⊆ f(λ) ⊆
(f(λ))◦s. �

The converse of Theorem 4.6 does not hold. Can be seen in Example 4.1.
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Theorem 4.9. Let X be a neutrosophic regular space. Then, f : (X, τ) → (Y, σ)
is neutrosophic weakly semiopen if and only if f is neutrosophic semiopen.

Proof. The sufficiency is clear.
Necessity. Let λ be a non-null neutrosophic open subset of X. For each xr,s,t
neutrosophic point in λ, let µxr,s,t be a neutrosophic open set such that xr,s,t ∈
µxr,s,t ⊆ xr,s,t ⊆ λ. Hence, we obtain that

λ =
⋃
{µxr,s,t

: xr,s,t ∈ λ} =
⋃
{xr,s,t : xr,s,t ∈ λ}

and
f(λ) =

⋃
{f(µxr,s,t

) : xr,s,t ∈ λ} ⊆
⋃
{(f(xr,s,t))

◦
s : xr,s,t ∈ λ} ⊆

(f(
⋃
{xr,s,t : xr,s,t ∈ λ}))◦s = (f(λ))◦s.

Thus, f is semiopen. �

Note that, f : (X, τ) → (Y, σ) is said to be neutrosophic contra-pre-semiclosed
provide that f(λ) is neutrosophic semi-open for each neutrosophic semi-closed sub-
set λ of X.

Theorem 4.10. If f : (X, τ)→ (Y, σ) is neutrosophic weakly semiopen and Y has
the property that union of neutrosophic semi-closed sets is neutrosophic semi-closed
and if for each neutrosophic semi-closed subset β of X and each fiber

f−1(yr,s,t) ⊆ βc

there exists a neutrosophic open subset µ of X for which β ⊆ µ and f−1(yr,s,t)q̃µ,
then f is neutrosophic contra-pre-semiclosed.

Proof. Assume β is a neutrosophic semi-closed subset of X and let yr,s,t ∈ (f(β))c.
Thus, f−1(yr,s,t) ⊆ βc and hence there exists a neutrosophic open subset µ of X
for which β ⊆ µ and f−1(yr,s,t))q̃µ. Therefore, yr,s,t ∈ (f(µ))c ⊆ (f(β))c. Since f
is neutrosophic weakly semiopen f(µ) ⊆ (f(µ))◦s. By complement, we obtain

yr,s,t ∈ (f(µ))cs ⊆ (f(β))c

Let δyr,s,t = (f(µ))cs. Then δyr,s,t is a neutrosophic semi-closed subset of Y contain-
ing yr,s,t. Hence (f(β))c =

⋃
{δyr,s,t : yr,s,t ∈ (f(β))c} is neutrosophic semi-closed

and therefore f(β) is neutrosophic semi-open. �

Theorem 4.11. If f : (X, τ) → (Y, σ) is an neutrosophic almost open function,
then it is neutrosophic weakly semiopen. The converse is not generally true.

Proof. Let λ be a neutrosophic open set in X. Since f is neutrosophic almost open
and (λ)◦ is neutrosophic regular open, f((λ)◦) is neutrosophic open in Y and hence
f(λ) ⊆ f((λ)◦) ⊆ (f(λ))◦ ⊆ (f(λ))◦s. This shows that f is neutrosophic weakly
semiopen. �

Example 4.4. The function f defined in Example 4.3 is neutrosophic weakly
semiopen but not neutrosophic almost open.

Lemma 4.12. If f : (X, τ) → (Y, σ) is a neutrosophic continuous function, then

for any neutrosophic subset λ of X, f(λ) ⊆ (f(λ)).

Theorem 4.13. If f : (X, τ) → (Y, σ) is a neutrosophic weakly semiopen and
neutrosophic continuous function, then f is a neutrosophic β-open function.
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Proof. Let λ be a neutrosophic open set in X. Then, by neutrosophic weak
semiopenness of f , f(λ) ⊆ (f(λ))◦s. Since f is neutrosophic continuous f(λ) ⊆ f(λ)

and since for any neutrosophic subset β of X, (β)◦s ⊆ β ∩ ((β)◦), we obtain that,

f(λ) ⊆ (f(λ))◦s ⊆ ((f(λ))◦s ⊆ (((f(λ))◦). Thus, f(λ) ⊆ (((f(λ))◦) which shows
that f(λ) is a neutrosophic β-open set in Y . Hence, f is a neutrosophic β-open
function. �

Corollary 4.14. If f : (X, τ)→ (Y, σ) is a neutrosophic weakly semiopen and neu-
trosophic strongly continuous function. Then f is a neutrosophic β-open function.

Definition 4.5. A neutrosophic topological space (X, τ) is said to be a neutrosophic
connected space, if there don’t exist neutrosophic clopen sets λ and β such that λq̃β
and λcq̃βc.

Definition 4.6. A neutrosophic topological space (X, τ) is said to be a neutrosophic
semiconnected space, if there don’t exist neutrosophic semiclopen sets λ and β such
that λq̃β and λcq̃βc.

Theorem 4.15. If f : (X, τ)→ (Y, σ) is a neutrosophic weakly semiopen of a space
X onto a neutrosophic semiconnected space Y , then X is neutrosophic connected.

Proof. Let X be not connected. Then there exist neutrosophic open sets β and γ in
X such that βq̃γ and βcq̃γc. This implies that f(β)q̃f(γ) and f(βc)q̃f(γc). Since f
is neutrosophic weakly semiopen, we have f(β) ⊆ (f(β))◦s and f(γ) ⊆ (f(γ))◦s and
since β and γ are neutrosophic open and also neutrosophic closed, we have f(β) =
f(β), f(γ) = f(γ). Hence f(β) and f(γ) are neutrosophic semiopen and semiclosed
in (Y, σ) such that f(β)q̃f(γ) and ((fβ))cq̃(f(γ))c. Hence, this contrary to the fact
that Y is neutrosophic semi-connected. Thus X is neutrosophic connected. �

Definition 4.7. A space X is said to be neutrosophic hyperconnected if every non-
null neutrosophic open subset of X is neutrosophic dense in X.

Theorem 4.16. If X is a neutrosophic hyperconnected space, then a function
f : (X, τ) → (Y, σ) is neutrosophic weakly semiopen if and only if f(X) is neutro-
sophic semi-open in Y .

Proof. The necessity is clear.
For the sufficiency observe that for any neutrosophic open subset λ of X,
f(λ) ⊆ f(X) = (f(X))◦s = (f(λ))◦s. �

5. Conclusion

In this study, after presenting the factors that inspired us to focus on this subject
and giving the necessary preliminary information, in the third section, we adapted
some open set types previously defined in the general topology to neutrosophic
spaces, and then we defined some types of functions and continuity using these
open set types. In the fourth section, we continued to present new open set and
continuity types and illustrated the relationships between them by enriching them
with examples. Additionally, we examined the properties of these new types of con-
tinuities and open sets and brought a new perspective to the concept of connected
space. Our expectation from this study is that it will be one of the cornerstones
of various studies to be carried out in the world of mathematics and that it will
encourage scientists to conduct various research related to our study.
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Abstract. In this paper, we study the stability and convergence of fully dis-

crete finite element method with grad-div stabilization for the incompressible
non-isothermal fluid flows. The proposed scheme uses finite element discretiza-

tion in space and linearly extrapolated blended Backward Differentiation For-

mula (BLEBDF) in time. We prove the unconditional stability over finite time
interval and optimally convergence of the scheme. We also present numerical

experiments to verify our theoretical convergence rates and show the reliability

of the scheme.

1. Introduction

Most of practical engineering problems including insulating in windows, solar
collectors, cooling in electronics are modelled by natural convection flows. In the
dimensionless form, the equations governed by these flows are given on the domain
Ω ⊂ Rd(d = 2 or 3) and a time interval (0, t∗], t∗ <∞, as follows

ut + (u · ∇)u− ν∆u +∇p = RiTξ + f , (1.1)

∇ · u = 0, (1.2)

Tt + (u · ∇)T − κ∆T = g, (1.3)

where u is the velocity filed, p the pressure, T the temperature and f and g are
the external forcing and thermal source. ξ is the unit vector in the direction of
the gravitational acceleration, ν is the dimensionless kinematic viscosity which is
inversely proportional to the Reynolds number, i.e. ν = Re−1, κ the thermal con-
ductivity defined as κ = Re−1Pr−1 where Pr is the Prandtl number and Ri the
Richardson number, and Rayleigh number is defined by Ra = RiRe2Pr. The sys-
tem is complemented with the appropriate initial and boundary conditions.
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This system is well posed under some restriction on the Rayleigh and Prandtl num-
bers [21]. Simulations with standard Galerkin finite element method of (1.1)-(1.3)
for high Rayleigh number leads to severe computational problems and can exhibit
global spurious oscillations, [21, 6, 18]. One remedy to overcome this issue is to
use the grad-div stabilization. This type of stabilization adds the penalization term
γ∇(∇ · u) to the momentum equation which leads to γ(∇ · uh,∇ · vh) in the dis-
cretization. It was originally proposed in [3] and since then it has studied from both
theoretical and computational points of view. The studies on grad-div stabiliza-
tion show that this stabilization improves mass conservation, leads to much more
accurate approximate solutions for the Stokes/Navier-Stokes and related coupled
multiphysics flow problems, [5, 12, 14, 15, 19, 20].
The aim of this study is to use this advantage of grad-div stabilized finite element
for approximating of the natural convection flows. For the temporal discretization,
a new second order time stepping scheme called an blended three step Backward
Differentiation Formula (BDF) is used. This selection is due to the fact that such
scheme is of second order accuracy with a smaller constant in truncation error term,
A-stable and is more accurate than two-step BDF scheme, [22, 16, 2, 10].
The remaining of the paper is organized as follows. Section 2 presents some mathe-
matical preliminaries necessary for the finite element analysis. Section 3 introduces
the numerical scheme. Section 4 and 5 provides theoretical results of the stability
and convergence. We show that approximate solutions are unconditionally stable
over finite time interval and converge both in time and space quadratically. Sec-
tion 6 provides two numerical experiments. The first one verifies the second order
convergence in space and time. The second one, on the other hand, tests the re-
liability and efficiency of the algorithm. For this aim, we compare the solutions
of the scheme with BLEBDF (without the stabilization) on Marsigli’s experiment.
The results show that our method captures very well the flow pattern at each time
level.

2. Mathematical Preliminaries

We consider the domain Ω ⊂ Rd, d = 2, 3 to be a convex polygon or polyhedra.
The L2-inner product and its induced norm will be denoted as (·, ·) and ‖ · ‖, the
Hk-norm by ‖ · ‖k, and the L∞-norm by ‖ · ‖L∞ , [1]. Continuous velocity, pressure
and temperature spaces are given by respectively:

X : = H1
0(Ω) = {v ∈ (L2(Ω))d : ∇v ∈ L2(Ω)d×d, v = 0 on ∂Ω},

Q : = L2
0(Ω) = {q ∈ L2(Ω) :

∫
Ω

q dx = 0},

Y : = H1
0 (Ω).

Further, we define the space V ⊂ X to be the divergence free subset of X. The
dual space of X is denoted by H−1 with the norm

‖f‖−1 := sup
06=v∈X

|(f ,v)|
‖∇v‖

.

We frequently use the Poincaré-Friedrich’s inequality, [11]: there exists a constant
CP such that

‖v‖ ≤ CP ‖∇v‖, ∀v ∈ X.
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Define the skew symmetrized trilinear form for the non-linear terms to ensure sta-
bility of the numerical method

b1(u,v,w) :=
1

2
[(u · ∇v,w)− (u · ∇w,v)] , u,v,w ∈ X,

b2(u, θ,Φ) :=
1

2
[(u · ∇θ,Φ)− (u · ∇Φ, θ)] , u ∈ X, θ,Φ ∈ Y.

Lemma 2.1. For u,v,w ∈ X and v,∇v ∈ L∞, the skew symmetrized trilinear
form b(·, ·, ·) is bounded as follows, [13]

b1(u,v,w) ≤ C‖∇u‖‖∇v‖‖∇w‖, (2.1)

b1(u,v,w) ≤ C‖u‖ (‖∇v‖L3 + ‖v‖L∞) ‖∇w‖. (2.2)

We assume that τh is a regular, conforming mesh with a maximum diameter h,
and Xh ⊂ X, Qh ⊂ Q, Yh ⊂ Y be conforming finite element spaces which satisfy
approximation properties of piece-wise polynomials of local degree k, k − 1, and k
with k ≥ 1 respectively, [7]

inf
vh∈Xh

{‖u− vh‖+ h‖∇(u− vh)‖} ≤ Chk+1‖u‖k+1,

inf
qh∈Qh

‖p− qh‖ ≤ Chk‖p‖k.

inf
Th∈Yh

{‖T − Th‖+ h‖∇(T − Th)‖} ≤ Chk+1‖T‖k+1.

We also assume that the velocity-pressure finite element pair, (Xh, Qh), satisfy the
discrete inf-sup condition:

inf
qh∈Qh

sup
vh∈Xh

(qh, ∇ · vh)

||∇vh || || qh ||
≥ β > 0.

We denote the discretely divergence-free space by Vh and defined as

Vh := {vh ∈ Xh : (∇ · vh, qh) = 0, ∀qh ∈ Qh}.
We also introduce the following norms on time interval [0, t∗]: 1 ≤ p <∞

‖φ‖p,k :=

 t∗∫
0

‖φ(t, ·)‖pkdt

1/p

, ‖φ‖∞,k := sup
0≤t≤t∗

‖φ(t, ·)‖∞

and discrete norms

‖|φ|‖p,k :=

(
∆t

N−1∑
n=0

‖φ(tn, ·)‖pk

)1/p

, ‖|φ|‖∞,k := max
0≤n≤N

‖φ(tn, ·)‖k,

where tn = n∆t, n = 0, 1, 2, ..., N = t∗/∆t.
We also introduce the following notations for the stability and convergence analysis

δ[φn+1] :=
5

3
φn+1 − 5

2
φn + φn−1 − 1

6
φn−2, (2.3)

E[φn+1] := φn+1 − 3φn + 3φn−1 − φn−2, (2.4)
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and estimates which are the conclusion of the use of Taylor’s Theorem with integral
remainder term, [10]:

‖φn+1
t − δ[φn+1]

∆t
‖2 ≤ 7

3
(∆t)3

tn+1∫
tn−2

‖φttt‖2dt, (2.5)

‖E[φn+1]‖2 ≤ 9∆t5
tn+1∫

tn−2

‖φttt‖2dt. (2.6)

To simplify our finite element analysis, we use the G-stability framework as in [8].
For third order backward differentiation, the positive definite matrix G-matrix and
the associated norm are given as

G =
1

12

 19 −12 3
−12 10 −3

3 −3 1

 , ‖U‖2G = (U , GU) , U ∈ L2 (Ω) .

For Un+1 :=
[
un+1 un un−1

]T
, ∀ui ∈ L2(Ω) , the following identity holds, [2](

δ[un+1], un+1
)

= ‖Un+1‖2G − ‖Un‖2G +
1

12
‖E[un+1]‖2. (2.7)

The G- and L2-norms are equivalent in the sense that: there exist Cl, Cu > 0
positive constants such that

Cl‖U‖2G ≤ ‖U‖2 ≤ Cu‖U||2G. (2.8)

We also use Young’s inequality and the discrete version of Gronwall Lemma.

Lemma 2.2. Let a, b be non-negative real numbers. Then for any ε > 0,

ab ≤ ε

p
ap +

ε−q/p

q
bq;

1

p
+

1

q
= 1, and 1 ≤ p, q ≤ ∞.

Lemma 2.3 (Gronwall Lemma). Let ∆t,H and an, bn, cn, dn be non-negative num-
bers such that

aN + ∆t

N∑
n=0

bn ≤ ∆t

N−1∑
n=0

dnan + ∆t

N−1∑
n=0

cn +H, for N ≥ 0.

Then for all ∆t > 0

aN + ∆t

N∑
n=0

bn ≤ exp

(
∆t

N−1∑
n=0

dn

)(
∆t

N−1∑
n=0

cn +H

)
.

3. Numerical Scheme

The proposed numerical scheme uses three-step backward differentiation in time
and finite element in space.

Algorithm 3.1. Let forcing terms f ∈ L2(0, t∗; H−1(Ω)), g ∈ L2(0, t∗;H−1(Ω))
Choose an end time t∗ and a time step ∆t such that t∗ = N ∆t. Denote the discrete
solutions at time levels tn := n∆t by

un
h := uh(tn), pnh := ph(tn), Tn

h := Th(tn), n = 0, 1, 2, ..., N.



BLEBDF-FEM WITH GRAD-DIV STABILIZATION FOR NATURAL CONVECTION 65

Let initial conditions u−2
h ,u−1

h ,u0
h ∈ L2(Ω) and T−2

h , T−1
h , T 0

h ∈ L2(Ω) be given.

For n = 0, ..., N − 1, find (un+1
h , pn+1

h , Tn+1
h ) such that the equations below are

satisfied: ∀(vh, qh, χh) ∈ (Xh, Qh, Yh)(
δ[un+1

h ]

∆t
,vh

)
+ b1

(
3un

h − 3un−1
h + un−2

h ,un+1
h ,vh

)
+ ν

(
∇un+1

h ,∇vh

)
+ γ

(
∇ · un+1

h ,∇ · vh

)
−
(
pn+1
h ,∇ · vh

)
= Ri(

(
3Tn

h − 3Tn−1
h + Tn−2

h )ξ,vh

)
+
(
fn+1,vh

)
, (3.1)(

∇ · un+1
h , qh

)
= 0, (3.2)(

δ[Tn+1
h ]

∆t
, χh

)
+ b2

(
3un

h − 3un−1
h + un−2

h , Tn+1
h , χh

)
+ κ
(
∇Tn+1

h ,∇χh

)
=
(
gn+1, χh

)
. (3.3)

4. Stability Analysis

This section is devoted to proving the stability of Algorithm 3.1. We show that
the proposed algorithm’s solutions are stable over finite time interval without any
time step restriction.

Lemma 4.1. The solutions of Algorithm 3.1 are unconditionally stable over (0, t∗)
and they satisfy the bound: for any ∆t > 0

‖T N
h ‖2G +

1

2
κ∆t

N−1∑
n=0

‖Tn+1
h ||2 ≤ ‖T 0

h ‖2G +
1

2
κ−1‖g‖2L2(0,t∗;H−1(Ω)) =: KT , (4.1)

and

‖UN
h ‖2G +

1

2
ν∆t

N−1∑
n=0

‖∇un+1
h ‖2 + γ∆t

N−1∑
n=0

‖∇ · un+1
h ‖2

≤ ‖U0
h‖2G + 27ν−1Ri2C2

PCuKT |ξ|2t∗ +
1

2
ν−1‖f‖2L2(0,t∗;H−1(Ω)) =: Ku. (4.2)

Proof. We will first obtain the bound on discrete temperature solution. Letting
χh = ∆t Tn+1

h in (3.3), which vanishes the non-linear term, and then using (2.7)
followed by the Cauchy-Schwarz and Young’s inequalities we obtain

‖T n+1
h ‖2G − ‖T n

h ‖2G +
1

12
‖E[Tn+1

h ]‖2 + κ∆t‖∇Tn+1
h ‖2

= ∆t
(
gn+1, Tn+1

h

)
≤ ∆t‖gn+1||H−1‖∇Tn+1

h ‖

≤ 1

2
κ−1∆t‖gn+1||2H−1 +

1

2
κ∆t‖∇Tn+1

h ||2. (4.3)

From which, reordering terms gives

||T n+1
h ||2G−||T n

h ||2G +
1

12
||E[Tn+1

h ]||2 +
1

2
κ∆t‖∇Tn+1

h ||2 ≤ 1

2
κ−1∆t‖gn+1||2H−1 .

Dropping the third left hand side term and summing over time steps gives the bound
on temperature solution. To get the stability bound on velocity, set qh = pn+1

h in
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(3.2) and vh = ∆tun+1
h in (3.1). The pressure and the non-linear terms vanishes,

and using the same identity produces

‖Un+1
h ||2G − ‖Un

h ||2G +
1

12
‖E[un+1

h ]||2 + ν∆t‖∇un+1
h ||2 + γ∆t‖∇ · un+1

h ||2

= ∆tRi
((

3Tn
h − 3Tn−1

h + Tn−2
h

)
ξ,un+1

h

)
+ ∆t

(
fn+1,un+1

h

)
. (4.4)

Using Cauchy-Schwarz, Young’s and the Poincaré-Friedrich’s inequalities together
with (2.8) and (4.1) on the first right hand side term, we have

∆tRi
((

3Tn
h − 3Tn−1

h + Tn−2
h

)
ξ,un+1

h

)
≤ ∆tRi

[
3‖Tn

h ‖+ 3‖Tn−1
h ‖+ ‖Tn−2

h ‖
]
|ξ|CP ‖∇un+1

h ‖

≤ 27ν−1∆tRi2C2
P

[
‖Tn

h ‖2 + ‖Tn−1
h ‖2 + ‖Tn−2

h ‖2
]
|ξ|2 +

1

4
ν∆t‖∇un+1

h ‖2

≤ 27ν−1∆tRi2C2
PCu‖T n

h ‖2G|ξ|2 +
1

4
ν∆t‖∇un+1

h ‖2

≤ 27ν−1∆tRi2C2
PCuKT |ξ|2 +

1

4
ν∆t‖∇un+1

h ‖2,

and for the forcing term use Cauchy-Schwarz and Young’s inequalities to get

∆t
(
fn+1,un+1

h

)
≤ ν−1∆t‖fn+1‖2H−1 +

1

4
ν∆t‖∇un+1

h ‖2.

Combining these estimates together with (4.4) gives

‖Un+1
h ||2G − ‖Un

h ||2G +
1

12
‖E[un+1

h ]||2 +
ν∆t

2
‖∇un+1

h ||2 + γ∆t‖∇ · un+1
h ||2

≤ 27ν−1∆tRi2C2
PCuKT |ξ|2 + ν−1∆t‖fn+1‖2H−1 . (4.5)

Summing over time steps, dropping the third left hand side term gives the desired
stability bound on the velocity. �

5. Convergence analysis

This section is devoted to the finite element error analysis of Algorithm 3.1
We will show that the finite element solutions convergences to the true solutions
quadratically both in time and space. In the analysis, we will use the following
error notations: ∀n = 0, 1, ..., N

en
u := un − un

h, enT := Tn − Tn
h , (5.1)

and error’s decomposition

en
u := ηnu − φnh,u, φnh,u := un

h − ũn
h, ηnu := un − ũn

h,

enT := ηnT − φnh,T , φnh,T := Tn
h − T̃n

h , ηnT := Tn − T̃n
h

(5.2)
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True solutions at tn+1 satisfies the following equations:(
δ[un+1]

∆t
,vh

)
+ b1(3un − 3un−1 + un−2,un+1,vh) + ν(∇un+1,∇vh)

+ γ(∇ · un+1,∇ · vh)− (pn+1,∇ · vh) = Ri((3Tn − 3Tn−1 + Tn−2)ξ,vh)

+ (fn+1,vh) + Λ1(u, T,vh), (5.3)

(∇ · un+1, qh) = 0, (5.4)(
δ[Tn+1]

∆t
, χh

)
+ b2(3un − 3un−1 + un−2, Tn+1, χh) + κ(∇Tn+1,∇χh)

= (gn+1, χh) + Λ2(u, T, χh), (5.5)

where

Λ1(u, T,vh) :=

(
δ[un+1]

∆t
− un+1

t ,vh

)
− b1(E[un+1],un+1,vh)

+Ri(E[Tn+1]ξ,vh), (5.6)

Λ2(u, T, χh) :=

(
δ[Tn+1]

∆t
− Tn+1

t , χh

)
− b2(E[un+1], Tn+1, χh) (5.7)

are consistency errors. We now give the bounds for the consistency errors.

Lemma 5.1.

|Λ1(u, T,vh)|

≤ 9

ε
ν−1∆t5

(
C‖∇un+1‖2‖∇uttt‖2L2(tn−2, tn+1;L2) +Ri2C2

P |ξ|2‖Tttt‖2L2(tn−2, tn+1;L2)

)
+

7

6ε
ν−1(∆t)3C2

P ‖uttt‖2L2(tn−2, tn+1;L2) + εν‖∇vh‖2, (5.8)

and

|Λ2(u, T, χh)|

≤ 9

2ε
C κ−1 ∆t5‖∇Tn+1‖2‖∇uttt‖2L2(tn−2, tn+1;L2)

+
7

6ε
κ−1(∆t)3C2

P ‖Tttt‖2L2(tn−2, tn+1;L2) + εκ‖∇χh‖2. (5.9)

Proof. Using the Cauchy-Schwarz, Young’s and Poincaré-Friedrich’s inequalities
together with (2.1) produces the bounds. �

Theorem 5.2. Assume that true solutions (u, p, T ) satisfies the following regularity
conditions

u ∈ L∞(0, T ;Hk+1(Ω)), T ∈ L∞(0, T ;Hk+1(Ω)), p ∈ L2(0, T ;Hk+1(Ω)),

ut ∈ L2(0, T ;H1(Ω)), Tt ∈ L2(0, T ;H1(Ω)), Tttt ∈ L2(0, T ;L2(Ω)),

uttt ∈ L2(0, T ;L2(Ω) ∩H1(Ω)).
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Then the errors defined in (5.1) satisfy the following bound:

‖eN
u ‖2G + ‖eNT ‖2G +

1

12

N−1∑
n=0

[
‖E[en+1

u ]‖2 + ‖E[en+1
T ]‖2

]
+

∆t

2

N−1∑
n=0

[
ν‖∇en+1

u ‖2 + κ‖∇en+1
T ‖2

]
+
γ∆t

2

N−1∑
n=0

‖∇ · en+1
u ‖2

≤ C(∆t4 + h2k),

where C is the general constant independent of h and ∆t.

Proof. We divide the error analysis into thee parts. In the first part, we will give
the bounds for the velocity error equation and in the second part, the bounds for
the temperature. In the third part, we will apply the Gronwall Lemma and triangle
inequality to the error terms to finish the proof.

Step 1 [The error bound for the velocity ]
Subtracting (3.1)-(3.2) from (5.3)-(5.4) and using error notations given in (5.1)
produces: ∀ qh ∈ Qh(

δ[en+1
u ]

∆t
,vh

)
+ ν(∇en+1

u ,∇vh) + γ(∇ · en+1
u ,∇ · vh)− (pn+1 − qh,∇ · vh)

+ b1(3un − 3un−1 + un−2,un+1,vh)− b1(3un
h − 3un−1

h + un−2
h ,un+1

h ,vh)

= Ri((3enT − 3en−1
T + en−2

T )ξ,vh) + Λ1(u, T,vh), (5.10)

(∇ · en+1
u , qh) = 0, (5.11)

Using error decomposition’s in (5.2) and setting vh = ∆tφn+1
h,u and applying (2.7)

gives

‖φn+1
h,u ‖

2
G − ‖φnh,u‖2G +

1

12
‖E[φn+1

h,u ]‖2 + ν∆t‖∇φn+1
h,u ‖

2 + γ∆t‖∇ · φn+1
h,u ‖

2

=

(
δ[ηn+1

u ], φn+1
h,u

)
+ ν∆t

(
∇ηn+1

u ,∇φn+1
h,u

)
+ γ∆t

(
∇ · ηn+1

u ,∇ · φn+1
h,u

)
−∆t

(
pn+1 − qh,∇ · φn+1

h,u

)
+ ∆t b1

(
3un − 3un−1 + un−2,un+1, φn+1

h,u

)
−∆tb1

(
3un

h − 3un−1
h + un−2

h ,un+1
h , φn+1

h,u

)
−Ri∆t

(
(3ηnT − 3ηn−1

T + ηn−2
T )ξ, φn+1

h,u

)
+Ri∆t

(
(3φnh,T − 3φn−1

h,T + φn−2
h,T )ξ, φn+1

h,u

)
−∆tΛ1

(
u, T, φn+1

h,u

)
. (5.12)

We now bound below the right hand side terms of (5.12).The first term is zero
due to the L2-projection. The next three terms are bounded below by using the
Cauchy-Schwarz and Young’s inequalities as follows:

ν∆t
(
∇ηn+1

u ,∇φn+1
h,u

)
≤ ν∆t‖∇ηn+1

u ‖2 +
ν∆t

4
‖∇φn+1

h,u ‖
2,

γ∆t
(
∇ · ηn+1

u ,∇ · φn+1
h,u

)
≤ γ∆t‖∇ηn+1

u ‖2 +
γ∆t

4
‖∇ · φn+1

h,u ‖
2

∆t
(
pn+1 − qh,∇ · φn+1

h,u

)
≤ γ−1∆t inf

qh∈Qh

‖pn+1 − qh‖2 +
γ∆t

4
‖∇ · φn+1

h,u ‖
2.



BLEBDF-FEM WITH GRAD-DIV STABILIZATION FOR NATURAL CONVECTION 69

For the non-linear terms, we add and subtract the terms below

b1(3un
h − 3un−1

h + un−2
h ,un+1, φn+1

h,u )

to get

b1(3un − 3un−1 + un−2,un+1, φn+1
h,u )− b1

(
3un

h − 3un−1
h + un−2

h ,un+1
h , φn+1

h,u

)
= b1(3ηnu − 3ηn−1

u + ηn−2
u , un+1, φn+1

h,u )− b1(3φnh,u − 3φn−1
h,u + φn−2

h,u ,u
n+1, φn+1

h,u )

+ b1(3un
h − 3un−1

h + un−2
h , ηn+1

u , φn+1
h,u ).

For the first non-linear term, we apply (2.1) to get

∆t b1(3ηnu − 3ηn−1
u + ηn−2

u ,un+1, φn+1
h,u )

≤ C ∆t
(
3‖∇ηnu‖+ 3‖∇ηn−1

u ‖+ ‖∇ηn−2
u ‖

)
‖∇un+1‖‖∇φn+1

u,h ‖

≤ 108C ∆t ν−1
(
‖∇ηnu‖2 + ‖∇ηn−1

u ‖2 + ‖∇ηn−2
u ‖2

)
‖∇un+1‖2 +

ν∆t

16
‖∇φn+1

u,h ‖
2.

For the second term, use (2.2) together with Young’s inequality which leads to

∆t b1

(
3φnh,u − 3φn−1

h,u + φn−2
h,u ,u

n+1, φn+1
h,u

)
≤ C∆t‖3φnh,u − 3φn−1

h,u + φn−2
h,u ‖

(
‖∇un+1‖L3 + ‖un+1‖L∞

)
‖∇φn+1

h,u ‖

≤ 16 ∆t C ν−1
(
‖∇un+1‖2L3 + ‖un+1‖2L∞

)
‖3φnh,u − 3φn−1

h,u + φn−2
h,u ‖

2 +
ν∆t

32
‖∇φn+1

h,u ‖
2.

For the last non-linear term, we apply (2.1) and Young’s inequality to get

∆t b1(3un
h − 3un−1

h + un−2
h , ηn+1

u , φn+1
h,u )

≤ C ∆t ‖∇
(
3un

h − 3un−1
h + un−2

h

)
‖‖∇ηn+1

u ‖‖∇φn+1
h,u ‖

≤ 8C ν−1∆t‖∇
(
3un

h − 3un−1
h + un−2

h

)
‖2‖∇ηn+1

u ‖2 +
ν∆t

32
‖∇φn+1

h,u ‖
2.

The next two terms are estimated in a similar way:

Ri∆t
(

(3φnh,T − 3φn−1
h,T + φn−2

h,T )ξ, φn+1
h,u

)
≤ Ri∆t‖3φnh,T − 3φn−1

h,T + φn−2
h,T ‖|ξ|CP ‖∇φn+1

h,u ‖

≤ 16C2
P Ri

2ν−1∆t‖3φnh,T − 3φn−1
h,T + φn−2

h,T ‖
2|ξ|2 +

ν∆t

64
‖∇φn+1

h,u ‖
2,

and

Ri∆t
(

(3ηnT − 3ηn−1
T + ηn−2

T )ξ, φn+1
h,u

)
≤ Ri∆t‖3ηnT − 3ηn−1

T + ηn−2
T ‖|ξ|CP ‖∇φn+1

h,u ‖

≤ 16C2
P Ri

2ν−1∆t‖3ηnT − 3ηn−1
T + ηn−2

T ‖2|ξ|2 +
ν∆t

64
‖∇φn+1

h,u ‖
2.

Now take vh = φn+1
h,u in (5.8) with ε = 3/32. Then considering the resulting inequal-

ity and all these estimates above on the right hand side of (5.12) and combining
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like terms yields

‖φn+1
h,u ‖

2
G − ‖φnh,u‖2G +

1

12
‖E[φn+1

h,u ]‖2 +
ν∆t

2
‖∇φn+1

h,u ‖
2 +

γ∆t

2
‖∇ · φn+1

h,u ‖
2

≤ (ν + γ)∆t ‖∇ηn+1
u ‖2 + γ−1∆t inf

qh∈Qh

‖pn+1 − qh‖2

+ 108C ν−1 ∆t
(
‖∇ηnu‖2 + ‖∇ηn−1

u ‖2 + ‖∇ηn−2
u ‖2

)
‖∇un+1‖2

+ 16Cν−1
(
‖∇un+1‖2L3 + ‖un+1‖2L∞

)
‖3φnh,u − 3φn−1

h,u + φn−2
h,u ‖

2

+ 8C ν−1∆t‖∇
(
3un

h − 3un−1
h + un−2

h

)
‖2‖∇ηn+1

u ‖2

+ 16C2
PRi

2ν−1∆t‖3φnh,T − 3φn−1
h,T + φn−2

h,T ‖
2|ξ|2

+ 16C2
P Ri

2ν−1∆t‖3ηnT − 3ηn−1
T + ηn−2

T ‖2|ξ|2

+ Cν−1(∆t)4
(
‖Tttt‖2L2(tn−2, tn+1;L2) + ‖∇uttt‖2L2(tn−2, tn+1;L2) + ‖uttt‖2L2(tn−2, tn+1;L2)

)
.

(5.13)

Step 2 [The error bound for the temperature] First subtract (3.3) from (5.5)
and consider error notations given in (5.1) to get(

δ[en+1
T ]

∆t
, χh

)
+ κ(∇en+1

T ,∇χh) + b2(3un − 3un−1 + un−2, Tn+1, χh)

− b2(3un
h − 3un−1

h + un−2
h , Tn+1

h , χh) = Λ2(u, T, χh). (5.14)

Then using error decompositions, setting χh = ∆tφn+1
h,T and recalling (2.7) gives

‖φn+1
h,T ‖

2
G − ‖φnh,T ‖2G +

1

12
‖E[φn+1

h,T ]‖2 + κ∆t‖∇φn+1
h,T ‖

2

=

(
δ[ηn+1

T ], φn+1
h,T

)
+ κ∆t

(
∇ηn+1

T ,∇φn+1
h,T

)
+ ∆tb2(3un − 3un−1 + un−2, Tn+1, φn+1

h,T )

−∆tb2(3un
h − 3un−1

h + un−2
h , Tn+1

h , φn+1
h,T )−∆tΛ2

(
u, T, φn+1

h,T

)
. (5.15)

Proceeding in a similar way as in Step 1, we can bound the right hand side of (5.15)
as follows

‖φn+1
h,T ‖

2
G − ‖φnh,T ‖2G +

1

12
‖E[φn+1

h,T ]‖2 +
κ∆t

2
‖∇φn+1

h,T ‖
2

≤ κ∆t ‖∇ηn+1
T ‖2 + 108C κ−1 ∆t

(
‖∇ηnu‖2 + ‖∇ηn−1

u ‖2 + ‖∇ηn−2
u ‖2

)
‖∇Tn+1‖2

+ 16Cκ−1
(
‖∇Tn+1‖2L3 + ‖Tn+1‖2L∞

)
‖3φnh,T − 3φn−1

h,T + φn−2
h,T ‖

2

+ 8C κ−1∆t‖∇
(
3un

h − 3un−1
h + un−2

h

)
‖2‖∇ηn+1

T ‖2

+ C κ−1(∆t)4
(
C2

P ‖Tttt‖2L2(tn−2, tn+1;L2) + ‖∇uttt‖2L2(tn−2, tn+1;L2)

)
. (5.16)
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Step 3 [The application of the Gronwall Lemma] Add (5.13) to (5.16) to
get(
‖φn+1

h,u ‖
2
G + ‖φn+1

h,T ‖
2
G

)
−
(
‖φnh,u‖2G + ‖φnh,T ‖2G

)
+

1

12

(
‖E[φn+1

h,u ]‖2 + ‖E[φn+1
h,T ]‖2

)
+
ν∆t

2
‖∇φn+1

h,u ‖
2 +

κ∆t

2
‖∇φn+1

h,T ‖
2 +

γ∆t

2
‖∇ · φn+1

h,u ‖
2

≤ (ν + γ−1)∆t‖∇ηn+1
u ‖2 + κ∆t‖∇ηn+1

u ‖2 + γ−1∆t inf
qh∈Qh

‖pn+1 − qh‖2

+ 108C∆t
[
ν−1‖∇un+1‖2 + κ−1‖∇Tn+1‖2

] [
‖∇ηnu‖2 + ‖∇ηn−1

u ‖2 + ‖∇ηn−2
u ‖2

]
+ 16Cν−1∆t

[
‖∇un+1‖2L3 + ‖un+1‖2L∞

]
‖3φnh,u − 3φn−1

h,u + 3φn−2
h,u ‖

2

+ 16Cκ−1∆t
[
‖∇Tn+1‖2L3 + ‖Tn+1‖2L∞

]
‖3φnh,u − 3φn−1

h,u + 3φn−2
h,u ‖

2

+ 8C∆t(ν−1‖∇ηn+1
u ‖2 + κ−1‖∇ηn+1

T ‖2)‖∇(3un
h − 3un−1

h + un−2
h )‖2

+ 16C2
PRi

2ν−1∆t‖3φnh,T − 3φn−1
h,T + φn−2

h,T ‖
2|ξ|2

+ 16C2
P Ri

2ν−1∆t‖3ηnT − 3ηn−1
T + ηn−2

T ‖2|ξ|2

+ Cν−1(∆t)4
(
‖∇uttt‖2L2(tn−2, tn+1;L2) + ‖Tttt‖2L2(tn−2, tn+1;L2) + ‖uttt‖2L2(tn−2, tn+1;L2)

)
+ Cκ−1(∆t)4

(
‖∇uttt‖2L2(tn−2, tn+1;L2) + ‖Tttt‖2L2(tn−2, tn+1;L2)

)
.

Then summing over time steps and using approximating properties produces

‖φNh,u‖2G + ‖φNh,T ‖2G +
1

12

N−1∑
n=0

[
‖E[φn+1

h,u ]‖2 + ‖E[φn+1
h,T ]‖2

]
+

∆t

2

N−1∑
n=0

[
ν‖∇φn+1

h,u ‖
2 + κ‖∇φn+1

h,T ‖
2
]

+
γ∆t

2

N−1∑
n=0

‖∇ · φn+1
h,u ‖

2

≤ C∆t

N−1∑
n=0

Mn+1
[
‖3φnh,u − 3φn−1

h,u + φn−2
h,u ‖

2 + ‖3φnh,T − 3φn−1
h,T + φn−2

h,T ‖
2
]

+ ∆t

N−1∑
n=0

4C
[
ν−1‖∇ηn+1

u ‖2 + κ−1‖∇ηn+1
T ‖2

]
‖∇(3un

h − 3un−1
h + un−2

h ‖2

+ C(ν−1 + κ−1)‖|ηn+1
u ‖|22,0 + CRi2ν−1‖|ηn+1

T ‖|22,0
+ Cγ−1 inf

qh∈Qh

‖|p− qh|‖22,0

+ C∆t4
[
(ν−1 + κ−1)(‖∇uttt‖22,0 + ‖Tttt‖22,0) + ν−1‖uttt‖22,0

]
+ ‖φ0

h,u‖2G + ‖φ0
h,T ‖2G,

where

Mn+1 := max{16Cν−1[‖∇un+1‖2L3 + ‖un+1‖2L∞ ], 16Cκ−1[‖∇Tn+1‖2L3 + ‖Tn+1‖2L∞ ],

16C2
PRi

2ν−1|ξ|2}.
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Now apply the Gronwall’s Lemma to get

‖φNh,u‖2G + ‖φNh,T ‖2G +
1

12

N−1∑
n=0

[
‖E[φn+1

h,u ]‖2 + ‖E[φn+1
h,T ]‖2

]
+

∆t

2

N−1∑
n=0

[
ν‖∇φn+1

h,u ‖
2 + κ‖∇φn+1

h,T ‖
2
]

+
γ∆t

2

N−1∑
n=0

‖∇ · φn+1
h,u ‖

2

≤ exp

(
∆t

N−1∑
n=0

Mn+1

)
(

∆t

N−1∑
n=0

C
(
ν−1 + κ−1

)
‖∇(3un

h − 3un−1
h + un−2

h ‖2 + C(ν−1 + κ−1)‖|ηn+1
u ‖|22,0

+ CRi2ν−1‖|ηn+1
T ‖|22,0 + Cγ−1 inf

qh∈Qh

‖|p− qh|‖22,0

+ C∆t4
[
(ν−1 + κ−1)(‖∇uttt‖22,0 + ‖Tttt‖22,0) + ν−1‖uttt‖22,0

])
Using the stability result on the right hand side, drooping the third left hand side
term and applying the triangle inequality to the error terms finishes the proof. �

6. Numerical Studies

In this section, we impose two numerical experiments. The first numerical ex-
periment verify our convergence rates obtained in Theorem 5.2 while the second
one reveals the effectiveness of the proposed algorithm. The numerical experiment
was implemented using the software package FreeFem++, [9].

6.1. Convergence rate verification. To verify theoretical findings, we pick true
velocity, pressure and temperature solutions

u(x, t) =

(
cos(π(y − t))
sin(π(x+ t))

)
exp(t),

p(x, t) = sin(x+ y)(1 + t2), T (x, t) = sin(πx) + y exp(t),

on region Ω = (0, 1)× (0, 1) with ν = κ = Ri = γ = 1.0. Forcing terms f and g are
calculated from (1.1)-(1.2). We impose the following boundary conditions:

uh(x, t) = u(x, t), Th(x, t) = T (x, t) on ∂Ω.

To verify the spatial convergence rates, fix end time t∗ = 0.001 with a time step
∆t = t∗/8, and use (P2, P1, P2) finite elements Then we run Algorithm 3.1 on suc-
cessively mesh refinements. The calculated rates show that the spatial convergence
for both velocity and temperate are of second order, see Table 1 .
For the temporal convergence rate verification, we fix mesh size h = 1/128, and
take end time t∗ = 1. Then we calculate the solutions of Algorithm 3.1 for
∆t = 1/4, 1/8, 1/16, 1/32, 1/64. The errors and rates obtained from these cal-
culations are presented in Table 2 and verify our theoretical findings.
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h ‖|∇(u− uh)‖|2,0 Rate ‖|∇(T − Th)‖|2,0 Rate
1/4 8.8479e-5 – 6.2564e-5 –
1/8 2.2657e-5 1.9653 1.6021e-5 1.9978
1/16 5.6982e-6 1.9914 4.0292e-6 1.9654
1/32 1.4267e-6 1.9978 1.0088e-6 1.9978
1/64 3.5681e-7 1.9995 2.52230e-7 1.9994

Table 1. Spatial velocity and temporal errors and rates.

∆t ‖|∇(u− uh)‖|2,0 Rate ‖|∇(T − Th)‖|2,0 Rate
1/4 2.0299e-3 – 1.4317e-3 –
1/8 5.1350e-4 1.9829 3.6024e-2 1.9840
1/16 1.2974e-4 1.9845 9.0220e-5 1.9829
1/32 3.2319e-5 2.0052 2.2566e-5 1.9993
1/64 8.0195e-6 2.0108 5.6420e-6 1.9999

Table 2. Temporal velocity and temperature errors and rates.

6.2. Marsigli’s experiment. This numerical experiment tests and aims to show
the effectiveness of Algorithm 3.1 on a physical situation which demonstrates that
when two fluids with different densities meet, a motion driven by the gravitational
force is created: the fluid with higher density rises over the lower one. Since the
density differences can be modelled by the temperature differences with the help
of the Boussinesq approximation, this physical problem is modelled by the incom-
pressible Boussinesq system (1.1)-(1.3) studied herein. For the experiment’s set-up,
we follow the paper written by Johnston and co-workers, [17]. The domain is an
insulated box, Ω = [0, 8]× [0, 1] and dimensionless flow parameters are set to be

Re = 1.000, Ri = 4.0, P r = 1.0, γ = 1.0.

We take time step ∆t = 0.2 and use (P2, P1, P2) finite element spaces for the
velocity, the pressure and temperature. We run both our algorithm and BLEBDF
without grad-div stabilization. The obtained results presented in Figure 1 and
Figure 2 indicate that Algorithm 3.1 catches very well the flow pattern at each
time level. However, BLEBDF without grad-div stabilization creates very poor
solutions and builds significant oscillations as time progresses.
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Figure 1. The temperature contours and velocity streamlines of
BLEBDF without grad-div stabilization and of Algorithm 3.1, re-
spectively, from a coarse mesh computation at t∗ = 2, 4.
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t∗ = 6
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Figure 2. The temperature contours and velocity streamlines of
BLEBDF without grad-div stabilization and of Algorithm 3.1, re-
spectively, from a coarse mesh computation at t∗ = 6, 8.



76 MERVE AK AND MINE AKBAŞ

7. Conclusion

In this paper, we used grad-div stabilized finite element method for approximat-
ing natural convection flow problems. We applied a new class second order time
stepping called linearized blended tree-step BDF in time. The proposed scheme is
unconditionally stable over finite time interval and of second order convergent both
in time and space. The numerical experiments presented here verifies theoretical
convergence rates, and reveals the reliability of the proposed scheme.

Conflict of interests

The authors declare that there is no conflict of interests.

Acknowledgments

The authors would like to thank the referees for the valuable suggestions, which
improved the paper.

References

[1] R. A. Adams, Sobolev spaces, Academic Press, New York, (1975).
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Abstract. Several generalized Simpson tensorial type inequalities for selfad-

joint operators have been obtained with variation depending on the conditions
imposed on the function f∣∣∣∣∣∣∣∣16 f(λA⊗ 1 + (1 − λ)1 ⊗B) +

1 − λ

3
f
(

(1 + λ)A⊗ 1 + (1 − λ)1 ⊗B
2

)
+
λ

3
f
(
λA⊗ 1 + (2 − λ)1 ⊗B

2

)
−

1

2

∫ 1

0
f
((

1 + λ− φ

2

)
A⊗1+1⊗B

(
φ+ (1 − λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤

5
∥∥1 ⊗B−A⊗ 1

∥∥ (2λ− 1)2 + 1)

144

∥∥∥f′∥∥∥
I,+∞

.

1. Introduction and preliminaries

The concept we now call a “tensor” wasn’t originally named that way. When
Josiah Willard Gibbs first described the idea in the late 19th century, he used
the term “dyadic.” Today, mathematicians define a tensor as the mathematical
embodiment of Gibbs’ initial concept. Tensors and inequalities are natural part-
ners, thanks to the widespread use of inequalities in mathematics. These math-
ematical statements about comparisons have a profound impact on various scien-
tific disciplines. While many types of inequalities exist, some of the most signif-
icant ones include Jensen’s, Ostrowski’s, Hermite-Hadamard’s, and Minkowski’s
inequalities. For those interested in delving deeper, references [21] and [23] provide
more details about inequalities and their fascinating history. Regarding the gen-
eralizations of the aforementioned inequalities, numerous studies have been pub-
lished; for additional information, check the following and the references therein
[8, 24, 25, 22, 17, 16, 15, 28, 29, 30, 1, 2, 3, 4, 5, 7, 9, 10].
Classical inequalities of Simpson type have been given by Hezenci et al. [19] and
Sarikaya et al. [26]. To enhance the presentation of this work, we will demonstrate
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new developments in the theory of inequalities in Hilbert spaces. One such devel-
opment is the Dragomir’s inequality for normal operators given by the following
[11]:

Theorem 1.1. Let (H ; 〈., .〉) be a Hilbert space and T : H →H a normal linear
operator on H . Then

‖Tx‖2 ≥ 1

2

(
‖Tx‖2 + |〈T2x, x〉|

)
≥ |〈Tx, x〉|2,

for any x ∈ H, ‖x‖ = 1. The constant 1
2 is the best possible.

The Hermite-Hadamard inequality in the selfadjoint operator sense, as provided
by Dragomir [12], is another intriguing conclusion.

Theorem 1.2. Let f : I → R be an operator convex function on the interval I.
Then for any selfadjoint operators A and B with spectra in I we have the inequality

f

(
A+B

2

)
≤ f
(

3A+B

4

)
+ f

(
A+ 3B

4

)

≤
∫ 1

0

f((1− t)A+ tB)dt

≤ 1

2

[
f

(
A+B

2

)
+
f(A) + f(B)

2

]
≤ f(A) + f(B)

2
.

The first paper related to tensorial inequalities in Hilbert space was written by
Dragomir [14]. In the paper, he proved the tensorial version of the Ostrowski type
inequality given by the following.

Theorem 1.3. Assume that f is continuously differentiable on I with ‖f′‖I,+∞ :=

supt∈I |f′(t)| < +∞ and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ I. Then
the following inequality holds:∥∥∥∥f((1− λ)A⊗ 1 + λ1⊗B)−

∫ 1

0

f((1− u)A⊗ 1 + u1⊗B)du

∥∥∥∥ (1.1)

≤ ‖f′‖I,+∞

[
1

4
+

(
λ− 1

2

)2 ]
‖1⊗B− A⊗ 1‖

for λ ∈ [0, 1].

Recently, various inequalities in the same tensorial surrounding have been ob-
tained. The following result of Simpson type was obtained by Stojiljković [31].

Theorem 1.4. Assume that f is continuously differentiable on I and |f′′| is convex
and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ I. Then the following
inequality holds: ∣∣∣∣∣∣∣∣16

(
f(A)⊗ 1 + 4f

(
A⊗ 1 + 1⊗B

2

)
+ 1⊗ f(B)

)

−1

2
α

(∫ 1

0

f

((
1− k

2

)
A⊗ 1 +

(
1 + k

2

)
1⊗B

)
kα−1dk
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+

∫ 1

0

f

((
1− k

2

)
A⊗ 1 +

k

2
1⊗B

)
(1− k)α−1dk

)∣∣∣∣∣∣∣∣
≤ ‖1⊗B− A⊗ 1‖2

(‖f′′(A)‖+ ‖f′′(B)‖)
(
3α2 + 8α+ 7

)
(α+ 2)(24α+ 24)

for α > 0.

The following inequality has been recently obtained by the same author [32].

Theorem 1.5. Assume that f is continuously differentiable on I with ‖f′‖I,+∞ :=

supt∈I |f′(t)| < +∞ and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ I. Then
the following inequality holds:∥∥∥∥∫ 1

0

f((1− λ)A⊗ 1 + λ1⊗B)dλ− f
(
A⊗ 1 + 1⊗B

2

)∥∥∥∥
6 ‖1⊗B− A⊗ 1‖2

‖f′′‖I,+∞
24

.

Recently, the following inequality of Ostrowski type was obtained by Stojiljković
et al. [33] which generalized the recently obtained results by Dragomir [14].

Theorem 1.6. The formulation is the same as the one given by Dragomir in his
Ostrowski type Theorem given above (1.1) with an exception that α > 0, then∣∣∣∣∣∣∣∣(λα + (1− λ)α

)
f((1− λ)A⊗ 1 + λ1⊗B)

−α
(

(1− λ)α
∫ 1

0

f((1− λ)(1− u)A⊗ 1 + (u+ (1− u)λ)1⊗B)(1− u)α−1du

+λα
∫ 1

0

uα−1f(((1− u) + u(1− λ))A⊗ 1 + uλ1⊗B)du

)∣∣∣∣∣∣∣∣
6 ‖1⊗B− A⊗ 1‖

(
λα+1

α+ 1
+

(1− λ)α+1

α+ 1

)
‖f′‖I,+∞ .

Stojiljković et al., [34] recently obtained a Trapezoid type tensorial inequality
which is given by the following.

Theorem 1.7. Assume that f is continuously differentiable on I with ‖f′‖I,+∞ :=

supt∈I |f′(t)| < +∞ and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ I. Then
the following inequality holds for α > 0:∣∣∣∣∣∣∣∣ (f(A)⊗ 1 + 1⊗ f(B)) (1.2)

−α
[ ∫ 1

0

(1−λ)α−1f(λ1⊗B+(1−λ)A⊗1)dλ+

∫ 1

0

λα−1f(λ1⊗B+(1−λ)A⊗1)dλ

]∣∣∣∣∣∣∣∣
≤ ‖1⊗B− A⊗ 1‖ 1

1 + α

(
2− 21−α) ‖f′‖I,+∞ .
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In order to derive similar inequalities of the tensorial type, we need the following
introduction and preliminaries.
Let I1, ..., Ik be intervals from R and let f : I1 × ... × Ik → R be an essentially
bounded real function defined on the product of the intervals. Let A = (A1, ...,Ak)
be a k-tuple of bounded selfadjoint operators on Hilbert spaces H1, ...,Hk such that
the spectrum of Ai is contained in Ii for i = 1, ..., k. We say that such a k-tuple is
in the domain of f. If

Ai =

∫
Ii

λidEi(λi)

is the spectral resolution of Ai for i = 1, ..., k by following , we define

f(A1, ...,Ak) :=

∫
I1

...

∫
Ik

f(λ1, ..., λk)dE1(λ1)⊗ ...⊗ dEk(λk)

as bounded selfadjoint operator on the tensorial product H1 ⊗ ...⊗Hk.
If the Hilbert spaces are of finite dimension, then the above integrals become finite
sums, and we may consider the functional calculus for arbitrary real functions. This
construction [6] extends the definition of Koranyi [20] for functions of two variables
and have the property that

f(A1, ...Ak) = f1(A1)⊗ ...⊗ fk(Ak),

whenever f can be separated as a product f(t1, ..., tk) = f1(t1)...fk(tk) of k functions
each depending on only one variable.

Recall the following property of the tensorial product

(AC)⊗ (B⊗D) = (A⊗B)(C⊗D)

that holds for any A,B,C,D ∈ B(H ).
From the property we can deduce easily the following consequences

An ⊗Bn = (A⊗B)n, n > 0,

(A⊗ 1)(1⊗B) = (1⊗B)(A⊗ 1) = A⊗B,

which can be extended, for two natural numbers m,n we have

(A⊗ 1)n(1⊗B)m = (1⊗B)m(A⊗ 1)n = An ⊗Bm.

For more information, consult the following book related to tensors [18]. The
following Lemma which we require can be found in a paper of Dragomir [13].

Lemma 1.8. Assume A and B are selfadjoint operators with Sp(A) ⊂ I, Sp(B) ⊂ J
and having the spectral resolutions . Let f; h be continuous on I, g, k continuous on
J and φ and ψ continuous on an interval K that contains the sum of the intervals
f(I) + g(J); h(I) + k(J),then

φ(f(A)⊗ 1 + 1⊗ g(B))ψ(h(A)⊗ 1 + 1⊗ k(B))

=

∫
I

∫
J

φ(f(t) + g(s))ψ(h(t) + k(s))dEt ⊗ dFs. (1.3)

In the paper written by Sarikaya and Bardak [27], the following Lemma is given,
which is used to obtain inequalities generalized Simpson type inequalities.



82 VUK STOJILJKOVIĆ

Lemma 1.9. Let f : I ⊂ R → R be a differentiable function on I◦, a,b ∈ I◦ with
a < b. If f′ ∈ L1[a, b], then the following equality holds:

(ω − a)2

2(b− a)

∫ 1

0

(
k

2
− 1

3

)
f′
(

1 + k

2
ω +

1− k
2

a

)
dk (1.4)

+
(b− ω)2

2(b− a)

∫ 1

0

(
1

3
− k

2

)
f′
(

1 + k

2
ω +

1− k
2

b

)
dk

=
1

6
f(ω) +

1

3(b− a)

[
(ω − a)f

(
a+ ω

2

)
+ (b− ω)f

(
ω + b

2

)]
− 1

b− a

∫ ω+b
2

a+ω
2

f(x)dx,

where ω = µa+ (1− µ)b,∀µ ∈ [0, 1].

This paper delves into a novel area of mathematics: tensorial inequalities of the
Simpson type for differentiable functions within a tensorial Hilbert space. This field
is young and ripe for exploration, and obtaining new bounds for various combina-
tions of convex functions is crucial for its advancement. The paper is structured
logically. The ”Main Results” section unveils the key findings that contribute to
the novelty of this work. Subsequently, the ”Examples and Consequences” sec-
tion showcases practical applications of the obtained results. By choosing specific
convex functions, we generate numerous tensorial Simpson-type inequalities and
bounds. Finally, the ”Conclusion” section summarizes the paper’s contributions
and highlights its significance for the development of tensorial inequalities. In the
following theorem, you’ll find a fundamental result that serves as the foundation
for deriving further inequalities throughout the paper.

2. Main results

The following Lemma will be crucial in obtaining the inequalities which follow.

Lemma 2.1. Assume that f is continuously differentiable on I,A and B are self-
adjoint operators with Sp(A), Sp(B) ⊂ I, then

1

6
f(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3
f

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
(2.1)

+
λ

3
f

(
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2

)
−1

2
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1 + λ− φ

2

)
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(
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2

))
dφ
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2
(1⊗B−A⊗1)

∫ 1

0

(
k

2
−1

3

)
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2
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1− k
2

)
A⊗ 1 +
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2
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)
dk

+
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2

∫ 1

0

(
1

3
− k

2

)
f′
((

(1 + k)λ

2
A⊗ 1

)
+

(
1− λ(1 + k)

2

)
1⊗B

)
dk.

Proof. We will start the proof with Lemma 1.9 (eq. (1.4)). Introducing the substi-
tutions on the right hand side and simplifying the integral, then assuming that A
and B have the spectral resolutions

A =

∫
tdE(t) and B =

∫
sdF (s).

If we take the integral
∫
I

∫
I

over dEt ⊗ dFs , then we get∫
I

∫
I

(
1

6
f(λt+ (1− λ)s) +

1− λ
3
f

(
(1 + λ)t+ (1− λ)s

2

)
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+
λ

3
f

(
λt+ (2− λ)s

2

)
− 1

2
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0

f
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1 + λ− φ

2

)
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2
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dφ

)
dEt ⊗ dFs

=
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I
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I
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2
(s− t)
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0
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)
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2
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1− k
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1 + k

2
(1− λ)s

)
dk

+
λ2(s− t)

2

∫ 1

0

(
1

3
− k

2

)
f′
((

(1 + k)λ

2
t

)
+

(
1− λ(1 + k)

2

)
s

)
dk

)
dEt ⊗ dFs.

By utilizing the Fubini’s Theorem and Lemma 1.8 (eq. (1.3)) for appropriate
choices of the functions involved, we have successively∫

I

∫
I

f(λt+ (1− λ)s)dEt ⊗ dFs = f (λA⊗ 1 + (1− λ)1⊗B) ,

∫
I

∫
I

∫ 1

0

f

((
1 + λ− φ

2

)
t+ s

(
φ+ (1− λ)

2

))
dφ

)
dEt ⊗ dFs

=

∫ 1

0

∫
I

∫
I

f

((
1 + λ− φ

2

)
t+ s

(
φ+ (1− λ)

2

)
dEt ⊗ dFsdφ

=

∫ 1

0

f

((
1 + λ− φ

2

)
A⊗ 1 +

(
φ+ (1− λ)

2
1⊗B

)
dφ,

∫
I

∫
I

(s− t)
∫ 1

0

(
k

2
− 1

3

)
f′
((

1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

)
dkdEt ⊗ dFs

=

∫ 1

0

(
k

2
− 1

3

)∫
I

∫
I

(s− t)f′
((

1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

)
dEt ⊗ dFsdk

= (1⊗B− A⊗ 1)

∫ 1

0

(
k

2
−1

3

)
f′
((

1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)
dk.

Following the same principle for other terms, the equality follows.
�

Theorem 2.2. Assume that f is continuously differentiable on I with
‖f′‖I,+∞ := supt∈I |f′(t)| < +∞ and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂
I, λ ∈ [0, 1] , then∣∣∣∣∣∣∣∣16 f(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3
f

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
(2.2)

+
λ

3
f

(
λA⊗ 1 + (2− λ)1⊗B

2

)
−1

2

∫ 1

0

f

((
1 + λ− φ

2

)
A⊗1+1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤ 5 ‖1⊗B− A⊗ 1‖ (2λ− 1)2 + 1)

144
‖f′‖I,+∞ .

Proof. If we take the operator norm of the previously obtained Lemma (2.1) and
use the triangle inequality, we get∣∣∣∣∣∣∣∣16 f(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3
f

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
+
λ

3
f

(
λA⊗ 1 + (2− λ)1⊗B

2

)
−1

2

∫ 1

0

f

((
1 + λ− φ

2

)
A⊗1+1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
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≤ (1− λ)2

2
‖1⊗B− A⊗ 1‖

∫ 1

0

∥∥∥∥k2 − 1

3

∥∥∥∥∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥ dk
+
λ2 ‖1⊗B− A⊗ 1‖

2

∫ 1

0

∥∥∥∥1

3
− k

2

∥∥∥∥∥∥∥∥f′(( (1 + k)λ

2
A⊗ 1

)
+

(
1− λ(1 + k)

2

)
1⊗B

)∥∥∥∥ dk.
Realize here that by Lemma 1.8,∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

) ∣∣∣∣
=

∫
I

∫
I

∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣dEt ⊗ dFs.
Since ∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣ 6 ‖f′‖I,+∞ .

If we take the integral
∫
I

∫
I

over dEt ⊗ dFs, then we get∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

) ∣∣∣∣
=

∫
I

∫
I

∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣dEt ⊗ dFs
6 ‖f′‖I,+∞

∫
I

∫
I

dEt ⊗ dFs = ‖f′‖I,+∞ .

From which we get the following,∫ 1

0

∥∥∥∥1

3
− k

2

∥∥∥∥∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥ dk
6 ‖f′‖I,+∞

∫ 1

0

∥∥∥∥1

3
− k

2

∥∥∥∥ dk =
5 ‖f′‖I,+∞

36
.

Evaluation of the second part is analogous, summing everything up we obtain the
desired equality. �

Theorem 2.3. Assume that f is continuously differentiable on I and |f′| is convex
and A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ I, λ ∈ [0, 1], then∣∣∣∣∣∣∣∣16 f(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3
f

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
(2.3)

+
λ

3
f

(
λA⊗ 1 + (2− λ)1⊗B

2

)
−1

2

∫ 1

0

f

((
1 + λ− φ

2

)
A⊗1+1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤ ‖1⊗B− A⊗ 1‖ ‖f

′(A)‖ (λ(λ(122λ− 93) + 3) + 29) + ‖f′(B)‖ (λ((273− 122λ)λ− 183) + 61)

1296
.

Proof. Since |f′| is convex on I, then we get∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣ 6 (1 + k

2
λ+

1− k
2

)
|f′(t)|+1 + k

2
(1−λ)|f′(s)|
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for all k ∈ [0, 1] and t, s ∈ I.
If we take the integral

∫
I

∫
I

over dEt ⊗ dFs, then we get∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

) ∣∣∣∣
=

∫
I

∫
I

∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣dEt ⊗ dFs
6
∫
I

∫
I

[(
1 + k

2
λ+

1− k
2

)
|f′(t)|+ 1 + k

2
(1− λ)|f′(s)|

]
dEt ⊗ dFs

=

(
1 + k

2
λ+

1− k
2

)
|f′(A)| ⊗ 1 +

1 + k

2
(1− λ)1⊗ |f′(B)|

for all k ∈ [0, 1].
If we take the norm in the inequality, we get the following∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥
6

∥∥∥∥(1 + k

2
λ+

1− k
2

)
|f′(A)| ⊗ 1 +

1 + k

2
(1− λ)1⊗ |f′(B)|

∥∥∥∥
6

(
1 + k

2
λ+

1− k
2

)
‖|f′(A)| ⊗ 1‖+

1 + k

2
(1− λ) ‖1⊗ |f′(B)|‖

=

(
1 + k

2
λ+

1− k
2

)
‖f′(A)‖+

1 + k

2
(1− λ) ‖f′(B)‖ .

Therefore, we obtain∫ 1

0

∥∥∥∥k2 − 1

3

∥∥∥∥∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥ dk
6
∫ 1

0

∥∥∥∥k2 − 1

3

∥∥∥∥((1 + k

2
λ+

1− k
2

)
‖f′(A)‖+

1 + k

2
(1− λ) ‖f′(B)‖

)
dk

=
‖f′(A)‖ (61λ+ 29) + 61 ‖f′(B)‖ (1− λ))

648
.

Simplifying the other term and adding them, we obtain the desired inequality.
�

We recall that the function f : I → R is quasi-convex, if

f((1− λ)t+ λs) 6 max(f(t), f(s)) =
1

2
(f(t) + f(s) + |f(s)− f(t)|)

holds for all t, s ∈ I and λ ∈ [0, 1].

Theorem 2.4. Assume that f is continuously differentiable on I with |f′| is quasi-
convex on I, A and B are selfadjoint operators with Sp(A), Sp(B) ⊂ I, α, then∣∣∣∣∣∣∣∣16 f(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3
f

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
+
λ

3
f

(
λA⊗ 1 + (2− λ)1⊗B

2

)
− 1

2

∫ 1

0

f

((
1 + λ− φ

2

)
A⊗ 1 + 1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤ 5 ‖1⊗B− A⊗ 1‖ (2λ− 1)2 + 1)

288
‖f′‖I,+∞ . (2.4)
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Proof. Since |f′| is quasi-convex on I, then we get∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣ 6 1

2
(|f′(t)|+ |f′(s)|+ ||f′(t)| − |f′(s)||)

for all k ∈ [0, 1] and t, s ∈ I. If we take the integral
∫
I

∫
I

over dEt ⊗ dFs, then we
get ∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

) ∣∣∣∣
=

∫
I

∫
I

∣∣∣∣f′((1 + k

2
λ+

1− k
2

)
t+

1 + k

2
(1− λ)s

) ∣∣∣∣dEt ⊗ dFs
6

1

2

∫
I

∫
I

(|f′(t)|+ |f′(s)|+ ||f′(t)| − |f′(s)||)dEt ⊗ dFs

=
1

2
(|f′(A)| ⊗ 1 + 1⊗ |f′(B)|+ ||f′(A)| ⊗ 1− 1⊗ |f′(B)||)

for all k ∈ [0, 1].
If we take the norm, then we get∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥
6

∥∥∥∥1

2
(|f′(A)| ⊗ 1 + 1⊗ |f′(B)|+ ||f′(A)| ⊗ 1− 1⊗ |f′(B)||)

∥∥∥∥
6

1

2
(‖|f′(A)| ⊗ 1 + 1⊗ |f′(B)|‖+ ‖|f′(A)| ⊗ 1− 1⊗ |f′(B)|‖)

Which when applied in our case, we get∫ 1

0

∥∥∥∥k2 − 1

3

∥∥∥∥∥∥∥∥f′((1 + k

2
λ+

1− k
2

)
A⊗ 1 +

1 + k

2
(1− λ)1⊗B

)∥∥∥∥ dk
6
∫ 1

0

∥∥∥∥k2 − 1

3

∥∥∥∥(1

2
(‖|f′(A)| ⊗ 1 + 1⊗ |f′(B)|‖+ ‖|f′(A)| ⊗ 1− 1⊗ |f′(B)|‖)

)
dk.

Which when simplified, we obtain the desired inequality. �

3. Some examples and consequences

In the following sequel we provide examples to the obtained Theorems in Main
section. Examples consist of taking f to be an exponential operator and applying
various conditions as given by the Theorems.

Corollary 3.1. If A,B are selfadjoint operators with Sp(A), Sp(B) ⊂ [m,M ] and
1⊗B− A⊗ 1 is invertible, then by (2.2), we get∣∣∣∣∣∣∣∣16 exp(λA⊗ 1 + (1− λ)1⊗B) +

1− λ
3

exp

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
+
λ

3
exp

(
λA⊗ 1 + (2− λ)1⊗B

2

)
− 1

2

∫ 1

0

exp

((
1 + λ− φ

2

)
A⊗ 1 + 1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤ 5 ‖1⊗B− A⊗ 1‖ (2λ− 1)2 + 1)

144
exp(M). (3.1)
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Corollary 3.2. Since for f(t) = exp(t), t ∈ R, |f′| is convex, then by (2.3)∣∣∣∣∣∣∣∣16 exp(λA⊗ 1 + (1− λ)1⊗B) +
1− λ

3
exp

(
(1 + λ)A⊗ 1 + (1− λ)1⊗B

2

)
+
λ

3
exp

(
λA⊗ 1 + (2− λ)1⊗B

2

)
− 1

2

∫ 1

0

exp

((
1 + λ− φ

2

)
A⊗ 1 + 1⊗B

(
φ+ (1− λ)

2

))
dφ

∣∣∣∣∣∣∣∣
≤ ‖1⊗B− A⊗ 1‖ ‖exp(A)‖ (λ(λ(122λ− 93) + 3) + 29) + ‖exp(B)‖ (λ((273− 122λ)λ− 183) + 61)

1296
.

(3.2)

Setting λ = 1
2 , we obtain∣∣∣∣∣∣∣∣16 exp

(
A⊗+1⊗B

2

)
+

1

6
exp

(
3A⊗ 1 + 1⊗B

4

)
+

1

6
exp

(
A⊗ 1 + 3 · 1⊗B

2

)
− 1

2

∫ 1

0

exp

(( 3
2 − φ

2

)
A⊗ 1 + 1⊗B

(
φ+ 1

2 )

2

))
dφ

∣∣∣∣∣∣∣∣
≤ ‖1⊗B− A⊗ 1‖ 5(‖exp(A)‖+ ‖exp(B)‖

288
. (3.3)

4. Conclusion

Tensors have become important in various fields, for example in physics because
they provide a concise mathematical framework for formulating and solving physical
problems in fields such as mechanics, electromagnetism, quantum mechanics, and
many others. As such inequalities are crucial in numerical aspects. Reflected in
this work is the tensorial Sarikaya and Bardak’s Lemma, which as a consequence
enabled us to obtain Simpson type inequalities in Hilbert space. New Simpson type
inequalities are given, examples of specific convex functions and their inequalities
using our results are given in the section some examples and consequences. Plans for
future research can be reflected in the fact that the obtained inequalities in this work
can be sharpened or generalized by using other methods. An interesting perspective
can be seen in incorporating other techniques for Hilbert space inequalities with the
techniques shown in this paper. One direction is the technique of the Mond-Pecaric
inequality, on which we will work on.
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Abstract. In this study, we first define the concept of neutrosophic β-open
set. Then, using this new set definition, we present neutrosophic β-compact

and neutrosophic β-closed spaces and examine their properties. Also, we clas-

sify these spaces using the concept of neutrosophic filterbase, which is intro-
duced for the first time in this study. And, relationships between these different

types and forms of compactness are investigated.

1. Introduction

The concept of compactness is one of the indispensable characters of general
topology and other topology forms. In general topology, these concepts of β-open
sets and β-continuous functions were first introduced by Abd El-Monsef [1]. Later,
these concepts were adapted to different topology forms and some interesting prop-
erties of them were investigated in different forms of topology as in [4, 6, 8]. By
using these notions, the basic classical results that have been going on in the general
topology from the very beginning are generalized. The aim of this paper is to de-
fine and investigate the concepts of neutrosophic β-compactness and neutrosophic
β-closed spaces. Also, the concept of neutrosophic filterbases is presented and by
using this, we characterize these new types of compactness and space. Additionally,
the relationship between these new types and some different forms of compactness
in neutrosophic topology is clarified and a comparison between them is established.

2. Preliminaries

In this section, we present the basic definitions related to neutrosophic set theory.
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Definition 2.1. ([10]) A neutrosophic set A on the universe set X is defined as:

A = {〈x, TA (x) , IA (x) , FA (x)〉 : x ∈ X} ,
where T , I, F : X → ]−0, 1+[ and −0 ≤ TA (x) + IA (x) + FA (x) ≤ 3+.

Scientifically, membership functions, indeterminacy functions and non-membership
functions of a neutrosophic set take value from real standart or nonstandart subsets
of ]−0, 1+[. However, these subsets are sometimes inconvenient to be used in real
life applications such as economical and engineering problems. On account of this
fact, we consider the neutrosophic sets, whose membership function, indeterminacy
functions and non-membership functions take values from subsets of [0, 1].

Definition 2.2. ([7]) Let X be a nonempty set. If r, t, s are real standard or non
standard subsets of ]−0, 1+[ then the neutrosophic set xr,t,s is called a neutrosophic
point in X given by

xr,t,s(xp) =

{
(r, t, s), if x = xp
(0, 0, 1), if x 6= xp

For xp ∈X, it is called the support of xr,t,s, where r denotes the degree of mem-
bership value, t denotes the degree of indeterminacy and s is the degree of non-
membership value of xr,t,s.

Definition 2.3. ([9]) Let A be a neutrosophic set over the universe set X. The com-

plement ofA is denoted byAc and is defined by: Ac =
{〈
x, FF̃ (e)(x), 1− IF̃ (e)(x), TF̃ (e)(x)

〉
: x ∈ X

}
.

It is obvious that [Ac]c = A.

Definition 2.4. ([9]) Let A and B be two neutrosophic sets over the universe
set X. A is said to be a neutrosophic subset of B if TA(x) ≤ TB(x), IA(x) ≤
IB(x), FA(x) ≥ FB(x), every xinX. It is denoted by A ⊆ B. A is said to be
neutrosophic soft equal to B if A ⊆ B and B ⊆ A. It is denoted by A = B.

Definition 2.5. ([9]) Let F1 and F2 be two neutrosophic soft sets over the universe
set X. Then their union is denoted by F1 ∪ F2 = F3 is defined by:

F3 = {〈x, TF3
(x), IF3

(x), FF3
(x) : x ∈ X〉},

where
TF3(x) = max{TF1(x), TF2

(x)},

IF3(x) = max{IF1(x), IF2
(x)},

FF3(x) = min{FF1(x), FF2
(x)}.

Definition 2.6. ([9]) Let F1 and F2 be two neutrosophic soft sets over the universe
set X. Then their intersection is denoted by F1 ∩ F2 = F4 is defined by:

F4 = {〈x, TF4
(x), IF4

(x), FF4
(x) : x ∈ X〉},

where
TF4(x) = min{TF1(x), TF2

(x)},

IF4(x) = min{IF1(x), IF2
(x)},
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FF4(x) = max{FF1(x), FF2(x)}.

Definition 2.7. ([9]) A neutrosophic set F over the universe set X is said to be
a null neutrosophic set if TF (x) = 0, IF (x) = 0, FF (x) = 1, every x ∈ X. It is
denoted by 0X .

Definition 2.8. ([9]) A neutrosophic set F over the universe set X is said to be
an absolute neutrosophic set if TF (x) = 1, IF (x) = 1, FF (x) = 0, every x ∈ X. It
is denoted by 1X .

Clearly 0cX = 1X and 1cX = 0X .

Definition 2.9. ([9]) Let NS(X) be the family of all neutrosophic sets over the
universe the set X and τ ⊂ NS(X). Then τ is said to be a neutrosophic topology
on X if:

1) 0X and 1X belong to τ ;
2) the union of any number of neutrosophic soft sets in τ belongs to τ ;
3) the intersection of a finite number of neutrosophic soft sets in τ belongs to τ .

Then (X, τ) is said to be a neutrosophic topological space over X. Each member
of τ is said to be a neutrosophic open set [9].

Definition 2.10. ([9]) Let (X, τ) be a neutrosophic topological space over X and
F be a neutrosophic set over X. Then F is said to be a neutrosophic closed set iff
its complement is a neutrosophic open set.

Definition 2.11. ([2]) A neutrosophic point xr,t,s is said to be neutrosophic quasi-
coincident (neutrosophic q-coincident, for short) with F , denoted by xr,t,s q F if
and only if xr,t,s * F c. If xr,t,s is not neutrosophic quasi-coincident with F , we
denote by xr,t,s q̃ F .

Definition 2.12. ([2]) A neutrosophic set F in a neutrosophic topological space
(X, τ) is said to be a neutrosophic q-neighborhood of a neutrosophic point xr,t,s if
and only if there exists a neutrosophic open set G such that xr,t,s q G ⊂ F .

Definition 2.13. ([2]) A neutrosophic set G is said to be neutrosophic quasi-
coincident (neutrosophic q-coincident, for short) with F , denoted by G q F if and
only if G * F c. If G is not neutrosophic quasi-coincident with F , we denote by G
q̃ F .

Definition 2.14. ([3]) A neutrosophic point xr,t,s is said to be a neutrosophic
interior point of a neutrosophic set F if and only if there exists a neutrosophic open
q-neighborhood G of xr,t,s such that G ⊂ F . The union of all neutrosophic interior
points of F is called the neutrosophic interior of F and denoted by F ◦.

Definition 2.15. ([2]) A neutrosophic point xr,t,s is said to be a neurosophic cluster
point of a neutrosophic set F if and only if every neutrosophic open q-neighborhood
G of xr,t,s is q-coincident with F . The union of all neutrosophic cluster points of
F is called the neutrosophic closure of F and denoted by F -.

Definition 2.16. ([2]) Let f be a function from X to Y . Let B be a neutro-
sophic set in Y with members hip function TB(y), indeterminacy function IB(y)
and non-membership function FB(y). Then, the inverse image of B under f , written
as f−1(B), is a neutrosophic subset of X whose membership function, indetermi-
nacy function and non-membership function are defined as Tf−1(B)(x) = TB(f(x)),
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If−1(B)(x) = IB(f(x)) and Ff−1(B)(x) = FB(f(x)) for all x in X, respectively.
Conversely, let A be a neutrosophic set in X with membership function TA(x), in-
determinacy function IA(x) and non-membership function FA(x). The image of A
under f , written as f(A), is a neutrosophic subset of Y whose membership function,
indeterminacy function and non-membership function are defined as

Tf(A)(y) =

{
supz∈f−1(y){TA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

If(A)(y) =

{
supz∈f−1(y){IA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

Ff(A)(y) =

{
supz∈f−1(y){FA(z)}, if f−1(y) is not empty,

0, if f−1(y) is empty,

for all y in Y , where f−1(y) = {x : f(x) = y}, respectively.

3. Some Definitions

This section provides some new definitions that form the cornerstones of the
sections that follow.

Definition 3.1. A neutrosophic set F in a neutrosophic topological space (X, τ) is
said to be

Neutrosophic semiopen, if F ⊆ F ◦,
Neutrosophic preopen, F ⊆ (F )◦,

Neutrosophic β-open, F ⊆ (F )◦. Equivalently, if there exists a neu-
trosophic preopen set A such that A ⊆ F ⊆ A.

It is obvious that each neutrosophic semiopen and neutrosophic preopen neutro-
sophic set implies neutrosophic β-open.

Definition 3.2. If, F be a neutrosophic set in neutrosophic topological space (X, τ)
then, F -

p =
⋂
{F : F ⊆ A, A is neutrosophic preclosed} (resp. F ◦p =

⋃
{F :

F ⊆ A, A is neutrosophic preopen}) is called a neutrosophic preclosure of F (resp.
neutrosophic preinterior of F).

Definition 3.3. If, F be a neutrosophic set in neutrosophic topological space (X, τ)
then, F -

s =
⋂
{F : F ⊆ A, A is neutrosophic semiclosed} (resp. F ◦s =

⋃
{F : F ⊆

A, A is neutrosophic semiopen}) is called a neutrosophic semiclosure of F (resp.
neutrosophic semi-interior of F).

Definition 3.4. If, F be a neutrosophic set in neutrosophic topological space (X, τ)
then, F -

β =
⋂
{F : F ⊆ A, A is neutrosophic β − closed} (resp. F ◦s =

⋃
{F : F ⊆

A, A is neutrosophic β − open}) is called a neutrosophic β-closure of F (resp.
neutrosophic β-interior of F ).

It is obvious that (F c)-β = (F ◦β )c and (F c)◦β = (F -
β)c.
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Definition 3.5. Let f : (X, τ) → (Y, σ) be a function from a neutrosophic topo-
logical space (X, τ) into a neutrosophic topological space (Y, σ). The function f is
said to be neutrosophic β-continuous, if f−1(A) is a neutrosophic β-open set of X,
for each A ∈ σ.

Definition 3.6. Let f : (X, τ) → (Y, σ) be a function from a neutrosophic topo-
logical space (X, τ) into a neutrosophic topological space (Y, σ). The function f is
said to be neutrosophic Mβ-continuous, if f−1(A) is a neutrosophic β-open set of
X, for each neutrosophic β-open set A in (Y, σ).

Lemma 3.1. Let f : (X, τ)→ (Y, σ) be a function from a neutrosophic topological
space (X, τ) into a neutrosophic topological space (Y, σ). Then the following are
equivalent:

a) f is neutrosophic Mβ-continuous.
b) f(F -

β) ⊆ (f(F ))-β, for every neutrosophic set F in (X, τ):

Proof. a) =⇒ b): Let F be a neutrosophic set in (X, τ), then f(F ))-β is neutro-

sophic β-closed. By (a), f−1(f(F ))-β is neutrosophic β-closed and so f−1(f(F ))-β =

(f−1(f(F ))-β)-β . Since F ⊆ f−1(f(F )), F -
β ⊆ (f−1(f(F )))-β ⊆ (f−1((f(F ))-β))-β =

f−1(f(F ))-β). Hence f(F -
β) ⊆ (f(F ))-β .

b) =⇒ a): Let G be a neutrosophic β-closed in (Y, σ): By (b), if F = f−1(G);
then (f−1(G))-β ⊆ f−1((f(f−1(G)))-β) ⊆ f−1(G-

β) = f−1(G). Since f−1(G) ⊆
(f−1(G))-β , then f−1(G) = (f−1(G))-β . Hence f−1(G) is a neutrosophic β-closed in

set in (X, τ). Hence f is neutrosophic Mβ-continuous. �

Lemma 3.2. Let f : (X, τ)→ (Y, σ) be a function from a neutrosophic topological
space (X, τ) into a neutrosophic topological space (Y, σ). Then the following are
equivalent:

a) f is neutrosophic β-continuous.
b) f(F -

β) ⊆ (f(F ))-, for every neutrosophic set F in (X, τ):

Proof. Obvious. �

Theorem 3.3. If f : (X, τ) → (Y, σ) is neutrosophic open function[5], then
f−1(G-) ⊆ (f−1(G))- for every neutrosophic set G in (Y, σ).

Definition 3.7. A collection of neutrosophic subsets ω of a neutrosophic topological
space (X, τ) is said to form a neutrosophic filterbases if and only if, for every finite
collection {Fi : i = 1, ..., n},

⋂n
i=1 Fi 6= 0x.

Definition 3.8. A collection ϕ of neutrosophic sets in a neutrosophic topologi-
cal space (X, τ) is said to be cover of a neutrosophic set G of X if and only if,
T(∪F∈ϕF )(x) = 0, I(∪F∈ϕF )(x) = 0 and F(∪F∈ϕF )(x) = 0, where x is any support in
G. A neutrosophic cover ϕ of a neutrosophic set G in a neutrosophic topological
space (X, τ) is said to have a finite subcover if and only if, there exists a finite subcol-
lection ρ = {F1, ..., Fn} of ϕ such that T(

⋃n
i=1 Fi)

(x) ≥ TG(x), I(
⋃n
i=1 Fi)

(x) ≥ IG(x),

and F(
⋃n
i=1 Fi)

(x) ≥ FG(x), where x is any support in G.

Definition 3.9. A neutrosophic topological space (X, τ) is said to be neutrosophic
strongly compact if and only if, every neutrosophic preopen cover of X has a finite
subcover.
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Definition 3.10. A neutrosophic topological space (X, τ) is said to be neutrosophic
semicompact if and only if, every neutrosophic semiopen cover of X has a finite
subcover.

Definition 3.11. A neutrosophic topological space (X, τ) is said to be neutrosophic
almost compact if and only if, every neutrosophic open cover of X has a finite
subcollection whose closures cover X .

Definition 3.12. A neutrosophic topological space (X, τ) is said to be neutrosophic
S-closed if and only if, every neutrosophic semiopen cover of X has a finite subcol-
lection whose closures cover X.

Definition 3.13. A neutrosophic topological space (X, τ) is said to be neutrosophic
s-closed if and only if, every neutrosophic semiopen cover of X has a finite subcol-
lection whose semiclosures cover X.

Definition 3.14. A neutrosophic topological space (X, τ) is said to be neutrosophic
P-closed if and only if, every neutrosophic preopen cover of X has a finite subcol-
lection whose preclosures cover X.

4. Neutrosophic β-Compact Space

In this subheading, we introduce the term neutrosophic β-compactness, which
forms the basis of our study. Then, we examine the relationship of this new concept
we introduced with other concepts introduced for the first time in this study and
conduct an in-depth research on its properties.

Definition 4.1. A neutrosophic topological space (X, τ) is said to be neutrosophic
β-compact if and only if, for every family ϕ of neutrosophic β-open sets such that
∪G∈ϕG = 1X , there is a finite subfamily ω ⊆ ϕ such that ∪G∈ωG = 1X .

Definition 4.2. A neutrosophic set δ in a neutrosophic topological space (X, τ) is
said to be neutrosophic β -compact relative to (X, τ) if and only if, for every family
ϕ of neutrosophic β-open sets such that T(∪F∈ϕF )(x) ≥ Tδ(x), I(∪F∈ϕF )(x) ≥ Iδ(x)
and F(∪F∈ϕF )(x) ≤ Fδ(x), where x is any support in G, there is a finite subfamily
ρ ⊆ ϕ such that T(∪F∈ρF )(x) ≥ Tδ(x), I(∪F∈ρF )(x) ≥ Iδ(x) and F(∪F∈ρF )(x) ≤
Fδ(x), where x is any support in G.

Remark. Since each of neutrosophic semiopenness and neutrosophic preopenness
implies neutrosophic β-openness, it is clear that every neutrosophic β-compactness
implies each of neutrosophic strongly compactness and neutrosophic semicompact-
ness. But the converse need not to be true.

Theorem 4.1. A neutrosophic topological space (X, τ) is neutrosophic β-compact
if and only if, for every collection {Fi : i ∈ I} of neutrosophic β-closed neutrosophic
sets in (X, τ) having the finite intersection property

⋂
i∈I Fi 6= 0x.

Proof. Let {Fi : i ∈ I} be a collection of neutrosophic β-closed sets with the finite
intersection property. Suppose that

⋂
i∈I Fi = 0X . Then,

⋃
i∈I F

c
i = 1X . Since

{F ci : i ∈ I} is a collection of neutrosophic β-open sets cover of X, then from the
neutrosophic β-compactness of X it follows that there exists a finite subset J ⊆ I
such that

⋃
j∈J F

c
j = 1X . Then,

⋂
j∈J Fj = 0X , which gives a contradiction and

therefore
⋂
i∈I Fi 6= 0X .

Conversely, Let {Fi : i ∈ I} be a collection of neutrosophic β-open sets cover of
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X. Suppose that for every finite subset J ⊆ I, we have
⋃
j∈J Fj 6= 1X . Then,⋂

j∈J F
c
J 6= 0X . Hence {F ci : i ∈ I} satisfies the finite intersection property. Then,

from the hypothesis we have
⋂
i∈I F

c
i 6= 0X , which implies

⋃
j∈J Fj 6= 1X and this

contradicting that {Fi : i ∈ I} is a neutrosophic β-open cover of X. Thus, X is
neutrosophic β-compact. �

Now, we give some results of neutrosophic β-compactness in terms of neutro-
sophic filterbases.

Theorem 4.2. A neutrosophic topological space (X, τ) is neutrosophic β-compact
if and only if, every filterbases µ in (X, τ),

⋂
H∈µH

-
β 6= 0X .

Proof. Let ϕ be a neutrosophic β-open cover of X and ϕ have no a finite subcover.
Then, for every finite subcollection {F1, ..., Fn} of ϕ, there exists x ∈ X such that
TFj (x) < 1 or IFj (x) < 1 or FFj (x) > 0 for every j = 1, ...., n. Then, TF cj (x) > 0

or IF cj (x) > 0 or FF cj (x) < 1. So,
⋂
j∈J F

c
j 6= 0X . {F cj : Fj ∈ ϕ} forms a filterbases

in (X, τ). Since ϕ is neutrosophic β-open cover of X , then TFj (x) = 1, IFj (x) = 1
and FFj (x) = 0 for every x ∈ X and hence

⋂
Fj∈ϕ(F cj )-β =

⋂
Fj∈ϕ F

c
j = 0X which is

a contradiction. Then, every neutrosophic β-open cover of X has a finite subcover
and hence X is neutrosophic β-compact.
Conversely, suppose there exists a filterbases µ such that

⋂
H∈µH

-
β = 0X . So,⋃

H∈µ(H-
β)c = 1X . Hence, {(H-

β)c : H ∈ µ} is a neutrosophic β-open cover

in (X, τ). Since X is neutrosophic β-compact, then there exists a finite sub-
cover {((H1)-β)c, . . . . . . . . . . . . . . . , ((Hn)-β)c}. Then,

⋃n
i=1((H1)-β)c = 1X and hence⋃n

i=1(Hi)
c = 1X . So,

⋂n
i=1Hi = 0X , which is a contradiction, since the Hi are

members of filterbases µ. Therefore,
⋂
H∈µH

-
β 6= 0X every filterbases µ. �

Theorem 4.3. A neutrosophic set α in a neutrosophic topological space (X, τ) is
neutrosophic β-compact relative to X if and only if, for every filterbase µ such that
every finite number of members of µ is neutrosophic quasi-coincident with α,

(
⋂
H∈µ

H-
β) ∩ α 6= 0X .

Proof. Suppose that α is not be neutrosophic β-compact relative to X, then there
exists a neutrosophic β-open cover ϕ of α, which has a finite subcover. Then, for
every finite subcover δ of ϕ, α *

⋃
Hi∈δHi. So,

⋂
Hi∈δH

c
i * αc 6= 0X . Then,

µ = {Hi)
c : Hi ∈ ϕ} forms a filterbases and (

⋂
Hi∈δH

c
i )qα. From our assumption,

(
⋂
Hi∈δ(H

c
i )-β) ∩ α 6= 0X . Clearly, (

⋂
Hi∈δH

c
i ∩ α 6= 0X . Then, (

⋂
Hi∈δH

c
i 6= 0X .

This implies that (
⋃
Hi∈δHi 6= 1X . From this contradiction, α is neutrosophic β-

compact relative to X. Conversely, suppose that there exists a filterbases µ such
that every finite number of members of µ is neutrosophic quasi-coincident with α
and (

⋂
H∈µH

-
β) ∩ α = 0X .

This implies α ⊆ (
⋂
H ∈ µH-

β)c. So, α ⊆
⋃
H ∈ µ(H-

β)c. Then, ϕ = {(H-
β)c : H ∈ µ}

is neutrosophic β-open cover of α. Since α is neutrosophic β-compact relative to X,
then there exists a finite subcover δ of ϕ, say δ = {((Hi)

-
β)c, . . . . . . . . . . . . . . . , ((Hn)-β)c},

such that α ⊆
⋃n
i=1((Hi)

-
β)c. Then,

⋂n
i=1(Hi)

-
β ⊆ αc. This means that (

⋂n
i=1(Hi)

-
β)q̃α.

From thi contradiction, it is clear that, for every filterbase µ such that every finite
number of members of µ is neutrosophic quasi-coincident with α, (

⋂
H∈µH

-
β)∩α 6=

0X . �
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Theorem 4.4. Every neutrosophic β-closed subset of a neutrosophic β-compact
space is neutrosophic β-compact relative to X.

Proof. Let ϕ be a neutrosophic filterbases in X such that αq(
⋂
{H : H ∈ δ}) holds

for every finite subcollection δ of ϕ and a neutrosophic β-closed set α. Consider
ϕ∗ = {α}∪ϕ. For any finite subcollection δ∗ of ϕ∗, if α /∈ δ∗ then

⋂
δ∗ 6= 0X . If α ∈

δ∗ and since αq(
⋂
{H : H ∈ δ∗−{α}}), then

⋂
δ∗ 6= 0X . Hence δ∗ is a neutrosophic

filterbases in X. Since X is neutrosophic β-compact, then (
⋂
H ∈ ϕ∗(H-

β) 6= 0X .

So, (
⋂
H ∈ ϕ(H-

β)∩ α = (
⋂
H ∈ ϕ(H-

β)∩ α-
β 6= 0X . Hence by Theorem 4.3, we have

α is neutrosophic β-compact relative to X. �

Theorem 4.5. If a function f : (X, τ) → (Y, σ) is neutrosophic Mβ-continuous
and α is neutrosophic β-compact relative to X, then so is f(α).

Proof. Let {Fi : i ∈ I} be a neutrosophic β-open cover of f(α). Since f is
neutrosophic Mβ-continuous, {f−1(Fi) : i ∈ I} is neutrosophic β-open cover of
α. Since α is neutrosophic β-compact relative to X, there is a finite subfam-
ily {f−1(Fi) : i = 1, . . . . . . , n} such that α ⊆

⋃n
i=1 f

−1(Fi). Then, f(α) ⊆
f(
⋃n
i=1 f

−1(Fi)) ⊆
⋃n
i=1 Fi. Therefore, f(α) is neutrosophic β-compact relative

to Y . �

Lemma 4.6. If f : (X, τ)→ (Y, σ) is neutrosophic open and neutrosophic contin-
uous function, then f is neutrosophic Mβ-continuous.

Proof. Let ω be a neutrosophic β-open set in Y ; then ω ⊆ (ω)◦. So, f−1(ω) ⊆
f−1((ω)◦) ⊆ f−1((ω)◦) . Since f is neutrosophic continuous[5], then f−1((ω)◦) =
(f−1((ω)◦)). Also by Theorem 3.3, f−1((ω)◦) = (f−1((ω)◦))◦ ⊆ (f−1(ω))◦ ⊆
(f−1(ω))◦. Thus, f−1(ω) ⊆ f−1((ω)◦) ⊆ ((f−1(ω)))◦). This implies that f−1(ω)
is neutrosophic β-open. So, f is neutrosophic Mβ-continuous. �

Corollary 4.7. Let f : (X, τ) → (Y, σ) be neutrosophic open and neutrosophic
continuous function. Consider that X is neutrosophic β-compact. Then, f(X) is
neutrosophic β-compact .

Proof. It is follows directly from Lemma 4.6 and Theorem 4.5. �

Definition 4.3. A function f : (X, τ)→ (Y, σ) is said to be neutrosophic Mβ-open
if and only if, the image of every neutrosophic β-open set in X is neutrosophic β-
open in Y .

Theorem 4.8. Let f : (X, τ) → (Y, σ) be a neutrosophic Mβ-open bijective func-
tion and Y is neutrosophic β-compact, then X neutrosophic β-compact.

Proof. Let {Fi : i ∈ I} be a neutrosophic β-open cover of X. Then, {f(Fi) : i ∈ I}
is a neutrosophic β-open cover of Y . Since Y is neutrosophic β-compact, there is
a finite subset J ⊆ I such that {Fj : j ∈ J} is a neutrosophic β-open cover of
Y . So, 1Y =

⋃
j∈J f(Fi). Since f is a neutrosophic Mβ-open bijective function,

1X = f−1(1Y ) = f−1(f(
⋃
j∈J Fj)) =

⋃
j∈J Fj . Therefore, X is neutrosophic β-

compact. �
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5. Neutrosophic β-Closed Spaces

Definition 5.1. A neutrosophic set α in a neutrosophic topological space (X, τ)
is said to be a neutrosophic βq-neighborhood of a neutrosophic point xr,t,s in X, if
there exists a neutrosophic β-open set F ⊆ α such that xr,t,sqF .

Proof. Let xr,t,s ∈ α-
β and there exists a neutrosophic βq-neighborhood G of xr,t,s

, Gq̃α. Then there exists a neutrosophic open set F ⊆ G in X such that xr,t,sqF ,
which implies F q̃α and hence α ⊆ F c. Since F c neutrosophic β-closed, α-

β ⊆ F c.

From xr,t,s /∈ F c, we see that xr,t,s /∈ α-
β . This is a contradiction. Conversely, let

xr,t,s /∈ α-
β =

⋂
{F : Fisβ − closedinX,α ⊆ F}. Then, there exists a neutrosophic

β-closed set F such that xr,t,s /∈ F and α ⊆ F . Hence, xr,t,sqF
c and αq̃F c, where

F c is neutrosophic β-open in X. Then, F c is a neutrosophic βq-neighborhood of
xr,t,s and αq̃F c. �

Definition 5.2. A neutrosophic topological space (X, τ) is said to be neutrosophic
β-closed if and only if, for every family ϕ of neutrosophic β-open sets such that⋃
H∈ϕH = 1X , there is a finite subfamily δ ⊆ ϕ such that

⋃
H∈δH

-
β = 1X .

Remark. From the above definition and other types of neutrosophic compactness,
one can draw the following diagram:

Neutrosophic semi− compact→ Neutrosophic s− closed→ Neutrosophic S − closed
↓ ↓

Neutrosophic β − compact → Neutrosophic β − closed
↓ ↓

Neutrosophic strongly compact→ Neutrosophic P − closed

Example 5.1. Let (X, τ) be a neutrosophic topological and neutrosphic sets αn
be defined as αn = {〈x, 1 − 1

n , 1 −
1
n ,

1
n 〉 : x ∈ X} for each n ∈ N+. Consider a

neutrosophic topological space (X, τ) that {αn : n ∈ N+} is a neutrosophic base for
τ . Then, {αn : n ∈ N+} is obviously a neutrosophic β-open cover of X. In (X, τ),
(αn)-β = 1X for each n ≥ 3. Then, X is neutrosophic β-closed but not neutrosophic
β-compact.

Remark. Example 5.1 also shows that:

(i) Each of the concepts neutrosphic s-closed, neutrosphic S-closed
and neutrosphic P-closed spaces does not imply neutrosphic β-compact.
(ii) Since {αn : n ∈ N+} is also neutrosophic semiopen cover of
X, then X is also neutrosophic β-closed space but not neutrosophic
semi-compact space.
(iii) Since {αn : n ∈ N+} is also neutrosophic preopen cover of
X, then X is also neutrosophic β-closed space but not neutrosophic
strongly compact space.

Example 5.2. Let X = [0, 1] and consider the following neutrosophic sets
α1 = {〈x, 1,7√

3
, 1,7√

3
, 1 − 1,7√

3
〉 : x ∈ X}, α2 = {〈x, 1,73√

3
, 1,73√

3
, 1 − 1,73√

3
〉 : x ∈ X}, α3 =

{〈x, 1,732√
3
, 1,732√

3
, 1 − 1,732√

3
〉 : x ∈ X}, α4 = {〈x, 1,7320√

3
, 1,7320√

3
, 1 − 1,7320√

3
〉 : x ∈ X},

α5 = {〈x, 1,73205√
3

, 1,73205√
3

, 1− 1,73205√
3
〉 : x ∈ X}, where

√
3 = 1, 7320508075688. . . . . .

Let ϕ = {αi : i ∈ N+} ∪ {0X , 1X}. It is clear that ϕ is a neutrosophic topology on
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X. Now, the collection {αi : i ∈ N+} is a neutrosophic semiopen (resp. neutro-
sophic preopen) cover of X but not has a finite subcover. So X is not neutrosophic
semicompact space (resp. neutrosophic strongly compact space). Since the neutro-
sophic semi-closure (resp. neutrosophic pre-closure) of every neutrosophic semiopen
(resp. neutrosophic preopen) set of X is 1X , then X is neutrosophic s-closed (resp.
neutrosophic P-closed).

Remark. Example 5.2 is also shows that each of the concepts neutrosophic S-closed
and neutrosophic P-closed spaces does not imply each of neutrosophic semicompact
and neutrosophic strongly compact spaces.

Remark. From the remark just after, Definition 4.2, Example 5.1,
the remark just after Example 5.1, Example 5.2 and the remark just
after Example 5.2, it is clear that:
(i) Neutrosophic S-closed and neutrosophic P-closed spaces are in-
dependent notions.
(ii) Neutrosophic S-closed and neutrosophic strongly compact spaces
are independent notions.
(iii) Neutrosophic P-closed and neutrosophic semicompact spaces
are independent notions.
(iv) Neutrosophic β-compact, neutrosophic semicompact and neu-
trosophic strongly compact spaces are independent notions.

Theorem 5.1. A neutrosophic topological space (X, τ) is neutrosophic β-closed if
and only if, for every neutrosophic β-open filterbases ϕ in (X, τ),

⋂
H∈ϕH

-
β 6= 0X .

Proof. Let δ be a neutrosophic β-open cover of X and let for every finite subfamily
ρ of δ,

⋃
B∈ρB

-
β 6= 1X . Then, 0X ⊂

⋂
B∈ρ(B

-
β)c. Thus, ϕ = {(B-

β)c : B ∈ δ} forms
a neutrosophic β-open filterbases in X. Since δ is a neutrosophic β-open cover of
X,

⋂
B∈δ B

c = 0X . For B ⊆ B-
β , (B-

β)c ⊆ Bc. As Bc is neutrosophic β-closed,

((B-
β)c)-β ⊆ Bc. So,

⋂
B∈δ((B

-
β)c)-β = 0X . This contradicts with our assumption.

This means that every neutrosophic β-open cover of X has a finite subfamily ρ such
that

⋃
B∈ρB

-
β = 1X . Hence, X is neutrosophic β-closed.

Conversely, suppose there exists a neutrosophic β-open filterbases ϕ in X such
that

⋂
H∈ϕH

-
β = 0X . So,

⋃
H∈ϕ(H-

β)c = 1X . Then, δ = {(H-
β)c : B ∈ ϕ} is

a neutrosophic β-open cover of X. Since X is neutrosophic β-closed, then δ has
a finite subfamily ρ such that

⋃
H∈ρ((H

-
β)c)-β = 1X . So,

⋂
H∈ρ(((H

-
β)c)-β)c = 0X .

Thus,
⋂
H∈ρH = 0X . This contradicts with our assumption that ϕ is a neutrosophic

filterbese in (X, τ). �

Definition 5.3. A neutrosophic set α in a neutrosophic topological space (X, τ) is
said to be neutrosophic β-closed relative to X if and only if, for every family δ of
neutrosophic β-open sets such that

⋃
B∈δ B = α, there is a finite subfamily ρ ⊆ δ

such that α ⊆
⋃
B∈ρB

-
β.

Theorem 5.2. A neutrosophic set α in a neutrosophic topological space (X, τ)
is neutrosophic β-closed relative to X if and only if, every neutrosophic β-open
filterbases ϕ in (X, τ), (

⋂
H∈ϕH

-
β) ∩ α = 0X , there exists a finite subfamily ω of ϕ

such that (
⋂
H∈ωH)q̃α.

Proof. Let α be a neutrosophic β-closed relative to X; suppose ϕ is a neutro-
sophic β-open filterbases in (X, τ) such that for every finite subfamily ω of ϕ,
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(
⋂
H∈ωH)qα but (

⋂
H∈ϕH

-
β)∩α = 0X . For every support x in α, T(

⋂
H∈ϕH

-
β)

(x) =

0, I(
⋂
H∈ϕH

-
β)

(x) = 0 and F(
⋂
H∈ϕH

-
β)

(x) = 1. This implies that, for every support

x in α, T(
⋂
H∈ϕ(H

-
β)
c)(x) = 1, I(

⋂
H∈ϕ(H

-
β)
c)(x) = 1 and F(

⋂
H∈ϕ(H

-
β)
c)(x) = 0. Then,

δ = {(H-
β)c) : B ∈ ϕ} is neutrosophic β-open cover of α and hence there exists a

finite subfamily ω ⊆ ϕ such that α ⊆ (
⋃
H∈ω((H-

β)c)-β . So,
⋂
H∈ω(((H-

β)c)-β)c ⊆
αc. Then,

⋂
H∈ω(((H-

β)◦β ⊆ αc. This means that
⋂
H∈ωH ⊆ αc. Therefore,

(
⋂
H∈ωH)q̃αc. This is a contradiction.

Conversely, let α not be a neutrosophic β-closed set relative to X; then there ex-
ists a neutrosophic β-open cover δ of α such that every finite subfamily ρ ⊆ δ,⋃
B∈ρB

-
β * α. Then, αc * (B-

β)c. This implies that
⋂
B∈ρ(B

-
β)c 6= 0X . So,

ϕ = {(B-
β)c : B ∈ δ} forms a neutrosophic β-open filterbases in (X, τ). Let

there exists a finite subfamily {(B-
β)c : B ∈ ρ} such that (

⋂
B∈ρ(B

-
β)c)q̃α. Then,

α ⊆
⋃
B∈ρB-

β
. Hence, exists a finite subfamily ρ ⊆ δ such that α ⊆

⋃
B∈ρB-

β
,

which is a contradiction. Then, for each finite subfamily ω = {(B-
β)c : B ∈ ρ}

of ϕ, we have (
⋂
B∈ρ(B

-
β)c)qα. From our assumption, (

⋂
B∈δ((B

-
β)c)-β ∩ α 6= 0X .

So,
⋂
B∈δ(((B

-
β)c)-β)c ∪ αc 6= 1X . Clearly,

⋂
B∈δ(((B

-
β)c)-β)c ∪ αc 6= 1X . Then,⋃

B∈δ(((B
-
β)◦β 6= 1X . So,

⋃
B∈δ B 6= 1X . This contradicts with the fact that δ is

a neutrosophic β-open cover of α. Therefore α is neutrosophic β-closed relative to
X. �

Definition 5.4. A neutrosophic set α in a neutrosophic topological space (X, τ) is
said to be neutrosophic β-regular, if it is both neutrosophic β-open and neutrosophic
β-closed set.

Proposition 5.3. If α is neutrosophic β-open set in (X, τ), then α-
β is neutrosophic

β-regular.

Proof. Since α-
β is neutrosophic β-closed, we must show that α-

β is neutrosophic

β-open. Since α is neutrosophic β-open in (X, τ), ϑ ⊆ α ⊆ ϑ- holds for some
neutrosophic preopen set ϑ in (X, τ). Therefore, we have ϑ ⊆ ϑ-β ⊆ α-

β ⊆ ϑ- and
hence α-

β is neutrosophic β-open. �

Theorem 5.4. For a neutrosophic topological space (X, τ), the following are equiv-
alent:

(a) (X, τ) is a neutrosophic β-space.
(b) Every neutrosophic β-regular cover of X has a finite subcover.
(c) For every collection {Bi : i ∈ I} of neutrosophic β-regular sets
such that (

⋂
i∈I Bi = 0X , there exists a finite subset G ⊆ I such

that (
⋂
i∈GBi = 0X .

Proof. It is obvious from Proposition 5.3 and from the facts that, for every col-
lection {Bi : i ∈ I}, (

⋃
i∈I Bi)

c =
⋂
i∈I(Bi)

c, (
⋂
i∈I Bi)

c =
⋃
i∈I(Bi)

c and B is
neutrosophic β-open set if and only if, Bc is neutrosophic β-closed set. �

Theorem 5.5. Let f : (X, τ) → (Y, σ) be a neutrosophic β-continuous surjection
function. If (X, τ) is neutrosophic β-closed space, then (Y, σ) is neutrosophic almost
compact.

Proof. Let {Bi : i ∈ I} be a neutrosophic open cover of Y . Then, {f−1(Bi) : i ∈ I}
is a neutrosophic β-open cover of X. By hypothesis, there exists a finite subset G ⊆
I such that (

⋃
i∈G(f−1(Bi))

-
β = 1X . From the surjectivity of f and by Lemma 3.2,
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1Y = f(1X) = f((
⋃
i∈G(f−1(Bi))

-
β) ⊆

⋃
i∈G(f(f−1(Bi)))

-
β =

⋃
i∈G(Bi)

-. Hence

(Y, σ) is neutrosophic almost compact. �

Using Lemma 3.1, we have also the following theorem which can proved similarly
to Theorem 5.5.

Theorem 5.6. If f : (X, τ) → (Y, σ) is neutrosophic Mβ-continuous surjection
function and (X, τ) is neutrosophic β-closed space, then (Y, σ) is so.

6. Conclusion

In our article, first of all, all the factors that make it necessary for us to do
this study and the definitions that form the cornerstones of our study are given in
the introduction and preliminaries section, respectively. In the third chapter, some
types of open sets and continuities, which have already been introduced and whose
properties have been examined in detail in general topology, but have never been
introduced before in neutrosophic spaces, are given and some properties of these
concepts are given. In the fourth and fifth sections, some types of space are given
using the new concepts given in the third section, and the relationships between
these spaces are shown through diagrams. In order to better demonstrate these
relationships, reverse examples were also given.
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