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Inducing chondrogenic differentiation in ATDC5 cells using a three-

dimensional hydrogel with GAG-mimicking properties 

Seher Yaylacı
a
* 

aLokman Hekim University, Faculty of Medicine,  Department of Medical Biology, Ankara, 06570, Turkey,  

ORCID: 0000-0003-3309-2303 

Abstract 

This study aims to develop a method using a three-dimensional hydrogel that mimics glycosaminoglycans to accelerate the 

development of cartilage cells. The hydrogel contains a specific glycosaminoglycan-like peptide sequence with the potential to 

enhance the effectiveness of chondrogenic differentiation and provide a more efficient approach. In the study, ATDC5 cells were 

cultured within a synthetic scaffold incorporating peptide amphiphile (PA) nanofibers designed to emulate the structure of 

glycosaminoglycans in a three-dimensional format for tissue engineering applications. Cellular characterizations were conducted 

to induce chondrogenic differentiation. ATDC5 cells cultured on GAG-mimicking peptide nanofibers expressed cartilage-

specific extracellular matrix components statistically significantly over a 14-day period compared to cells cultured on TCP 

without insulin induction. Amphiphilic peptide nanofibers offer a valuable approach to replicate glycosaminoglycan properties 

and support chondrogenic differentiation in ATDC5 cells without the need for growth factors or external stimuli. This approach 

holds substantial potential for clinical applications in cartilage tissue engineering. 

© 2023 DPU All rights reserved. 
Keywords: 3D culture; ATDC5 cell; cartilage tissue engineering; GAG-mimicking peptide amphiphile nanofiber;, in vitro chondrogenic 

differentiation 

1. Introduction 

The capacity of cartilage tissue to regenerate is restricted because to the absence of blood vessels and nerve 

supply. Joint degradation can result from acute accidents or degenerative disorders like osteoarthritis. Many 

approaches, such as tissue engineering, gene therapy, and stem cell therapy, have been studied to support cartilage 

tissue healing. Scaffold materials, which can be formed from a range of materials including polymers, ceramics, and 

naturally present extracellular matrix components, are essential to cartilage tissue engineering. These scaffolds 

facilitate the in vitro culture of cells such as chondrocytes or stem cells, hence promoting the development of 
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functional cartilage tissue [3–4]. 

Chondrogenic differentiation is the process by which cells differentiate into cartilage; tissue engineering is 

particularly interested in this process because it may be applied to repair damaged cartilage. To mimic the 

environment of natural cartilage more accurately, researchers grew cells in three-dimensional (3D) hydrogels. By 

transmitting mechanical signals, hydrogels with distinct stiffness and elasticity properties promote chondrogenic 

growth [5–6]. Peptide-based hydrogels, such as peptide amphiphile nanofibers (PANs), have been investigated for 

tissue engineering applications; one such application is in progenitor cell chondrogenic development. PANs contain 

certain peptide groups that are similar to the extracellular matrix of cartilage tissue. One example of this is the 

induction of chondrogenic cell development in ATDC5 cells with the application of a PAN containing the RGDS 

peptide sequence present in multiple ECM proteins [7]. One promising strategy for promoting chondrogenic growth 

would be the application of a hydrogel made of certain peptides, such as sulfated glycosaminoglycans. The structure 

and activities of naturally occurring glycosaminoglycans in the extracellular matrix of cartilage tissue can be 

mimicked by a peptide sequence. Chondrogenic differentiation and cartilage tissue regeneration can be enhanced by 

the application of growth factors, peptide sequences, and appropriate mechanical stimulation [8–10]. In our study we 

aim to induce chondroprogenitor ATDC5 cells through peptide amphiphile nanofibers without the requirement for 

external stimulation. 

2. Experimentals 

2.1. Materials 

Lauric acid and DIEA had been supplied by Merck, whereas amino acids and HBTU were obtained from 

NovaBiochem for the synthesis of PA. All the cell consumables had been supplied by Nest Scientific USA Inc. and 

Biological Industries (Kibbutz Beit Haemek), and ATDC5 cells were contributed. 

2.2. Synthesis of PAs 

Three PA molecules (E-PA, K-PA, and GAG-PA) were synthesized using solid-phase Fmoc chemistry. Different 

resin molecules were employed for each PA molecule. The synthesis steps were executed as detailed in the literature 

[11]. Following synthesis, the PA molecules underwent purification via an HPLC system. Both PAs were 

synthesized achieving a purity exceeding 95%. The evaluation of purity was conducted based on the amide content, 

as determined by absorbance measurements at 220 nm. A common benchmark is that peptide purity, particularly for 

bioactive peptides, should be above 95% when used in biological assays to ensure that the observed effects are due 

to the peptide itself and not impurities.  An Agilent LC-MS system was utilized for ascertaining the molecular mass 

and purity of the PAs. Purity was assessed at 220 nm relative to peptide content. One percent solutions of all PA 

molecules were prepared in a 1:1 (v/v) ratio. The synthesized nanofibers were dried in ethanol at increasing 

concentrations for the initial ten minutes and subsequently dried using a Tourismis Autosamdri critical dryer. 

2.3. Formation of 3-Dimensional peptide hydrogels and cellular viability 

To generate 3D peptide hydrogels, E-, K-, and GAG-PA solutions were combined in HEPES buffer at a 

concentration of 10 nM and a volume of 100 µl. A micro mass culture technique was employed to facilitate 

chondrogenic differentiation, simulating the three-dimensional cellular interactions occurring during embryogenesis. 

The cell solution was prepared using K-PA and mixed with 10 nM PA solutions (E- or GAG-PA) in cell culture 

wells, resulting in a cell-hydrogel composite. In this study, 5x10
6
 cells were used per 100 µl of hydrogel, consistent 

with acceptable ranges established in prior research. Following 3D cell culture formation, cells were incubated for 

two weeks in a growth media, with media changes occurring every 48 hours. Cellular viability was assessed for 
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three days using an MTT kit from Roche (catalogue number 11465007001), in accordance with the kit's manual. 

MTT reagent (0.5 mg/ml) was added to each well. Plates were kept in the dark for four hours before the addition of 

a solubilization solution to dissolve the formazan crystals. The absorbance was quantified at a wavelength of 570 nm 

utilizing a BioTek Synergy H1 microplate reader. 

2.4. Observing the production of glycosaminoglycans 

Post 14-day incubation, hydrogels were fixed in 4% paraformaldehyde for 48 hours at 4°C, dehydrated in 

ethanol, and cleared in xylene. Resulting samples were sectioned into 5 µm slices using a microtome (Leica 

RM2125 RTS). Safranin-O and Fast Green were employed for glycosaminoglycan visualization, while Mayer's 

Hematoxylin and Eosin were used for general staining. Immunohistochemical staining was performed on slides 

using an antigen retriever (Sigma, C9999) to expose the epitopes. Slides were subsequently blocked and incubated 

overnight with primary antibodies for Collagen II (Abcam, ab34712). After thorough washing, a secondary antibody 

(Merck, AP124C) was applied to detect primary antibodies. Finally, cells were washed and analyzed under a 

fluorescence microscope (ZEISS LSM 510). 

2.5. Statistical analyses 

All variables were analyzed by calculating their mean and standard error (SEM). A non-parametric Suduki 

comparison test was employed to evaluate differences between experimental groups. Statistical significance was 

determined based on p-values less than 0.05. All calculations were performed using GraphPad Prism (San Diego, 

CA, USA). 

3. Results and discussion 

The synthesis of both peptide amphiphiles (PAs) resulted in a purity greater than 95%. Purity assessments were 

performed by quantifying the amide bond content, utilizing absorbance readings at the 220 nm wavelength. It is 

widely recognized in bioactive peptide research that a purity threshold of 95% is critical for biological assays, as it 

ensures that the peptides' biological activity is not compromised by contaminating substances. In this study, two 

distinct 3-dimensional hydrogel environments were generated for culturing ATDC5 cells. The first hydrogel, termed 

GAG-H, was synthesized by mixing GAG-PA and K-PA at neutral pH and room temperature. The hydrogel 

designated as Cntrl-H was developed by mixing E-PA with K-PA in a similar set of conditions (refer to Figure 1. 

Our research introduces peptide frameworks designed to imitate natural glycosaminoglycans (GAGs). This imitation 

is achieved by producing extended nanofibers adorned with repetitive chemical groups such as carboxylate, 

hydroxyl, and sulfonate. The GAG-PA peptide used in our study encompasses all these group types, effectively 

mimicking the characteristics of sulfonated glycosaminoglycans. We've named this peptide focusing on its sulfonate 

component to distinguish it from other peptides in our research. Scanning electron microscopy revealed that the 

resultant nanofiber structure closely resembled the natural extracellular matrix in terms of fibril width and porosity 

(Figure 1d). The purity and efficacy of the synthesized peptides were confirmed through liquid chromatography and 

mass spectrometry (Figures 1b and 1c). To initiate nanofiber formation, K-PA, a positively charged peptide 

amphiphile, was employed. The nomenclature of these molecules is based on the charged amino acid residue present 

at the C-terminus (see Figure 1).  
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Fig. 1. (a) Chemical representation of PA molecules used in the study. (b) Liquid Chromatogram and (c) Mass Spectroscopy results of PAs. (d) 

Scanning Electron Microscopy images of PA nanofibers. 

Initial cellular viability assessments were conducted on ATDC5 cells cultured in GAG-H and Cntrl-H hydrogels 

for a period of 3 days. The findings indicated that the hydrogels did not adversely affect ATDC5 cells in contrast to 

those cultivated on tissue culture plastic (TCP) in a micro mass culture setting (Figure 2a). 3D culture systems are 

instrumental in simulating the extracellular environment, thereby enhancing cellular interactions, growth factor 

deposition, directed differentiation, and the maintenance of differentiated states [12]. After 14 days of static 

culturing, ATDC5 cells formed distinct clusters within the hydrogels, suggesting cell-cell interactions and 

aggregation (Figures 2b and 2c). Hematoxylin and Eosin staining corroborated the presence of cellular aggregates in 

both hydrogels on day 14 (Figures 2d, e, f, and g). Notably, this aggregate formation occurred without the addition 

of insulin, a key inducer for chondrogenic differentiation in ATDC5 cells. Furthermore, the cells synthesized 

chondrogenic extracellular matrix (ECM), as evidenced by the deposition of glycosaminoglycans and the expression 

of Collagen II. 
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Fig. 2. (a) Cell viability on days 1, 2, and 3. (b-c) Comparison of ATDC5 cell behavior in GAG-H and Cntrl-H hydrogels on Day 14. Panels (b-c) 

display light microscope images of the cells, while panels (d-g) depict aggregate formation using Hematoxylin and Eosin staining in 3D cultures. 

Significantly, these outcomes were attained without employing any external inducers, indicating the potential 

clinical relevance of this approach. Furthermore, the 3D culture system facilitated the formation of aggregates and 

the synthesis of cartilage-specific proteins, suggesting that the hydrogel environment is conducive to the 

differentiation of ATDC5 cells into chondrocytes (Figure 3 c-f). Figure 3g shows that the GAG-H gel formulation 

had a higher GAG/DNA ratio (12.2 ug/ug) and more distinguishable cell aggregates than the Cntrl-H group (8.2 

ug/ug). This suggests that the charge and functional groups of the GAG-H hydrogel may play a role in promoting 

cell-cell interactions and aggregation in terms of chondrogenic differentiation. The analysis of GAG deposition 

showed faint staining after treatment with chondroitinase (Figure 3a, b), confirming that GAG synthesis occurred in 

the cells' environment. Overall, these results demonstrate the potential of peptide nanofiber hydrogels as a 3D 

culture system for differentiating ATDC5 cells into chondrocytes without employing external growth factors or 

inducers. 
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Fig. 3. Characterization of ATDC5 cell behavior in 3D GAG-H and Cntrl-H hydrogels on Day 14. Panels (a-b) and (c-d) show Safranin-O 
staining with and without chondroitinase treatment, respectively. Panels (e-f) illustrate collagen II staining, (Cy3) and cell nuclei (DAPI-3). (g) 

GAG/DNA (ug/ug) 

The study presented here provides a valuable contribution to the field of tissue engineering by demonstrating the 

potential of nanofibers that mimic glycosaminoglycans to promote the chondrogenic differentiation of ATDC5 cells. 

The development of new biomaterials will heavily focus on ECM GAGs, which play a role in various biological 

functions, including embryonic development, infection, inflammation, wound healing, and cancer. The content and 

composition of ECM GAGs vary depending on the tissue, age, and pathology [13]. 

As demonstrated in this study, using synthetic GAG analogues offers a promising approach to address limitations 

of natural GAGs in hydrogels, such as limited availability, structural heterogeneity, batch-to-batch variability, and 
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immunogenicity. Several studies focusing on the development of GAG-based hydrogels have examined the use of 

GAG analogs in tissue engineering. Zhang et al., for instance, used hydrogel to encapsulate chondrocytes for 

cartilage regeneration, mimicking synthetic hyaluronic acid [14]. Even so, through the manufacture of chondroitin 

sulfate-mimetic hydrogels, Liu et al. were able to promote chondrogenic development in human mesenchymal stem 

cells [15]. Kim et al. were mainly looking at how mesenchymal stem cells' chondrogenic development in 

glycosaminoglycan-based hydrogels was influenced by their type and degree of sulfation. They noticed that the 

pattern and degree of sulfation had a substantial impact on the synthesis of extracellular matrix and the 

chondrogenic differentiation of stem cells [16]. Based on these findings, functional groups in GAG-based hydrogels 

need to be carefully designed and controlled to optimize their ability to promote chondrogenic development. Our 

study highlights the importance of sulfate/sulfonate groups in a peptide hydrogel as it increases GAG synthesis by 

ATDC5 cells. Sulfate groups can be incorporated into hydrogels and promote cell differentiation. Recently, Huang 

et al. conducted a study that fully sulfated sodium cellulose sulfate (NaCS) could be used as a scaffold for cartilage 

repair. NaCS increases chondrogenesis in human mesenchymal stem cells, which means that cellulose sulfate can be 

used as a scaffolding material in cartilage tissue engineering [18]. 

Our study reveals that these nanofibers effectively imitate the functions and properties of glycosaminoglycans. 

Through integrating amino acid sequences with carboxylate, hydroxyl, and sulfonate groups, we engineered a 

hydrogel system that fosters chondrogenic differentiation in ATDC5 cells, eliminating the need for external growth 

factors. Notably, the GAG-H hydrogel with sulfonate surpasses the CNTR-H hydrogel in enhancing chondrogenic 

cell differentiation. This innovation leads to the development of diverse, multifunctional GAG-like materials, 

providing a promising alternative to natural GAGs in tissue engineering applications. 

4. Conclusion 

Our research results demonstrate that adding sulfate/sulfonate groups to peptide hydrogels can increase GAG 

production and provide a useful substitute for natural GAG products in tissue engineering. Through the development 

of a hydrogel system that mimics the characteristics of naturally occurring GAGs, we have demonstrated the 

encouraging potential of these artificial analogs in promoting cell differentiation and extracellular matrix synthesis. 
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Abstract 

On February 6 2023, two large earthquakes with magnitudes of Mw 7.8 (Pazarcık) and Mw 7.6 (Elbistan) occurred consecutively 

along the East Anatolian Fault Zone in eastern Turkey, causing enormous casualties and heavy damage. This devastating 

sequence of earthquakes was followed by the Defne aftershock on February 20 near Antakya province, which increased the 

damage and loss of life. In this study, the teleseismic broadband P velocity waveforms have been inverted in order to obtain the 

coseismic finite-fault slip distribution of the February 20, 2023 Defne aftershock. It was found that the rupture was controlled by 

the failure of a single asperity with the largest displacement of approximately 0.75 m, which occurred between 6 and 20 km 

depth. The source mechanism indicated a dominant left-lateral faulting with a significant normal component and released a total 

seismic moment of 5.85x1018 Nt.m. Coseismic Coulomb stress changes modelling showed that the Defne aftershock rupture was 

triggered by the earthquake sequence and that the February 6 Pazarcık earthquake had a dominant effect. In the stress modelling 

carried out on the Dead Sea Fault, the northern segment of the fault remained in the region of significant positive stress loading. 

Considering the positive stress load over 1 bar created by the earthquake sequence and the Defne aftershock ruptures, as well as 

the fact that no major earthquake has occurred for more than 600 years, it is clear that the probability of rupture in the northern 

part has increased significantly and the seismic hazard is high. 

© 2023 DPU All rights reserved. 
Keywords: February 20, 2023 Defne aftershock; finite-fault inversion; Coulomb stress changes; Dead Sea Fault 

1. Introduction 

On 6 February 2023, two devastating earthquakes struck south-central Turkey and ruptured the southwestern part 

of the East Anatolian Fault Zone (EAFZ). The first earthquake was the Mw 7.8 Pazarcık earthquake (at 4:17 am 
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GMT), followed by the Mw 7.6 Elbistan earthquake (at 10:24 pm GMT) (Fig. 1). These earthquakes were the largest 

since the 1939 Erzincan earthquake and were felt across a large part of Turkey, resulting in widespread destruction, 

loss of life, and economic damage. The earthquakes affected about 450 kilometres from Adana in the west to 

Diyarbakır in the east and 300 kilometres from Malatya in the north to Syria in the south. It affected eleven 

provinces, including Kahramanmaraş, Adana, Hatay, Gaziantep, Adıyaman, Diyarbakır, Malatya, Şanlıurfa, Kilis, 

Osmaniye, and Elazığ, where approximately 13.5 million people reside [1]. In the report published by the 

Presidency Strategy and Budget of the Republic of Türkiye, it was stated that more than 48 thousand people lost 

their lives, and more than half a million buildings were destroyed or severely damaged as a result of the earthquakes 

[2]. According to the World Health Organization's July 2023 report, more than 50,000 people lost their lives, 45.968 

in Turkey and 5.900 in Syria, more than 107,000 people were injured, and 3 million people had to leave their homes 

[3]. 

 

  

Fig. 1. Major tectonic elements of Turkey (inset) and the seismotectonic of eastern Turkey. Large arrows in the inset map indicate the direction of 

relative plate motions. The earthquake source mechanisms and epicentres are taken from the catalogue of the Disaster and Emergency 

Management Authority (AFAD). The active faults are compiled from [4] and [5]. Red lines are surface ruptures of February 6, Pazarcık and 

Elbistan earthquakes taken from [6]. The map’s information was collated from [6-14]. 
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Turkey's main tectonic structures result from the movement between the Arabian, African, Eurasian, and 

Anatolian plates. In the east, the Arabian Plate converges towards the Anatolian Plate in the northwest direction at a 

rate 18 mm/year [15, 16] (Fig. 1 inset map). With this convergent movement, the Anatolia was compressed and 

thickened, and after the compression reached a level that the continental crust could not bear, the Anatolian plate 

moved westward along two important strike-slip fault systems. [7, 17-19]. The fault systems under consideration 

are, respectively, the North Anatolian Fault Zone (NAFZ), which exhibits a right lateral strike-slip motion and the 

East Anatolian Fault Zone (EAFZ), which displays a left lateral strike-slip motion. (Fig.1 inset map). The NAFZ, 

1.200 km long, extends from the Karlıova triple junction (KTJ), intersecting with the EAF in the Karlıova region, to 

the Marmara Sea [20-24] and has a slip rate of approximately 24 mm/year [15, 16, 25]. The EAFZ, on the other 

hand, extends for about 580 km from the KTJ to the Dead Sea fault in the southwest (Fig. 1). It also has a Northern 

Branch, which branches off the main fault immediately west of Çelikhan and extends through the Adana Basin to 

the Mediterranean Sea. (Figs. 1) [5, 24, 26, 27]. GPS studies indicate a slip rate of 9-10 mm/yr for the EAFZ [15, 16, 

25], of which about one third is contributed by the Northern Branch after the bifurcation. [10, 26, 28, 29]. Based on 

data from field studies, a geological slip rate of about 8 mm/yr has also been proposed. [5, 30]. 

In the 20th and 21st centuries, the NAF was ruptured in a series of earthquakes, beginning with the 1939 

Erzincan earthquake and continuing with the 1999 Mw7.9 Izmit and Mw7.2 Düzce earthquakes, which extended as 

far as the Gulf of Izmit in western Turkey [20, 31, 32]. The historical and instrumental records show that this region 

has been affected by devastating earthquakes for almost 2,000 years. [20, 33-36]. Significant earthquakes that 

occurred in the historical period on the segments forming the EAFZ were respectively 29 November 1114 (M> 7.8), 

28 March 1513 (M > 7.4), 1822 Antakya Earthquake (MS= 7.5), 1866 Karlıova-Bingöl Earthquake (MS = 7.2), 1872 

earthquake (MS = 7.2), 1874 (MS = 7.1) and 1875 (MS = 6.7) earthquakes and 2 March 1893 Malatya Earthquake 

(MS = 7.1) [37] (Fig. 1). Compared to its activities in the 19th century, the EAFZ was relatively quiet in the 20th 

century [8, 37]. In the 20th century, the only earthquakes along the EAFZ were the 1905 Malatya and 1971 Bingöl 

earthquakes. The recent occurrence of the 2003 Bingöl, 2010 Başyurt and 2020 Sivrice-Doğanyol earthquakes and 

the current occurrence of the 2023 Pazarcık (Mw=7.8) and Elbistan (Mw=7.6) earthquakes suggest that the fault is 

much more active in the 21st century [14, 39, 40]. Historical earthquakes [8] and Coulomb stress change modelling 

[38, 41-43] along the EAFZ indicate that the fault segment between Gölbaşı and Türkoğlu creates a seismic gap. At 

the same time, paleoseismological studies have revealed the existence of a high seismic hazard risk along the 

southwestern part of the EAFZ after hundreds of years of silence [44]. The data from the trenches that have been 

dug along the fault indicate that the earthquakes of 1114 and 1513 were the most recent earthquakes to rupture the 

gap [45]. The 6 February Maraş earthquakes occurred in this seismic gap, which has remained silent for more than 

500 years, and the 1114, 1513, 1544 earthquake ruptures and a part of the 1893 earthquake rupture broke again. 

Due to the earthquakes, many aftershocks occurred in the region. One of these is the largest aftershock with a 

magnitude of Mw=6.7, which occurred southwest of the Pazarcık earthquake epicentre, immediately after the 6 

February Pazarcık earthquake (Fig. 1). The other is the Defne aftershock with an instrumental magnitude of 

Mw=6.4, which occurred on February 20, 2023, around Yayladağı (Hatay) at 20.04 local time, two weeks after the 

February 6 earthquakes. The epicenter of the Defne aftershock is situated on the Antakya Fault Zone [46], a dip-slip 

normal fault characterised by a left-lateral strike-slip component. This fault zone extends approximately 45 km in 

length (Fig. 1). Due to this aftershock, 6 people died and 294 people were injured, 18 of them seriously [47]. The 

hypocentral and source parameters of these earthquakes estimated by different seismological organizations and 

previous studies given Table 1. 

Earthquake sequences that result in large-magnitude events separated by short-time intervals can cause great loss 

of life and destruction (for example, the 2019 Ridgecrest earthquakes, the 2022 Iran earthquake sequence and the 

2022 Taiwan earthquakes). In addition, major aftershocks that occur after the main shock can increase the damage 

caused by the main shock and cause even greater loss of life and destruction. An example of this is the February 22, 

2011 Christchurch earthquake. While no loss of life was observed during the 2011 Christchurch mainshock, 182 

deaths occurred due to the devastation that occurred after the aftershock, as the aftershock hypocenter was located 
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shallower and right under the town of Christchurch [51]. Another example in this context is the November 9, 2011 

Edremit aftershock (Mw = 5.7), which occurred after the October 23, 2011 Van earthquake (Mw=7.1) [52, 53]. 

Although there was relatively little destruction and loss of life in the city centre of Van during the main shock in the 

2011 Van earthquake series, the Edremit aftershock particularly affected the city of Van, causing additional 

destruction and loss of life. The most recent and striking example is the February 6 Pazarcık and Elbistan 

earthquakes, which occurred in our country. While the occurrence of two major devastating earthquakes 9 hours 

apart caused great loss of life and damage in a wide area covering 11 provinces, the loss of life and damage 

increased even more, especially in Hatay province, with the Defne aftershock that occurred two weeks later on 

February 20. In this context, the fact that two earthquakes occurred within 9 hours and were followed by the Defne 

aftershock two weeks later makes it valuable to reveal the triggering relationship between these three earthquakes. 

It has been suggested that changes in the Coulomb failure stress occur in such a way as to trigger earthquakes 

[54, 55]. In the past, many crucial studies have been conducted showing that positive Coulomb failure stress plays a 

role in bringing the fault closer to failure and, therefore, earthquake occurrence, while negative Coulomb failure 

stress plays a role in delaying subsequent earthquakes [56-68]. In addition, aftershock distribution characteristics can 

be determined by modelling Coulomb stress changes after the main shock [60, 65, 69-72]. In this context, 

calculations of the change in Coulomb stress are of great importance for understanding the time-dependent 

interactions between earthquakes and assessing seismic hazards. In this study, the spatial distribution of the 

coseismic finite fault rupture of the February 20, 2023, Defne earthquake was obtained, and the triggering effect of 

the February 6 earthquake sequence (the February 6 Pazarcık earthquake, the largest aftershock and the February 6 

Elbistan earthquake) on the rupture of the Defne earthquake was revealed. 

Table 1. Various seismological organisations and previous studies have estimated hypocentral and source parameters. 

 
Lat 

() 

Long 

() 
Mw 

Strike () 

NP1/NP2 

Dip () 

NP1/NP2 

Rake () 

NP1/NP2 

Depth 

(km) 

Max. slip 

(m) 

Seismic 

Moment 

(Nt.m) 

February 6, 2023, Pazarcık Earthquake 

USGS-NEIC 37.226 37.014 7.8 228/318 89/89 -1/-179 17,5  5.389x1020 

GCMT 37.55 37.45 7.8 51/143 70/86 -4/-160 15.1  5.8x1020 

KOERI 37.13 37.13 7.7 222/324 64/65 -27/-152 10  3.78 x1020 
AFAD 37.288 37.043 7.7 233/140 74/77 18/168 8.6   

[46]         6.39 x1020 

[6]   7.8 43 88 0  9.7 5.62 x1020 
[48]   7.8     8 5.4 x1020 

[50]   7.82     9 7.1 x1020 

[49]   7.8     9 6.51 x1020 

February 6, 2023, Largest Aftershock 

USGS-NEIC 37.189 36.893 6.7    9.8   

GCMT 37.21 36.84 6.8 212/306 73/78 -13/-163 26.2  1.85 x1019 

KOERİ 37.233

7 

36.7805 6.6    5   

AFAD 37.304 36.92 6.6 300/187 70/43 -128/-30 6.2   

February 6, 2023, Elbistan Earthquake 

USGS-NEIC 38.011 37.196 7.5 277/186 78/87 4/168 13.5  2.637 x1020 

GCMT 38.08 37.22 7.7 264/0 46/83 -9/-136 12  4.53 x1020 

KOERI 38.05 37.26 7.6 273/6 67/81 -9/-157 10  2.73x1020 
AFAD 38.089 37.239 7.6 358/90 73/86 174/13 7   

[46]         3.23 x1020 

[6]   7.7 261 70 -4  8.1 4.53 x1020 
[48]        5 3.3 x1020 

[50]   7.7 282 70 0  10 5.0 x1020 

[49]   7.6     7 3.64 x1020 

February 20, 2023, Defne Aftershock 

USGS-NEIC 36.162 36.025 6.3 333/225 69/53 -139/-27 11.5  4.09 x1018 

GCMT 36.06 36.03 6.3 226/328 42/79 -16/-131 12  4.08 x1018 
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KOERI 36.10 36.13 6.4 330/225 68/56 -143/-25 16  3.63 x1018 

AFAD 36.037 36.021 6.4 214/332 57/55 -44/-138 21.73   

[48]   6.4 237 55 12  0.93  
[6]    231 47.5 -0.2  1  

This study    225 53 -27 13.4 0.75 5.85x1018 

USGS-NEIC: United States Geological Survey-National Earthquake Information Center; GCMT: Global Centroid Moment Tensor Project; 
KOERI: Kandilli Observatory and Earthquake Research Institute; AFAD: Republic of Turkey Ministry of Interior Disaster and Emergency 

Management Authority 

2. Finite-fault inversion, model parametrization and results 

For the finite-fault analysis of the February 20 Defne aftershock, 21 teleseismic broadband displacement P 

waveforms recorded by the Global Digital Seismograph Network (GDSN) and obtained from the Incorporated 

Research Institutions for Seismology (IRIS) were used. The slip distribution model was obtained via the linear 

finite-fault inversion method, a technique that has been employed for several decades to determine rupture 

characteristics of earthquakes (see references [73-79] for more detail). In applying the method, a two-dimensional 

model fault plane is first defined to represent the source of the earthquake (fault length and fault width). This is 

followed by the division of the model fault plane into subfaults, which enables the spatial distribution of slip to be 

determined. Accordingly, for the rupture of the Defne aftershock, a single-segment rectangular fault plane of 50 x 25 

km
2
 was selected and divided into 50 square subfaults (Fig. 2a, along strike 10, along down dip 5). The strike, dip 

and rake angle of the initial model fault plane were taken as 225°, 53° and -27°, respectively, by considering the 

source mechanism solutions given in Table 1 and placed within the crustal velocity field. The hypocenter location 

(36.110°N, 26.062°E) and hypocenter depth (13.4 km) given by the USGS were taken as the starting point of the 

rupture, and many inversion attempts were made. To simulate rupture front propagation along the model fault plane, 

25-point sources were uniformly distributed on each subfaults and point source responses were calculated by 

applying Generalized Ray Theory [80]. The elastic responses obtained in this way were summed with the 

appropriate time delay, and artificial seismograms were calculated for each station (Fig. 2b). 
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Fig. 2. (a) Defne aftershock model fault plane parameterizations used in the study; (b) comparison of the predicted P and SH waveforms 

calculated for the slip model and (c) preferred co-seismic slip distribution obtained from the finite-fault analysis. The slips are contoured at 5 cm 

intervals and only slips that are greater than 5 cm have a contoured. Solid stars represent the hypocenters. 

Comparison of observed waveforms and fault segment synthetic waveforms Ax≅b the system of linear equations 

is over-defined. Here, matrix A is the matrix of fault segment synthetic seismograms, and b is the matrix of observed 

seismograms at each station combined. x is the solution matrix containing the slip weights to be assigned to each 

fault segment to ensure the agreement between the synthetic and the observed seismograms, and the Householder 

least squares inversion method was used for its calculation. Six-time windows were used in the inversion, and the 

source rise-time function within each time window was represented by an equilateral triangle with a rise and fall of 

0.4 s, allowing a total rise time of 4.8 s at each point on the fault plane. Using this time window approach to 

modeling allows for variations in rupture velocity and slip rise time on the model fault plane, allowing for accurate 

modeling of complex source properties. The initial rupture velocity for the inversion was taken as 3.0 km/s ([81] 

emphasized that the rupture velocity varies between 70% and 90% of the S-wave velocity for many earthquakes), 

but inversions were also attempted for different rupture velocities. A detailed description of the method is given by 

[73] and [76]. 
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In order to obtain the best fitting slip distribution model to the data, a large number of inversion experiments 

were performed for different source parameters and different values of rupture velocity and focal depth. 

Accordingly, the model with a rupture velocity of 3.3 km/s, a focal depth of 13.4 km, and strike, dip, and rake angles 

of 225, 53 and -27, respectively, gave the best fit to the data. A comparison of the observed and synthetic 

waveforms and the slip distribution pattern of the resulting model are given in Figs. 2b and c, respectively. The 

unconformity between observed and synthetic waveforms for different inversion trials is defined as the L2 Euclidian 

norm (ǁb-Axǁ) [82]. 

The finite-fault slip distribution model of the Defne aftershock indicates that the rupture was caused by the failure 

of a single fault asperity. Covering an area of 35 km x 18 km between depths of 6 and 20 km, the largest slip 

reached 0.75 m near the hypocenter. The rupture was confined at the hypocenter and proceeded unilaterally towards 

the northeast. It released a total seismic moment of 5.85x10
18

 Nt.m (Mw=6.4). 

3. Coulomb stress changes modeling 

When earthquakes occur, they cause a change in the stress state on the neighbouring faults around them, and in 

this way, they can trigger an earthquake that will occur around the mainshock, bringing it forward or delaying it [57, 

60 83-68]. Many studies have shown that there is a stress-triggering relationship between medium and large 

earthquake sequences (etc. 1999 İzmit (Mw7.4) and Düzce (Mw7.2) earthquake sequence [79]; 2015 Nepal (Mw7.8) 

and Mw7.1 earthquake sequence [89]; 2019 Ridgecrest (M6.4) and Mw7.1 earthquake sequence [90-92]) and that 

there is a relationship between successive mainshock-aftershock occurrences and earthquake stress changes [61, 63, 

64, 72]. 

Coulomb failure criteria are widely used to characterize the conditions under which failure occurs and; 

 

∆𝜎𝑓 = ∆𝜏 + 𝜇′∆𝜎𝑛 (

1) 

is expressed by the relation. Here, ∆τ and ∆σn changes in shear stress and normal stress on the target fault plane, μ' is 

the effective friction coefficient, including the unknown effects of pore water pressure [60, 63]. It is emphasized that 

μ' is a value ranging between 0.2-0.8 and has no critical effect on Coulomb stress calculations, and taking it as 0.4 

reduces the margin of error in modeling results by 25% [60, 61, 97, 98]. Accordingly, μ' value was taken as 0.4, 

Young's modulus as 8x10
5
 bar and Poisson's ratio as 0.25 in all stress calculations performed within the scope of the 

study. Stress changes were calculated using [99]’s coseismic elastic dislocation model by considering earthquake 

ruptures as rectangular dislocation surfaces in an elastic semi-infinite medium. A Coulomb stress change value 

greater than zero (positive) indicates that fracture has become probable, while a negative value indicates the 

opposite. The Coulomb 3.2 package program was used for the calculations [68, 100], and the increase in stress is 

represented in red and the decrease in blue. 

The focal and source parameters (strike, dip, rake and fault dimension) of the earthquakes that constitute the 

source in the coseismic coulomb stress change calculations are summarized in Table 2 (the February 6 Pazarcık, the 

largest aftershock, the February 6 Elbistan and the Defne aftershock). For the February 6 Pazarcık and Elbistan 

earthquakes, the fault slip distribution model obtained by [6] based on coseismic InSAR and GPS displacements was 

used. The homogeneous rupture model dimensions (fault length x fault width) and the maximum slip value for the 

largest aftershock were determined as 30 km x13 km and -0.90 cm, respectively (depending on the magnitude 

(Mw=6.7)) based on the empirical relations of [101]. Fault parameters given by GCMT were used for the 

determined rupture model, and this fault plane was placed in the source region. 
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Table 2. Source earthquake rupture parameters in Coulomb stress change modelling. 

Earthquake 

Name 
Date 

Lat. 

Lon. 

(o) 

Mw 
Strike 

(o) 

Dip 

(o) 

Rake 

(o) 

Fault 

length 

(km) 

Fault 

width 

(km) 

Max Slip 

(m) 
Ref. 

Source Earthquakes  

February 6 

Pazarcık 
06.02.2023 

37.288 

37.043 
7.8 

S1 21.1 

88 0 175 20.00 Variable [6] 

S2 34.3 

S3 66.9 

S4 50.7 

S5 67.7 

S6 205 

S7 8.3 

S8 92.3 

Largest Aftershock 06.02.2023 
37.189 

36.893 
6.7 212* 73* -13* 30 13 -0.90 

[101] 

*GCMT 

February 6 
Elbistan 

06.02.2023 
38.089 
37.239 

7.6 

S1 249.1 

70 -4 150 21.28 Variable [6] 

S2 269.4 

S3 281.9 

S4 245.1 

S5 231.4 

S6 2.3 

Defne Aftershock 20.02.2023 
36.110 

36.062 
6.4 225 53 -27 35 25 Variable 

This 

study 

 

The map view of the Coulomb stress change models calculated to investigate whether the February 6 earthquake 

sequence triggered the Defne aftershock rupture is shown in Figs. 3 and 4. Stress patterns were calculated on the 

Defne aftershock rupture plane, from which we obtained the slip distribution model (Strike=225, Dip=53, Rake=-

27), and for a depth of 13.4 km corresponding to its hypocenter depth. Fig. 3a shows the stress changes calculated 

for the February 6 Pazarcık earthquake, Fig. 3b for the largest aftershock and Fig. 3c for the February 6 Elbistan 

earthquake. 

Fig. 3 shows that the rupture plane of the Defne aftershock was subjected to positive stress due to the February 6 

Pazarcık and the largest aftershock earthquakes and negative stress due to the February 6 Elbistan earthquake. This 

suggests that the February 6 Pazarcık and the largest aftershock earthquakes triggered the rupture of the Defne 

aftershock. In order to reveal the triggering stress effect of each earthquake, stress values were calculated at different 

epicentral locations (Fig. 3) and hypocentral depths given by USGS, GCMT, AFAD and KOERİ for the Defne 

aftershock (Table 3). The high positive Coulomb stress values calculated at all hypocentral locations revealed that 

the rupture of the Defne aftershock was predominantly caused by the triggering effect of the rupture of the February 

6 Pazarcık earthquake. 
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Fig. 3. Map view of Coulomb stress change over the Defne aftershock fault plane caused by (a) the February 6 Pazarcık; (b) the largest 

aftershock; (c) the February 6 Elbistan earthquake. Green lines are fault planes on the surface for earthquakes. The white rectangle is the Defne 

aftershock fault plane. White circles indicate the location of the Defne aftershock by USGS, KOERİ, AFAD and GCMT, respectively. White 

stars are earthquake epicentres according to AFAD. 

In order to examine the combined effects of the earthquakes, Fig. 4a shows the map image of the Coulomb stress 

change model calculated on the rupture plane of the Defne aftershock due to February 6 Pazarcık and the largest 

aftershock earthquakes. Fig. 4b shows the map image of the Coulomb stress change models calculated on the 

rupture plane of the Defne aftershock due to the February 6 earthquake sequence. When Figs. 4a and b are analyzed, 

it is noteworthy that the rupture plane of the Defne aftershock is located in the area of positive Coulomb stress 

increase. 

 

 

Fig. 4. The map view illustrates the change in Coulomb stress changes over the Defne aftershock fault plane resulting from (a) the February 6, 

Pazarcık and the largest aftershock earthquakes; (b) the earthquake sequence. See labels within the figures caption of Fig. 3 for the other details. 

In order to determine the triggering relationship of earthquake ruptures on neighboring faults, Coulomb stress 

changes were calculated on the DSF, which extends in the N-S direction just south of the February 6, earthquake 

sequence and the Defne aftershock ruptures (Fig. 5). The direction of the plane where the stress changes were 

calculated for the DSF was determined from the map trace (180), and the dip and rake angle were taken as 87 and 

0, respectively [102]. Calculations were made for a depth of 10 km. Firstly, the Coulomb stress change model was 

calculated on the DSF where the February 6 earthquake sequence and the Defne aftershock earthquakes were 

defined as the source fault, and it was noted that a positive stress field of over 1 bar was formed in the northern part 

(Fig. 5a). When the stress change model was calculated only due to the rupture of the Defne aftershock, a very low 

positive stress field was obtained in the same part (Fig. 5b). 

Stress values were calculated at four different points (Fig. 5; P1, P2, P3 and P4) to determine the spatial 

distribution of stress changes along the northern part of the DSF (Table 3). Accordingly, points P1 and P2 on the 

western segment in the northern part of the DSF were predominantly loaded with positive stress above 1 bar due to 

the February 6 Pazarcık earthquake, while point P4 was loaded with positive stress around 0.5 bar. While the rupture 
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of the Defne aftershock created a negative stress field in the south, it had a very small positive stress loading effect 

on points P1 and P3 in the north (Fig. 5, Table 3). 

 

 

Fig. 5. Map view of Coulomb stress change over the northern part of the DSF caused by (a) February 6, earthquake sequence and the Defne 

aftershock earthquakes; (b) the Defne aftershock. White circles indicate the points for which the stress values are sampled (see Table 3). Fault 

traces of the DSF were taken from [104]. 

4. Discussion 

In this study, the finite-fault slip distribution model of the Defne aftershock is derived from the inversion of 

broadband teleseismic P waveforms. The coseismic slip distribution model shown in Fig. 2c indicates that the Defne 

aftershock rupture occurred with a maximum slip of 0.75 m, with a single fault asperity over a fault area of 35 km 

by 18 km. The rupture started at the hypocenter, propagated unilaterally to the NE and released a total seismic 

moment of 5.85x10
18

 Nt.m. The finite-fault slip distribution model is relatively similar to the slip distribution 

models obtained by [6] and [48] based on InSAR data, except for the maximum amount of slip. Their slip 

distribution models show a slip value of about 1 meter around the hypocenter, while the finite-fault slip distribution 

model shows a relatively low slip value of 0.75 m. All the obtained models show that the rupture propagated to the 

NE and completed its maximum slip in an area including Hatay province. This explains why the loss of life and 

damage from the Defne aftershock was more severe in Hatay. 

The Coulomb stress change maps created to investigate whether the rupture of the Defne aftershock occurred due 

to stress triggering revealed that the rupture of the Defne aftershock occurred in the area of positive stress loading 

(Fig. 3). The February 6 Pazarcık and the largest aftershock created a triggering positive stress load on the rupture 

plane of the Defne aftershock, while the February 6, Elbistan earthquake created a negative stress shadow. [40] and 

[84] emphasized that the triggering threshold for a critical fault close to failure is 0.1- 0.5 bar. Accordingly, when 

Table 3 is analyzed, the triggering effect of the February 6, Pazarcık earthquake on the rupture of the Defne 

earthquake is clearly seen (>1 bar). Positive stress values ranging from 0.002 to 0.005 bar originating from the 

largest aftershock indicate that this stress effect is negligible. The February 6 Elbistan earthquake created a stress 

shadow between -0.030- -0.040 bar at all epicenter locations given. This is interpreted as the rupture of the February 

6 Elbistan earthquake with very low negative stress values did not have a delaying effect on the rupture of the Defne 

aftershock. 
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In order to reveal the combined effect of earthquake ruptures in Coulomb stress modeling further, calculations 

were made on the Defne aftershock rupture due to both the February 6 Pazarcık and the largest aftershock 

earthquakes and the February 6 earthquake sequence. The stress models showed that the rupture of the Defne 

aftershock is located in the positive stress field for both cases (Fig. 4). When stress values were calculated for the 

Defne aftershock at different hypocentral locations, high positive stress values close to each other were obtained 

(Table 3). Accordingly, the stress values calculated at USGS, GCMT, AFAD and KOERİ hypocentral locations for 

the February 6 Pazarcık and the largest aftershock earthquakes are 0.234 bar, 2.009 bar, 1.912 bar and 1.097 bar, 

respectively, while the stress values obtained by taking into account the February 6 Elbistan earthquake are 0.116 

bar, 2.121 bar, 1.878 bar and 1.107 bar, respectively. It is noteworthy that these high-stress values are almost the 

same as the stress values calculated only for the February 6 Pazarcık earthquake (Table 3). This suggests that the 

stress shadow created by the February 6 Elbistan earthquake had a negligible effect in delaying the rupture of the 

Defne aftershock and that the Defne aftershock rupture was predominantly triggered by the rupture of the February 

6 Pazarcık earthquake. [6] and [103] emphasized that the Defne aftershock was triggered by the February 6 Pazarcık 

earthquake with a significant positive stress load in the epicenter region. 

Table 3. The Coulomb stress change values calculated for different scenarios and locations. 
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Long (): 

Lat (): 
Calculation Depth (km): 

USGS (225/53/-27) 

USGS GCMT AFAD KOERİ 

36.025 36.06 36.037 36.10 

36.162 

11.5 

36.03 

12 

36.021 

21.73 

36.13 

16 

 Coulomb stress changes (bar) 

06 February Pazarcık Eq. 0.198 2.041 1.923 1.075 

Largest aftershock_6.7 0.005 0.002 0.002 0.004 

06 February Elbistan Eq. -0.038 -0.029 -0.037 -0.038 

06 February Pazarcık+ Largest 
Aftershock 

0.234 2.009 1.912 1.097 

06 February Pazarcık Eq. 

Largest Aftershock 
06 February Elbistan Eq. 

0.116 2.121 1.878 1.107 
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Long (): 

Lat (): 
Calculation Depth (km): 

Dead Sea Fault Plane (180/87/0) 

P1 P2 P3 P4 

36.356 36.356 36.532 36.405 

35.955 35.844 35.884 35.578 

10 

  Coulomb stress changes (bar) 

06 February Pazarcık Eq. 1.258 1.161 -0.306 0.486 

Largest aftershock_6.7 0.010 0.009 0.010 0.005 

06 February Elbistan Eq. -0.001 -0.004 -0.018 -0.009 

Defne aftershock 0.060 -0.006 0.033 -0.015 

06 February Pazarcık Eq. 
Largest aftershock_6.7 

06 February Elbistan Eq. 

1.255 1.079 -0.279 0.448 

 

In all stress models obtained in Fig. 5, the finite-fault slip distribution model we obtained for the rupture of the 

Defne aftershock was used. The Coulomb stress model calculated on the DSF due to the February 6 earthquake 

sequence, including the Defne aftershock, revealed that the northern part of the DSF is loaded with positive stress 

(Fig. 5a). This positive stress loading field indicates that the northern part of the DSF is more likely to rupture in the 

future. When the stress change model calculated only for the Defne aftershock in Fig. 5b is analyzed, it is 

noteworthy that the positive stress is negligibly small. Two major earthquakes occurred along the northern part of 

the DSF, one in the eastern segment in 1157 (M=7.0-7.5) and the other in the western segment in 1408 (M>7.5) 

[104]. The rupture zones of these earthquakes are shown in Fig. 5 (Transparent white areas). Points P1 and P2 are 
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selected on the 1408 earthquake rupture and points P3 and P4 are selected on the 1157 earthquake rupture. When 

Table 3 is examined, it is noteworthy that the 1408 fracture with high stress values (1.255 bar for the P1 point and 

1.079 bar for the P2 point) is loaded with a triggering positive stress and the stress load is predominantly caused by 

the rupture of the February 6 Pazarcık earthquake. Although the rupture of the Defne aftershock created a stress load 

of 0.33 bar on point P3, it could not carry the stress shadow created by the February 6, earthquake to positive. 

Accordingly, point P3 is located in the stress shadow with a stress value of -0.279 bar. The stress load of 0.448 bar 

on point P4, located south of the 1157 rupture, is predominantly due to the rupture of the February 6 Pazarcık 

earthquake. The rupture of the Defne aftershock created a stress shadow of -0.015 bar at this point. On the other 

hand, the February 6 Elbistan earthquake created a stress shadow at all points, but this was not enough to delay a 

fault rupture. This is explained by the location of the February 6 Elbistan earthquake rupture and the distance from 

the points where stress calculations were performed. The absence of a large-scale earthquake north of the DSF for 

more than 600 years, the positive Coulomb stress changes values caused predominantly by the February 6 Pazarcık 

earthquake, and the negligible effect of the Defne aftershock rupture have increased the probability of future rupture 

in this part of the fault, perhaps bringing it forward. Therefore, special attention should be paid to this fault. 

5. Conclusions 

Here, a finite-fault slip distribution model was obtained from the inversion of the teleseismic P waveforms of the 

February 20, 2023, Defne aftershock, which occurred shortly after the devastating February 6 Pazarcık and Elbistan 

earthquakes. The slip model showed that the rupture was caused by the rupture of an asperity located between 6-12 

km depth with a maximum displacement of about 0.75 m. The rupture propagated unilaterally from the hypocenter 

to the NE. A total seismic moment of 5.85x10
18

 Nt.m was released. Coulomb stress change modeling showed that 

the high positive stress load from the rupture of the February 6 Pazarcık earthquake played the dominant triggering 

role in the rupture of the Defne aftershock. In addition, stress variation modeling on the DSF showed high positive 

stress values in the northern part. The positive stress load and the fact that no major earthquake has occurred for a 

long time showed that the seismic risk for the northern part of the DSF is high. 
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Abstract 

In this study, an analytical model including electrochemical reactions and mass transfer in an anion-exchange membrane 

electrolyzer (AEMEL) has been developed by considering water sorption/desorption in electrodes. The model developed was 

used to investigate the performance of the AEMEL in terms of efficiency, transport phenomena and operating parameters. The 

numerical results revealed that the voltage losses in the AEMEL are mainly due to activation losses. The effects of important 

parameters such as membrane thickness, operating pressure on cell performance, and species transport were also investigated. 

The results also revealed that the AEMEL performance improves with decreasing membrane thickness, but the membrane 

thickness should be considered together with hydrogen permeability and differential operating pressure to operate the electrolyzer 

safely. 

© 2023 DPU All rights reserved. 
Keywords: Anion exchange membrane; transport phenomena; water electrolyzer; membrane thickness; mathematical modelling. 

1. Introduction 

Hydrogen is defined as the clean energy carrier of the future. Hydrogen presents several benefits over fossil fuels 

as an energy carrier; one of them is the hydrogen energy content (120 MJ/kg), which is higher than most fuels (e.g. 
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natural gas 48.7 MJ/kg). In addition, the use of hydrogen in industry has the potential to eliminate the greenhouse 

gas emission problems caused by the use of fossil fuels. 

Hydrogen can be produced from fossil-based sources as well as water by various methods such as thermal, 

photocatalytic etc. processes. Nowadays, electrolysis of water with renewable energy sources is seen as a sustainable 

and cost-effective solution for green hydrogen production and intensive research and development activities are 

carried out on electrolyzers [1,2].  

There are three important low-temperature electrolyzer technologies in hydrogen production; alkaline 

electrolyzer (AEL), proton-exchange membrane electrolyzer (PEMEL) and anion-exchange membrane electrolyzer 

(AEMEL). AELs are seen as the most mature technology. Although they are economical in initial investment cost, 

they require high electrolyte concentrations, and purification and pressurization of hydrogen at the electrolyzer exit. 

Compared to AEL technology, PEMELs have the advantage of high hydrogen outlet pressure and high purity due to 

the use of membrane as the anode-cathode separator material in their structures. However, materials, such as Pt, Pd, 

and Ir, used in PEMELs significantly increase the initial investment costs of these electrolyzers. On the other hand, 

AEMELs are seen as an alternative that combines the advantages of both alkaline and PEMELs. AEMEL, like 

PEMEL, have a membrane as separator in their structure and therefore can provide hydrogen of high purity and 

pressure at the output. Additionally, unlike AEL, they can be operated with a very low concentration of electrolyte 

solution, that reduces corrosion, and with lower priced catalysts based on Cu, Ni, Co, and Fe. Therefore, due to these 

advantages among electrolyzer technologies, intensive research and development studies are carried out on AEM 

electrolyzer in the last decades. 

Mathematical modelling is an important tool used in improving the performance and examining the behavior of 

complex physicochemical processes. Design and optimization of AEMELs, which are still at low technology 

readiness level (TRL), through mathematical modeling are gaining importance. There are limited number of 

publications in the literature on modelling AEMELs [3-8]. An et al. [3] examined the effects of liquid saturation, 

exchange current density and membrane thickness on the performance of an AEMEL. Nafchi et al. [4] investigated 

different parameters such as cell temperature and cathode pressure levels of AEM. Vidales et al. [5] developed a 

model that considers mass transfer and electrochemistry together to evaluate the effects of electrolyzer parameters. 

The model was then validated and effect of the operating parameters of electrolyzer such as electrolyte 

concentration, temperature, and operating pressure were evaluated. Liu et al. [6] presented a two-phase one-

dimensional AEMEL model that is extended from their previous work. The results indicated that electrolyte 

concentration has more impact on oxygen evolution reaction (OER) kinetics than AEM conductivity. Stainslaw et 

al. [7] analyzed the effect of electrolyte composition and they found that the conductivity of membrane has 

insignificant impact on the electrolyzer performance. Kim et al. [8] presented a deterministic model and a feasibility 

analysis of a 10 MW AEMEL system. The results revealed that the levelised cost of hydrogen (LCOH) of AEMEL 

would be comparable to that of PEMEL when the lifetime of AEMEL is brought to the same level as PEMEL. 

In the present study, an isothermal analytical model is proposed to assess the performance of an AEMEL. The 

developed model considers transport within gas phase, liquid phase and ionomer/membrane phase together with 

electrochemical effects. In contrast to the lumped models in the literature, the model was developed to include the 

ionomer phase sorption/desorption rates explicitly. In this way, it is possible to model the decrease of membrane 

water content on the cathode electrode due to increasing current density, i.e. electro-osmotic drag effect, and thus 

the loss of performance of AEMEL.  The model is then used to predict current-voltage polarization, efficiency and 

product stream compositions of the electrolyzer. The governing model equations were solved in the MATLAB 

environment and the model was validated with literature data. The performance of the electrolyzer was analyzed for 

different membrane thicknesses and different operating pressures through parametric analysis. 
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2. Mathematical model 

The AEM electrolyzer model can be obtained by combining the mass transport and the electrochemical model 

equations. The electrochemical model equations are written for prediction of the operating voltage of the cell, 

considering voltage losses in the cell, such as activation losses, ohmic losses, etc. The mass transport equations are 

used to predict the transport of water across the membrane, the consumption production rates of the components at 

the anode and at the layer, and the transport of OH
-
 and water molecules across the membrane. By solving set of 

these coupled equations, the cell voltage, efficiency and product gas stream compositions can be predicted at 

different current densities.  

A typical AEM electrolyzer cell has a membrane, anode and cathode electrodes (catalyst and diffusion layers) 

and bipolar plates on which flow channels are engraved. The electrolyte solution, i.e. typically aqueous KOH 

solution, is fed to the electrolyzer anode side while no solution is delivered to the electrolyzer cathode side. The 

water in the electrolyte solution in anode is transferred to the other side of the membrane to meet the water demand 

of the hydrogen evolution reaction (HER). The water transferred to the cathode side is reduced to hydroxide and 

hydrogen by the HER in the electrode (Equation 1). The resulting hydroxide ions pass to the anode side through the 

AEM and are oxidized in the anode electrode (Equation 2) to release oxygen (Fig. 1). Oxygen and hydrogen formed 

within the two sides of the electrolyzer leave the electrolyzer cell through the flow channels in the bipolar plates. 

Fluid flow in the anode flow channels is multiphase (i.e. mostly oxygen + KOH solution), whereas in the cathode 

flow channels, which are not supplied with KOH solution, only gas-phase flow is present (dry operation). 

Anode:    2𝑂𝐻− → 𝐻2𝑂 +
1

2
𝑂2 + 2𝑒−    (1) 

Cathode:    2𝐻2𝑂 + 2𝑒− → 2𝑂𝐻− + 𝐻2    (2) 

 

 

Fig. 1. Structure of a single cell AEMEL. 
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2.1. Electrochemical equations 

The electrochemical behavior of an electrolyzer can be described by the following current-voltage (I-V) model, 

including the most important voltage losses that determine the cell voltage, 𝐸𝑐𝑒𝑙𝑙  

𝐸𝑐𝑒𝑙𝑙 = 𝐸𝑟𝑒𝑣 + 𝜂𝑎𝑐𝑡 + 𝜂𝑜ℎ𝑚 + 𝜂𝑐𝑜𝑛𝑐        (3) 

 

where 𝐸𝑟𝑒𝑣  is the reversible cell voltage, 𝜂𝑎𝑐𝑡 is the activation losses or overpotential, 𝜂𝑜ℎ𝑚 is the ohmic losses or 

overpotential, and 𝜂𝑐𝑜𝑛𝑐  is the mass transfer losses or overpotential. The other overpotentials such as bubble 

overpotential etc. were neglected. 

The reversible cell voltage, 𝐸𝑟𝑒𝑣(𝑇, 𝑃), of an electrolyzer system in which hydrogen and oxygen evolution 

reactions present is governed by the Nernst equation 

 

𝐸𝑟𝑒𝑣(𝑇, 𝑃) = 𝐸𝑟𝑒𝑣
0 (𝑇) +

𝑅𝑇

2𝐹
𝑙𝑛 (

∏ 𝑝𝑝

∏ 𝑝𝑟
)        (4) 

 

where 𝐸𝑟𝑒𝑣
0 (𝑇) is the reversible cell voltage (V), R is the ideal gas constant, F is Faraday’s constant, 𝑝𝑟 and 𝑝𝑝 are 

reactants and products partial pressures. Reversible cell potential, 𝐸𝑟𝑒𝑣
0 (𝑇)  in voltage, can be calculated by using [9] 

𝐸𝑟𝑒𝑣
0 (𝑇) = 1.481 − 0.000846𝑇(𝐾)         (5) 

for 𝐻2𝑂(𝑙)  at 25°C. The reversible cell voltage, 𝐸𝑟𝑒𝑣(𝑇, 𝑃)  in V, is given as a function of pressure and 

temperature [9] 

𝐸𝑟𝑒𝑣(𝑇, 𝑃) = 1.481 − 0.000846𝑇(𝐾) + 0.0000431𝑇(𝐾)𝑙𝑛 (
𝑝𝐻2𝑝𝑂2

0.5

𝑝𝐻2𝑂
)    (6) 

where 𝑝𝐻2
, 𝑝𝑂2

, and 𝑝𝐻2𝑂 are corresponding species partial pressures, respectively. The activation overpotential, 

𝜂𝑎𝑐𝑡, is the potential required to overcome the activation energies of the HER and OER occurred at cathode and at 

anode of an electrolyzer. The activation overpotential can be explicitly calculated as follows 

𝜂𝑎𝑐𝑡 = 𝜂𝑎𝑐𝑡,𝑎𝑛 + 𝜂𝑎𝑐𝑡,𝑐𝑎 =
𝑅𝑇

𝛼𝑎𝑛𝐹
 𝑎𝑟𝑐𝑠𝑖𝑛ℎ (

𝑖

2𝑗𝑜,𝑎𝑛
) +

𝑅𝑇

𝛼𝑐𝑎𝐹
 𝑎𝑟𝑐𝑠𝑖𝑛ℎ (

𝑖

2𝑗𝑜,𝑐𝑎
)    (7) 

where 𝛼 represents the charge coefficient and 𝑗𝑜 represents the apparent exchange current density value which is 

function of the physical properties of electrodes, i.e. roughness, and the exchange current density at reference 

temperature and operating temperature [10]. 

The ohmic overpotential, 𝜂𝑜ℎ𝑚, is arising due to the current-carrying components resistance to electron transport 

and ion-conducting media resistance to ion transport. The ohmic overpotential is given by Ohm’s law 

𝜂𝑜ℎ𝑚 = 𝑅𝑐𝑒𝑙𝑙𝐼 = (𝑅𝑒𝑙 + 𝑅𝑖𝑜𝑛)𝐼        (8) 

where 𝑅𝑐𝑒𝑙𝑙  is the ohmic resistance of the cell and 𝐼 is the current. In Equation 8, 𝑅𝑒𝑙 is the resistance of electron 

conducting media, i.e. bipolar plates and electrodes, and 𝑅𝑖𝑜𝑛 is the total resistance of ion conducting media, i.e. 

ionomer phase and electrolyte solution in electrodes and membrane, within cell. In this study, because electron 
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transport resistances are expected to be lower than that of ion transport resistances, for simplicity, only the resistance 

of ion conducting media is considered 

𝑅𝑖𝑜𝑛 = 𝑅𝑚𝑒𝑚 + 𝑅𝑖𝑜𝑛,𝑎𝑛 + 𝑅𝑖𝑜𝑛,𝑐𝑎        (9) 

where 𝑅𝑚𝑒𝑚 , 𝑅𝑖𝑜𝑛,𝑎𝑛 , and 𝑅𝑖𝑜𝑛,𝑐𝑎  corresponds ionic resistances of membrane, anode catalyst layer (ACL) and 

cathode catalyst layer (CCL), respectively, i.e. ionomer and electrolyte resistances for anode and only ionomer 

resistance in cathode. Resistance of membrane is given by 

𝑅𝑚𝑒𝑚 =
𝛿𝑚𝑒𝑚

𝜎𝑚𝑒𝑚𝐴
          (10) 

where 𝛿𝑚𝑒𝑚 is the membrane thickness, 𝜎𝑚𝑒𝑚 is the membrane conductivity and A represents cell active area. 

Similarly, catalyst layer (CL) ionic resistances are calculated by 

𝑅𝑖𝑜𝑛,𝑎𝑛 = [
𝛿𝐶𝐿

𝜎
𝑖𝑜𝑛
𝑒𝑓𝑓

𝐴
+

𝛿𝐶𝐿

𝜎𝐾𝑂𝐻
𝑒𝑓𝑓

𝐴
]

−1

         (11) 

𝑅𝑖𝑜𝑛,𝑐𝑎 =
𝛿𝐶𝐿

𝜎
𝑖𝑜𝑛
𝑒𝑓𝑓

𝐴
          (12) 

 

where 𝛿𝐶𝐿  is the CL thickness, 𝜎𝑖𝑜𝑛
𝑒𝑓𝑓

 and 𝜎𝐾𝑂𝐻
𝑒𝑓𝑓

 are effective ionomer and electrolyte solution conductivities, 

respectively, that are corrected by Bruggeman relation [11]. In anode catalyst layer, it is assumed that resistance of 

ionomer phase and KOH solution was considered as parallel resistances. 

The mass transfer overpotential, 𝜂𝑐𝑜𝑛𝑐, represents the losses due to diffusion processes and sometimes called as 

concentration losses or overpotential. In this study, it is assumed that concentration overpotential is negligible; 

therefore, this term is neglected in the present model. 

2.2. Mass transport equations 

The mass transfer in the AEM electrolyzer cell was obtained by writing the mass balances of each species for 

each phase in anode, cathode, and membrane. On the anode side, mass balances of 𝐻2, 𝑂2 and 𝐻2𝑂 in the gas 

phase and mass balances of KOH and water in the liquid phase were considered. On the cathode side, mass 

balances were established for 𝐻2 and 𝐻2𝑂 in the gas stream. In order to resolve 𝐻2𝑂 transport between two sides 

of the electrolyzer cell, mass balance of dissolved water in ionomer/membrane was established for ACL and CCL 

and membrane. Furthermore, the mass balances were linked to the electrochemical model by means of the 

production and consumption rate equations of hydrogen, oxygen and water in the ACL and CCL. 

The molar generation rate and consumption rate of 𝐻2, 𝑂2 and 𝐻2𝑂 can be written according to Faraday’s law. 

For the anode side where 𝑂2 and 𝐻2𝑂 generated 

𝑁𝑂2,𝑎𝑛
𝑔𝑒𝑛

=
𝐼

4𝐹
           (12) 

𝑁𝐻2𝑂,𝑎𝑛
𝑔𝑒𝑛

=
𝐼

2𝐹
          (13) 

 

and for cathode side where 𝐻2 generated and 𝐻2𝑂 consumed 
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𝑁𝐻2,𝑐𝑎
𝑔𝑒𝑛

=
𝐼

2𝐹
           (14) 

 

𝑁𝐻2𝑂,𝑐𝑎
𝑐𝑜𝑛𝑠 =

𝐼

𝐹
          (15) 

The mass balance of species in anode side can be written for gas and liquid phases separately. For gas phase, 

hydrogen balance is 

𝑁𝐻2,𝑎𝑛
𝑖𝑛 − 𝑁𝐻2,𝑎𝑛

𝑜𝑢𝑡 + 𝑁𝐻2,𝑚𝑒𝑚
𝑝𝑒𝑟𝑚

= 0        (16) 

 

where superscripts in and out represents inlet and outlet flow rates. Hydrogen crossover through the membrane, 

𝑁𝐻2,𝑚𝑒𝑚

𝑝𝑒𝑟𝑚
, is given by 

𝑁𝐻2,𝑚𝑒𝑚

𝑝𝑒𝑟𝑚
= 𝑘𝐻2

𝐴

𝛿𝑚𝑒𝑚
(𝑃𝑐𝑎 − 𝑃𝑎𝑛)        (17) 

where 𝑘𝐻2
 is the permeability of hydrogen, 𝑃𝑐𝑎  and 𝑃𝑎𝑛  are cathode and anode pressures. For gas phase, 𝑂2 

balance is 

𝑁𝑂2,𝑎𝑛
𝑖𝑛 − 𝑁𝑂2,𝑎𝑛

𝑜𝑢𝑡 + 𝑁𝑂2,𝑎𝑛
𝑔𝑒𝑛

= 0         (18) 

 

where 𝑂2 generation is given by Equation 12. Similarly, for the gas phase 𝐻2𝑂 mass balance 

𝑁𝐻2𝑂,𝑎𝑛
𝑖𝑛 − 𝑁𝐻2𝑂,𝑎𝑛

𝑜𝑢𝑡 + 𝑁𝐻2𝑂,𝑎𝑛
𝑝ℎ𝑎𝑠𝑒

= 0        (19) 

where 𝑁𝐻2𝑂,𝑎𝑛
𝑝ℎ𝑎𝑠𝑒

 account for water transfer from liquid phase to gas phase in anode side. In this model, because 

aqueous KOH solution is fed to the anode side, it is assumed that the anode outlet gas is saturated with water until 

it leaves the cell. With the aid of this assumption, the mass transfer rate from liquid phase to gas phase,  𝑁𝐻2𝑂,𝑎𝑛
𝑝ℎ𝑎𝑠𝑒

, 

was calculated during the simultaneous solution of the anode and cathode mass balances. For anode side liquid 

phase, KOH and water balances are written 

𝑁𝐾𝑂𝐻,𝑎𝑛
𝑖𝑛 − 𝑁𝐾𝑂𝐻,𝑎𝑛

𝑜𝑢𝑡 = 0         (20) 

𝑁𝐻2𝑂𝑙,𝑎𝑛
𝑖𝑛 − 𝑁𝐻2𝑂𝑙,𝑎𝑛

𝑜𝑢𝑡 − 𝑁𝐻2𝑂,𝑎𝑛
𝑝ℎ𝑎𝑠𝑒

− 𝑁𝐻2𝑂,𝑎𝑛
𝑠𝑜𝑟𝑝

= 0       (21) 

where 𝑁𝐻2𝑂,𝑎𝑛
𝑠𝑜𝑟𝑝

 represent water transfer from liquid phase to ionomer phase within ACL. Because aqueous KOH 

solution was fed to the anode side, the ionomer in the ACL was considered fully saturated. Again, similar to the 

liquid-gas water transfer rate in anode, the sorption rate of water will be calculated by solving two side mass 

balances above simultaneously. 

The mass balance for cathode side of the cell can be written. For gas phase, 𝐻2 and 𝐻2𝑂 balances are given 

below 
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𝑁𝐻2,𝑐𝑎
𝑖𝑛 − 𝑁𝐻2,𝑐𝑎

𝑜𝑢𝑡 + 𝑁𝐻2,𝑐𝑎
𝑔𝑒𝑛

− 𝑁𝐻2,𝑚𝑒𝑚
𝑝𝑒𝑟𝑚

= 0       (22) 

𝑁𝐻2𝑂,𝑐𝑎
𝑖𝑛 − 𝑁𝐻2𝑂,𝑐𝑎

𝑜𝑢𝑡 + 𝑁𝐻2𝑂,𝑐𝑎
𝑑𝑒𝑠𝑜𝑟𝑝

= 0        (23) 

where 𝑁𝐻2𝑂,𝑐𝑎
𝑑𝑒𝑠𝑜𝑟𝑝

 is the desorption rate of dissolved water from ionomer phase to gas phase which is given by 

𝑁𝐻2𝑂,𝑐𝑎
𝑑𝑒𝑠𝑜𝑟𝑝

= 𝛾𝑑𝑤(𝐶𝑑𝑤,𝑐𝑎 − 𝐶𝑑𝑤,𝑐𝑎
𝑒𝑞

)𝑉𝐶𝐿,𝑐𝑎       (24) 

Rate constant for membrane/ionomer desorption/sorption process, 𝛾𝑑𝑤, is taken as 100 s
−1

 [12,13]. The actual 

and the equilibrium dissolved water concentrations are denoted by 𝐶𝑑𝑤,𝑐𝑎 and 𝐶𝑑𝑤,𝑐𝑎
𝑒𝑞

, respectively. Catalyst layer 

volume, 𝑉𝐶𝐿,𝑐𝑎, is simply product of active area and cathode catalyst layer thickness. Equilibrium dissolved water 

concentration can be calculated by [14] 

𝐶𝑑𝑤
𝑒𝑞

= 𝑝𝑚𝜆𝑒𝑞           (25) 

where 𝑝𝑚  is the product of membrane dry density, 𝜌𝑑𝑟𝑦 , and ion exchange capacity (IEC) and 𝜆𝑒𝑞  is the 

equilibrium water content, that is defined as the number of water molecules per positively charged (cationic) 

functional groups (FG) within membrane [15]. 

The dissolved water transport through membrane/ionomer can be written in terms of diffusion, electro-osmotic 

drag (EOD) effect, and hydraulic pressure (HP) effect. Thus, net rate of dissolved water transport from ACL to 

CCL 

𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑛𝑒𝑡 = 𝑁𝐻2𝑂,𝑚𝑒𝑚

𝑑𝑖𝑓𝑓
− 𝑁𝐻2𝑂,𝑚𝑒𝑚

𝑒𝑜𝑑 − 𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑝𝑒𝑟𝑚

      (26) 

where 𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑛𝑒𝑡  is the rate of net molar transport of dissolved water, 𝑁𝐻2𝑂,𝑚𝑒𝑚

𝑑𝑖𝑓𝑓
 is the molar transport rate of 

dissolved water by diffusion from ACL to CCL, 𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑒𝑜𝑑  is the rate of molar transport 𝐻2𝑂 from CCL to ACL 

due to EOD and 𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑝𝑒𝑟𝑚

 is the molar transport rate of dissolved water from the CCL to the ACL due to the 

pressure differential. 

The diffusion rate of water is calculated by Fick’s law in the CCL assuming fully hydrated conditions for 

membrane 

𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑑𝑖𝑓𝑓

= 𝑁𝐻2𝑂,𝑐𝑎
𝑑𝑖𝑓𝑓

= 𝐷𝑤𝐴(𝐶𝑑𝑤,𝑚𝑒𝑚
𝑒𝑞

− 𝐶𝑑𝑤,𝑐𝑎)/𝛿𝐶𝐿,𝑐𝑎
𝑒𝑓𝑓

      (27) 

where 𝐷𝑤 is the water diffusion coefficient of in the ionomer phase, 𝛿𝐶𝐿,𝑐𝑎
𝑒𝑓𝑓

 is the effective diffusion path within 

CCL, which is taken to be half of the thickness of the cathode catalyst layer. 𝐶𝑑𝑤,𝑚𝑒𝑚
𝑒𝑞

 is the equilibrium dissolved 

water concentration within wet membrane and 𝐶𝑑𝑤,𝑐𝑎 is the dissolved water concentration in the ionomer phase of 

CCL. 

The 𝐻2𝑂 transport due to EOD is related to the flux of hydroxides migrating from the CCL to ACL through the 

AEM and can be expressed as 

𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑒𝑜𝑑 = 𝑛𝑑

𝐼

𝐹
          (27) 

where 𝑛𝑑 is the EOD coefficient (mol H2O / mol OH
-
). Electro-osmotic drag coefficient is function of 𝐻2𝑂 

content of ionomer/membrane and for the simplicity it is taken as 5 mol H2O / mol OH
-
 [16]. 

The 𝐻2𝑂 transport rate from the CCL to the ACL through the membrane can be calculated using Darcy’s law 
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𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑝𝑒𝑟𝑚

= 𝐾𝐷
𝐴

𝛿𝑚𝑒𝑚
(𝑃𝑐 − 𝑃𝑎)

𝜌𝐻2𝑂

𝜇𝐻2𝑂
        (28) 

where 𝐾𝐷 is the 𝐻2𝑂 permeability of membrane. 

Dissolved water balance for anode side can be written in terms of net molar transport rate of dissolved water as 

𝑁𝐻2𝑂,𝑎𝑛
𝑠𝑜𝑟𝑝

+ 𝑁𝐻2𝑂,𝑎𝑛
𝑔𝑒𝑛

− 𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑛𝑒𝑡 = 0        (29) 

where 𝑁𝐻2𝑂,𝑎𝑛
𝑔𝑒𝑛

 is the generation of water by Equation 1 in anode. Similarly, for cathode dissolved water balance 

can be written 

𝑁𝐻2𝑂,𝑚𝑒𝑚
𝑛𝑒𝑡 − 𝑁𝐻2𝑂,𝑐𝑎

𝑐𝑜𝑛𝑠 − 𝑁𝐻2𝑂,𝑐𝑎
𝑑𝑒𝑠𝑜𝑟𝑝

= 0        (30) 

where 𝑁𝐻2𝑂,𝑐𝑎
𝑐𝑜𝑛𝑠  is the consumption of water by Equation 2 in cathode. 

2.3. Solution methodology 

Mass transport model and electrochemical model given in the previous section were solved by MATLAB. The 

baseline model and operating parameters are given in Table 1 and Table 2, respectively. In the next section, the 

validation of model and series of parametric analysis regarding the AEMEL performance are presented. 

Table 1. The model parameters. 

Parameter Value Unit Reference 

R 8.314 J mol
−1

 K
−1

  

F 96,485.3 A s mol
-1 

 

Density of water, 𝜌𝐻2𝑂 998.04 kg m
-3 

 

Water viscosity, 𝜇𝐻2𝑂 5.465×10
-4

 kg m
-1

 s
-1 

 

Membrane Darcy water permeability, 𝐾𝐷 1×10
-20

 m
2 

[17], [18] 

Vapor equilibrated membrane water content, 𝜆 Eqns. 27-29 in [16] 
𝑚𝑜𝑙 𝐻2𝑂

𝑚𝑜𝑙 𝐹𝐺
 [16] 

Wet membrane water content, 𝜆𝑒𝑞  18.5 
𝑚𝑜𝑙 𝐻2𝑂

𝑚𝑜𝑙 𝐹𝐺
 [16] 

Apparent OER exchg. current density,  𝑗0,𝑎𝑛 1.9 mA cm
−2

 [19] 

Apparent HER exchg. current density, 𝑗0,𝑐𝑎 5.6×10
-2 

mA cm
−2

 [20] 

Diffusion coefficient of water, 𝐷𝑤 Eqns. 30-31 in [16] m
2
 s

−1
 [16] 

Electro-osmotic drag coefficient, 𝑛𝑑 5 
𝑚𝑜𝑙 𝐻2𝑂

𝑚𝑜𝑙 𝑂𝐻−
 [16] 

Thickness of membrane, 𝛿𝑚𝑒𝑚 28 𝜇𝑚 [16] 

Membrane IEC 1.8 meq g
-1

 [16] 

ACL thickness, 𝛿𝐶𝐿,𝑎𝑛 30 𝜇𝑚 Assumption 

CCL thickness, 𝛿𝐶𝐿,𝑐𝑎 15 𝜇𝑚 Assumption 

ACL porosity, 𝜖𝐶𝐿,𝑎𝑛 0.2  Assumption 

CCL porosity, 𝜖𝐶𝐿,𝑐𝑎 0.1  Assumption 

Ionomer volume fraction of ACL, 𝜖𝑖𝑜𝑛,𝐶𝐿,𝑎𝑛 0.6  Assumption 

Ionomer volume fraction of CCL, 𝜖𝑖𝑜𝑛,𝐶𝐿,𝑐𝑎 0.6  Assumption 

Hydrogen permeability, 𝑘𝐻2
 5.6×10

-17
 

mol s
-1

 cm
-1

 Pa
-

1 [21] 
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Conductivity of KOH solution Eqn. 2 in [22] S cm
-1

 [22] 

Cell active area, A 25 cm
2 

 

Table 2. AEMEL operating parameters. 

Parameter  Value Unit 

Temperature, T 50 °C 

Anode pressure, 𝑃𝑎 1 bar 

Cathode pressure, 𝑃𝑎 1 bar 

Concentration of KOH solution 10 mM 

Feed flow rate of KOH solution 20 ml min
-1

 

3. Results and discussions 

In this part, firstly, the validation of the model using literature data is presented. Then, the effects of parameters 

such as membrane thickness and operating pressure on the cell performance and species transport are presented. 

3.1. Model validation  

Before performing parametric analysis with the developed model, the predictive ability of the model was 

evaluated by comparing the polarization curve generated by the model with the experimental polarization curve of 

the dry cathode AEM electrolyzer in [23] under the same conditions. Fig. 2 shows that the polarization curve 

predicted by the model is in good agreement with the experimental data. In the next part, numerical results for the 

effects of operating pressure and of membrane thickness and are presented, respectively. 

 

Fig. 2. Developed model polarization curve and experimental data [23]. 

3.2. Effect of membrane thickness  

In AEMELs, membrane thickness has an impact on the ionic resistance of the cell, water transport, and hydrogen 

permeability through the membrane. While reducing the membrane thickness, it improves performance by reducing 



 Obut, S., (2024) / Journal of Scientific Reports-A, 58, 27-39 

36 

 

the ionic resistance and increasing the amount of 𝐻2𝑂 transported from the ACL to the CCL. It can also increase 

hydrogen transfer from the cathode side to the anode side for cells operating with a pressure difference between the 

cathode and anode. This could pose a safety issue and reduce Faraday efficiency. Therefore, cell polarization curves 

were estimated by using the validated model for two different cases where the membrane thickness was halved and 

doubled compared to the initial case. According to Fig. 3, the cell performance improves inversely proportional to 

the membrane thickness and the increase in performance with decreasing membrane thickness has been observed in 

many modeling [3, 5] and experimental studies [24-26] in the literature. Improvement is mainly due to ionic 

resistance, i.e. ohmic overpotential and this is evident from the increase in the slope of the polarization curve at high 

current densities. The effect of thickness of membrane was also studied for cells operating with a pressure difference 

between the cathode side and anode side. In this case, electrolyzer performance was predicted for 30 bar pressure 

difference (Δ𝑃 =  𝑃𝑐 − 𝑃𝑎 = 30 𝑏𝑎𝑟) between cathode and anode (Fig. 4). The results in Fig. 4(a) show that both 

Faraday efficiency and DC efficiency of the cell (based on higher heating value, HHV, of H2) decreases with 

decreasing membrane thickness as a result of increasing hydrogen crossover (Fig. 4(b). At 0.5 mA cm
-2

 current 

density and with 28 𝜇𝑚 membrane thickness, anode product gas may contain 3.9% vol. hydrogen (Fig. 4(b)) which 

is very close to lower explosive limit (LEL) limit [27], 4% in 1 bar. For atmospheric operation, the amount of H2 in 

O2 was experimentally found to be about 0.14% vol. [23], however, H2 permeation will be much higher for a 

pressure difference of 30 bar. Considering that the H2 flux increases in direct proportion to the pressure difference, 

H2 in O2 is likely to be around 4% for 30 bar pressure difference operation, which agrees with the 3.9% value 

obtained from this modeling study. In order to reach hydrogen content in anode gas below LEL limit, current density 

values greater than approximately 1 A/cm
2
 is required. For the safe operation of the AEM electrolyzer with a 

reasonable threshold, i.e. 2% below LEL limit, nearly 1 A cm
-2

 is required for membrane thickness of 28 𝜇𝑚. 

 

 

Fig. 3. Polarization curves for different membrane thicknesses. 
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Fig. 4. (a) Faraday efficiency (continuous line) and DC efficiency (dashed line), (b) hydrogen mole percentages for different membrane 

thicknesses at 30 bar pressure difference between cathode side and anode side. 

3.3. Effect of operating pressure 

Another operating parameter that affects the performance of an AEM electrolyzer operating in dry cathode mode 

is the cathode and anode side pressure difference at the same membrane thickness. The cathode side pressure of 

AEMELs is tried to be kept high to prevent the need for additional pressurization of the produced hydrogen. 

However, this situation has negative effects. First, as it can be seen by the Nernst equation, the electrolyzer cell 

operating voltage increases as the effect of the increasing pressure difference. Additionally, increasing differential 

pressure increases the hydrogen cross-over from the cathode to the anode, reducing the Faraday efficiency. Finally, 

due to the increasing cathode-anode differential pressure, water transfer increases from cathode side to the anode 

side, and this can reduce the cathode side ionomer water content along with the decreasing relative humidity 

especially at high current densities. This increases the cell resistance to ion transport and causes performance 

decrease. 

Effect of cathode-anode pressure difference on AEM electrolyzer performance is shown in Fig. 5(a). Because a 

high operating pressure directly increases the open circuit voltage, the cell polarization curve tends to increase at 

high pressure differences. However, while this effect is evident up to 15 bar pressure difference from atmospheric 

operation, it is not evident between 15 and 30 bar pressure difference.  In their study, Nafchi et al. [4] also found that 

the cell operating voltage increased with increasing cathode side pressure and this increase was much less 

pronounced after 10 bar cathode pressure. Besides the effects of pressure increase, the increasing cathode-anode 

pressure difference increases the amount of water hydraulically passing from the cathode side to the anode side, 

thereby reducing the 𝐻2𝑂 content of the cathode side ionomer phase and thus increasing the ohmic polarization. 

Additionally, the humidity of the cathode product gas will decrease as an effect of decreasing net water transport to 

the CCL. Water content of the CCL ionomer phase is shown in Fig. 5(b). As can be seen, with increasing cathode-

anode pressure difference, the water content and therefore the conductivity of the cathode ionomer phase decreases. 

This can be understood from the fact that the polarization curves in Fig. 5(a) slope upward in the high current 

density region. 
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Fig. 5. (a) Polarization curves, (b) cathode side ionomer phase water contents for various pressure differential between cathode and anode. 

4. Conclusions 

In this study, an analytical model was developed to predict the performance of an AEMEL fed with aqueous 

KOH solution to anode. The developed model was validated with literature data and then analyses were carried out 

with the help of the model for two important parameters that determine the AEM electrolyzer performance. 

Accordingly, as the membrane thickness decreases, both the AEMEL cell voltage and the Faraday and DC 

efficiency of the cell decreases. Higher operating pressure of cathode side is one of the advantages of AEMEL 

technology, however, at high pressure differences between the cathode and anode side, such as 30 bar, a gas mixture 

with H2 content above 4% vol. may form at the anode outlet, which poses a safety risk. Therefore, the most suitable 

membrane thickness should be selected according to the operating conditions by considering the compromise 

between cell voltage, efficiency and cell operating safety. On the other hand, when the pressure is increased at 

constant membrane thickness, it is found that the AEMEL polarization curves tend to increase upward more at high 

current densities above 1 A cm
-2

 as a result of decreased cathode side membrane water content. Thus, especially for 

large active area electrolyzer stacks drying of cathode side should be properly handled and this requires higher 

dimensional model of AEMEL to see the local drying effects. In order to better understand local effects at the cell 

level, studies are ongoing to adapt the model to two-dimensions and eventually to three-dimensions. 
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Abstract 

Recreation is the process of revitalizing and renewing human existence through optional activities, serving as a broad description. 

It has prominently arisen as a reaction to personal requirements for stress reduction, especially in developed urban areas. 

Engaging in this recreational activity provides a way to utilize one's spare time, providing refreshment for both the physical and 

mental aspects, whether done alone or with others, in countryside or city environments. Urban forests are important leisure places 

within city environments. An expanded presence of urban forest places can greatly enhance the general well-being of society. 

The estimation of urban forest areas in the future may receive increased attention, leading to measures to extend current areas or 

prepare for future activities and services. We utilized official statistics from the years 2013 to 2021, sourced from the Republic of 

Turkey official website. Ministry of Agriculture and Forestry's General Directorate of Forestry. We used statistics that contained 

information about urban forests, classified as Type D recreational areas, to create a dataset. We performed provincial-level area 

projections for the year 2021. Using the KNIME platform, we used three different analysis techniques: linear regression analysis, 

gradient-boosted regression trees and artificial neural networks. It is seen that the results of linear regression and artificial neural 

networks are close to each other and give good results. The peak performance was attained using artificial neural networks, 

resulting in an R2 score of 0.99. This study differs from other similar projects by concentrating on calculating urban forest 

recreational spaces per province throughout Turkey, using data provided by government agencies. The accomplishments 

highlight the ability to make reliable predictions about future forest resources by using analogous forecasts in the upcoming 

years. 

© 2023 DPU All rights reserved. 
Keywords: Recreation areas; urban forests; linear regression analysis; gradient boosted regression trees; artificial neural network. 
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1. Introduction 

The benefits of nature-based tourism and outdoor recreation are growing. It is commonly known that spending 

time outside and in natural settings enhances people's health and wellbeing. For reasons like fostering a sense of 

connection with one's natural and cultural heritage, strengthening social bonds, fostering indigenous identity, and 

boosting the economy, it is critical to increase public awareness of the need to conserve natural places [1]. As 

awareness of these benefits has increased over time, natural areas have become a focal point of interest and focus for 

society. Recreation is the activities that people voluntarily do in their free time in order to reach the fitness of their 

physical and mental health in order to lead a healthy and productive life. Recreation is considered as an important 

contribution to physical and mental health. Parks and forest areas are considered to be important recreation areas for 

societies [2]. Nowadays, it is necessary to increase the organization and services in recreation areas for the 

entertainment and recreation needs of people living in cities or to intensify the studies depending on the increase in 

recreation areas. The need for recreation areas is increasing in order to strengthen the human-environment 

relationship of the society around the city [3]. Because there aren't many places to relax in cities, especially the 

larger ones, people choose to move to seaside locations. Recreational spaces are essential for satiating emotional and 

spiritual requirements as well as providing the energy required for daily productivity [4]. Urban forests are valued as 

significant recreational spaces. Because of this, a rise in recreational places benefits society, but a fall has the 

opposite effect. The protection of urban recreation areas and our natural assets is of great importance for society. 

Urban forests and natural resources are vital for our future. Scientific studies should draw attention to this issue and 

emphasize its importance. 

When various regression studies are examined, it is observed that linear regression and artificial neural networks 

are frequently used and successful results are obtained [5], [6], [7], [8], [9], [10], [11]. It is also thought that the 

GBRT (Gradient Boosted Regression Trees) algorithm may be another algorithm to be preferred after experimental 

observations. The study utilized official information obtained from the Ministry of Agriculture and Forestry's 

General Directorate of Forestry website. The KNIME platform was utilized to predict the area in hectares of Type D 

(urban forest) regions in Turkey for the upcoming year through the use of linear regression analysis, gradient 

boosted regression tree, and artificial neural network (ANN) approaches. The evaluation criteria indicated that the 

approaches successfully forecasted the results. The goal is to enhance the existing literature by predicting 

recreational areas using linear regression analysis, gradient boosted regression tree, and ANN. 

1.1. Literature survey 

Data from 399 watersheds in 15 wildfires that burned in Colorado, Idaho, Montana, and New Mexico between 

2000 and 2002 were analyzed by Ruppert et al. in their study. The study demonstrated how debris flows in 

landscapes that have recently seen fires can be predicted using logistic regression. This was achieved by examining 

more than 35 independent factors related to burn severity, geology, slope, precipitation, and soil properties [5]. 
Using information from a survey of 2449 persons, a representative sample of the Norwegian population, Bjerke et 

al. assessed the relationship between interest in 15 outdoor recreational activities and environmental attitudes. It was 

observed that there was an opposite relationship between age and score. In addition, women were found to score 

higher than men. In addition, it was determined that there was a complex relationship between predictor variables 

and recreational interests [6]. Human population density and activity are the primary drivers of land use change. 

Urban growth modeling has gained a lot of interest since it aids in understanding the processes underlying changes 

in land use, which in turn aids in the development of pertinent policies. Nong Yu and Du Qingyun used logistic 

regression to model urban expansion in Jiayu County, Hubei Province, China. The model accuracy is displayed by 

the relative operating characteristic (ROC), which has a curve of 0.891 and a standard error of 0.001. According to 

the findings, the model does a good job of simulating urban growth at the county level [7]. Bivariate and regression 

analysis techniques were used in a study to assess the association between the utilization of recreational places on 
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campus and the individual variables of university students, such as exercise practices, social physical anxiety, and 

self-efficacy. The Cronbach's alpha coefficient is the internal consistency coefficient that is determined by 

calculating the pairwise correlation between test items. The study's evaluation criterion was the Cronbach's alpha 

coefficient, and a value of 0.91 was attained [8]. The length and timing of a plant's growth stages vary from place to 

region according on climate, which affects chickpea phenology. It was proposed that a strong prediction might be 

made jointly about the geographical origin of accession and the local environmental circumstances in the growing 

region. They put up a novel forecasting model for the blossoming period of wild chickpeas cultivated in Turkey 

under four distinct environmental circumstances and in 21 distinct seasons. The study employed the nonlinear 

regression method, and the R
2
 value was found to be 0.97 [9]. Another study analyzed many factors to understand 

the changes in forest acreage in the Mediterranean Region between 2004 and 2019. Data on factors such as 

precipitation, temperature, land surface temperature, ozone, fire, urban areas and population were obtained. Using 

this data, the factors that most affect the changes in forest areas were analyzed by multiple linear regression method. 

The analysis's findings demonstrated that the strongest factor causing loss in forest areas is forest fires [10]. Zelin 

Liu et al. compared the three machine learning techniques of support vector machines (SVM), ANN and decision 

trees. Their applications in forest ecology in the last decade were compared. Models of species distribution, carbon 

cycles, hazard assessment and prediction, and other forest management applications are the items that are compared 

[11]. In the study by Qingxia Zhao et al. parameters of forests were estimated using various regression methods. 

Four different machine learning algorithms were used. These are: SVM, ANN, RF, and classification and regression 

tree (CART) to determine how well they could predict the forest parameters of black locust plantations on the Loess 

Plateau. The findings demonstrated that, for all forest parameter estimations, RF provided the maximum accuracy, 

SVM and ANN approaches performed moderately, and the CART method yielded the lowest accuracy. The highest 

R
2
 values was 0.85 and the lowest relative root mean square error (RRMSE) was 0.18 [12]. Three distinct data sets 

were employed in the investigation of forest degradation detection. BFAST method was used and two machine 

learning methods, SVM and RF, were used. The findings demonstrate that the SVM approach, when applied to the 

entire forest dataset, achieves the maximum accuracy. It was found that the latter model was more accurate than the 

magnitude threshold model [13]. Snezhana G. Gocheva-Ilieva et al. suggest a new method for modeling air pollutant 

data using RF and AutoRegressive Integrated Moving Average (ARIMA) methods. First, the pollutant's RF model is 

made and examined in connection to meteorological factors. After that, univariate ARIMA is used to model its 

residuals and correct it. The method is used for nine years and three months' worth of hourly data for seven air 

pollutants (CO, NO, NO2, NOx, O3, PM10 and SO2) in Dimitrovgrad, Bulgaria. Three time variables and six 

meteorological variables were included as predictors. High-performing models were produced, with R
2
 values 

between 90% and 98% [14]. Maryam Pourshamsi et al. employed machine learning techniques to improve the 

estimates of forest canopy height using LiDAR measurements by utilizing baseline polarimetric interferometric 

SAR (PolInSAR) data. Multiple baseline merging was performed using a support vector. The methodology was 

created by combining two datasets. The method was analyzed on NASA AfriSAR. The accuracy of the resulting 

estimated height approximation (R
2
 = 0.81, RMSE = 7.1 m) was measured as the previously introduced multiple 

baseline fusion approach (R
2
 = 0.67, RMSE = 9.2 m) [15]. In this study by Xiaobang Liu et al. For the dataset, 30-m 

Landsat-8 data and merged 1-m GaoFen-2 (GF-2) satellite imagery were used. In the Three North Regions of China, 

the fractional forest cover was estimated using a variety of machine learning algorithms. Based on the findings of 

the 10-fold cross-validation, all nonlinear algorithms perform well, with an R
2
 value of more than 0.8 and a root-

mean-square error of less than 0.05. The RF outperformed the light gradient assisted machine in the boosting 

ensemble (R
2
 = 0.992, RMSE = 0.022) and the bagging ensemble (R

2
 = 0.993, RMSE = 0.020). Additionally, the 

study's findings demonstrate that the RF method is the best choice for estimating fractional forest cover and serve as 

a guide for the following research. [16]. Manley and Egoh developed a model to predict how non-urban recreation 

will change due to climate change. The model shows that current patterns will worsen in the future due to climate 

change, with cottage recreation areas becoming more suitable and unpopular cottage recreation areas becoming less 

suitable for recreation. At various intervals from 2030 to 2099, recreation areas have been forecasted for some 
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regions in the state of California [17]. Chen et al. uses logistic regression (LR), decision tree (DT), and random 

forest (RF) models to analyze landslide susceptibility in forest-covered regions in Lin'an, China. It identifies key 

predictive factors like forest type (FT), maximum daily rainfall (MDR), distance to road (DTRD), understory 

vegetation height (UVH), and the normalized differential vegetation index (NDVI). Hickory plantations have the 

highest susceptibility, and the RF model proves to be the most accurate for predicting high-susceptibility zones. This 

research helps understand landslide risks, especially when transitioning from natural forests to plantations, and 

guides disaster mitigation and prevention strategies [18]. Adhikari et al. conducted a comparative study evaluating 

various modeling methods including Least Squares Regression, Adaptive Least Absolute Shrinkage and Selection 

Operator (ALASSO), Random Forest, and Generalized Additive Model Selection for predicting attributes of urban 

forest areas such as volume, basal area, and dominant height. The experimental results showed R² values of 88% for 

volume, 83% for basal area and 83% for dominant height, respectively [19]. Forest land categories typically collide 

with other land use types during societal development, resulting in environmental repercussions. As a result, study 

into changes in forest land categories has become a more international priority. As urbanization trends increase, 

regional land use modeling studies become increasingly significant in identifying possible forest ecological security 

concerns. This study, which uses land use data from the Ganjiang River basin, looks at the distribution of land use 

categories and how they've changed from 2000 to 2020. It estimates the land use pattern of the basin in 2040 and 

looks into the features of forest land types that transfer using the CA-Markov model. The results indicate that the 

transfer between different subcategories of forest land, which was particularly widespread in the high-altitude 

mountainous portions of the basin in the south and west, was the most significant trend in the development of land 

use between 2000 and 2020. With a kappa value of 0.92, the land use pattern prediction model created in this work 

suggests that the projections are accurate and trustworthy [20]. 

2. Material and method 

2.1. KNIME data analytics tool 

KNIME, an open source, modular data mining software, includes many possibilities such as data analysis, 

statistical evaluation, clustering, classification, and reporting. Operations are carried out using nodes in KNIME, 

which distinguishes out for its usability and user-oriented interface. The application provides a wide range of data 

science services and includes statistical analysis modules, learning algorithms, and clustering algorithms. The user 

can manually handle every stage of the process using the modules, from uploading the raw data to pre-processing, 

segmenting, and formatting the data to applying the appropriate algorithms. Data from files with the .txt, .csv, .arff 

and .table extensions can be imported into KNIME. The software offers a wide range of visualization features [21].  

2.2. Dataset 

The data used in the study were collected from the official website of the General Directorate of Forestry of the 

Ministry of Agriculture and Forestry of the Republic of Turkey, covering the years 2013 to 2020. The data set 

contains the total number of hectares of A, B, C, and D category recreational spaces from 2007 to 2021. Types A, B, 

and C designate recreational spaces, whereas type D designates urban woods. This study examined the 

transformation of type D data due to the high value attributed to urban forest assets. The dataset contains the number 

of urban forest and their hectare equivalents. Analysis was conducted on data from 2013 to 2021 to utilize the most 

recent information. A projection for 2021 was created and accomplishments were assessed based on data up to 2020. 

The dataset is around 20 kilobytes in size. The file with numerical data for all provinces in our country was 

converted to xlsx format and prepared for processing. 70% of the data is allocated for training, while the remaining 

30% is designated for testing. To ensure reliability in the results, missing recreation data in the provinces were 

replaced with the mean values of the row data in the dataset. The study could not estimate statistics for Adana, 
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Aksaray, Kilis, Muş, Yozgat, and Gümüşhane provinces due to unavailability of information [22]. The information 

of some cities belonging to the dataset is given in the figure below. 

Table 1. A fragment of the content of the data in the dataset. 

Cities Number of Areas Area in Hectares 

İstanbul 12 1783,59 

Tekirdağ 3 211,90 

Edirne 2 81,50 

Kırklareli 2 122,87 

Balıkesir 1 15,00 

 

 

2.3. Analysis methods 

2.3.1 Regression analysis 

The functional depiction of the relationship between the dependent variable and the independent variable or 

variables is known as regression analysis [23]. In regression analysis, working with as much data as possible 

increases the likelihood of consistent results. The consistency of the available data within itself is also an important 

factor for the result to be successful. Regression analysis is used extensively in fields of study that are open to 

statistical and empirical studies such as finance, marketing and health. In order to obtain the desired results, the data 

used should not be underfit or overfit. When the learning process fails miserably with the training data, the test data 

yields inconsistent results, which is known as underfitting. Typically, underfitting is seen when there is an excessive 

amount of noisy data. When the training set's state is retained by the learning process through memorization, this is 

known as overfitting, and bad test data findings are the outcome. 

2.3.2 Linear regression analysis 

Predicting the value of a variable based on the values of other variables is the basis of linear regression analysis. 

Independent variables are those that are not employed in the prediction of the dependent variable, while the variable 

or variables to be forecasted form dependent variables [24].  

Linear regression analysis consists of two basic concepts. These are simple linear regression and multiple linear 

regression. In simple regression analysis, it shows the linear relationship between only one explanatory variable and 

the response variable [25]. In a simple linear regression model, Y is the response variable, Xi is the explanatory 

variable, β0 and β1 are the unknown parameters of the variable, and e is the error term due to chance. In this case, 

the simple linear regression model is calculated as given in Eq. 1: 

Y = β0 + β1Xi1
 + ei     i = 1,2,..n                  (1) 

Regarding a multivariate linear regression model with n observations and p explanatory variables; 

Yi = β0 + β1Xi1
 + β2Xi2

 +…+ βpXip
 + ei    i = 1,2,..n              (2) 
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The R
2
 value in regression analysis is a metric that indicates the predictive performance of the model. This value 

is associated with the extent to which the independent variables affect the dependent variable. The values that R
2
 can 

take vary between 0 and 1. The higher this value is, the better the regression model fit [26]. 

2.3.3 Gradient boosted regression tree (GBRT) 

The GBRT technique can be used to solve regression and classification issues. Regression problems show that 

this approach performs remarkably well. As a result, it has emerged as one of regression analysis's most often used 

algorithms. GBRT is made up of three main components. These three are the additive model, the weak learner, and 

the loss function. The goal of the problem solution must be the main emphasis in order to determine the loss 

function [27]. The GBRT model employs an algorithm that is focused on building individual decision trees. The 

model is improved through training the decision trees. Training the decision trees results in the generation of an 

objective function. Here, maximizing the desired features by iterative splitting is the key goal [28]. One popular 

method of binary classification is to measure node purity during the splitting process. Here, the purity index is 

referred to as the gini index. Figure 1 illustrates how the proper value will be chosen at each step based on the gini 

index, which will determine the most appropriate decision. 

 

Fig. 1. Structural visualization of the GBRT algorithm with many decision trees [29]. 

2.3.4 Artificial neural networks (ANN) 

The architecture of ANN, essentially imitates that of the human brain. Its relational structure is comparable to 

human neuronal connections. Neurons are made up of three layers: input, hidden, and output. A collection of 

interconnected nodes made up of artificial neurons makes up an ANN [30]. Each link has the ability to transmit a 

signal from one artificial neuron to another, just like synapses do in the brain. After processing the signal, the 

receiving neuron can communicate with other neurons [31]. Data filtering, interpretation, association, prediction, 

and classification are all done with ANN [32]. The illustration of the ANN's layers and connections between them is 

provided below. 
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Fig. 2. Layers of ANN and their relational structure [33]. 

In the initial step of an ANN, a result is obtained by multiplying the input data by the predetermined weights. The 

impact of inputs on the desired outcomes can be changed in this way. The activation function is the one that takes 

the weighted sum of the inputs from the preceding layer and outputs a value. Activation functions that are most 

widely used and favored are sigmoid and ReLU. 

2.4 Performance metrics 

In this study, R
2
, mean absolute error value, square of mean errors, root mean square roots error and mean 

absolute percentage error were calculated for performance measures [34,35]. 

2.4.1 R
2
 value 

The R
2
 value is a measure of the success of the regression model fit. The closer this value is to 1, the lower the 

error rate. The calculation is performed according to Equation 3. 

R
2
 = 1-

∑ (yi-ŷi )
2

∑ (yi-ȳi)
2                       (3) 

Here, yi denotes the actual value of y, ŷi is denotes the predicted value of y, 𝑦̄i denotes the mean value of y. 

2.4.2 Mean squared error (MSE) 

MSE is the difference of the mean squares between the actual values and the predicted values. The calculation is 

performed according to Equation 4. 

MSE=
1

n
∑ (n

i=1 yi – ŷi)
2
                  (4) 
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2.4.3 Root mean squared error (RMSE) 

RMSE is a measure of the average of the square roots of erroneous estimates. The calculation is performed 

according to Equation 5. 

RMSE =√
1

n
∑ y

i
2n

i=1                    (5) 

2.4.4 Mean absolute error (MAE) 

MAE is a quantity that expresses the sum of the absolute error value. The calculation is performed according to 

Equation 6. 

MAE= 
1

n
∑ |𝑦𝑖- y|

n

i=1

                    (6) 

2.4.5 Mean absolute percentage error (MAPE) 

MAPE is the error rate of the accuracy of the statistical estimate. It is a measure of the accuracy of the estimate. 

The calculation is performed according to Equation 7. 

MAPE= 
1

n
∑ |

ŷ𝑖- y𝑖

y𝑖

|𝑛
𝑖=1                         (7) 

2.4.6. Standard deviation (STD. DEV.) 

Standard deviation is the square root of variance. The ideal situation is when the standard deviation is the lowest. 

s=√∑  (xi-x‾)
2

(N-1)
          

          (8) 

3. Result and discussion 

The study employs GBRT, ANN, and linear regression to predict the D-type urban recreation spaces for 2021 

based on province-specific data from 2013 and 2020. The selected algorithms were applied to the data using the 

nodes in the KNIME software. Below are system flow diagrams created using KNIME software. Figures 3, 5, and 7. 

Hatay province had missing data for 2013 and 2014, while Siirt had missing data for 2013. To address this, missing 

data was excluded by calculating the average for each technique based on the rows (provinces), ensuring consistent 

and reliable analysis. The data underwent the decimal scaling normalization technique. Decimal scaling 

normalization involves dividing the data by a power of 10 to reduce it to a number less than 1. Equation 9 gives the 

equation for the normalizing process, which involves decimal scaling. 

A'=
Ai

10
j                    (9) 
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Methods such as Z-score normalization, which require normally distributed data for best performance, are less 

appropriate given our data's non-normal distribution. Decimal scaling, on the other hand, is more appropriate for 

datasets with uncertain or non-normal distributions because it does not make any assumptions about the data's 

distribution. Maintaining the independence of each province's data is also essential because the data from one does 

not affect the data from another. By normalizing each value according to its own order of magnitude, decimal 

scaling successfully addresses this issue instead of utilizing group statistical measures like standard deviation and 

mean, which may cause biases if the data points were interdependent.  This approach ensures that the unique 

characteristics of the forest area data in each province are preserved without the distortion that might occur with 

other normalization techniques. 

The normalized data is represented by A', the value to be normalized is represented by Ai, and the value that 

reduces A' to 1 is represented by J. The J value for Normalization by Decimal Scaling is determined automatically 

by KNIME in its current edition. This J value cannot be manually set or determined by researchers. Based on the 

highest absolute value of every feature in the dataset, the software chooses the best J, making sure that the greatest 

absolute value is less than 1 after scaling. The efficient standardization of data through this automated approach 

eliminates the need for user participation in defining scaling parameters, hence streamlining the data preprocessing 

procedures. This implies, however, that users' control over this step of the KNIME data normalization process is 

restricted. 

The data was divided into training and test sets after normalizing the data. Figures 4, 6, and 7 display 

comparisons of the training and test data obtained at different rates during the study. The same processes for 

handling missing data, normalizing data, and dividing data were used to all three approaches. Figure 3 displays the 

flow diagram of the linear regression approach. 

 

Fig. 3. Flow diagram of linear regression model in KNIME tool. 

The flow diagram generated by the Knime tool for the linear regression method is shown in Figure 3. The Knime 

tool utilizes a node called "Linear Regression Learner" for implementing the linear regression approach. Merely the 

target column for prediction is chosen in this node. The study focuses on column 2021. The predictor node is named 

"Regression Predictor". The predictor utilizes data from before 2021 to generate forecast results for 2021. 

Performance values are determined by the disparities between the expected and actual data. 
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The study on linear regression involved analyzing training and test data at various proportions. Figure 4 presents 

a comparison of the data obtained. 

Fig. 4. Results from various training and test data set percentages using the linear regression approach. 

Experimentation utilizing various percentages of training and test data showed that the best results for the linear 

regression technique were obtained when 90% of the data was utilized for training. The results display almost 

perfect explanatory power across all training set percentages, with R
2
 values close to 1, indicating that the model 

excellently captures the variance of the dependent variable regardless of the data set size. 

Looking at the mean squared error (MSE) and the root mean squared error (RMSE), the values are exceptionally 

low across all training data scenarios, ranging from 0.0002 to 0.0001 for MSE and consistently at 0.001 for RMSE. 

These metrics signify that the model's predictions are very close to the actual values, highlighting a high degree of 

accuracy and consistency. MAE values are between 0.0007 and 0.0008 and MAPE values are between 0.085 and 

0.128. The standard deviation value is between 0.006 and 0.008. The low levels of these values indicate the success 

of the model. 
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Fig. 5. Flow diagram of GBRT model in Knime program. 

Figure 5 illustrates the flow diagram of the gradient boosted regression tree technique generated with the Knime 

tool. To enable the gradient boosted regression Tree to understand the dataset, the "Gradient Boosted Tree Learner" 

node is necessary. This node has a maximum tree depth set at four levels. The learning rate is established at 0.05 and 

the number of models is determined at 100. The target column is designated as the latter part of 2021. The "Gradient 

Boosted Trees Predictor" node was utilized by the predictor. The R
2
, MSE, RMSE, MAE, and MAPE values were 

calculated by comparing the predicted values from the predictor node with the actual 2021 data. The values were 

acquired using the "Numeric Scorer" node. Figure 6 displays the outcomes of the gradient boosted regression tree 

approach using various percentages of training and test data. While conducting the experiments, tree depth was 

determined as 4. Learning rate was taken as 0.05. Alpha value was 0.95. 
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Fig. 6. Results from various training and test data set percentages using the gradient boosted regression tree approach. 

The gradient boosted regression tree approach yielded optimal results by allocating 70% of the dataset for 

training and 30% for testing. Gradient enhanced regression tree method shows a significant disparity in results 

between training and test data compared to linear regression. In addition, GBRT has been observed that the 

performance of the model decreases as the training set size increases. Low values obtained from the metrics indicate 

that the generalizability of the model decreases. When the training set size increases significantly, the model may 

overfit the training data. This leads to low performance on unseen test sets. Figure 7 displays the flow diagram for 

the ANN technique using the Knime tool. Cross-validation was used to calculate the results. Cross-validation is 

performed with the X-Partitioner node. 

 

Fig. 7. Flow diagram of MLP model in Knime tool. 
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The neural network results were confirmed using cross-validation. The cross-validation method made use of the 

"X-Partitioner" node included in the Knime tool. The data was divided into ten divisions and random sampling was 

conducted. The "RProp MLP Learner" node was utilized in the ANN method to analyze the dataset in the learning 

phase. The parameters were as follows: 100 iterations were performed using a neural network with three hidden 

layers, each containing 100 neurons, and the goal class column was set to 2021. Figure 8 shows the results of the 

cross-validation process. 

 

Fig.8. MSE values obtained as a result of cross-validation on multilayer perceptron (red is total MSE, blue is average MSE). 

The variance in MSE values among folds is deemed acceptable given the scarcity of provincial data in Turkey 

and the limited historical data available on the official website. Cluster 6 had the lowest MSE value among the sub-

datasets, whereas cluster 8 had the highest MSE value. MSE value suggests a favorable outcome based on the 

average value. 

Figure 9 displays a comparison of the three approaches in the study based on R
2
, MSE, RMSE, MAE, MAPE and 

STD. DEV. values using a bar chart. The Knime nodes used for training are set to repeat a maximum of 50 times 

with random seed. The node named Numeric scorer gives the best results and their standard deviations when 

displaying the results. 



 Özbalcı, M. C., Dikici, S., and Bilgin, T. T., (2024) / Journal of Scientific Reports-A, 58, 40-56  

53 

 

 

Fig. 9. Comparison of three methods based on R2, MSE, RMSE, MAE, MAPE and STD. DEV. values. 

The analysis findings from the training and test data sets indicate that the predictions made by each approach are 

within an acceptable range. The linear regression technique yielded the highest R
2
 score in the experiments. The 

ANN approach had the highest rate for estimating the variance of the dependent variable from the independent 

factors. Performance evaluation of the model is clearer when the R
2
 analysis is combined with additional techniques, 

especially MSE. As the data points approach the regression line, the MSE decreases and eventually approaches zero. 

Models that predict with less error are more accurate. In both the training and test datasets of this study, the MSE 

value for each of the three models is approximately 0. The RMSE value represents the square root of the MSE value. 

It simplifies the comprehension of exceedingly large numbers. Optimal RMSE values are those that approach zero. 

RMSE values between 0.001 and 0.004 are considered ideal for our study. An ideal range of 0.001-0.002 was 

identified for the MAE values, which indicate the average absolute difference between the observed data values. 

MAPE was 0.398 for the ANN, 0.159 for the gradient boosted regression tree, and 0.085 for linear regression. The 

linear regression approach yielded the best result when all assessment factors were taken into account, similar to the 

MAPE value.  

The high R² score obtained with the linear regression technique shows that this method is quite effective for this 

dataset. However, the artificial neural network (ANN) approach, despite achieving a slightly lower R² score, showed 

a strong ability to capture the variability in the data and proved to be a reliable alternative especially for more 

complex data patterns. The results obtained are also consistent with previous studies where artificial neural networks 

were preferred due to their flexibility and accuracy. 

Unlike other studies, this research emphasizes how machine learning can be used in environmental management 

by using these methods to predict urban forest recreation areas. The results obtained demonstrate the effectiveness 

of these methods and provide a basis for investigating ways to combine them with other advanced techniques to 

provide greater accuracy. 

The impact of the findings is not limited to statistical estimates alone, but also provides valuable information for 

urban planners and policy makers. It can contribute to making more informed decisions on urban development and 

environmental protection by accurately predicting recreation area needs. It also highlights the importance of 
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integrating machine learning tools into traditional urban planning approaches to deal with the contemporary 

problems of our rapidly urbanizing world. 

4. Conclusion 

This study aimed to forecast the provincial recreational areas inside urban forests in Turkey and analyze future 

forest resources using official statistics from 2013 to 2020. Three methods, namely linear regression, gradient 

boosted regression tree, and ANN, were applied to the data using the KNIME platform. The metrics used to evaluate 

the performance of the methods are R
2
, MSE, RMSE, MAE, MAPE, respectively. The most successful method was 

linear regression. Inferences from this study can be used in the planning and conservation of forest assets. It is 

believed that this study makes an important contribution to the literature in terms of protecting existing forest assets 

and preserving the ecosystem in its natural state. In this study, which emphasizes the protection of forest assets, it 

has been shown that computer science can be used functionally in this regard. If larger and more detailed data sets 

can be obtained, much more detailed analyzes will be possible. The limitations of this study are that the study was 

carried out within the scope of specified areas and within certain parameters. 

It has been seen that this study is important in terms of making predictions about future forest assets. Such studies 

are important in order to take measures to protect our natural assets, which are extremely important for us. There are 

similar studies in the literature. However, this study has a special importance as it is a country-based study and 

draws attention to the issue of urban recreation areas, which is one of the main problems of the country. 

Accessing larger data sets of the study will enable more in-depth analyses. Efficient actions can be taken to 

implement the required strategies for forest resources. Accessing greater data sets will enable more intricate 

analyses. This will enable efficient strategies to be implemented for managing forest resources. 

The findings from the study are instructive in the area of the use of machine learning techniques in the prediction 

of urban forest recreation areas in Turkey. The efficacy of linear regression, gradient-assisted regression tree and 

artificial neural network methods in this field has been demonstrated.  

Using three different methods and various performance metrics, this study shows the effectiveness of artificial 

neural networks with the highest performance.  In addition to the satisfactory results obtained, it is predicted that the 

methods used in the study will give successful results in more complex and detailed data sets. This study, which can 

be a guide for future studies, stands out especially as it is a study on the characteristic structures of the cities of 

countries. 

Another critical importance of the study is that it provides guidance for conservation policies related to forest 

areas. Based on the results of the study, it is possible to take some measures to protect and increase our forest areas 

in the future. It is also considered to be of particular importance in terms of encouraging the protection and 

development of our natural resources. The main limitations of this study are that there are some missing data in the 

dataset and it does not contain too much detail. This situation can be improved and pave the way for more 

comprehensive studies. For future studies, existing methods can be improved or different machine learning 

algorithms can be used. 

While our study provides a solid basis for estimating urban forest recreation areas, it is important to recognize 

several limitations. The biggest limitation is that the dataset only covers the years 2013-2020. Not including data 

from older years or additional variables such as socio-economic factors may limit the generalizability of the 

findings. Moreover, focusing only on provincial level data may miss differences at the local level (e.g. district or 

neighborhood level). 

For future research, expanding the dataset to include a wider range of variables and more recent data could 

significantly improve the predictive performance of the model. Furthermore, applying different machine learning 

algorithms such as Random Forests, Support Vector Machines, or hybrid models combining multiple approaches 

can provide a more comprehensive understanding of the factors influencing urban forest recreation areas. 
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Another area to explore in the future is the integration of spatial analysis techniques such as Geographic 

Information Systems (GIS) with machine learning models. This can enable more precise spatial predictions and a 

better understanding of the geographical distribution of urban forest resources. Furthermore, long-term studies that 

track changes over time can provide important insights into the dynamic nature of urban recreation areas and the 

long-term impact of urbanization on these areas. By addressing these limitations and exploring these issues, future 

studies can build on existing findings to provide more detailed and actionable insights for urban forest management 

and policy development. 
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Abstract 

This study investigates the effectiveness of current deep learning techniques in license plate detection and makes essential 

contributions. Instead of classifying the characters on Turkish license plates with a single classifier, the characters are divided 

into blocks of numbers and letters using various image processing techniques, and a separate classifier is used for each block. 

The proposed approach improves character classification accuracy and license plate recognition accuracy. This approach 

eliminated the possibility of misclassifying similar letters and numbers and improved the character classification accuracy from 

95.9% to 99.6%. In addition, a new character feature dataset was created, and a deep learning model was trained on this dataset. 

Integrating this model into the system increased the classification accuracy to 99.7%. The YOLOv8 object detection model, 

trained using CUDA technology, achieved a mAP of 98.9%. The overall accuracy of the whole system in license plate 

recognition reached 97.3%. This study proves the effectiveness of current deep learning methods and the proposed block-based 

character recognition approach in license plate recognition. 
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1. Introduction 

Vehicle license plates serve as a unique identification, critical for traffic management and safety in modern 

societies [1]. Due to their uniqueness, license plates are used as a fundamental tool for registering, tracking, and, 

where necessary, identification of vehicles. License plates are important in many areas, such as traffic control, 

security investigations, crime-fighting, and commercial activities. Identifying vehicles that violate traffic rules, 

identifying drivers exceeding speed limits, optimizing traffic flow, or controlling entry and exit to and from public 

spaces requires identifying the vehicles' license plates. In this way, traffic accidents can be reduced, traffic 

congestion can be managed, and overall traffic efficiency can be increased. Since manual identification of vehicle 

license plates is often time-consuming, error-prone, and inefficient, technological tools such as automatic license 

plate recognition systems help detect and prevent security threats by instantly recognizing license plate numbers [2]. 

However, license plate recognition systems that work with traditional image processing methods are sensitive to the 

adverse effects of weather conditions. In particular, weather conditions such as heavy rain, snow, and fog can reduce 

license plate visibility and recognition accuracy. 

Thus, the high-accuracy license plate recognition system should detect and record the license plates of vehicles. 

AI-based vehicle license plate recognition systems can help achieve these goals toward efficient management of 

traffic and security operations. Various image processing techniques and machine learning algorithms are used to 

detect vehicle license plates in license plate recognition systems. With the recent developments in deep learning, one 

of the machine learning methods, deep learning-based systems are frequently used in areas such as computer vision, 

voice recognition, and natural language processing [3]. Deep learning algorithms and image processing techniques 

have been used to develop more accurate and reliable systems for license plate recognition. [4]. These systems 

include various techniques such as object detection algorithms, multiple morphological operations, and optical 

character recognition. 

This research aims to design a license plate recognition system that achieves a higher level of accuracy and 

reliability than the existing works in the literature with the YOLOv8 object detection algorithm [5], [6], which is the 

latest version of the YOLO [7], [8] and aims to improve deep learning techniques such as CNN-based classifiers for 

the character classification task. 

The main contributions of this study are as follows: 

 Instead of using a single classifier for all the characters in the license plate, the license plate image is divided into 

blocks of numbers and letters, and by using a separate classifier for each block, the character classification 

accuracy is improved from 95.9% to 99.6% on average for two classes. 

 An mAP of 98.9% was achieved with the trained YOLOv8 object detection model. 

 The overall license plate recognition accuracy of the system is 97.3%. 

 A new character image dataset called License Plate Character Dataset was created for this study. 

 To improve the classification accuracy of similar characters, a new dataset containing some pixel-based features 

of the characters called Pixel-based Character Feature Dataset was created. 

 A deep learning model was trained using the dataset containing these pixel-based features and the probability 

values obtained from this deep learning model were added to the prediction results during testing. With the 

contribution of this deep learning model, the average classification accuracy was increased to 99.7%. 

 The results show that when the classifier based on pixel features alone is used without the CNN classifier, it 

works with a classification accuracy as high as 90%. 

2. Literature review 

License plate recognition systems are widely used today, especially in security, traffic management, and 

automation. The recent development of these systems has been accelerated by the advancement of machine learning 



 Arslan, G., Aydemir, F., and Arslan, S., (2024) / Journal of Scientific Reports-A, 58, 57-82  

59 

 

and artificial intelligence technologies [9]. This section presents a literature review on machine learning and deep 

learning methods used in automatic license plate detection applications. 

In license plate recognition systems, one of the first and most essential operations is to locate the license plate in 

the image. License plates usually have fixed shapes and similar colors [10], and a study using these visual features 

presents a modified version of the GrabCut algorithm to locate the license plate region [11]. To implement this 

algorithm, the geometric information of the aspect ratios of the license plates was used, and using a dataset of 500 

different vehicle images, 99.8% accuracy was achieved in predicting the location of license plates. However, this 

method seems quite slow compared to current deep learning methods, with an average license plate detection time of 

0.21 seconds. Studies conducted with current deep learning methods have achieved much faster detection times, 

such as 18.75 ms [12]. Apart from these algorithms, recent deep learning-based object detection algorithms such as 

YOLO, SSD, and Faster-RCNN have been widely used in license plate detection applications in recent years [13], 

[14], [15]. These deep learning-based algorithms estimate the coordinate points where the object to be detected is 

located in the image and the class to which it belongs. 

Another essential process for license plate recognition systems is the segmentation and classification of the 

characters in the localized license plate image. In the algorithms used in license plate recognition systems, the 

characters in the license plate are first segmented separately. Then, the segmented character images are classified 

using classifiers such as CNN, and character recognition is performed [16], [17]. 

In the literature, a Chinese license plate recognition research paper was conducted with license plate region 

detection using SVM and character classification based on CNN networks. The results show that the detection rate 

of the license plate region was 99%, and character recognition accuracy was 97.1%. The overall accuracy rate of the 

system was 95% [18]. In another research work, edge detection and SVM algorithms were used. This method 

achieved 96% accuracy in license plate recognition [19]. YOLOv5 was used for the detection of license plates in 

another study, and CNN was used for the recognition of characters in the detected license plates. The overall 

accuracy rate of this method was 92.8% [20]. In another study using the YOLO object detection algorithm, an 

average recognition rate of 96.9% was achieved on eight datasets from five different regions [21]. In this work, the 

Fast-YOLOv2 model was used to detect license plates and classify them according to regions, and the CR-NET [22] 

model was used to recognize the characters in the detected license plates. Fast-YOLO architecture with the CR-NET 

model is used in another work for the detection and segmentation of license plates[23]. In a study combining 

Xception and LSTM networks for license plate recognition, the system achieved an overall accuracy rate of 90.5% 

[24]. A research work proposed to classify license plates and characters simultaneously with two fully convolutional 

one-stage object detectors and ResNet50 was used as the backbone network. In this study, 96.4% license plate 

recognition accuracy was obtained [25]. In a paper using the YOLOv5 algorithm, which is stated to be suitable for 

real-time use, the license plate recognition accuracy was 93% [26]. Another work used YOLOv3 for license plate 

detection and the ILPRNET algorithm for license plate recognition and achieved an overall accuracy of 93.6% [27]. 

A study that used the YOLOv3 algorithm both for license plate detection and character detection achieved a 95.05% 

accuracy rate in license plate recognition [28]. The newest research on license plate recognition very often applies 

deep learning methods, especially various versions of the YOLO algorithm [29]. 

In this study, the last version of YOLO architecture, YOLOv8, is applied to the image to detect the coordinates of 

license plates in the image. Then characters in the obtained license plate images were segmented and classified using 

the CNN model. 

3. Material and method 

Information about datasets and deep learning methods used in the study is given in this section. It also provides 

the hyperparameters for the trained YOLOv8 and classifier models, evaluation metrics applied during the evaluation 

of the models, and details of the improvements made. 
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3.1. Dataset 

The YOLOv8 object detection model for license plate detection is trained on a dataset containing 24242 marked 

license plate images [30]. This dataset includes vehicle images and YOLOv8 annotation files containing the 

coordinates of the license plates in the image. The dataset consists of 21174 training, 2048 validation, and 1020 test 

data. These values have remained the same as determined by the researchers who provided the dataset. This dataset 

is referred to as the License Plate Detection Dataset in this study. 

After detecting license plates with the YOLOv8 model, locating the characters on the license plates and 

determining which character they are is necessary. This classification problem requires another data set consisting of 

character images. The fonts of the characters on the license plates vary around the world. [31]. Using any other 

license plate character dataset in the world during the training phase may affect the feature extraction and 

classification success of Turkish license plate characters. For this reason, there is a need for a dataset containing the 

license plate characters in Türkiye. Since a dataset containing the license plate characters in Türkiye is needed, this 

dataset is not taken as ready-made but created by the authors. The characters in the images of the license plates in 

Türkiye are cropped, grayscaled, and resized to 22x44 dimensions, which are the input dimensions of the classifiers. 

Finally, all the images were labeled to create a license plate character dataset, and the created dataset is named as 

License Plate Character Dataset. Sample images from the License Plate Character Dataset are shown in Fig. 1. 

The License Plate Character Dataset consists of 16500 images, 500 images for each character. There are 32 

character image samples in Fig. 1. Since the same character is used for the number 0 and the letter O in Turkish 

license plates, the images of this character are used for both the number 0 and the letter O. In this way, the dataset 

contains a total of 16500 images. Since the proposed method classifies characters as numbers and letters, this dataset 

is divided into two different sub-datasets: number and letter datasets. The sub-dataset consisting of number images 

is referred to as License Plate Character Dataset-N, and the sub-dataset consisting of letter images is referred to as 

License Plate Character Dataset-L. The total number of data and the number of training, test, and validation data of 

these datasets are shown in Table 1. 

 

 

Fig. 1. Sample character images from the License Plate Character Dataset. 

In addition to the License Plate Character Dataset, another dataset created by the authors, the Pixel-based 

Character Feature Dataset contains the data obtained from the pixel-based features of the character images. Eight 

pixel-based features were extracted for each character image in the License Plate Character Dataset and a new 

dataset of 16500 rows and nine columns -one for label values- was created.  
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Data samples from the Pixel-based Character Feature Dataset, are shown in Fig. 2, and the correlation matrix of 

the data is presented in Fig. 3. Similar to the License Plate Character Dataset, this dataset is divided into number and 

letter subsets. The sub-dataset consisting of features of number images is called Pixel-based Character Feature 

Dataset-N and the sub-dataset consisting of features of letter images is called Pixel-based Character Feature Dataset 

-L. 

 

 

Fig. 2. Sample of the Pixel-based Character Feature Dataset. 
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Fig. 3. Correlation matrix of the Pixel-based Character Feature Dataset. 

Table 1, presented below, contains information about all the datasets used in this study. The datasets used for 

character classification are divided into two different sub-datasets, numbers and letters, in accordance with the 

method proposed in the paper. The proportions of the datasets for training, testing, and validation sub-sets can also 

be seen in the table. 

 

 

Table 1. Summary of the datasets used. 

Dataset Total number of 

data 

Training data Validation 

data 

Test data 

License Plate Detection 

Dataset [30] 

24242 (%100) 21174 (%87.3) 2048 (%8.5) 1020 (%4.2) 

License Plate Character 

Dataset-N 

5000 (%100) 3500 (%70) 500 (%10) 1000 (%20) 

License Plate Character 

Dataset-L 

11500 (%100) 8050 (%70)  1150 (%10) 2300 (%20) 

Pixel-based Character 

Feature Dataset-N 

5000 (%100) 3500 (%70) 500 (%10) 1000 (%20) 
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Pixel-based Character 

Feature Dataset-L 

11500 (%100) 8050 (%70) 1150 (%10) 2300 (%20) 

3.2. Proposed model 

This section presents the proposed license plate recognition architecture design, the details of the deep learning 

models used, and the improvements made. To summarize the steps of the license plate recognition process, first, the 

coordinates of the license plate in the camera image are determined. The license plate region within these 

coordinates is cropped from the image, and the license plate recognition process is completed due to operations such 

as character segmentation, cropping, and classification of characters from the image. The model proposed in this 

study uses a block structure to improve classification accuracy. The structure of the proposed model is shown in Fig. 

4. 

 

 

Fig. 4. Proposed model. 

3.2.1 License plate detection 

The YOLOv8 object detection model is trained to detect license plates in the image. The general structure of the 

YOLOv8 architecture is presented in Fig. 5. 
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Fig. 5. YOLOv8 architecture [32]. 

The training was performed on an RTX 3060 graphics card with 3584 CUDA cores using CUDA [33] 

technology, and the training of the YOLOv8 model took 8 hours and 10 minutes for 21174 images. The parameters 

of the trained model are presented in Table 2. The trained model was tested on multiple computers. An example of 

the license plate region detected with the trained YOLOv8 model is shown in Fig. 6. 

Table 2. YOLOv8 training hyperparameters. 

Parameter Value 

Epoch  100 

Batch 8 

Optimizer SGD 

Learning rate 0.01 
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Momentum 0.937 

Image size 640x640 

 

 

 

Fig. 6. Example of plate region detected with YOLOv8 model. 

3.2.2 Character segmentation 

After the license plate region is detected and cropped, morphological operations are performed to facilitate the 

segmentation of the characters on the license plate. First, the image is resized to 300x75. Then, OTSU thresholding  

[34], erosion with a 3x3 kernel, and dilation with a 3x3 kernel are applied. Erosion and dilation are applied one after 

the other to reduce noise, emphasize details, and facilitate contour processing. The plate image after the operations is 

shown in Fig. 7. 

 

   

Fig. 7. License plate image after morphological operations. 

To locate the characters in the image after thresholding and noise reduction, the contours in the image were 

found. First, all contours in the image were found with the help of the OpenCV [35] library, and then the contours 
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that may contain characters were filtered. This filtering process was done according to the ratio of the found contour 

sizes to the total size of the license plate. Upper and lower bounds were set for the height and width of the contours 

that might contain characters, and then the contours outside these bounds were ignored. The upper and lower bounds 

were determined after tests with the obtained license plate images. Information about these values can be seen in 

Table 3. 

 

 

 

Table 3. Lower and upper bound values for character contour filtering. 

Boundary value type Boundary value 

Width lower bound  w*0.166 

Width upper bound w*0.5 

Height lower bound h*0.1 

Height upper bound h*0.66 

 

In the table, w is the total width of the license plate image, and h is the total height of the license plate image. 

After these operations, the license plate image contains the filtered contours and shows only the position of the 

characters that need to be recognized on the license plate. The contour information before and after the filtering 

process is shown in Fig. 8. 

 

Fig. 8. Contours before and after filtering. 

3.2.3 Determination of the blocks 

After the positions of the characters are determined, the classification process is started. However, when a single 

classifier is trained for all characters in the License Plate Character Dataset, the accuracy rate is found to be 

insufficient, and after the tests, it was determined that similar characters such as 0 and O, 4 and A, and 1 and I affect 

the recognition accuracy.  
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In this study, a method for recognizing the letters and numbers on license plates with separate classifiers was 

developed to improve recognition accuracy. The license plates in Türkiye consist of 3 blocks in total: the first block 

is a number block indicating the province to which the license plate belongs, the second block is a letter block 

consisting of 1 to 3 letters, and the last block is a number block again.  

With the help of the determined contours, the distance between the characters in the license plate was calculated, 

and the relevant blocks were determined. As a result of the tests, it was seen that the distance between the blocks 

was at least 5% of the total width of the plate. Therefore, in cases where the distance between contours is more than 

5%, a block change is assumed, and the character images in each block are classified with the help of the relevant 

classifier. The positions of the blocks on the license plate image and the console outputs of the block detection 

process are shown in Fig. 9. 

 

 

Fig. 9. The process of identifying plate blocks. 

3.2.4 Character classification by images 

Character recognition is started after determining which classifier the characters should be sent to according to 

their indexes. A CNN model was created to classify the number and letter images for character recognition. The 

architecture of the CNN model used for letter classification is shown in Fig. 10. 
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Fig. 10. CNN architecture used for letter classification. 

The CNN architecture given above was created for letter classification with a 23-dimensional output layer. The 

model created for the classification of numbers has the same parts up to the output layer, which is 10-dimensional. 

The training and data augmentation parameters of the trained models are presented in Table 4. 

 

Table 4. Training and data augmentation parameters of character classifier models. 

Parameter Value 

Epoch  10 

Batch 16 

Optimizer Adam 

Learning rate 0.001 

Image size 44x24 

Rescale 1/255 

Shear range 0.2 

Zoom range 0.2 

Horizontal flip True 

Loss Categorical Crossentropy 

3.2.5 Character classification by pixel-based features 

The recognition process is completed after the detection of the license plate, identification of the blocks in the 

license plate, and classification of the characters. However, to improve the recognition accuracy, in addition to the 

block structure, a dataset based on pixel-based features of the images called Pixel-based Character Feature Dataset 
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was created, and an ANN model was trained to classify them according to this dataset. Fig. 11 shows the selection 

of 8 pixel-based features extracted from the image. 

 

Fig. 11. Selected areas of pixel-based features for character images. 

The Pixel-based Character Feature Dataset was created according to the above regions. The character image was 

first divided horizontally, and the ratio of black pixels in Region 1 to all black pixels in the image was calculated; 

the same was done for the black pixels in Region 2. Then, the character image was divided vertically, and the ratios 

of black pixels in Region 3 and Region 4 were calculated. Finally, the image was divided into four equal regions, 

and the proportion of black pixels in each region was calculated and added to the dataset. The main purpose of 

dividing the image into 4 regions is to facilitate the discrimination of characters such as the character "P". The pixel 

ratios may be equal in horizontal or vertical division, but when divided into four regions, it is seen that Region 8 

contains fewer black pixels than all other regions. Fig. 12 shows the feature data for the character "P". 

 

 

Fig. 12. Pixel-based feature data for character P. 

As expected in the generated dataset, the lowest value is observed in region 8, called the Bottom Right Ratio. In 

addition, region 1 has more black pixels than region 2, and region 3 has more black pixels than region 4. Using this 

feature data, the CNN model contributes to the classification of characters such as 0 and D, which are very similar 

and difficult to classify by the CNN model. The final result is obtained by weighted summing the classification 

probabilities obtained from the pixel feature data set and the probabilities of the CNN network. In the weighted sum 

process, the CNN model is given a weight value of 0.9, and the ANN model is given a weight value of 0.1. The 

neural network's architecture that trained on the Pixel-based Character Feature Dataset is shown in Fig. 13. 
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Fig. 13. ANN architecture for character classification based on pixel-based features. 

The training parameters of the model used in the classification process are given in Table 5. Evaluation metrics 

for all models are presented in the next section. 

Table 5. Training parameters of the character classification model based on pixel-based features. 

Parameter Value 

Epoch  500 

Batch 8 

Optimizer Adam 

Learning rate 0.001 

Loss Categorical Crossentropy 

3.3. Evaluation metrics 

This section gives the evaluation metrics of the developed deep learning models. For the YOLOv8 model, 

Precision, Recall, and Mean Average Precision are some of the critical evaluation criteria. Where P is precision, it 

denotes the ratio of the TP value of a model to all predicted positive values (TP+FP), hence showing the proportion 

of samples classified as positive by the model that are positive. Recall R is the model's TP value as a ratio to actual 

positive values (TP+FN) and determines the number of positive samples that are classed correctly. This means there 

is a trade-off between these two evaluation metrics. Precision and Recall are calculated respectively as follows [36], 

[37]: 
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𝑃 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
   (1) 

𝑅 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (2) 

Average Precision (AP) is the average of the Precision values at different Recall levels, and it indicates the 

performance of a model at detecting objects at different confidence thresholds. Mean Average Precision (mAP) is 

the mean of the AP values for all classes, which describes the model's performance. The values of AP and mAP are 

obtained by [38]: 

𝐴𝑃 =  ∫ 𝑃(𝑅) 𝑑𝑅
1

0
   (3) 

𝑚𝐴𝑃 =  
1

𝑁
∑ 𝐴𝑃𝑐

𝑁
𝑖=1    (4) 

In the given equations P(R)  is the Precision value at a given Recall level, N is the number of classes, and APc  is 

the average Precision value for the class 𝑐. For the trained CNN and ANN models, there are several evaluation 

metrics in addition to Precision and Recall metrics. These are Accuracy (A) and Specificity (S) metrics. Accuracy is 

the ratio of the sum of the TP and TN values to all samples in the test set and represents the overall correct 

prediction rate. Specificity is the ratio of the TN value to all true negative values (TN + FP) and measures how 

accurately truly negative samples are classified. Accuracy and Specificity metrics are calculated as follows 

respectively [39]: 

𝐴 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
   (5) 

𝑆 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
   (6) 

Categorical Crossentropy (CCE), used in the classification of CNN and ANN models, is a loss function used 

when there are two or more label classes and is calculated as follows [40]: 

𝐶𝐶𝐸 =  − ∑ 𝑦𝑜,𝑐 𝑙𝑜𝑔(𝑝𝑜,𝑐)𝑀
𝐶=1    (7) 

In the specified loss function, M represents the number of classes. y is a binary representation (0 or 1) indicating 

whether the class label c  is the correct classification for observation o , and p  represents the probability that 

observation o  is predicted to belong to class c. In the next section, we present and discuss the performance of the 

deep learning models according to these evaluation metrics. 

4. Results and discussion 

This section presents the performance of the trained deep learning models according to the evaluation metrics. 

The complexity matrix obtained after training the YOLOv8 model is shown in Fig. 14. The performance values are 

presented in Table 6. 
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Fig. 14. Confusion matrix of YOLOv8 model. 

Table 6. YOLOv8 object detection model test performance values. 

Metric Value 

Precision  0.979 

Recall 0.973 

mAP 0.989 

 

The evaluation results show that the trained model is 98.9% accurate in detecting license plates in the image. To 

better understand the balance achieved by the model for Precision and Recall metrics, the Precision-Recall curve of 

the model is presented in Fig. 15. 
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Fig. 15. Precision-Recall curve of YOLOv8 model.  

The Precision-Recall curve indicates the trade-off between Precision and Recall for various threshold values. The 

high area under the curve indicates that both Recall and Precision values are high. Here, high Precision is associated 

with a low FP rate, and high Recall is associated with a low FN rate. Graphs of the changes in all evaluation metrics 

during training can be seen in Fig. 16. 

 

Fig. 16. Training and validation performances of the YOLOv8 model. 
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When the results are analyzed, it is seen that the loss values in the training and validation phases decrease sharply 

after the first 20 epochs and the mAP value increases. Considering the data size and the noisy samples in the data, it 

is seen that the trained model achieves very successful results. After the training of the license plate detection model 

was completed, the training of the CNN models that classify the number and letter images on the license plate was 

completed. In order to make a comparison, we first trained a single classifier that classifies all characters with the 

same architecture. Then, two separate classifiers were trained for letters and numbers, and their performances were 

analyzed. The accuracy and loss values obtained during the training of the classifier that classifies all characters are 

given in Fig. 17. The accuracy and loss values obtained during the training of the classifiers that classify numbers 

and letters separately are shown in Fig. 18. 

 

Fig. 17. Training graph of the single CNN model classifying all characters 
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Fig. 18. Training graphs of the letter classifier CNN model (a) and the number classifier CNN model (b). 

When the training graphs are analyzed, it can be seen that using two different classifiers, number and letter 

classifiers, has higher accuracy and much lower loss values than a single classifier. The complexity matrices 

obtained from the tests of these classifiers on the test data are given below. Fig. 19 shows the complexity matrix of 

the single classifier, and Fig. 20 shows the complexity matrices of the proposed two-classifier structure. 
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Fig. 19. Complexity matrix of the single CNN model classifying all characters. 
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Fig. 20. Complexity matrices of the letter classifier CNN model (a) and the number classifier CNN model (b). 

When the complexity matrices are examined, it is seen that the model that classifies all characters classifies 

almost all of the '0' characters as the letter 'O’ and has a high misclassification rate in the classification of 'N' and 'H' 

characters. It is seen that the models trained separately for letters and numbers make predictions with much higher 

accuracy. The performance values obtained from the complexity matrix of the models can be seen in Table 7. 

Table 7. Test performance of CNN classifiers. 

Metric Precision Recall Specificity Accuracy 

All Characters Classifier 0.95 0.96 0.95 0.959 

Letter Classifier 0.99 0.99 0.98 0.993 

Number Classifier 0.99 0.99 0.99 0.999 

 

When the results are analyzed, it is seen that the proposed method of dividing the license plate into blocks and 

using different classifiers for each block achieves a very high accuracy rate compared to the traditional method of 

classifying all characters with a single classifier. In addition to the CNN models, ANN models that classify using 

pixel-based features were also trained and tested. The training graphs can be seen in Fig. 21, and the complexity 

matrix values obtained after the test can be seen in Fig. 22. 
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Fig. 21. Training plots of letter classifier ANN model (a) and number classifier ANN model (b). 

 

Fig. 22. Complexity matrices of the letter classifier ANN model (a) and the number classifier ANN model (b). 
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When the training graphs and complexity matrices are examined, it is seen that although the accuracy of the ANN 

model is high and the loss value is low during classification, the loss values are high when the validation data is 

used. This shows that the model is subject to overfitting; it cannot generalize the data well enough. However, the 

letter classifier ANN model performed well despite the low data size and limited feature diversity. When the 

complexity matrices are analyzed, it is seen that there is difficulty in classifying symmetrical characters in both 

horizontal and vertical axes. For example, it is noticeable that incorrect predictions were made between the 

characters '0' and '8'. The performance values of the trained ANN models are given in Table 8. 

Table 8. Test performance of ANN classifiers. 

Metric Precision Recall Specificity Accuracy 

Letter Classifier 0.91 0.90 0.90 0.90 

Number Classifier 0.90 0.89 0.89 0.89 

 

Although the accuracy values are relatively low, sufficient classification accuracy is achieved with low 

computational cost and low data set size using eight simple features extracted from the image. As a result of the 

weighted sum of the probability values obtained from CNN and ANN models, the accuracy rate in the character 

classification process was increased from 99.6% to 99.7%. 

After these steps, there is one last step left to be done. This is to reveal the license plate text by combining the 

characters obtained from the classification results of the character images on the license plate. A vehicle image with 

license plate recognition completed is shown in Fig. 23.  

 

 

Fig. 23. Image of a vehicle with completed license plate recognition. 

As a result of the tests, the system's overall license plate recognition accuracy was found to be 97.3%. Table 9 

compares the results obtained with those of other studies in the literature. 
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Table 9. Comparison of the proposed method with other studies in the literature. 

Study License Plate 

Detection 

(mAP) 

Character 

Recognition 

Accuracy 

Overall License 

Plate Recognition 

Accuracy 

Cheng et al. [18] 0.990 0.971 0.950 

Khan et al. [20] 0.950 0.928 0.928 

Tourani et al. [28] 0.978 0.991 0.950 

Zaafouri et al. [41] 0.955 0.994 0.945 

Proposed Model 0.989 0.997 0.973 

 

The comparison shows that the classification process using the proposed block structure outperforms the studies 

in the literature in terms of license plate recognition accuracy. Although the detection accuracy of license plates is 

0.1% higher in only one study, the proposed model outperforms this study in overall license plate recognition 

accuracy by giving much better results in recognizing the characters in the detected license plates. In addition, the 

fact that the YOLOv8 model, which is the most up-to-date object detection algorithm in the literature, was 

efficiently trained using CUDA cores with a large amount of data and achieved a high detection rate significantly 

affected the accuracy of the license plate recognition system. The approach of classifying the classification process 

by dividing it into sub-problems instead of using a single model provides solutions with low computational cost due 

to the use of smaller size models and high accuracy value due to the reduction in complexity. 

5. Conclusion 

This work contributes to using current deep-learning methods for license plate detection. Among the main 

contributions, instead of classifying the characters in the license plate with a single character classifier, the license 

plate image is divided into blocks of numbers and letters so that separate classifiers are used for numbers and 

separate classifiers for letters. 

This approach reduces the probability of misrecognizing similar characters such as 0 and O, 4 and A, 1 and I to 

zero. Character classification accuracy increased from 95.9% for a single classifier to 99.6% on average using two 

classifiers. In addition, a new character feature dataset, Pixel-based Character Feature Dataset was created to 

improve character classification accuracy. The addition of the deep learning model trained using the new dataset 

containing pixel-based features increased the classification accuracy of the system to 99.7%. Furthermore, a high 

mAP value of 98.9% was achieved with the trained YOLOv8 object detection model. The overall license plate 

recognition accuracy of the system was 97.3%. All these findings demonstrate the effectiveness and accuracy of 

deep learning methods used in license plate detection. 

Future research could address issues such as increasing the model's generalization capability by using more data, 

developing a detailed object detection algorithm to improve small object detection performance, or conducting field 

studies to improve system performance in conditions that make camera images unfavorable for image processing. 

Such studies could lead to more comprehensive steps toward improving the reliability and usability of license plate 

recognition systems. 
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Abstract 

This paper gives a theoretical evaluation on how feeder lengths are appropriate for distinct conductor materials using rectangular 

microstrip patch antenna shape with the help of finite integration techniques (FIT).  In this study, the ground surface width is 

5.6mm and the ground surface length is 4.65 mm for the rectangular microstrip patch antenna. The length of the patch is 3.44 mm 

while the patch width is 4.40 mm. The substrate thickness is at 0.20 mm, the patch thickness is 0.035 mm the additional inner 

feed length is 1.05 mm and the microstrip line feed width is 0.6 mm. Antenna of rectangular microstrip patch type has been 

designed to work in the 20 – 36 frequency band and working frequency of the proposed antenna is 28 GHz. Compared to the use 

of a single conductor on the surface of the designed patch antenna, three different conductor materials-copper, gold, and 

aluminum-were applied to the patch surface of the antenna. The return loss (S11), voltage standing wave ratio (VSWR), 

bandwidth (BW), directivity and gain of the microstrip antenna parameters are studied using finite integration method Computer 

Simulation Technology (CST) based on nine different feed lengths in microstrip antenna design. When analyzing the feature of 

the simulation, the optimal S11 can be observed at the 28 resonant frequencies in the copper conductor. According to the analysis 

results, for copper conductor the best S11 was obtained at a resonant frequency of 28.03 GHz. The value of S11 is -31.19 dB and 

the BW value is 968 MHz. For the gold conductor the high return loss is achieved using the at the resonated frequency of 28.01 

GHz. S11 value is -32 dB and the BW value is 972 MHz Aluminum conductor has the highest value of S11 with a resonant 

frequency of 28.01 GHz as shown in -33.29 dB and BW value is 976 MHz. Unsurprisingly, the characterization of the conductor 

deposition on each structure shows that aluminum conductor yielded the best S11 among all the conductor types. The VSWR is 

equal to 1.05 for copper conductor at resonant frequency of 28.03 GHz, 1.05 at gold conductor at a resonant frequency of 28.01 

and 1.04 for aluminum conductor at a resonant frequency of 28.01 GHz. The maximum directivity values that have been attained 

in the three-dimensional (3D) representation of the copper conductor, gold and aluminum conductor antennas are nearly 6.99 

dBi, respectively. The maximum values of the gain are obtained for the 3D representation of copper, gold and aluminum 

conductor antennas are 6.61, 6.60 and 6.58 dBi, respectively. 
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1. Introduction 

Wireless communication is a technology employed for transmitting information or data, typically through the use 

of electromagnetic signals [1]. Currently, wireless communication is one of the rapidly growing and influential 

sectors of human life and its usage is expanding [2]. Fifth generation (5G) elevates the wireless communication 

network in terms of its features which include high speed communications, faster data transfer, low delay or latency, 

and dependable connections [3].  
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The impact of the progressive development of wireless communication has been illustrated by introducing a new, 

unique approach to both improve communication reliability and the utilization of the NOMA system with the help 

of UAV assistance [4]. Studying the outcomes of the radio wave signal transmission scheme called the orthogonal 

time frequency space non-orthogonal multiple access (OTFS-NOMA) in highly mobile users for 5G wireless 

communication and analyzing its effects on the reliability and effectiveness of mobility-based programs has brought 

into the light one of the highly significant wireless application zones for 5G [5, 6]. Cited in the article are the fairly 

appealing findings in ergodic capacity estimation with artificial neural networks in conjunction to underscore the 

role of innovation in CNS for reliability [7]. Specifically, this survey investigates the 5G wireless communication by 

assessing the bit error rate (BER) of downlink NOMA systems. Regarding reliability and efficiency, this analysis 

elucidated the imperative role played by the 5G wireless communication systems [8]. In this way, through the 

analysis of previous studies, it can be concluded that microstrip antennas have the potential to fulfill the demands of 

5G communication systems [9]. From examining the functions of microstrip antennas and from the assessments of 

the capability of microstrip antennas to meet the demands of the 5G application, an efficient microstrip antenna 

design with wide bandwidth was proposed [10]. Patch antennas are also known as microstrip antennas; they are 

becoming more prevalent in almost all wireless communication applications including space communications [11]. 

With the increasing technology in communication engineering, there is a rise in the complication of the shape of 

antennas which the analytical methods cannot offer a full explanation; thus, computational electromagnetic models 

are used to solve them fully. This reveals the general situation with the antenna structures and field radiation that 

make it hardly possible to obtain a full solution of the antenna problems using solely the analytical methods it is 

necessary to apply the computational electromagnetic models (CEM) in addition [12]. This paper has shown that 

finite difference method, the finite element method (FEM) and the integral equations method used to solve 

Maxwell’s equations are important numerical methods that can be employed when handling these equations. These 

methods involve using Maxwell’s equations to recalculate the electric and magnetic fields within a body confined by 

a set of physical boundary conditions. This leads us to the core of this mathematical formulation: Maxwell’s 

equations are at the heart of this description. These equations make the foundation of electricity and magnetism 

which are composed of four laws [13]. Finite integration technique (FIT) has been introduced to solve Maxwell’s 

equations for six-component fields on a finite region of space. It presents a numerical solution of Maxwell’s 

equations and uses a differential formulation of Maxwell’s equations adopting the finite difference method [14]. 

From the above analysis, it can be ascertained that the FIT method has been applied in analyzing antennas and 

antenna arrays. One of these procedures is where Maxwell’s equations are solved employing the finite element 

method. The aforementioned technique, which is derived from FEM and used to model and analyze antenna 

structures and surrounding fields, is useful for evaluating complicated antenna structures and gives the theoretical 

framework for using numerical solutions [15]. Computer Simulation Technology (CST) Microwave Studio – this is 

an electromagnetic simulation software package used in the engineering field. A detailed study of feed lengths that 

are likely to determine the performance of the microstrip patch antennas has been done [16]. This paper aims at 

analyzing the performances as well as designing techniques of the antennas commonly used in high-frequency 5G 

communication technology [17]. This paper focuses on the analysis of the effect of feed length on the microstrip 

patch antennas and how that may affect their efficiency. Generally, an antenna feed length longer than the current 
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half-wavelength adds more current at each turn in the magnetic loop, thus enhancing the effectiveness of the antenna 

as compared to shorter feed lengths that decrease the efficiency of the antenna. These results support the assertion 

that the feed length is a factor among the larger considerations in the design of microstrip patch antennas [18].  

In this study, a microstrip patch antenna of rectangular shape is designed at 28 GHz with various conductor 

thicknesses, but having the same geometrical parameters and with various feed lengths of the antenna in the 20-36 

GHz for 5G wireless communication systems in the CST environment. As observed from the previous simulation 

results where graphical representations of the three materials used for patch conductors are presented, it is clear that 

the three materials match the desired operating frequency and operating potential. On analyzing the above graphs 

based on the return loss (S11), it is also found that all the conductors used here provide the optimum results at the 

feed length of 1.05 mm. It was seen that return loss depends on conductor type and the best conductor was 

aluminum, gold and copper. 

The rest of the paper is composed of the following sections. In section 2, improving upon the propagation 

characteristics of signals through microstrip patch antennas is demonstrated by simulating sophisticated 

electromagnetic fields by FIT. First, it discusses the theory that is relevant to the microstrip patch antenna design. In 

section 3, the design and simulation of rectangular microstrip patch antenna for wireless communication is 

described. Thus, the roles of the mentioned 5G antenna parameters of S11, voltage standing wave ratio, bandwidth 

(BW), gain, and directivity in CST simulation are analyzed in the antenna for various conductor patches and feed 

lengths in the range of 20-36 GHz with the operating resonance at 28 GHz. Based on the simulation results in 

section 4, the best conductor patch and the optimal feed length are presented. 

2. Microstrip Patch Antenna (MPA) Design 

The differential formulation of Maxwell's equations can be solved by the FIT. FIT employs something called 

finite integration as the mechanism for analyzing the behavior of electromagnetic fields. As suggested by its name, 

FIT is an efficient method of taking a limited number of measurements of the strengths of the electromagnetic fields 

and computing the measured fields. Using the finite difference method, the derivatives of the fields are 

approximated in a numerical form, and in this manner, a numerical solution to Maxwell’s equation is derived. This 

method is applied where the real situations of electric and magnetic fields are desired and in the resolution of high 

precision such as lithography [19]. 

The microstrip antenna is made of an upper metal strip as its top layer. This is a thin strip of metal that provides 

the primary framework of the antenna, and its function is to code and send electromagnetic waves. They are 

generally formed of conductive materials. A link that connects various parts of a single software program or a 

related group of programs is also referred to as a patch. The middle layer is made of a dielectric material whereas the 

top layer is made of a conductor material called metal. The interlayer affects the electrical characteristics of the 

antennas and assists in their operating efficiency. The lowest layer of the radiating system in the case of transmitting 

antennas is a substrate or a reflective surface placed under the antenna. This layer gives directed radiation and 

enhances the ability of the antenna in its operation [20]. In the design process of microstrip patch antennas for 

5G/B5G (beyond fifth generation) applications, performance criteria such as frequency, bandwidth, gain and 

directivity has been evaluated. These criteria affect the antenna performance to be used in 5G/B5G applications [21]. 
Modular antenna arrays designed in the 5G field have been shown to have high performance in real-world 

applications in terms of antenna performance, cost-effectiveness, scalability and application [22].   The simplest 

kind of microstrip patch antenna is illustrated in Figure 1. 

 



Bariser, et al., (2024) / Journal of Scientific Reports-A, 58, 83-98 

86 
 

 

Fig. 1. Microstrip patch antenna structure. 

In the operation of microstrip antennas, achieving optimal performance requires careful selection and placement 

of the feed point and SMA port to facilitate efficient reception and transmission of RF signals by the antenna. In this 

investigation, a 50-ohm SMA port serves as the feed interface. The feed structure for the microstrip patch antenna is 

shown in Figure 2. 

 

 

Fig. 2. Microstrip patch structure with patch feed. 
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A microstrip patch structure is used with a patch feed. The width (W) and length (L) of the antenna patch are 

determined using Equation (1);  

𝑊 =
𝐶

2𝑓
𝑜√ℇ𝑟+1

2

 .                                                                                                                                               (1) 

To calculate the length (𝐿𝑒𝑓𝑓), we first determine the dielectric constant (ℇ𝑟𝑒𝑓𝑓) from the Equation (3) and 

substitute it into Equation (2); 

𝐿 =
𝐶

2𝑓
𝑜√ℇ𝑒𝑓𝑓

  .                                                                                                                 (2) 

The effective dielectric constant is determined using the formula in Equation (3); 

ℇ𝑒𝑓𝑓 =
ℇ𝑟+1

2
+

ℇ𝑟−1

2
+(1 + 12

ℎ

𝑤
)−1/2.                                                                                 (3) 

The total length is derived using the following formula; 

△ 𝐿 = 0.412
(ℇ𝑒𝑓𝑓+0.3)(

𝑤

ℎ
+0.264)

(ℇ𝑒𝑓𝑓−0.258)(
𝑤

ℎ
−0.8)

  .                                                                                                                  (4) 

The length extension (△ 𝐿) is calculated as; 

△ 𝐿 = 𝐿𝑒𝑓𝑓 − 2 △ 𝐿 .                                                                                                                                   (5) 

The length of the inner part can be determined through the formula defined as [23]; 

𝐹𝑖 =
6ℎ𝑠

2
  .                                                                                                                                                       (6) 

 

3. Antenna Design and Analysis for 5G & Beyond Wireless Communication 

The objective of this research is to present an innovative microstrip antenna for 5G wireless networks that offer 

better radiation characteristics and is convenient in terms of dimension and mechanical stability. Thus, defining 28 

GHz as a resonant frequency in this study. Rogers5880 is employed for dielectric layer material. The layer thickness 

of can be noted that for H = 0.2 mm and the dielectric constant Er =2.2. From the resonance frequency equations, 

the respective dimensions of the WP and LP antennas are found, and patch size is calculated as 4.4 mm and 3.44 

mm, respectively. The ground plane dimensions are WG= 5.6 mm and LG=4.65 mm. The proposed internal feed 

length is calculated using Equations (1)-(6). The feed length F=1.05 mm, the feed length width WF=0.6 mm, the gap 

between the patch and the feed line G=0.1 mm. The design of the antenna structure presented in this work with the 

help of CST is shown in Figure 3. 
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Fig. 3. Structure of the designed antennas. 

The antenna dimensions used for the rectangular patch microstrip antenna design are shown in Table 1. 

Table 1. Design parameters and dimensions of the proposed antenna. 

Parameters Definition Value (mm) 

WG Floor and Surface Width 5.60 

LG Floor and Surface Length 4.65 

WP Patch Width 4.40 

LP Patch Length 3.44 

H Thickness of the substrate 0.20 

MT Patch thickness 0.035 

Gpf Gap between patch and feed line 0.10 

Fi Inner feed length 1.05 

WF Microstrip line feed width 0.60 

 

The antenna designs utilize copper, aluminum and gold conductors in their construction. The measurements for 

S11, VSWR, BW and antenna radiation patterns are conducted for each conductor type across nine feed lengths 

using the calculated patch antenna dimensions.  

The return loss graphs for the copper, gold, and aluminum conductors are shown respectively in Figure 4, 5 and 

6. 
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Fig. 4. Return loss for the copper conductor. 

 

Fig. 5. Return loss for the gold conductor. 
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Fig. 6. Return loss for the aluminum conductor. 

VSWR is a critical parameter indicating voltage variations along the transmission line. The graphs illustrating 

VSWR are presented in Figures 7-9. 

 

Fig. 7. VSWRs for the copper conductor at nine different feed lengths.  
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Fig. 8 VSWRs for the gold conductor at nine different feed lengths.  

 

Fig. 9 VSWRs for the aluminum conductor at nine different feed lengths.  

S11, VSWR, Frequency (Fr) and BW values for three different conductors at nine different feed lengths are 

shown in Table 2. 

 

 

Table 2. S11, VSWR and BW values of different conductor antennas for different feed lengths. 

Conductor Material Inner feed length     S11(dB)     VSWR       Fr (GHz)             BW (MHz) 

 

 

 
 

Copper  

fi:0.8mm -12.13 1.65 28.03 814  

fi:0.85mm -13.43 1.54 28.03 950 

fi:0.9mm -5.11 1.42 28.03 973 

fi:0.95mm -17.61 1.30 28.03 1002 

fi: 1mm -21.72 1.17 28.03 996 

fi:1.05mm -31.19 1.05 28.03 968 

fi:1.1mm -27.53 1.08 28.03 908 

fi:1.15mm -18.96 1.25 28.03 820 

fi:1.2mm -14.25 1.48 28.03 693 

 
 

 

 

Gold 

fi:0.8mm -12.17 1.65 28.01 828 

fi:0.85mm -13.47 1.53 28.01 927 

fi:0.9mm -15.20 1.42 28.01 987 

fi:0.95mm -17.62 1.30 28.01 1018 

fi: 1mm -21.81 1.17 28.01 1002 

fi:1.05mm -32.00 1.05 28.01 972 

fi:1.1mm -28.34 1.07 28.01 910 

fi:1.15mm -19.20 1.24 28.01 820 

fi:1.2mm -14.39 1.47 28.01 692 

 

 
 

 

Aluminum  
 

fi:0.8mm -12.28 1.64 28.01 843 

fi:0.85mm -13.60 1.52 28.01 939 

fi:0.9mm -15.37 1.41 28.01 996 

fi:0.95mm -17.86 1.29 28.01 1017 

fi: 1mm -22.31 1.16 28.01 991 

fi:1.05mm -33.29 1.04 28.01 976 

fi:1.1mm -27.48 1.08 28.01 914 

fi:1.15mm -18.88 1.25 28.01 822 

fi:1.2mm -14.21 1.48 28.01 690 

 

In Table 2 we observe that, for a feed length (Fi) of 0.8 mm the resonance frequency of the microstrip patch 

antenna with copper conductor is 28.03 GHz, with a S11 of -12.13 dB a VSWR value of 1.65 and a BW of 814 

MHz. The resonance frequency for the antenna with the gold conductor is slightly lower at 28.01 GHz with an S11 
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value of -12.17 dB VSWR value of 1.65 and bandwidth of 828 MHz. Similarly, the microstrip patch antenna with 

aluminum conductor also resonates at around 28.01 GHz with an S11 value of -12.28 dB VSWR value at 1.64 and 

BW reaching up to 843 MHz.  

For a feed length (Fi) increased to 0.85 mm, the S11 varies as follows: for the copper conductor, it is -13.43 dB 

with a VSWR of 1.54 and a bandwidth of 950 MHz; for the gold conductor, it is -13.47 dB with a VSWR of 1.53 

and a bandwidth of 927 MHz; and for the aluminum conductor, it reaches -13.60 dB with a VSWR of 1.52 and a 

bandwidth of 939 MHz.  

When the feed length is 0.9 mm, for the copper conductor microstrip patch antenna the S11 is -5.11 dB with a 

VSWR of 1.42 and a BW of 973 MHz. For the gold conductor microstrip patch antenna, the S11 is -15.20 dB with a 

VSWR value of 1.42 and a BW of 987 MHz. Meanwhile, for the aluminum conductor microstrip patch antenna the 

S11 is -15.37 dB with a VSWR of 1.41, and a BW of 996 MHz.  

As shown in Table 2, this is at the feedlength of 0.95 mm, the copper conductor microstrip patch antenna gain an 

attractive S11 value at -17.61 dB with VSWR value of 1.30. BW at 1002 MHz. The S11 value at -17.62 dB, VSWR 

at 1.30 and BW at 1018 MHz obtained for the gold conductor microstrip patch antenna The S11 value of the 

aluminum-conductor microstrip patch antenna is -17.86 dB, the VSWR value is 1.29, and the bandwidth is 1017 

MHz. 

The S11, VSWR, and BW are -21.72 dB, 1.17 and 996 MHz, respectively, for the copper conductor microstrip 

patch antenna when the feed length is 1 mm. For the gold conductor variant, the S11 value is -21.81 dB, with a 

VSWR of 1.17 and a bandwidth BW of 1002 MHz. An aluminum conductor microstrip patch antenna has S11=-

22.31 dB, VSWR=1.16, and BW=991 MHz. 

The S11 of the copper conductor microstrip patch antenna, for a feed length of 1.05 mm, is -31.19 dB, with a 

VSWR of 1.05, and the proposed antenna has a BW of 968 MHz. The gold conductor version returned an S11 of -32 

dB VSWR 1.05 up to 972 MHz, while the aluminum conductor type has an S11 of -33.29 dB VSWR 1.04 with BW 

reaching approximately 976 MHz. 

With the feed length set to be at 1.1 mm, observations for the copper conductor microstrip patch antenna include 

an S11 reading of around -27.53 dB along with a VSWR value about 1.,08 within a BW that reaches up to, around 

approximately 908 MHz. The gold conductor microstrip patch antenna has an S11 value of -28.34 dB a VSWR 

value of 1.07 and a BW of 910 MHz. For the aluminum conductor microstrip patch antenna, the S11 value is -27.48 

dB the VSWR value is 1.08. The BW is 914 MHz. 

When the Fi measures 1.15 mm, the copper conductor microstrip patch antenna exhibits an S11 value of -18.96 

dB a VSWR value of 1.25, and a BW of 908 MHz. In comparison for the gold conductor microstrip patch antenna at 

this feed length, we observe an S11value of -19.20 dB with a VSWR of 1.24 and a BW of 820 MHz; while for the 

aluminum conductor version, it is depicted that the S11 value of 18.88 dB with a VSWR of 1.25 and a BW of 822 

MHz. 

With a feed length set at 1.2 mm, the copper conductor microstrip patch antenna exhibits an S11 value of -14.25 

dB alongside a VSWR value of 1.48 and a BW spanning 693 MHz. The gold conductor microstrip patch antenna 

records a S11 value at -14.39 dB with a VSWR value of 1.47 and BW reaching up to 692 MHz; similarly, the 

aluminum conductor variant showcases a S11 reading at -14.21 dB with a VSWR figure of 1.48 and BW capped at 

690 MHz. 

The path of the antenna radiation is a mathematical description of antenna radiation fields in the long-range 

direction at different spatial positions. This model helps in evaluating the nature of density of the radiated power of 

the antenna and details the emission from the antenna at great distances of the electromagnetic waves. The antenna 

selection model is determined by factors such as the antenna dimensions, operating frequency, and the feeding 

techniques and influence of the environment. Thus, the antenna radiation pattern is used for the assessment of the 

performance and efficiency of the antenna in the communication system and constitutes an important element of a 

communication system. The conductor cross-sectional representations from three distinct current-carrying forms are 

presented in Figures 10-12. 
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Fig. 10. 2D antenna radiation pattern for the copper conductor. 

 

Fig. 11. 2D antenna radiation pattern for the gold conductor. 
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Fig. 12. 2D antenna radiation pattern for the aluminum conductor. 

The three-dimensional (3D) directivity representation of the antennas design can be seen in Figure 13-15. 

 

Fig. 13. 3D directivity pattern of the copper conductor antenna. 
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Fig. 14. 3D directivity pattern of the gold conductor antenna. 

 

Fig. 15. 3D directivity pattern of the aluminum conductor antenna. 

The maximum directivity values in their three representations are approximately at about 6.99 dBi for copper 

conductor, gold conductor and aluminum conductor antennas. 

Additionally, Figures 16-18 exhibits three-dimensional representations of gain patterns, for these antennas. 
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Fig. 16. 3D gain pattern of the copper conductor antenna. 

 

Fig. 17. 3D gain pattern of the gold conductor antenna. 
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Fig. 18. 3D gain pattern of the aluminum conductor antenna. 

The maximum gain values of the 3D representation for the copper-conductor, gold-conductor and aluminum-

conductor antennas are 6.61, 6.60 and 6.58 dBi, respectively. 

4. Conclusions 

In this study, a microstrip patch antenna of rectangular shape is designed at 28 GHz with various conductor 

thicknesses but having the same geometrical parameters and with various feed lengths of the antenna in the 20-32 

GHz for 5G wireless communication systems in the CST environment. As observed from the previous simulation 

results where graphical representations of the three materials used for patch conductors are presented, it is clear that 

the three materials dovetails into the desired operating frequency and operating potential. On analyzing the above 

graphs based on the return loss, it is also found that all the conductors used here provide the optimum results at the 

feed length of 1.05 mm It was observed that the return loss varies with the type of conductor, with aluminum being 

the most effective, followed by gold and copper.  

There is much influence of the various types of conductors used on the material of the antenna patch and the feed 

lengths used in microstrip patch antenna based on the findings of this study. We determined that a feed length of 

1.05 mm yields the optimal return loss compared to the three conductor types assessed in this study. For the copper 

conductor, they were able to attain a return loss of -31.19 dB at a resonant frequency of 28.03 GHz and BW 968 

MHz. The gold conductor is slightly better at a center frequency of about 28.01 GHz obtaining a S11 of -32 dB and 

a bandwidth of 972 MHz. However, the aluminum conductor achieved the superior S11 of -33.29 dB at the same 

resonant frequency 28.01 GHz with the greatest BW 976 MHz among all three conductors. Fortunately, the analysis 

results show that at the respective resonant frequencies of the three conductors, the VSWR level remains at the low 

value of 1.05. A VSWR of 2 or less indicates high efficiency in antenna operation. Based on these findings, 

microstrip patch antennas with optimized feed lengths and various conductors are expected to exhibit improved 

radiation characteristics suitable for 5G applications.  
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Abstract 

Diffusion limited aggregation (DLA) has attracted much attention due to its simplicity and broad applications in physics such as 

nano and microparticle aggregations. In this study, the algorithm of DLA is written with Python. Python's Turtle library is used to 

plot the aggregate on the computer monitor as it grows. The algorithm is run on the Raspberry Pi. A cheap and portable medium 

is created for DLA simulation. Two different options are placed in the algorithm. The first path does not allow the primary 

particle to turn outside of the aggregate after the collision. However, the second one allows the percolation of the primary particle 

both inside and outside of the aggregate. The spherical dendritic structures consisting of 500-2000 primary particles are obtained 

by the algorithm. The fractal dimension of these structures is around 1.68. Their porosity is found below 50%. Their gyration 

radii are also calculated. Beyond scientific investigation, examples of algorithmic art using these dendritic structures are also 

given.                                                  

© 2023 DPU All rights reserved. 
Keywords: Diffusion limited aggregation; Random walk; Fractal dimension; Porosity; Raspberry Pi; Algorithmic art 

 

 
* Corresponding author. Tel.: +90-324-325-3300 ; fax: +90-324-325-3301 . 

E-mail address: cagdas.allahverdi@toros.edu.tr 

http://dx.doi.org/10.1016/j.cviu.2017.00.000  

. 



 Allahverdi, Ç. and Özfırat Allahverdi, Y., (2024) / Journal of Scientific Reports-A, 58, 99-112 

100 

 

1. Introduction 

Diffusion limited aggregation (DLA) is the gathering of particles in random manner. DLA has an importance 

from the point of view of science and algorithmic art. Flocculation [1], nanoparticle aggregation [2], bacterial 

growth [3], Hele-Shaw fingering [4], and dielectric breakdown [5] can be imitated by using DLA. Witten and 

Sander generated aggregate patterns including around 3000 particles on a square lattice [6]. Woźniak et al. 

approximated this model to a much more realistic one [7]. Mroczka et al. derived radius of gyration and fractal 

dimension of silicon dioxide and soot aggregates from their light scattering intensities [8]. The effect of the number 

of primary particles, step length, and appearance radius on morphology and structure of aggregates was investigated 

by Liu et al [9]. Wang et al. compared fractal dimensions obtained from box-counting and power law methods of 

DLA [10]. Computer runtimes for the formation of DLA structures were studied on single and multiple CPU cores 

by Zsaki [11]. In DLA, only one particle moves around randomly and sticks to the targeted aggregate after colliding 

with it. However, many particles move around randomly, collide, and stick together in diffusion limited cluster 

aggregation (DLCA). Some authors studied their physical systems using DLA and DLCA [12-14]. 

In this study, the algorithm of DLA has been written by using Python programming language and run on 

Raspberry Pi 4 Model B microprocessor. Indeed, Raspberry Pi 4 is a small and low-cost single-board computer [15]. 

The Turtle library of Python has been used to draw sticking aggregates instantaneously on the computer monitor. 

Thus, DLA can be easily worked and demonstrated via this cheap equipment. The physical parameters such as 

fractal dimension, gyration, birth, and death radii, and working principle of the DLA have been explained in the 

paper. The DLA algorithm for the simulation of aggregation of non-overlapping circular (spherical at 3D) hard 

particles has been depicted. A mathematical explanation is given for the position adjustments of colliding circular 

particles. Aggregates have been grown in two different modes by keeping their fractal dimension within a certain 

range (1.60-1.80).  These modes are i) no chance of percolation for the particle after the collision and ii) a chance of 

percolation for the particle after the collision. In addition, some artistic studies of these dendritic structures are given 

in the text.    

2. Theory 

The theory explained by Woźniak et al. has been taken as reference in this work [7]. However, it has been 

modified and the position adjustment of the particles has been clarified. In DLA, a seed particle is placed at the 

origin of a cartesian coordinate system. A particle is sent from a point on the perimeter of a circle at a certain 

distance from the center. Herein, this circle will be called birth circle, and its radius will be birth radius (Rbi). This 

particle moves randomly in the cartesian coordinate system. This is a random walk. When it collides with the seed at 

the center, it sticks to the seed and adjusts itself to form tangential circles. Then, another particle is sent from the 

birth circle. The birth radius is not constant. It is greater than the bounding radius (Rbo), that is Rbi>Rbo. The 

bounding radius is the radius of the circle which covers the aggregate growing from the seed. There is also a death 

circle. The radius of the death circle, that is death radius (Rde), restricts the particle movement. If the particle passes 

from inside to outside of the death circle, it is annihilated, and a new particle is sent from the birth circle. This 

process is repeated to enlarge the aggregate. Figure 1 shows this process. 
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Fig. 1. Diffusion limited aggregation. Growth of the aggregate is shown by sticking. Primary particle following path a is stuck to the aggregate or 

following path b is annihilated. Rde, Rbi and Rbo are death, birth, and bounding radii, respectively. 

In our aggregation growth, Rbi=2.0Rbo and Rde=3.0Rbo have been used. Rbo encircles the aggregate and can be 

written as in Equation 1. 

𝑅𝑏𝑜 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚(√𝑥𝑖
2 + 𝑦𝑖

2) + 𝑅0   (1) 

where xi is the x-coordinate of i
th

 particle in the aggregate, yi is the y-coordinate of i
th

 particle in the aggregate 

and R0 is the radius of the primary particle (see Figure 2). 

 

   

Fig. 2. Bounding circle. P(xi,yi) shows the cartesian coordinate of the particle. R0 and Rbo are the radii of the primary particle and bounding circle, 

respectively.     

The fractal dimension (the Hausdorff dimension) of fractal structures is given by Equation 2. 
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𝐷𝑓 =
𝑙𝑜𝑔⁡(

𝑁

𝑘0
)

𝑙𝑜𝑔⁡(
𝑅𝑔,𝑁

𝑅0
)
   (2) 

where N is the number of primary particles, k0 is the scaling prefactor, Rg,N is the gyration radius and R0 is the 

radius of the primary particle and Df is the fractal dimension. R0=2.0 and N=500,1000,2000 have been used. Df has 

been kept between 1.60 and 1.80 (1.700.10). Rg,N has been calculated according to Equation 3. 

𝑅𝑔,𝑁 = √
1

𝑁
∑ [(𝑥𝑖 − 𝑥𝐶𝑀)

2 + (𝑦𝑖 − 𝑦𝐶𝑀)
2]𝑁

𝑖=1    (3) 

where xCM is x-coordinate of the center of mass of the aggregate and yCM is y-coordinate of the center of mass of 

the aggregate. Assuming the primary particles are same, xCM and yCM are calculated using Equations 4 and 5, 

respectively. 

  𝑥𝐶𝑀 =
∑ 𝑚0𝑥𝑖
𝑁
𝑖=1

∑ 𝑚0
𝑁
𝑖=1

=
1

𝑁
∑ 𝑥𝑖
𝑁
𝑖=1    (4) 

  𝑦𝐶𝑀 =
∑ 𝑚0𝑦𝑖
𝑁
𝑖=1

∑ 𝑚0
𝑁
𝑖=1

=
1

𝑁
∑ 𝑦𝑖
𝑁
𝑖=1    (5) 

where m0 is the mass of the primary particle. 

The colliding two particles can be made tangential by using the equations of analytic geometry in the 2D 

Euclidean space. Figure 3 shows colliding and position adjustment of two primary particles. They will be called 

particle 1 and particle 2. Particle 1 is randomly moving individual particle and particle 2 is a primary particle of the 

aggregate. x1a, x1, y1a, y1, x2, y2, and θ are adjusted x-coordinate of particle 1, x-coordinate of particle 1 before the 

adjustment, adjusted y-coordinate of particle 1, y-coordinate of particle 1 before the adjustment, x-coordinate of 

particle 2, y-coordinate of particle 2, and the angle of incidence of particle 1 respectively. 
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Fig. 3. Adjustment of the position of particle 1 relative to the aggregate. Particles 2, 3, 4, and 5 are the member particles of the aggregate. After 

the collision of particle 1 with particle 2, particle 1 is moved by ∆r in the direction of D2. Particle 1 and particle 2 are tangent to each other and so 

particle 1 becomes a new member of the aggregate. 2R0 is the diameter of the particle.            

As seen from Figure 3, the distance between the centers of particle 1 and particle 2 after the adjustment must be 

2R0. Equation 6 indicates that particle 1 and particle 2 are tangential. 

(𝑥1𝑎 − 𝑥2)
2 + (𝑦1𝑎 − 𝑦2)

2 = 4𝑅0
2   (6) 

Equation of the line connecting the center of particle 1 before the adjustment to the center of particle 1 after the 

adjustment is written as follows. 

𝑦(𝑥) = 𝑚𝑥 + 𝑛 = (𝑡𝑎𝑛𝜃)𝑥 + 𝑛   (7) 

where m is the slope of the line and n is the y-intercept of the line. (x1a,y1a) and (x1,y1) coordinates satisfy 

Equation 7. 

𝑦1𝑎 = (𝑡𝑎𝑛𝜃)𝑥1𝑎 + 𝑛   (8) 

𝑦1 = (𝑡𝑎𝑛𝜃)𝑥1 + 𝑛   (9) 

𝑛 = 𝑦1 − (𝑡𝑎𝑛𝜃)𝑥1   (10) 

If Equation 8 is written in Equation 6 and Equation 6 is arranged in the form of quadratic equation, Equation 11 

is obtained. 

(1 + 𝑡𝑎𝑛2 𝜃)𝑥1𝑎
2 + 2(𝑛𝑡𝑎𝑛𝜃 − 𝑥2 − 𝑦2𝑡𝑎𝑛𝜃)𝑥1𝑎 + (𝑥2

2 + 𝑦2
2 + 𝑛2 − 2𝑛𝑦2 − 4𝑅0

2) = 0 (11) 

Herein, the solution of Equation 11 is given as follows. 
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𝑎 = 1 + 𝑡𝑎𝑛2 𝜃   (12) 

𝑏 = 2(𝑛𝑡𝑎𝑛𝜃 − 𝑥2 − 𝑦2𝑡𝑎𝑛𝜃)   (13) 

𝑐 = 𝑥2
2 + 𝑦2

2 + 𝑛2 − 2𝑛𝑦2 − 4𝑅0
2   (14) 

𝑥1𝑎 =
−𝑏±√𝑏2−4𝑎𝑐

2𝑎
   (15) 

x1a can be calculated using Equation 15. Equation 15 gives two solutions, but the displacement from (x1a,y1a) and 

(x1,y1) must be equal or smaller than the step length of the particle 1 which is 2R0 in this study. Therefore, the 

solution satisfying Equations 16, 17 and 18 is chosen. Here, n and y1a are calculated by Equations 10 and 8. 

∆𝑟 = √(𝑥1𝑎 − 𝑥1)
2 + (𝑦1𝑎 − 𝑦1)

2 ≤ 2𝑅0   (16) 

𝑥𝑝𝑟𝑒𝑣 < 𝑥1𝑎 < 𝑥1   (17) 

𝑦𝑝𝑟𝑒𝑣 < 𝑦1𝑎 < 𝑦1   (18) 

where xprev and yprev are previous x and y coordinates of particle 1 before the collision between particle 1 and 

particle 2. (x1a,y1a) gives the adjusted position of particle 1. The center of particle 1 is moved from (x1,y1) to (x1a,y1a). 

Thus, sticky (tangential) primary particles are generated. The porosity of the agglomerate can be calculated as 

follows. 

𝑉𝑓 = 1 − 𝑁 (
𝑅0

𝑅𝑔,𝑁
)
2

   (19) 

The algorithm of the DLA used in this study is indicated in Figure 4. The data involves Rg,N and Df of the 

agglomerate in the flow diagram. Numbers 1 and 2 show two different aggregation modes. If the position of the 

collided particle cannot be adjusted relative to the agglomerate, there are two ways to follow. The collided particle is 

annihilated, and a new particle is sent from the circle of the birth for way 1. However, the collided particle is moved 

and not annihilated for way 2. These ways are called mode 1 and mode 2 below. 
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Fig. 4. The flowchart of the DLA. 1 and 2 show two different paths which are called mode 1 and mode 2 in the text, respectively.     
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3. Equipment 

The equipment used in this study is given in Table 1. As understood from Table 1, the listed items are easy to 

reach and relatively cheap. Figure 5 shows this equipment. 

 

Table 1. The equipment used for the DLA simulation. 

No Item Quantity 

1 Raspberry Pi 4 Model B (64-bit quad-core Cortex-A72 processor) 1 

2 FASTER 64 GB Micro SD Card 1 

3 Aluminum case with dual cooling fan for Raspberry Pi 4 1 

4 Raspberry Pi DC 5.1V/3A output USB-C Power Supply 1 

5 ACER v193w 19-inch LCD monitor coupled with VGA cable and 

power cord 

1 

6 Micro-HDMI to HDMI cable 1 

7 HDMI to VGA and Audio adapter 1 

8 POWERFUL SLE-650 650VA Line Interactive UPS 1 

9 TRUST VEZA wireless multimedia keyboard with touchpad 1 

 

 

 

Fig. 5. The equipment used for the DLA simulation. The numbers correspond to the parts of the equipment given in Table 1. 
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4. Results and Discussion 

Figure 6 shows the generated aggregates consisting of 500, 1000 and 2000 primary particles via mode 1. As seen 

from Figure 6, these are dendritic structures (tree-like structures) [16, 17] and are called D1500, D11000 and D12000.  

 

 

Fig. 6. The dendritic structures generated by the DLA. D1500, D11000 and D12000 indicate the dendritic structures consisting of 500, 1000 and 2000 

particles, respectively. These structures are generated with mode 1.      

           

 

Fig. 7. The plots obtained from D1500, D11000 and D12000. a) Number of primary particles versus sticking time, b) Gyration radius versus number 

of primary particles, c) Log(number of primary particles) versus log(gyration radius/primary particle radius) and d) Porosity versus number of 

primary particles. The slope gives Df in Figure 7c.               
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The plots obtained for these structures are given in Figure 7. D1500, D11000 and D12000 are formed at the end of 

197 h, 234 h and 546 h, respectively (see Figure 7a). Larger structures need more primary particles, and more 

particles require more time to form the structure. Their gyration radii evolution is similar (see Figure 7b). It means 

that the generated structures are analogous. The radii of gyration of D1500, D11000 and D12000 are found to be 54, 80, 

and 118, respectively. Figure 7c shows plot of Log(N) versus Log(Rg/R0). According to Equation (2), the slope and 

y-intercept of the linear line in Figure7c give Df and Log(k0) of the agglomerate, respectively. The fractal 

dimensions (Df) of D1500, D11000 and D12000 are 1.69, 1.68 and 1.68, respectively. The scaling prefactors (k0) of 

D1500, D11000 and D12000 are 1.95, 2.04 and 2.10, respectively. Figure 7d indicates the porosities. The porosities (Vf) 

of D1500, D11000 and D12000 are found to be 30%, 37% and 43%, respectively. As the structure grows, porosity 

increases, but the increment gradually slows down. The aggregate generated via mode 2 is shown in Figure 8. It 

contains 2000 primary particles. It is called D22000. It is formed at the end of 710 h. Df, Rg, and Vf of D22000 are 1.68, 

124 and 48%, respectively. D22000 is larger and more porous than D12000. This result can be understood. The primary 

particle moves inside and outside of the aggregate until it finds a suitable location for sticking. Therefore, as in 

Figure 8, mode 2 can form a more porous structure than mode 1. 

 

 

Fig. 8. The dendritic structure generated by using mode 2 of the DLA. It consists of 2000 particles. It is called D22000.    

As a result of the combustion of fossil fuels, soot particles are released into the environment. These soot 

aggregates give rise to global warming due to the absorption and scattering of sunlight. Soot aggregates are shown 

to have a fractal morphology. This morphology has an impact on their light scattering properties. Hence, the fractal 

properties of these structures have been investigated by using transmission electron microscopy. For instance, Pang 

et al. examined different soot aggregates originated from combustion of fuel, burning biomass, and burning coal 

[18]. Df values between 1.11-2.19 with k0 values between 0.25-9.22 were reported for the soot aggregates in the 

literature [18-21]. Our findings are within these ranges obtained from literature studies. Unlike the studies in 

literature, porosity has been calculated in this work. The sticking probability of the primary particles is taken as ~1.0 

when the algorithm is run. Compact and denser dendritic structures can be generated by defining a sticking 

probability parameter which is sufficiently smaller than 1.0 in the algorithm. These results are not limited by the 

soot aggregates and can be expanded to the other natural fractal structures such as manganese dendrites formed on 

magnesium silicate [22]. 
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5. Algorithmic Art 

Algorithmic art is a form of art that uses algorithms. Nowadays, all algorithms are nearly computer algorithms. A 

computer algorithm consists of computer code written to perform a specific task. Algorists use these computer 

algorithms to perform their arts. Manfred Mohr, Jean-Pierre Hébert, Vera Molnár and Roman Verostko are among 

famous algorists [23]. For example, Manfred Mohr uses the edge sets of a cube very well in his works [24].   

The dendritic structures created in this study by the DLA algorithm are valuable not only in point of the science 

but also in terms of algorithmic art. Here, the final pattern can be predicted but it cannot be fully known as the final 

work of an artist's painting. It is caused by the randomness used in the algorithm. Hence each DLA pattern is unique. 

Some artistic colorings of D12000 are shown in Figure 9. The primary particles of D12000 are colored from inside to 

outside by using three different colors and shown on a circular area surrounding it. The circular area is colored in six 

different colors. All colors in the RGB color palette can be used in the dendritic structure. Other geometric shapes 

may also be preferred instead of circular area. The size of primary particles is reduced in Figure 10. 
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Fig. 9. Colored D12000. 
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Fig. 10. Colored and reduced primary particles of D12000. 

6.   Conclusion 

The algorithm of DLA is written via Python and it runs on the Raspberry Pi. Turtle library is used to draw the 

aggregate on the screen. Thus, cheap and portable virtual exhibition platform is created for DLA. Such an exhibition 

is valuable for classroom and scientific demonstrations and digital exhibitions. Percolation of primary particles 

towards inside and outside of the aggregate is also considered in the algorithm. Spherical dendritic structures are 

generated. The fractal dimension of these structures is around 1.68. The porosity increases with the number of 

primary particles participated to the aggregate, but it is found below 50% for these structures consisting of 2000 

particles. The dendritic structures are used for artistic studies. These works are among examples of algorithmic art. 

Unlimited artworks can be produced by using these dendritic structures.   
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Abstract 

Global Navigation Satellite Systems (GNSS) can observe a variety of surface deformations on Earth, including 

periodic oscillations at different frequencies. An example of such phenomena is ocean tide loadings (OTL), which 

result from the redistribution of water mass. The Global Positioning System (GPS) exhibits orbital geometry that 

causes its revisit and orbital periods to coincide with the diurnal and semi-diurnal luni-solar declination constituents, 

known as K1 and K2, respectively. Consequently, the system faces challenges in accurately estimating these 

periodic oscillations due to its orbital artifacts. This study aims to quantify the extent to which GPS orbital artifacts 

introduce periodic signals into the K1 and K2 constituents by utilizing the Galileo system and determining the most 

suitable positioning approach. A dataset from the International GNSS Service (IGS), spanning 40 days in 2024 and 

covering six stations, was analyzed. Coordinates were estimated using both kinematic positioning every 5 minutes 

and a 6-hour static precise point positioning (PPP) mode with a 3-hour shift. The power spectra for the east, north, 

and up components indicated that, on average, the GPS system contributes 52.8% to the K1 constituents and 66.3% 

to the K2 constituents. Despite expectations that the diurnal K1 and semi-diurnal K2 tidal constituents would be 

more prominent in the power spectra of the GPS comparing to that of natural signature or of other navigation system 

(Galileo for this study), the diurnal K1 tidal constituent appeared weak in the kinematic mode power spectra for the 

GPS system. These findings validate that the overlapped-static PPP mode is a more appropriate approach for 

estimating these periodic deformations. 

© 2023 DPU All rights reserved. 
Keywords: GPS; Galileo; Power-spectra; Tidal Loadings; PPP 

1. Introduction 

The gravitational interactions between the Sun, the Moon, and the Earth induce periodic oscillations on the 

Earth's surface, manifesting as both solid Earth tides and ocean tides.  
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These ocean tides cause deformations on the Earth's surface due to the periodic redistribution of water mass, a 

phenomenon known as ocean tide loadings (OTL) [1]. The OTL deformations are responsive to geodetic 

measurements such as Global Navigation Satellite Systems (GNSS), Very Long Baseline Interferometry (VLBI), 

Satellite Laser Ranging (SLR), Doppler Orbitography Integrated by Satellite (DORIS) [2], which means these 

deformations could also be measurable by the geodetic techniques. However, among the GNSS systems, Global 

Positioning System (GPS) has a disadvantage of observing diurnal (K1 ~11.97 hours [3]) and semi-diurnal (K2 

~23.93 hours [3]) luni-solar declinations constituents because of aligning these constituents with the GPS revisit 

period and orbital period [4], [5], [6], although it provides more precise positioning estimates than the other geodetic 

techniques. 

The problematic K1 and K2 luni-solar declination constituents, influenced by the GPS orbital geometry, have 

been measured more accurately by incorporating other Global Navigation Satellite Systems (GNSS) such as 

Global'naya Navigatsionnaya Sputnikovaya Sistema (GLONASS) and Galileo [1], [2], [6]. Abbaszadeh et al. [2] 

utilized the GLONASS system and reported that estimates for all OTL constituents, except K1 and K2, were as 

precise as those using the GPS system. However, the estimates for K1 and K2 showed improvement when compared 

to GPS alone. Ait-Lakbir et al. [6] demonstrated that the Galileo and/or GLONASS systems enhanced K1 and K2 

estimates by up to 55% compared to GPS. Matviichuk et al. [1] indicated that K1 and K2 estimates are more 

accurate using GPS+GLONASS for the north and up topocentric coordinate components, whereas the GPS 

positioning with resolved ambiguities yielded better estimates for the east component than the combined solution. 

Peng et al. [5], rather than using coordinate time series, examined multi-GNSS interferometric reflectometry to 

analyze tidal constituents. They found that the bias on the K1 and K2 constituents due to GPS could be reduced by 

incorporating the Galileo and GLONASS systems. Furthermore, Pan et al. [7] proposed a novel methodology to 

accurately estimate the problematic K1 and K2 constituents using only the GPS system. This methodology involves 

fitting a quadratic smooth function to the tidal constituents, benefiting from the unique orbital geometry of other 

satellite systems in comparison to GPS. Wang et al. [8] benefitted from GPS, GLONASS, Galileo navigation 

satellites and their combinations to improve ocean tide loading estimates and highlighted that Galileo-only solution 

and multi-GNSS combinations showed better estimation of solar-related tidal constituents, specifically for K1 and 

K2 tidals, than GPS-only solutions. Additionally, they stated that resolving ambiguities is a vital role to estimate 

solar-related tidal constituents. 

The studies [1], [2], [6], [9] predominantly processed their observation data using coordinate time series in 

precise point positioning (PPP) mode [10]. The commonly adopted PPP mode is a kinematic approach. Matviichuk 

et al. [1] estimated coordinates every 5 minutes in kinematic PPP mode, while Abbaszadeh et al. [2] used kinematic 

PPP mode with float ambiguities, as described by Penna et al. [11]. Ait-Lakbir et al. [6] processed data in both 

kinematic and non-overlapping 3-hour static PPP modes, finding the latter more reliable for estimating OTL 

displacements. Wang et al. [8] also reported similar findings with Ait-Lakbir et al. [6] in terms of data processing 

strategy. Bogusz and Figurski [9] employed a 3-hour static mode with a 1-hour shift, creating a 2-hour overlapping 

window, to analyze short-term OTL displacements. 

The aforementioned studies primarily concentrate on the precise estimation of K1 and K2 tidal constituents due 

to the GPS orbital geometry, rather than on the artificial signal contributions to natural phenomena. This paper 

addresses two key objectives: (i) evaluating the extent to which the signal powers of the diurnal (K1) and semi-

diurnal (K2) luni-solar declinations, which coincide with GPS revisit and orbital periods, are contaminated or 

interfered with by artificial signals induced by GPS orbital geometry; and (ii) determining which PPP mode—

kinematic or overlapped-static PPP—is more effective in identifying these artificial signals attributed to GPS orbits. 

The structure of this paper is as follows. The details of the GNSS data and processing methodologies are elaborated 

in the following section. Section 3 outlines the preliminary analysis of coordinate time series, including outlier 

detection and precision assessment, and the transformation of these time series into the frequency domain. Finally, 

the key findings addressing the research questions are highlighted in the concluding section. 

2. GNSS Data Acquisition and Processing 

GNSS data from six IGS stations distributed across the Eastern Mediterranean region were employed in this 

study (Fig. 1). The data were obtained from the online archives of the Crustal Dynamics Data Information System 
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(CDDIS) (https://cddis.nasa.gov, last accessed: April 7, 2024) in the daily Receiver Independent Exchange (RINEX 

v3) in Hatanaka format sampled at every 30-seconds [12]. These stations fully include 40 days of data covering 

January 1, 2024, to February 9, 2024. 

 

 

Fig. 1. The six stations operated under the International GNSS Service (IGS) with long name convention. 

The PRIDE-PPPAR v3.0 software were utilized to process all 40 days of daily RINEX observation files [13], 

with processing parameters outlined in Table 1. Coordinates were estimated in both static and kinematic Precise 

Point Positioning (PPP) modes [10], resolving ambiguities for GPS- and Galileo-only observations [14], [15], [16]. 

The static PPP strategy entailed a 6-hour session length with a 3-hour session overlap (Fig. 2), while kinematic PPP 

coordinates were estimated every 300 seconds using non-overlapping observations.  

 

 

Fig. 2. A 3-hours overlapped 6-hours length static session strategy. 

Rapid orbit/clock products, satellite attitude quaternions, observable-specific phase biases, and Earth rotation 

parameters from Wuhan University were utilized in all processing [15], [17], [18]. The quality of parameter 

estimates using rapid products has been previously reported by Li et al. [19], showing comparability with final 

products. Second-order ionospheric effects were mitigated using CODE products [20]. Vienna Mapping Function 

(VMF1) data were applied [21], with zenith wet delays estimated using a random-walk model, and gradients for 

horizontal delays estimated using a piece-wise constant model every 12 hours. Pole and Solid Earth tides were 

accounted for according to International Earth Rotation Service (IERS) conventions [22]; however, ocean tide 

loadings were not modeled. The GNSS stations in Fig. 1 are far from oceanic boundaries. Even so, they have too 

https://cddis.nasa.gov/
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small signal amplitudes for K1 and K2 constituents, this omission was due to clearly exhibiting how much power of 

the GPS orbital revolution periods adds to the diurnal, semi-diurnal luni-solar declinations (K1 and K2) constituents. 

 

Table 1. PPP processing details for GNSS data 

Parameter Description

Software PRIDE-PPPAR v3.0

Positioning Strategy PPP in overlapped-static and kinematic mode.

Ionosphere-free combinations for code and phase with every 30 seconds

in static mode and every 300 seconds in kinematic mode

Elevation cut-off angle 7
o

Products Wuhan University rapid products (WUM): Earth rotation

parameters, observable-specific phase biases, satellite attitude

Quaternions, orbit and clock products

Phase Center of Satellite/Receiver IGS20_2290.atx

Phase Ambiguities Fixing GPS and Galileo satellites above 15
o
 cut-off angle and 15-min arc 

length

Ionosphere Removed second order effect using CODE products

Troposphere VMF1

Zenit wet delays Random-walk

Gradients of horizontal delays Piece-wise constant at evert 12 hours

Ocean tide loading Not modelled

Solid earth and pole tides IERS conventions 2010

 

3. Results and Discussion 

This section presents: (i) a 40-day time series of coordinates for all stations using GPS- and Galileo-only systems 

in both overlapped static (Fig. 2) and kinematic PPP modes, and (ii) stacked spectra for the east (E), north (N), and 

up (U) coordinate components in the frequency domain (with frequencies converted to periods) using the Lomb-

Scargle algorithm [23], [24]. The analysis evaluates the contribution of the GPS orbiting period to diurnal (K1) and 

semi-diurnal (K2) luni-solar declinations constituents and compares the efficiency of overlapped static and 

kinematic positioning strategies. 

3.1. GPS- and Galileo-only systems coordinate time series 

The three-dimensional cartesian coordinates of the six selected stations aligned to the ITRF2020 reference frame 

[25] were transformed into the topocentric coordinate system (i.e., east, north, and up), using the average 

coordinates over the 40-day period as a reference. These averaged reference coordinates were generated using 

similar processing parameters as detailed in the previous section (see Table 1) but employing a non-overlapped 24-

hour session strategy in static PPP mode for both GPS- and Galileo-only system observations.  

Outliers in the kinematic and overlapped-static time series for the topocentric coordinate components were 

removed through median absolute deviation (MAD) method [26], [27], [28], which is of the form: 

 

𝑀𝐴𝐷 = {

1.2533

𝑁
× ∑|𝒆| , 𝑚𝑒𝑑𝑖𝑎𝑛(|𝒆|) = 0

1.4826 × 𝑚𝑒𝑑𝑖𝑎𝑛(|𝒆|), 𝑚𝑒𝑑𝑖𝑎𝑛(|𝒆|) ≠ 0
 (1) 
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where, |∙| is the absolute operator, and 𝒆 = 𝒚 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝒚) is normalized observations referencing to the median 

of observations or observations residuals. 𝑁 is the number of observations. Any residuals in |𝒆| exceeding 3 × 𝑀𝐴𝐷 

threshold is considered as outliers and removed from the time series. 

The analysis results, e.g., the north component of the DYNG00GRC station using GPS- and Galileo-only systems 

in kinematic and overlapped-static PPP modes (Fig. 3), provide valuable insights into the comparative performance 

of GPS and Galileo satellite systems. After removing outliers from the coordinate time series (gray solid lines for 

kinematic mode and black crosses for overlapped-static mode in Fig. 3), the kinematic coordinates align well with 

the static coordinates. Table 2 presents the outlier percentages and root mean square error (RMSE) comparisons for 

the east, north (horizontal), and up components. The outlier percentages for kinematic coordinate time series range 

from 1.40% to 4.41% for GPS and from 1.76% to 4.66% for Galileo, except for the ISTA00TUR station. For this 

station, the percentages reach up to 15.82% and 45.25% for GPS and Galileo, respectively. The RMSE values for 

kinematic coordinate time series for GPS vary between 5.00 mm and 9.77 mm for horizontal components and 

between 16.72 mm and 24.90 mm for vertical components, whereas those for Galileo range from 5.85 mm to 9.98 

mm for horizontal components and from 18.58 mm to 47.93 mm for the vertical component. Although the 

ISTA00TUR station has a high percentage of outliers, its RMSE values are comparable to those of other stations. 

For the static coordinate time series, both the outlier percentages and RMSE values are generally lower compared to 

the kinematic time series. The outlier percentages range from 0.00% to 9.43% for GPS and from 0.31% to 14.78% 

for Galileo. These upper values correspond to the horizontal components of the DYNG00GRC and SOFI00BGR 

stations and are higher than their kinematic counterparts. The RMSE values for GPS range between 1.59 mm and 

2.72 mm for horizontal components, and between 5.98 mm and 12.48 mm for the vertical component. For Galileo, 

the RMSE values range from 1.74 mm to 2.80 mm for horizontal components and from 6.76 mm to 12.38 mm for 

the vertical component. The RMSE values for GPS and Galileo across all components are quite close to each other. 

 

 

Fig. 3. The north component displacements of station DYNG00GRC, comparing kinematic and static positioning modes with GPS (top) and 

Galileo (bottom) satellites. The gray solid line represents raw displacements in kinematic positioning, while the blue solid line depicts the same 

with outliers removed. In static mode, outliers are denoted by black crosses, whereas outlier-free static mode displacements are indicated by 

orange outlined circles. 
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Table 2. Outlier percentage and RMSE comparison of east (E), north (N) and up (U) components for kinematic and static positioning modes with 

GPS and Galileo satellites 

Kinematic-mode Static-mode Kinematic-mode Static-mode

BUCU00ROU 2.34 / 1.48 / 1.37 1.89 / 0.63 / 0.31 5.17 / 7.27 / 16.92 2.24 / 1.59 / 8.41

DYNG00GRC 4.41 / 3.54 / 2.88 7.23 / 4.40 / 1.89 5.00 / 5.96
+
 / 16.72 2.29 / 2.49

+
 / 6.75

ISTA00TUR 15.82 / 11.87 / 9.83 0.95 / 0.95 / 0.32 6.21 / 7.85 / 20.80 2.12 / 1.94 / 6.97

MERS00TUR 1.61 / 2.01 / 1.47 1.57 / 0.00 / 0.63 6.21 / 8.43 / 21.17 1.95 / 2.00 / 6.97

NICO00CYP 1.93 / 2.60 / 1.40 0.00 / 0.00 / 0.94 5.41 / 7.23 / 21.92 2.00 / 1.95 / 5.98

SOFI00BGR 2.77 / 1.92 / 1.85 9.43 / 3.14 / 1.57 8.63 / 9.77 / 24.90 2.72 / 2.35 / 12.48

BUCU00ROU 2.22 / 1.76 / 1.60 3.46 / 0.94 / 1.26 5.97 / 6.71 / 18.58 2.18 / 1.74 / 9.27

DYNG00GRC 3.58 / 3.94 / 3.01 5.03 / 2.83 / 2.20 5.85 / 5.98
+
 / 19.64 2.70 / 2.68

+
 / 7.51

ISTA00TUR 45.25 / 35.24 / 32.65 3.47 / 0.95 / 0.63 8.56 / 12.65 / 47.93 2.30 / 2.20 / 8.35

MERS00TUR 3.46 / 2.63 / 2.68 0.94 / 0.31 / 2.20 6.93 / 7.71 / 24.74 2.49 / 2.22 / 6.97

NICO00CYP 4.66 / 4.03 / 3.68 2.52 / 1.26 / 0.94 6.19 / 6.93 / 24.81 2.20 / 1.98 / 6.76

SOFI00BGR 3.84 / 2.70 / 2.58 14.78 / 4.40 / 1.26 8.88 / 9.98 / 27.29 2.52 / 2.80 / 12.38

GPS

Galileo

* RMSE is computed using outlier-free time series
 +

 These values are depicted in Fig. 3

Stations

Outliers [%] RMSE* [mm]

E / N / U E / N / U

 

3.2. Stacked spectra for GPS- and Galileo-only systems 

The PPP coordinate time series for GPS- and Galileo-only systems in kinematic and overlapped-static mode 

elaborated in the previous section are used to examine the GPS system specific orbital period effects on luni-solar 

declinations. The orbital period equals to 11
h
 58

m
, which resulting in two orbital repeats in one sidereal day. This 

amounts to a 1:2 deep resonant effect on GPS satellites relative to the Earth’s rotation [4], [29]. The main luni-solar 

declinations, i.e., K1 and K2 equivalent either to one sidereal day and its half, coincidence with the GPS orbital 

period [5]. It means that the signal powers at K1 and K2 frequencies are contaminated by the GPS orbital error, so 

leading to hinder the detectable natural signature of these frequencies. However, Galileo satellite system has rather a 

10:17 shallow resonant effect relative to the Earth’s rotation [29]. It means that the Galileo system specific orbital 

error does not affect the signal powers at the K1 and K2 frequencies, that is, the expected signal powers at these 

frequencies when using coordinate time series derived only from Galileo system are their detectable natural 

signature.  

To investigate the GPS orbital periodical effect, the coordinate time series for the topocentric coordinate 

components of all stations were transformed to the frequency domain through the Lomb-Scargle method [23], [24]. 

The power spectra were generated by stacking the power spectra of each station at equivalent frequencies and 

subsequently normalizing the powers. This process was performed separately for the east, north, and up components 

of the kinematic and overlapped-static time series derived from GPS and Galileo systems. Fig. 4 illustrates the 

corresponding power spectra converted to periods by inverting the frequencies. The K1 and K2 constituents are 

clearly visible in all components for the overlapped-static mode. For the kinematic mode, these constituents 

demonstrate a relatively weak presence in all components, except for the K2 in the east component, which shows 

nearly no signature. In addition to these signals, the 3
rd

 and 4
th

 harmonics of luni-solar declinations (K3 and K4) and 

the principal lunar semi-diurnal (M2) constituent also appear in the spectra. In the overlapped-static mode, the K3 

harmonic has too weak signature in all components, whereas the K4 has no power. The sampling period of the 

overlapped-static mode is three hours. The Nyquist frequency of this three-hour interval limits the capability to 

detect the K3 and higher harmonics. The weak presence of K3 despite this limitation could originate from the 

overlapping strategy. Conversely, in the kinematic mode, these harmonics have distinctive features in the horizontal 

components, except for the up component due to the sampling interval. The sampling interval of the kinematic mode 
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(5 minutes) is shorter than that of the overlapped-static mode. The M2 constituent appears in the east and up 

components, yet it is absent in the north component for both positioning modes. 

 

 

Fig. 4. East (E), north (N) and up (U) components stacked mean power spectra in kinematic and overlapped-static mode for GPS (solid green 

line) and Galileo (solid red line) satellites. The vertical dashed gray lines represent diurnal, semi-diurnal luni-solar declinations (K1 and K2) and 

harmonics (K3 and K4), and principal lunar semi-diurnal (M2) constituents. 

The K1 and K2 constituents consist of a natural phenomenon of luni-solar declinations and the GPS orbital 

geometry for the spectra of GPS. But those for the spectra of Galileo include only the natural signature, there is not a 

system specific artificial error. Therefore, the signal power at the K1 and K2 constituents for GPS system should be 

higher than those for Galileo system. In the power spectra of the horizontal components for kinematic PPP mode, 

the signal power at K1 for the Galileo is higher than GPS, which is out of the stated expectation. It clearly implies 

that the overlapped-static PPP mode has a prior to the kinematic PPP mode. 

A difference of the signal power at K1 and K2 between GPS and Galileo systems explains how much signal power 

is introduced in the natural phenomenon. Assuming the signal power of Galileo is equivalent that of the natural K1 

and K2 signal powers, then the contribution of GPS system in percentage (𝜙) is of the form, 

𝜙 =  {
𝑃𝐺𝑃𝑆(𝑐) − 𝑃𝐺𝐴𝐿(𝑐)

𝑃𝐺𝑃𝑆(𝑐)
}  ×  100% 

(2) 

 

where, c is the K1 and K2 constituents; 𝑃𝐺𝑃𝑆(𝑐) and 𝑃𝐺𝐴𝐿(𝑐) are the signal powers at 𝑐 frequency/period. Using 

the signal powers in Fig. 4, the GPS orbit periodical effect on the K1 constituents is 19.6%, 60.7% and 78.2% for 

east, north and up components, whereas that on the K2 constituents is 63.1%, 85.2% and 50.6% in similar order. The 

statistics show that the signal powers at the K1 and K2 constituents originate mostly from the GPS orbital periodic 

effect, except for the east component for the K1.  

4. Conclusions 

The GPS system orbital period coincides with the first two harmonics of lunar-solar declinations, known as K1 

and K2. Consequently, a periodic signal resulting from the GPS satellite system's orbital geometry interferes with 

this natural phenomenon, rendering it undetectable through GPS-only observations. In contrast, the Galileo satellite 

system, despite its similarities to GPS, has a different orbital period, meaning it does not affect the lunar-solar 

declinations. This study quantifies the extent to how much the luni-solar declinations are contaminated or interfered 

with by the GPS satellite system's orbital period, using the Galileo satellite system for comparison. Additionally, the 

study evaluates the reliability of results produced by either the kinematic or overlapped-static PPP mode. The results 

demonstrate that the GPS system provides more precise coordinate estimates than the Galileo system by a factor of 

nearly 1.2. In kinematic PPP mode, the average root mean square errors (RMSE) for the horizontal components are 
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6.9 / 7.7 mm, and those for the vertical component are 20.4 / 27.2 mm for GPS and Galileo systems, respectively. In 

overlapped-static PPP mode, these values are significantly lower, and are 2.1 / 2.3 mm and 7.9 / 8.5 mm in similar 

order. The spectrum analysis reveals notable differences between the GPS and Galileo systems. Specifically, the 

GPS system exhibits artificial signals corresponding to its orbital period (K2) and revisit period (K1). These 

artificial signals are more prominent in the power spectra of the overlapped-static PPP mode, validating its 

superiority over the kinematic PPP mode in isolating GPS system-specific signals. The unexpected presence of the 

first harmonic of the luni-solar declination (K1) in the horizontal components' power spectra for the kinematic PPP 

mode further supports this finding. In contrast, assuming that the Galileo system's power spectra predominantly 

represent natural phenomena, with the artificial signals in the GPS system contributing on average 52.8% and 66.3% 

to the K1 and K2 periods, respectively. This significant impact of artificial signals induced by the GPS satellite 

system underscores the necessity for careful consideration in geophysical studies. Overall, this research highlights 

the advantages of the Galileo system in providing contribution of GPS orbital geometry error into luni-solar 

declinations and the effectiveness of the overlapped-static PPP mode in extracting these signals. 
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Abstract 

Polymer-based plastic materials occupy a major place in daily life. However, due to the nature of polymer materials, low thermal 

resistance and mechanical properties of these products, the need for new and sustainable materials in the industry has increased. 

With the rapid technological developments in advanced manufacturing industries such as aviation, marine, motor sports and 

defense industry, lightweight and high-strength composite products have become even more important. In this context, in this 

study, 1% nano carbon, graphene and graphite particle reinforced Polypropylene (PP) composite material mixed in a twin-screw 

extruder and MA/G series injection molding machine standard tensile test sample produced. Melt Flow Index (MFI), Heat 

Deformation Test (HDT), tensile test, Shore-D hardness measurement and density tests performed on these test samples. 

According to the results obtained from these tests, the mechanical and thermal properties of the test samples produced from 

different composite materials were determined. The best mechanical and thermal properties occurred in the graphene particle. It 

formed in graphite and nano carbon, respectively. 

© 2023 DPU All rights reserved. 
Keywords: Polypropylene, graphene, graphite, nano carbon, injection production, mechanical properties, thermal properties 

1.Introduction 

Today, due to the increasing need for materials in the industry and the increasing decrease in natural resources, 

and to meet the need for materials, the search for new materials compatible with the developing technology is 

becoming increasingly important.  
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Polymer materials obtained using petroleum resources are among the most widely used materials in many sectors, 

such as bags, packaging, pet bottles and rigid plastic products, which are often used in many sectors. Polypropylene 

(PP) materials are known as polymers materials with the most widespread use from products for the automotive 

industry, textile products to food packaging [1]. The fact that the field of use of PP material and its mechanical and 

thermal properties are not particularly good has made it necessary to produce materials suitable for the progress in 

technology. Composite materials meet the needs of today's industry by combining various and varied materials with 

appropriate properties and Decently [1-2]. Rapid technological developments and increasing competitiveness and 

high-strength products in industries such as the aerospace and defense industry have made it mandatory to design 

and produce lightweight and high-strength materials in these products [3-4]. To meet this need of the industry, 

composite materials have started to enter the industrial industry since the past years and their usage areas have 

increased rapidly today [5]. 

Composite materials are materials created by combining the best properties of two or more materials of different 

structures to collect them into an original and single material [10-11]. Decoupled materials are materials that formed 

by combining the best properties of two or more materials of different structures into one original material. The 

most important criterion in the production of composite materials is the selection of the right matrix and 

reinforcement elements [12]. The most common composite materials with superior properties produced with 

polymer-matrices. These composite materials include thermoplastic or thermosetting polymers reinforced with 

glass, graphite, graphene, aramid, or nano carbon fibers [13]. These materials can produce with different production 

methods in different shapes and sizes. Composite materials have superior properties because they can use their 

superior properties such as high strength, hardness, and resistance to corrosion in many different areas [14]. 

Particles of dimensions, which defined as particles whose dimensions are 100 nm and below, constitute the main 

basis of nanotechnology. These particles show different and superior properties compared to their forms in micron 

and larger sizes [2-6]. The most important reasons for the increase in the research of nanoparticle materials are the 

size dependence of their electronic structure, quantum size effects, high surface-to-volume ratio and the unique 

characters of their atoms [2-7]. 

Nano carbon particle reinforced composite products are generally used in the aerospace sector, the automotive 

sector, and the marine sector [8]. Thanks to the new production techniques that are developing today, operating costs 

are decreasing and, accordingly, the areas of use are increasing. It has started to be used more widely, especially in 

the aviation and automotive sector, to reduce the flight costs of new generation aircraft and emission values in motor 

vehicles [8-9]. The field of use of nano carbon-reinforced composites, which have better mechanical properties than 

aluminum alloys used in the aerospace sector, has expanded [9]. It is widely preferred in the wings of wind turbines 

widely used in the renewable energy sector in our country due to its lightness, durability, and ease of production [4-

7]. 

In this study, a homogeneous mixture of nanoparticles with PP made with a twin-screw extruder. Prototypes 

produced by injection method. Some thermal and mechanical properties of these new composite materials have 

studied experimentally. 

2.Material and Methods 

Injection molding method is one of the most important production methods applied in plastic production. In this 

study, graphene, graphite, nano carbon reinforced Polypropylene (PP) composite samples produced on the injection 

machine shown in Figure 1. Rectangular cross-sectional samples produced from a single screw sleeve with an 

injection speed of 45 mm/s and a production pressure of 50 bar. 
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Fig. 1. Injection Molding Machine. 

The dimensions of the tensile test samples made in accordance with the TS ISO 604 standard. The sample 

dimensions given in Figure 2. The original and recycled PP samples made by subjecting to tensile experiments at a 

tensile speed of 1 mm/min using Shimadzu brand universal tester Figure 3 with 250 kN capacity load cells. The 

tensile test repeated three times for each sample and the results averaged. All tests performed by the same operator 

in a laboratory environment under the same environmental conditions. Figure 4 gives notch throwing device and 

Figure 5 shows notching measurements. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Composite Standard Test Sample. 
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Fig. 3. Tensile Testing Machine. 

 

 

 
 

 

 
 

 

 
 

 

 

Fig. 4. Notch Throwing Device. 

 

 
 

 

 
 

 

 

 

 

 

Fig. 5. Notching Measurements [15]. 
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The Izod test device and Standard Izod test samples (100x10x4 mm) shown in Figure 6 and Figure 7. The tests 

were repeated three times for each sample and the average values were taken. 

 

 

 

 

 

 

 

Fig. 6. Izod Test Device. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Standard Izod test samples. 

Shore-D test is a traditional hardness measurement method used to determine the hardness of plastic or flexible 

materials. It used to indicate the hardness values of polymers, elastomers, and rubber-based materials. Hardness tests 

of the test samples prepared by injection molding machine performed with the ZWICK brand Shore D durometer 

device shown in Figure 8. The tests repeated three times for each sample and the average values were taken. 
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Fig. 8. Shore-D Test Device. 
 

The MFI test performed to determine the fluidity behavior of plastic materials during processing in an extruder 

and shaping by molding in an injection molding machine [16]. Thermal tests applied to plastics for changes in 

changes in the physical properties of materials by heating or cooling plastic materials in a controlled manner. 

Fluidity in polymer materials is of critical importance in the processing and molding of the product. Therefore, 

control is also an important parameter. The fluid index MFI (ISO 1133) test performed with the Melt Index test 

device shown in Figure 9. 
 

 

 

 

 

 

 

 

 

Fig. 9. MFI Test Device. 
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Heat Deformation Test (HDT); Heat Deflection Temperature (HDT) used to determine the temperature limit up 

to which polymer, finished products and semi-finished products are exposed to feverish temperatures. HDT tests 

performed according to ISO 75 standard. The samples (100x10x4mm) assessed at 3 different stations and their 

temperatures were measured eight times at an average depth of 0.118 mm and the arithmetic mean of the results was 

taken. The starting temperature for PP polymer material is determined as 25°C and the starting temperature for 

composite material is determined as 25°C. The HDT device used in the experiments shown in Figure 10. 

 

 

 

 

 

 

 

Fig. 10. Heat Deformation (HDT) Testing Machine. 

The density test performed to determine the weight of the plastic materials in the unit volume and to determine 

the density. The tests conducted in accordance with the ISO 1183 test standard with the precision scale RADWAG 

WAS 220/X model density kit. The Density test device shown in Figure 11. 

 

 

 

 

 

 

 

 

 

 

Figure 11. Density Measuring Device. 
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3.Results and Discussion 

It is especially important to know and determine the mechanical and thermal properties of this material before 

choosing and using any material. In this study, a homogeneous mixture of the new composite material mixed 

homogeneously with a double-acting extruder, and the production of the prototype conducted by injection 

production method. For each test, experiments conducted on three distinct products and their average values taken. 

The Izod Impact Test results for determining the mechanical properties of unadulterated polypropylene and newly 

created composite material shown in Table 1 and Table 2. 

Table 1. Pure PP Samples Izod Test Results. 

Test  Material Measurements 

(mm) 

Spent Energy of the 

Hammer (Joule) 

Izod Result(kj/m²) 

1 100x10x4 0.087 3.012 

2 100x10x4 0,094 3.043 

3 100x10x4 0.092 3.035 

Average - 0.091 3.030 

Table 2. Izod Test Results of Composite Samples. 

Samples Material Measurements 

(mm) 

Spent Energy of the Hammer 

(Joule) 

Izod Result(kj/m²) 

Recycled PP 

PP+ Graphene 

100x10x4 

100x10x4 

0.091 

0.0156 

3.030 

5.136 

PP+ Graphite 100x10x4 0.119 4.132 

PP+ Nano carbon  100x10x4 0.108 3.750 

 

Izod impact test used to determine the mechanical properties of materials operating under conditions that may 

cause brittle and fracture. In general. the purpose of the Izod Impact Test is to determine the amount of energy 

required for materials to break under dynamic stresses. as well as the ductility and brittle transition temperature [10]. 

In this study. three different Polypropylene composite samples used. The average of the test results taken. and 

according to the Izod test result of the new composite sample. there was an increase of approximately 70% in 

graphene-reinforced composite material. 42% in graphite-reinforced composite material. and 24% in nano carbon-

reinforced composite material. 

Tensile-Rupture test allows determining the shape change that will occur over time when determining the force 

that must applied to cause a certain shape to change in the material or when a certain force applied to the product 

[17]. This mechanical test is significant in engineering [13]. The results of the Tensile strength test shown in Table 

3, and it shown in Table 4. 

Table 3. Tensile Strength Test Results of the Pure PP Samples. 

 Tensile Strength 
(MPa) 

Yield Strength 
(MPa) 

Modulus of 
Elasticity (MPa) 

Elongation at 
Yield (mm) 

Elongation at 
Break (mm) 

Test 1 27.96 23.13 1410.9 3.85 17.27 

Test 2 27.22 23.22 1965.8 3.33 14.84 

Test 3 27.50 23.88 1639.5 3.57 15.93 
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Average 27.56 23.41 1672.06 3.58 16.01 

Table 4. Tensile Strength Test Results in composite material test sample 

 

Samples 

Tensile Strength 

(MPa) 

Yield Strength 

(MPa) 

Modulus of 

Elasticity (MPa) 

Elongation at 

Yield (mm) 

Elongation at 

Break (mm) 

Recycled PP 

PP+ Graphene 

27.56 

30.504 

23.41 

26.228 

1672 

1510.9 

3.58 

3.33 

16.01 

7.93 

PP+ Graphite 29.079 25.889 1900.6 3.36 8.97 

PP+ Nano 

carbon  

28.156 24.331 1909.8 3.63 9.85 

 

In the tensile test. an increase in the elasticity modulus of the new composite material occurred. According to the 

tensile test results. in tensile strength values. there was an increase of 11% in graphene-reinforced composite 

material. 5% in graphite-reinforced composite material. and 2%  nano carbon-reinforced composite material. 

According to these results. it shows the result that the strength values increase. but the shape change forced. 

Shore-A test method used for soft polymers such as tires. and Shore-D test method used for other polymers [18]. 

Shore-D test results given in Table 5 and Table 6. 

Table 5. Shore-D Test Result of Pure PP Test Samples.  

Samples Shore-D value  

Test 1 69 

Test 2 70 

Test 3 67 

Average 68.66 

Table 6. Shore-D Test Results of Composite Test Samples. 

Samples Shore-D value 

Recycled PP 

PP+ Graphene 

          68.66 

          71.12 

PP+ Graphite           70.42 

PP+ Nano carbon            69.45 

 

Shore-D testing has performed on three different samples s and there has been an increase of about 1.5% in the 

composite material. i.e., hardening. The density test results are shown in Table 7 and Table 8.  According to the test 

results. there was not much change in the densities of unadulterated PP and composite material. 

Table 7. Density Test Results of Pure PP Samples.  

Material Density gr/cm3 

Test 1 0.89 

Test 2 0.90 

Test 3 0.89 

Average 0.89 
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Table 8. Density Test Results of Composite Samples. 

Samples Density gr/cm3 

Recycled PP 0.89 

PP+ Graphene 0.92 

PP+ Graphite 0.91 

PP+ Nano carbon 0.90 

 

Thermal tests are test methods used to determine the lowest and highest temperatures in which the product will 

be used and to determine properties such as melting temperature. thermal permeability. thermal expansion. 

decomposition temperature about the materials [22]. MFI test. which is one of the thermal properties. measures the 

mass or volumetric amount of polymer material flowing from a nozzle with a specified length and known cross-

sectional area under certain temperature and loading conditions [12].  MFI test results are shown in Table 9 and 

Table 10. 

 

Table 9. MFI Test Results of Unadulterated PP Samples.  

Material  MFI Result (g/10min) 

Test 1. 3.1 

Test 2. 3.2 

Test 3. 3.1 

Average 3.13 

Table 10. MFI Test Results of Composite Samples  

Samples MFI Result (g/10min) 

Recycled PP 3.13 

PP+ Graphene 3.51 

PP+ Graphite 3.33 

 

In the study, three different measurements made and the average of them taken. The viscosity of the new 

composite material has also been increasing. This also provides a disadvantage in the production of complex 

structured materials produced by injection molding. New composite materials provide more advantages in 3D 

printers and as a production method by extrusion. HDT is used to determine the temperature of plastic. durable 

rubber. nylon insulation materials. reinforced composite and high-strength thermosetting and thermoplastic 

softening point and temperature determination [11]. HDT test results indicated in Table 11 and Table 12. 

Table 11. HDT Result of the Additive PP Samples.  

  1. Station 2. Station 3. Station 

Test  Deep (mm) 
Temperature  

(°C) 

Deep 

(mm) 

Temperature   

(°C) 

Deep 

(mm) 

Temperature   

(°C) 

1 0.01 26.2 0.01 26.9 0.01 27.1 

2 0.04 28.3 0.04 28.5 0.04 29.6 
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3 0.07 30.0 0.07 31.2 0.07 32.3 

4 0.10 32.1 0.10 33.4 0.10 33.1 

5 0.13 33.0 0.13 34.9 0.13 34.8 

6 0.17 35.2 0.17 35.7 0.17 35.9 

7 0.20 36.3 0.20 37.6 0.20 37.8 

8 0.23 37.8 0.23 38.5 0.23 38.8 

Average  0.118 32.3 0.118 33.3 0.118 33.6 

Table 12. HDT Result of Composite Samples. 

  1. Station 2. Station 3. Station 

Samples  
Deep 

 (mm) 

Temperature (°C) Deep 

(mm) 

Temperature (°C) Deep 

(mm) 

Temperature (°C) 

Recycled PP 

PP+ Graphene 

0.11 

0.11 

32.3 

53.11 

0.11 

0.11 

33.3 

53.12 

0.11 

0.11 

33.6 

53.11 

PP+ Graphite 0.11 38.71 0.11 38.53 0.11 38.91 

PP+Nano carbon  0.11 34.92 0.11 34.13 0.11 35.12 
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In the study. eight different measurements were made at three stations and the average of the results of these 

measurements was calculated. Graphene-reinforced composite material increased by 64%. graphite-reinforced 

composite material increased by 19%. and nano carbon-reinforced composite material increased by 9%. The 

bending resistance of the new composite material against heat has increased. 

In the literature studies [6], according to Izod impact test results, it was observed that the fracture energy 

increased by 5% in the polyester resin and 0.004% graphene composite material, and when 0.2% graphene was 

added, the mechanical properties of the new composite material increased by 86% compared to the resin polyester. 

These data were compatible with our composite material. 

In another literature study [2], the deterioration temperature of 0.1% graphene reinforced Polystyrene composite 

material was observed to be 382 °C, the graphene ratio was observed to be directly proportional to the deterioration 

temperature and the mechanical properties of the material, and it was observed that the hardness values of the 

graphene reinforced Polystyrene composite material decreased with the graphene ratio. This led to the conclusion 

that our study is compatible with the literature. 

4. Conclusions 

In this study. a composite material formed by adding graphene. graphite and nano carbon material to PP material 

at a rate of 1-2%. Homogeneous mixture made with two screw extruders. Prototype standard plate tensile test rods 

have produced on the injection machine. According to the experimental test results, it has been observed that there is 

an increase in the mechanical properties of the composite material, and it has been observed that there is an increase 

in the thermal properties of the composite material. We can say that it is positive for test samples produced by 

extrusion method for 3D printers due to the increase in viscosity of new composite materials. 
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Abstract 

This research aims to evaluate the effectiveness of machine learning algorithms in determining the potability of water. In the 

study, a total of 3276 water samples were analyzed for 10 different features that determine the potability of water. Besides that, 

the study's consideration is to evaluate the impact of trimming, IQR, and percentile methods on the performance of machine 

learning algorithms. The models were built using nine different classification algorithms (Logistic Regression, Decision Trees, 

Random Forest, XGBoost, Naive Bayes, K-Nearest Neighbors, Support Vector Machine, AdaBoost, and Bagging Classifier). 

According to the results, filling the missing data with the population mean and handling outliers with Trimming and IQR 

methods improved the performance of the models. Random Forest and Decision Tree algorithms were the most accurate in 

determining the potability of water. The findings of this research are of high importance to sustainable water resource 

management and serve as a crucial input for the decision-making process on the quality of water. The study also offers an 

example for researchers working on datasets that contain missing values and outliers. 
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1. Introduction 

Water is an essential resource for sustaining life. Regular monitoring of water quality is important for the health 

of ecosystems and the human population [1]. Potable water is the water quality that is mainly used for drinking, 

cooking, and hygiene practices [2]. This water has been stripped of toxic substances and microorganisms through 

different cleaning and treatment processes. Water is not only a liquid that a human being needs to drink for them to 

survive. It is also an invaluable commodity in the agricultural, manufacturing, and power generation sectors. So, the 

safeguarding of water standards is indispensable not only for the health of the people but also for the economic and 

ecological sustainability [3]. Besides that, some medical practices like kidney dialysis and lens cleaning may require 

the use of higher quality water. At this point, the protection and monitoring of water quality becomes even more 

important. 

A high-quality drinking-water-supply system greatly enhances people's life quality, whether in small or large 

towns. The most apparent gain weights the reduction of illnesses caused by polluted water for these initiatives to 

gain success. Diarrhea, cholera, and typhoid are quite common in rural areas so the availability of clean drinking 

water can minimize them [4]. In addition, easier access to safe water contributes to the healthy growth and 

development of children, increasing school attendance rates and expanding educational opportunities. In economic 

terms, access to safe water supplies allows agricultural and industrial activities to be more efficient and sustainable 

[5]. This contributes to the development of the local economy. In addition, easier access to clean water resources 

encourages people to use environmentally friendly water. In this way, natural resources are protected. Increasing 

access to safe water positively affects the overall well-being, health, and environmental sustainability of a society 

[6]. 

Considering the importance of water for life on earth, access to clean drinking water is an important health and 

development issue at global, national, and local levels. Investments in water supply and sanitation also provide 

economic benefits through reduced risk of disease and lower health expenditures. This applies to large-scale 

investments in water supply infrastructure as well as domestic water treatment methods. To protect water quality, 

supply risks should be assessed, and a comprehensive strategic plan should be developed [7]. This strategy includes 

the systematic assessment of water-related risks at all stages from the point of supply to the consumer and the 

development of solutions to mitigate these risks. Several techniques are used to ensure daily assessment of water 

quality. These techniques analyze the chemical, physical and microbiological properties of water and assess its 

compliance with drinking and potable water standards [8]. 

The measurement of dissolved oxygen is essential for the aquatic life among chemical analyses. A low level of 

dissolved oxygen results in a dangerous situation for aquatic life. The pH meter is among the important monitoring 

apparatus of drinking water and healthy ecosystems as it can tell if the water is acidic, neutral or alkaline [9]. The 

TSS test is used to determine the mass of total solids in water and then the number of solids which are either filtered 

or unfiltered is also determined [10]. Heavy metal analysis is aimed at finding out whether the water has lead, 

mercury, and arsenic which are some of the harmful heavy metals [11]. With regard to the physical dimension of 

analysis, there are methods that are used to measure the color and odor properties of water. Color and odor are the 

direct indicators of the organic and inorganic pollutants, respectively [12]. Temperature measurement is another 

parameter besides others that can be used to determine ecosystem health as it influences biological activities [13]. 

Suspended matter refers to the measurement of the number of suspended solid particles in water [14]. Furthermore, 

microbiological analyses are carried out to check the drinking water quality too. The coliform bacteria that are the 

indicators of fecal pollution are a big piece of information for the potability of the water. Among the methods used 

are the analyses of enterococci and Escherichia coli (E. coli) which are the indicators of microbiological pollution in 

water [15]. 

Among water quality measurement methods that are currently in use, some have certain advantages as well as 

some limitations. These methods, in general, operate only on water samples that are collected at a specific moment 

in time. But then it can be said that water quality is a constantly changing phenomenon. Thus, water quality can be 
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influenced by many factors such as seasonal changes, weather conditions, and the human impact on the environment 

[16]. These methods have their limitations in reflecting the instantaneous water quality changes. On the contrary, 

most of the techniques used for water quality measurement are exorbitantly priced and consume a lot of time. The 

length of the time and the number of resources required for the whole process of the collection, transportation, and 

analyzing the water samples for laboratory analysis is considerable [17]. This causes a lot of problems when trying 

to keep the water quality monitoring system operating continuously and everywhere. Besides that, the water quality 

measurement techniques used in the past only dealt with samples that were collected at specific points or within 

certain areas [18]. This makes it impossible to detect local discrepancies in water quality and carry out 

comprehensive studies over large areas. The other limitation is that traditional methods of analysis tend to focus on a 

restricted number of parameters and also have limitations in measuring a wider range of parameters [19]. 

Consequently, these strategies are potentially ineffective in spotting the situations that require prompt help. In order 

to solve these problems, artificial intelligence (AI) methods are being implemented. 

Machine learning’s superiority over traditional methods in water quality monitoring is due to the fact that it can 

use continuous monitoring, large-scale data collection and rapid analysis. Machine learning is the one which 

employs a more progressive and flexible procedure than the classical ones. Traditional methods are limited in the 

ability to effectively capture the dynamic changes of the water quality because they get samples at some specific 

time points [17]. Machine learning techniques can detect sudden spikes of pollution in water, and as a result, 

monitoring can be done without involving humans [20]. In addition, machine learning is the procedure to follow 

when it comes to the collection of large-scale data. Instantaneous data streams from extensive geographical areas 

can be attained through sensors, cameras, and data collection tools [21]. Then the possibility of total monitoring of 

water quality and comparing quality differences between different regions in detail comes to the surface. Beyond 

that, machine learning has the capacity to analyze data and thus detect water quality changes quicker than laboratory 

tests [22]. The unique feature of machine learning is that it can both identify a definite pattern in the water quality 

and also adjust to environmental changes. This capacity can be employed to find the possible sources of pollution 

and constantly improve the water quality. The blending of machine learning and remote sensing techniques provides 

a huge benefit for water quality remote monitoring [23]. The remote sensing data collected from satellite and sensor 

networks can be processed by machine learning algorithms to get a complete picture of the water quality. 

Along with the important benefits of machine learning techniques, there are also some challenges in the case of 

their usage. Datasets utilized for water quality monitoring are usually very complex and voluminous. Machine 

learning algorithms suffer from two main problems: firstly, the data may be incomplete or inaccurate, and secondly, 

the integrity of the data may be compromised. Moreover, the relevant parameters concerning water quality can be 

very different and hence be required to be checked together for many parameters. The combination of this result 

with the complexity of the model often leads to the problem of feature selection. The first series of data 

preprocessing steps is the remedy to these challenges. Moreover, a technique that is particularly developed for 

feature selection or dimensionality reduction should be utilized to easily cope with the multiple parameters. 

In this paper, nine different classification algorithms were used to determine water quality and potability and 

performance comparisons were made. The methods under consideration are Logistic Regression (LR), Decision 

Trees (DT), Random Forest (RF), Gradient Boosting Decision Tree (XGBoost), Naive Bayes (NB), K-Nearest 

Neighbors (KNN), Support Vector Machine (SVM), AdaBoost (ADA) and Bagging Classifier (BAG). The 

performance of each algorithm is considered in detail in the report for the water quality problem. Apart from this, a 

major topic of discussion in the paper is the problems machine learning techniques face in water quality assessment 

as stated in the literature. The research study, however, deals with the performance of machine learning algorithms 

on water potability analysis, which is too little, and there is a lack of studies in the literature focusing on the 

performance difference with regard to outlier treatment methods. To overcome these challenges and the lack of 

knowledge in the literature, we discuss the relationship between different strategies such as feature engineering, 

outlier detection and processing, data normalization and standardization, and missing values evaluation used in the 

data preprocessing stages and their effect on the performance of the algorithms. These modern techniques will help 
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to make the datasets used in the process of water quality monitoring better and the machine learning models more 

accurate and reliable. 

The performance comparisons in the paper provide important insights for decision makers, researchers, and 

practitioners in the field of water quality monitoring and management. The aim of these analyses is to direct the 

right choice of algorithms in machine learning so that water resources could be saved and managed more efficiently. 

The data preprocessing steps in the paper are meant to be a guide to show how to analyze large, multi-parametric, 

and dynamic datasets. 

2. Related work 

The literature contains some significant studies focused on water quality classification based on the application of 

machine learning algorithms. One study conducted using AI techniques in Tayra River in Southwest Iran to predict 

water quality components showed positive results, using ANN and SVM algorithms. The findings indicated that 

SVM was the most precise in the aspect of water quality prediction [25]. Another study by [26] developed machine 

learning algorithms for water quality classification to control water pollution. The three algorithms SVM, KNN and 

NB were used on a dataset comprising of 7 parameters. Out of the methods used, SVM algorithm recorded the 

highest accuracy in predicting the water quality. In a study by [27], a dataset with pH, dissolved oxygen, biological 

oxygen, and electrical conductivity parameters was used to verify the water quality assessment models. Machine 

learning algorithms such as SVM, DT, and NB were administered in the research. The evaluation results indicated 

that the DT algorithm had the highest accuracy. Besides, the study done by [28] also confirmed that the DT 

algorithm was the most successful algorithm with the same result. The performance of classification algorithms was 

analyzed to classify and compare the water quality of Kinta River in Perak Malaysia. NB, J48, and BAG were the 

algorithms that were used. NB was the best of the three models [29].  

[30] sought to uncover the relationship between agricultural chemicals and the Salton Sea's water quality 

degradation over time. Regression and machine learning algorithms including linear regression, random forest, 

SVM, and Long Short-Term Memory (LSTM) were employed for the estimation of salinity and other parameters. 

LSTM was utilized here as it provided flexibility and accuracy in its output and was a major factor in the 

management of freshwater.  

[31] had a goal of using machine learning algorithms such as SVR and XGBoost to predict water quality factor 

and assess the accuracy of those algorithms. The two algorithms were used to forecast nine separate factors with the 

accuracies in the range of 79% to 99%.  

[32] proposed an innovative technique of water quality forecasting which is a Long Short-Term Memory Neural 

Network (LSTM NN). For training, the monthly mean values of the water quality indicators of Lake Taihu from 

2000 to 2006 were used. The method was compared with other techniques and the results showed that the LSTM 

NN outperformed the Back Propagation Neural Network (BP NN) and Online Sequential Extreme Learning 

Machine (OS-ELM) in water quality prediction.  

[33] focused on the use of AI techniques for the optimization of the water supply and sanitation systems, the 

control of the water quality standards compliance and the efficient operation of monitoring drinking water for the 

sustainable, environmentally friendly use. As for the study, the adaptive neuro-fuzzy inference system (ANFIS) 

algorithm was then used for WQI (water quality index) prediction and feed-forward neural network (FFNN) and 

KNN (K Nearest Neighbor) algorithms for water quality classification. The results showed that ANFIS model was 

the most precise in predicting the values of WQI with an accuracy of 96.17%, while the FFNN algorithm completely 

classified water quality data with 100% accuracy. The research revealed that the advanced AI technique proposed by 

the research team can immensely help in the activities of water treatment and management.  

[34] aimed at employing a very sophisticated AI algorithm to approximate and assess water quality. The study set 

up models for WQI prediction and classified water quality using the artificial neural networks (NARNET and 

LSTM) for WQI prediction and SVM, KNN, and NB for WQC prediction. The dataset consisted of seven main 
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parameters and the models were evaluated according to statistical criteria. The results indicated that NARNET 

slightly outperformed LSTM in WQI prediction, whereas SVM gained the best accuracy (97.01%) for WQC 

prediction. Both NARNET and LSTM had almost the same accuracy when testing, with a small difference in 

regression coefficients. 

[35] proposed a feature selection method that combines the weighted entropy and the Pearson correlation 

coefficient to estimate the water quality. This approach developed the prediction to be more precise and secure by 

taking into consideration the information content and the feature correlation. They examined various machine 

learning algorithms for the water quality prediction and found out that SVM was the one that performed well in the 

DO prediction, while MLP was the one that was successful in the nonlinear modelling. The RF and XGBoost 

methods were quite weak, but the LSTM method was very good at capturing dynamic patterns.  

[36] aimed to predict WQI and Water Quality Classification (WQC) using machine learning models. They 

optimized parameters for models like RF, XGBoost, and others. Data preprocessing included mean imputation and 

normalization. The dataset had 7 features and 1991 instances. GB model achieved 99.50% accuracy in WQC 

prediction, while MLP regressor model had 99.8% R2 for WQI prediction, outperforming other models. 

[37] aimed to predict river water quality and categorize the WQI based on water quality standards using machine 

learning models. Data from eleven sampling stations along the Bhavani River were used, considering 27 parameters. 

MLP regressor predicted WQI efficiently with a root mean squared error of 2.432, and MLP classifier classified the 

WQI with 81% accuracy.  

[38] utilized machine learning models to predict total dissolved solids (TDS), sodium absorption ratio (SAR), and 

total hardness (TH) in the Karun River. Models included multiple linear regression (MLR), M5P model tree, support 

vector regression (SVR), and random forest regression (RFR), with principal component analysis (PCA) for variable 

reduction. Results showed RFR, SVR, and MLR had the lowest errors in predicting TDS, SAR, and TH, 

respectively, indicating the effectiveness of machine learning models in water quality prediction.  

[39] emphasized the importance of water quality prediction due to water pollution's increasing impact. They 

developed a model using machine learning algorithms to predict the WQI and quality class based on four 

parameters: temperature, pH, turbidity, and coliforms. Multiple regression algorithms are effective in predicting 

WQI, while ANN is the most efficient in classifying water quality. 

[40] focused on developing deep learning algorithms to predict WQI and WQC. They used the long LSTM 

algorithm to predict WQI and a convolutional neural network (CNN) for WQC. The study considered seven water 

quality parameters: DO, pH, conductivity, biological oxygen demand (BOD), nitrate, fecal coliform, and total 

coliform. Experimental results demonstrated that LSTM predicted water quality with superior robustness, achieving 

a 97% accuracy in WQI prediction.  

[41] developed a machine learning model using adaptive boosting to evaluate drinking water quality. They used a 

Kaggle dataset and experimented with different machine learning techniques, finding that their ensemble model 

achieved 96.4% accuracy, outperforming individual models like LR (88.6%), CHAID (93.1%), XGBoost tree 

(94.3%), and multi-layer perceptron (95.3%). 

Table 1 summarizes the key studies, the algorithms used, the datasets or parameters involved, and the results 

obtained. 

Table 1. Summary of studies on water quality classification. 

Study Algorithms used Parameters/Dataset Best algorithm Accuracy/Result 

[25] ANN, SVM Tayra River, Iran SVM SVM gave the most accurate results 

[26] SVM, KNN, NB Dataset with 7 parameters SVM 
Highest accuracy in water quality 

prediction 

[27] SVM, DT, NB pH, DO, BOD, EC DT DT achieved the highest accuracy 
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Study Algorithms used Parameters/Dataset Best algorithm Accuracy/Result 

[28] DT - DT DT was the most successful algorithm 

[29] NB, J48, BAG Kinta River, Malaysia NB NB was the best model 

[30] LR, RF, SVM, LSTM Salton Sea, USA LSTM 
LSTM provided flexible and accurate 

predictions 

[31] SVR, XGBoost Various water quality factors - 
Success rates ranging from 79% to 

99% 

[32] LSTM NN Taihu Lake, China LSTM NN Outperformed BP NN and OS-ELM 

[33] ANFIS, FFNN, KNN Water supply and sanitation systems 
ANFIS (WQI), FFNN 
(classification) 

ANFIS: 96.17%, FFNN: 100% 
accuracy 

[34] 
NARNET, LSTM, 

SVM, KNN, NB 
7 parameters NARNET (WQI), SVM (WQC) 

NARNET outperformed LSTM, SVM 

achieved 97.01% 

[35] 
SVM, MLP, RF, 

XGBoost, LSTM 

Feature selection with entropy 

weighting and Pearson correlation 

SVM (DO), MLP (nonlinear), 

LSTM (dynamic patterns) 
- 

[36] 
RF, XGBoost, GB, 
MLP 

7 features, 1991 instances GB (WQC), MLP (WQI) GB: 99.50%, MLP: 99.8% R2 

[37] MLP Bhavani River, India MLP RMSE: 2.432, accuracy: 81% 

[38] 
MLR, M5P, SVR, 

RFR 
Karun River, Iran 

RFR (TDS), SVR (SAR), MLR 

(TH) 
- 

[39] 
Multiple regression, 

ANN 

4 parameters: temperature, pH, 

turbidity, coliforms 
ANN Effective for classifying water quality 

[40] LSTM, CNN 
7 parameters: DO, pH, conductivity, 
BOD, nitrate, fecal coliform, total 

coliform 

LSTM 
LSTM: 97% accuracy in WQI 

prediction 

[41] 

LR, CHAID, 

XGBoost, MLP, 
adaptive boosting 

Kaggle dataset Adaptive boosting 96.4% accuracy 

 

In general, most previous studies have focused on sea or river water classification, and their impact on drinking 

water and the importance of variables have not been sufficiently examined. Since drinking water is of vital 

importance, especially for human life, it is evaluated under more diverse parameters. Therefore, classifying drinking 

water quality is seen as a more challenging task. Moreover, the target class that studies try to predict is usually based 

on the WQI value. This study, on the other hand, directly tries to predict the potability or non-potability of water. 

Furthermore, none of the studies have focused on the effect of outliers on the performance of machine learning 

algorithms. This study will focus on different outliers processing methods and examine their impact on machine 

learning algorithms. 

3. Material and methods 

In this section, explanations of the machine learning algorithms used in the research, the performance criteria 

used in the comparison of the algorithms, the characteristics of the dataset and information about the data 

preparation process are given. 
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3.1. Algorithms used 

Machine learning is a sub-branch of AI and involves computers making intelligent decisions by learning from 

data [42]. Machine learning uses various methods depending on the nature of the data and the objectives of the 

features. Among these methods, three approaches can be singled out such as supervised learning, unsupervised 

learning, and reinforcement learning. Supervised learning is an approach that has the machine learning model to 

come to terms with the relationship between the input and the target output [43]. Supervised learning can be 

classified basically into two types: classification and regression. The purpose of classification is to find out if an 

input belongs to a given category. Regression deals with the continuous numerical output of a prediction related to 

the input data. In this research, the context is given to using supervised classification algorithms for water quality 

assessment. Classification of water quality is done through a physical, chemical, and biological inspection of water 

samples. Through this assessment, the potential of the water is decided. 

Algorithms for supervised classification could title the samples in a short time using the information from the 

historic data [44]. This is a feature that makes it possible to quickly and correctly classify the water samples 

collected in the water quality assessment. Water quality assessment plays a critical role in water resource protection 

and environmental sustainability. Therefore, it is foreseen that using machine learning algorithms will contribute to 

the creation of a powerful system for the effective assessment of water quality and protection of water resources. 

3.2. Supervised classification algorithms 

In this study, a total of nine supervised classification algorithms were used for water quality assessment. These 

algorithms include Logistic Regression, Decision Trees, Random Forest, XGBoost, Naive Bayes, K-Nearest 

Neighbors, Support Vector Machine, AdaBoost and Bagging Classifier. 

3.2.1. Logistic regression 

LR is a statistical modelling technique and is used to estimate the probability of a two-category dependent 

variable. LR is a widely used technique, especially in classification problems. LR limits linear regression by using 

the logit transformation of the probability distribution [45]. 

The mathematical formula of LR is given in Equation 1. When the equation is analyzed, P(Y=1) represents the 

probability that the dependent variable is 1. 𝑒 is the Euler number and the coefficients b0, b1, b2, ... bk are the 

parameters estimated by the model. X1, X2, ... Xk are the independent variables. 

𝑃(𝑌 = 1) =
1

1 + 𝑒−(𝑏0+𝑏1𝑋1+𝑏2𝑋2+ … +𝑏𝑘𝑋𝑘)
 (1) 

3.2.2. Decision trees 

DT algorithm, as a machine learning method, is used to classify or regress a dataset by dividing it according to 

features. The algorithm first creates a tree structure. Each internal node is associated with a feature in the dataset and 

each leaf node is associated with a class. The tree divides the dataset into homogeneous subsets and makes 

predictions in this way [46]. DT use various criteria to select features that best summarize the information in the 

data. These criteria include concepts such as entropy, gain ratio and Gini index [47]. 



 Sinap, V., (2024)/ Journal of Scientific Reports-A, 58, 135-161 

142 

 

3.2.3. Random forest 

RF is a machine learning algorithm used to solve classification and regression problems. This algorithm is 

constructed by combining multiple decision trees. Each decision tree is used to generate randomly selected subsets 

(bootstrap samples). RF aims to create more reliable and accepted models by taking the prediction of the majority of 

these trees. By training each tree on different subsets, the RF algorithm reduces overfitting and increases the 

generalizability of the model [48]. In addition, by averaging the predictions of each tree, the errors of the individual 

trees are balanced. Mathematically, the prediction formula of the RF algorithm is given in Equation 2. 

Ý =
1

𝛣
∑ 𝒻𝒾(𝑋)

𝛣

𝒿=1
 (2) 

In the formula in Equation 2, Ý is the predicted value, 𝛣 is the number of trees, 𝒻𝒾(𝑋) is the prediction number 𝒿 

of each tree. 

3.2.4. Gradient boosting decision tree 

Gradient Boosting Decision Tree (XGBoost) creates a powerful forecasting model by successively adding 

decision trees. The first tree attempts to predict the dataset, and then an error correction process is performed on the 

errors of this tree, allowing the next tree to focus on them. This process continues by adding a series of trees, each 

tree correcting previous errors and improving the overall performance of the model. XGBoost learns iteratively, 

focusing on correcting the errors of the previous trees as each tree is added [49]. The formula of the XGBoost 

algorithm is given in Equation 3. 

𝐹(𝑥) = ∑ 𝛾𝑚ℎ𝑚

𝑀

𝑚=1
(𝑥) (3) 

In Equation 3, 𝐹(𝑥) is the total prediction model, 𝑀 is the number of trees, 𝛾𝑚 is the learning rate of each tree 

and ℎ𝑚(𝑥) is the prediction of each tree. 

3.2.5.  Naive bayes 

NB works based on Bayes' Theorem and accepts the assumption of independence between features when 

classifying. This assumption states that the features are independent of each other, hence the name "naive" [50]. 

Basically, NB uses the probabilities of features to determine the class to which a data point belongs. Using these 

probabilities, NB makes predictions for each class and selects the class with the highest probability. The basic 

mathematical formula of NB is given in Equation 4. 

𝑃( 𝐶 ∣ 𝑋 ) =  
𝑃( 𝑋 ∣ 𝐶 )  ∙  𝑃(𝐶)

𝑃(𝑋)
 (4) 

When the above equation is analyzed: 

 𝑃( 𝐶 ∣ 𝑋 ) is the probability that a given class (𝐶) is determined by the given feature set (𝑋), 

 𝑃( 𝑋 ∣ 𝐶 ) is the probability that the feature set (𝑋) belongs to the given class (𝐶), 

 𝑃(𝐶) is the probability of belonging to a given class (𝐶), 
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 𝑃(𝑋) is the probability of observing the feature set (𝑋). 

3.2.6. K-Nearest neighbors 

The basic principle of the KNN algorithm is to use the influence of its k-nearest neighbors to determine the class 

or value of a data point. The algorithm measures the distances of each point in the dataset to each other according to 

their position in the feature space and then determines the class or value of a given data point by the label or value of 

its k-nearest neighbor [51]. The KNN algorithm uses measurement metrics such as Euclidean Distance or Manhattan 

Distance to measure the distances of data points. The user-specified value of k is determined interactively, and it is 

generally preferred that it is not an even number. The basic mathematical formula of KNN is given in Equation 5. 

Ý =  argmax (∑ 𝐼(𝑦
𝑖

=  𝑗)
𝑘

𝑖=1
) (5) 

In Equation 5, Ý represents the predicted class, 𝑘 represents the number of neighbours specified by the user, 𝑦
𝑖
 

represents the class of the i -th neighbor, and 𝑗 represents the class index. 

3.2.7. Support vector machine 

The main purpose of the SVM algorithm is to classify data points into two or more classes using a hyperplane. 

SVM performs particularly effectively on datasets that cannot be separated linearly. The algorithm selects a 

hyperplane to classify data points and places this hyperplane in such a way as to maximize the margin between 

classes [52]. The mathematical formula of the algorithm is expressed in Equation 6. 

𝑓(𝑥) = sign(𝐰 ∙ 𝐱 +  𝑏) (6) 

In Equation 6, 𝑓(𝑥) represents the estimation function, 𝐰 represents the weight vector, 𝐱 represents the input 

feature vector, and 𝑏 represents a constant term or plane. 

3.2.8. AdaBoost 

AdaBoost (Adaptive Boosting) is an ensemble learning algorithm for classification problems. ADA creates a 

strong classifier by combining weak learners together. Its basic principle is to iteratively strengthen the model by 

adjusting the weights of the examples in the dataset, focusing on the points where a learner is weak. In each 

iteration, the weight of the misclassified examples is increased so that the next learner focuses more on these 

examples [53]. The mathematical formulation of the algorithm is expressed in Equation 7. 

𝐹(𝑥) =  ∑ 𝛼𝑡

𝑇

𝑡=1
𝑓𝑡(𝑥) (7) 

When Equation 7 is analyzed, 𝐹(𝑥) is the total prediction model, 𝑇 is the number of iterations, is the weight of 

each learner, 𝑓𝑡(𝑥) is the prediction of each learner. 
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3.2.9. Bagging classifier 

Bagging Classifier (Bootstrap Aggregating) is an ensemble learning algorithm used for classification problems. 

Its main goal is to create a more powerful and generalizable classifier by aggregating many weak learners trained on 

different subsets [54]. The algorithm trains each learner using different bootstrap samples (repeated sampling). In 

this way, learners trained on different samples increase the diversity of the model and reduce the risk of overfitting. 

BAG is based on weak learners such as SVM or KNN. Since each learner is trained on different subsets of the 

dataset, it contributes to making the model more general and stable [55]. 

3.3. Data validation method 

In the context of water potability prediction, the k-fold cross-validation method was used. The dataset is divided 

into k parts and uses each of them as a test set respectively. The remaining k-1 parts are considered the training set. 

This is done k times, and all the parts are used once as a test set. The model performance is evaluated based on the 

average of the results. 

In this study, the dataset is divided into 5 parts, which is a common practice in k-fold cross-validation where k is 

set to 5. The fiber count k is which intuitively assures computational efficiency and statistical robustness. When k=5, 

every fold has a data part that corresponds to 20%. This ensures that all the samples are diverse in all folds while 

still having enough data to train and test. In addition, 5-fold cross-validation method enables researchers to reliably 

estimate the model's performance on different subsets of the data and thereby assess its generalization capability. 

The flowchart of the model designed based on k-fold cross-validation is shown in Figure 1. 

 

 

Fig. 1. K-fold cross-validation method. 

3.4. Performance metrics 

The process of checking the performance of machine learning models is extremely crucial to the process of 

building and putting models into practice. In this regard, performance metrics are utilized for the consideration and 

appraisal of model quality regarding the accuracy, precision, sensitivity, and performance of a particular model. The 

measures that are fundamental such as True Positives (TP), True Negatives (TN), False Positives (FP), and False 

Negatives (FN) provide metrics that help understand the model behavior characteristics and overall quality of model 
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results respectively. Additionally, techniques such as ROC curves, confusion matrices, and F1-Score can give a 

different view by combining various metrics. A thorough grasp of this data is of fundamental importance to the fact 

that the model is not only functioning well but is also very dependable. 

3.4.1. Accuracy 

Accuracy is the measure that reflects how close the prediction made by a classification model would be to the 

actual class. Thus, accuracy is the extent of the number of correct decisions to the total decision number [56]. The 

formula for calculating accuracy is expressed in Equation 8. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (8) 

3.4.2. Precision 

Precision is a measure of how many of the cases that a classification model predicts as positive are actually true 

positive. Precision is the ratio of false positive predictions to the total number of positive predictions. A high 

precision value indicates that the model's positive predictions are reliable, while a low precision value indicates a 

high rate of false positive predictions. This metric can be expressed using Equation 9 in its formula. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (9) 

3.4.3. Recall 

Recall is a quality index that is used to find out how well the positive samples have been recognized by the 

model. Recall is the proportion of true positive predictions and total positive samples. A high recall value points to 

the fact that the model is very good at detecting positive instances. Recall formula is given in Equation 10. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (10) 

3.4.4. F-Measure/F1-Score 

The F-measure or F1-score is a gauge utilized to determine the success of a classification model by fusing two 

measures of precision and recall. The F-measure, which combines these two measures at a balanced point, evaluates 

how well the model can both minimize the number of false positive predictions and accurately identify the true 

positives. F-measure is calculated by the following formula: 

𝐹1 =  2 ∗
(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)
 (11) 
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3.4.5. Receiver operating characteristic curve 

Receiver Operating Characteristic (ROC) Curve a tool in graphical form is which used for assessment of model 

performance, particularly in classification problems. The ROC curve demonstrates the relationship between the 

probability of the correct classification (rate of recall) and the probability of the incorrect classification (rate of false 

positives). This is a means of determining whether the efficiency of the model is governed more by sensitivity or 

specificity. The ROC curve is a graph showing the effectiveness of the model when using various cut-off values. It 

goes from the corner where the perfect case is to the line at 45 degrees which is random guessing. A perfect model's 

ROC curve will rest in the upper left section of the graph, indicating that the true positive rate is high while the false 

negative rate is low [57]. The ROC curve has two inputs - True Positive Rate (TPR) and False Positive Rate (FPR). 

True Positive Rate (TPR) is determined the use of the Equation 12 given and whereas for False Positive Rate (FPR) 

the formula in Equation 13 is provided. 

𝑇𝑃𝑅 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (12) 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 (13) 

3.4.6. The area under the curve 

The Area Under the Curve (AUC) can be considered as the measurement of the area under the ROC curve. AUC 

measures the model performance for various thresholds by looking at the size of the area under the ROC curve [58]. 

AUC can take on any value from 0 to 1. A high AUC value indicates that the model has a good trade-off between 

high true positives and low false negatives. This means that the model is quite skilled in classifying the data. 

3.4.7. Area under the precision-recall curve 

The Area Under the Precision-Recall Curve (AUPRC) is a metric that tells the degree to which a classification 

model strikes a balance between accuracy and recall. The Precision-Recall curve is showing an image of the model's 

precision and recall over the entire range of cut-off points. The trick is AUPRC, which is the process of measuring 

the model's performance at different cut-off points, and this is done by getting the area under the curve [59]. High 

AUPRC of the model shows its ability to pinpoint true positives as well as false positives which indicates that the 

learner is capable of detecting true positive predictions as well as true positives. AUPRC is a method that is mainly 

applied to imbalanced classification problems. 

3.5. Dataset 

In this research we utilized “Water Quality and Potability” dataset available online, a renowned dataset 

disseminated in the Kaggle platform. The accuracy of features in the dataset predicting the potability of water was 

verified by two faculty members working in Departments of Water Science Engineering consulting them. They 

stated that the samples in the dataset meet the standards of WHO (World Health Organization). The dataset consists 

of 3276 water samples and 10 features that provide essential information about the water quality parameters. These 

parameters include: 
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1. pH Value: Indicates the water's acidity or alkalinity, with values within WHO standards (6.52–6.83). 

2. Hardness: Reflects the water's calcium and magnesium salt content, impacting its raw hardness. 

3. TDS (Total Dissolved Solids): Reflects the water's mineralization, adhering to WHO limits (desirable: 500 mg/l, 

maximum: 1000 mg/l). 

4. Chloramines: Result from ammonia added to chlorine for water disinfection, with safe levels up to 4 mg/L. 

5. Sulfate: Naturally occurring in minerals, with concentrations within the 3–30 mg/L range in freshwater. 

6. Conductivity: Reflects water's ion concentration, following WHO's 400 μS/cm limit. 

7. Organic Carbon: Measures carbon content in water's organic compounds, complying with US EPA standards (< 2 

mg/L). 

8. THMs (Trihalomethanes): Found in chlorinated water, with levels within the safe limit of 80 ppm. 

9. Turbidity: Reflects solid matter quantity in water, with values meeting WHO's recommended limit (0.98 NTU). 

10. Potability: Binary indicator (1 for Potable, 0 for Not Potable), determining water's safety for human 

consumption. 

Figure 2 shows the potability distribution of the water samples in the dataset. There is an imbalance in the target 

variable in the dataset. This should be taken into account in the modeling process. The imbalanced distribution of 

the target variable (Potable (1) or Not Potable (0)) requires a careful approach to avoid biasing the model towards 

the majority class. 

 

 

Fig. 2. Potability distribution of water samples in the dataset. 

Figure 3 demonstrates the distribution of missing values across different features in the dataset. Notably, a 

significant number of missing values are observed in the 'ph', 'Sulfate', and 'Trihalomethanes' features. Missing 

values can negatively affect the accuracy and reliability of the model. Effectively handling these missing values and 

optimizing the dataset allows the model to learn more robustly and reliably. Solving the missing value problem 

relies on strategies such as selecting appropriate imputation methods or choosing algorithms that are sensitive to 

missing values. 
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Fig. 3. Missing values in the dataset. 

Figure 4 shows the correlation matrix of the dataset. According to the correlation matrix, there is no linear 

relationship between the features that can explain the target variable. Therefore, linear models may not be effective 

on this problem. Considering this situation, it would be more appropriate to experiment with probabilistic models. 

Such models can handle the complexity and relationships in the dataset in a more flexible way, and therefore solve 

the problem better. 
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Fig. 4. Correlation matrix. 

3.6. Data preparation 

Data preparation is a fundamental step in the machine learning process and, when performed correctly, can 

significantly impact the performance of the model. In this context, three main topics come to the fore: the 

imbalanced structure of the dataset, missing values and outliers. In the research, the imbalance of the dataset was 

first addressed and resampling was performed. As the next step, missing values were identified and completed using 

appropriate imputation techniques. Then, outliers were identified, and solutions were generated with various 

methods. These three topics are discussed in more detail below. 

3.6.1. Class imbalance reduction strategy 

To address class imbalance, instances with values 0 and 1 in the 'Potability' column were treated separately. From 

the DataFrame of instances with value 0 (“zero”) and a DataFrame of instances with value 1 (“one”), we found two 

instances. Resampling was then used to increase the instances of the minority class “one” to a larger size. Here, the 

technique used is to increase the number of instances in the minority class which is then used to balance the classes. 

Through this step, the samples of the minority class are randomly and accordingly selected and then this process is 

repeated. Ultimately, the resulting augmented minority class is put together with the majority class so that the new 

balanced DataFrame (the “df”) can be created. This balancing technique seeks to enhance the model’s performance 

through the equalization of the learning curves between the classes. 
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3.6.2. Review and processing of missing values 

According to features like pH, Sulfate, and Trihalomethanes that were analyzed, missing values were detected. 

Missing values stand for data values that are not saved for certain observations in a dataset which can cause different 

problems in statistical analyses and modeling processes. In the case of the dataset being too correlative and the 

analysis being too confident, missing data can make the dataset incompletable and thus lower the quality, 

generalizability, and reliability of the results [61]. It can be a cause of such problems as analysis results and 

modeling accuracy becoming misleading and decision-making being faulted [62]. In turn, proper imputation 

methods and data preparation techniques should be adopted to effectively cope with missing data. 

Since the missing values in the dataset used in this study were covered both classes, these missing values were 

taken as the population mean. The population mean is a statistical method that shows the sum of the values of a 

population divided by the population size [63]. Mathematically, the population mean (𝜇) is expressed as: 

𝜇 =  
∑ 𝑋𝑖

𝑁
𝑖=1

𝑁
 (14) 

This step adds a homogeneity level to the dataset. Thus, making the data more uniform by substituting missing 

values with population averages of estimates. Also, different statistical techniques for imputing missing data were 

used. In mean imputation, the absent values were replaced by the average of the whole dataset. Additionally, median 

and mode are used to finish off the missing entries. In case of median imputation missing values were replaced with 

the median. The median is the middle number when the numbers are arranged in order. If the mode imputation was 

employed, the missing values would be replaced by the mode which is the most common value in the dataset. These 

methods were selected due to the various distributions of the variables. For instance, pH values are typically nearly a 

normal distribution. Hence, the mean was used for missing values. This is due to the mean being a good 

representation of central tendency in a normal distribution. However, for variables with more complicated 

distributions, like Sulfate or Trihalomethanes, it was more appropriate to use the median or mode instead. The 

median entails the median of the data thus it is more robust than the mean. The mode is the most common value in 

the dataset and thus shows the most typical position of the distribution. Therefore, it was decided that the mean 

would be appropriate for pH and the median or mode for Sulfate or Trihalomethanes when filling in missing values. 

The process of imputing the median with missing values for an 𝑋 variable can be expressed as shown in Equation 

15: 

𝑋̂ 𝑚𝑒𝑑𝑖𝑎𝑛 = Median(𝑋) (15) 

For a variable 𝑋 with missing values, the mode imputation process can be expressed as: 

𝑋̂ 𝑚𝑜𝑑𝑒 = Mode(𝑋) (16) 

In Equation 16 𝑋̂ 𝑚𝑜𝑑𝑒  is the imputed value and Mode(𝑋) is the mode of the observed values of 𝑋. 

3.6.3. Review and processing of outliers 

The very nature of the outlier problem in machine learning may lead to the disrupted functioning of a dataset. 

According to some researchers, if data with unprocessed outliers is included in the dataset, the model's performance 

results can drop by more than half [64]. So the detection and treatment of the outliers are of the primary importance 

of the model building process. 
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Trimming and Standard Deviation methods were used to remove outliers. Trimming involves removing a certain 

percentage of outliers to improve the accuracy of the results [65]. Standard Deviation is a statistical technique that 

shows how closely the values of a dataset are to the average. Outlier values correspond to the data beyond a 

specified standard deviation [66]. In the research, a few features that were outlier indicators, for example, 5% 

trimming was applied for 'Sulfate'. In this manner, 2.5% values were added up to both extremes and the rest of the 

data, which was 95%, were used. More so, outlier computation was done using the deviation calculation method for 

the 'hardness' feature in the dataset. The threshold value was determined by the average hardness value and adding 

two times the standard deviation for the two values to finish the process. 

The second treatment for outliers in this research is the use of IQR (Inter-Quartile Range) method. As per the 

method, the real data of the highest and lowest values of the dataset are replaced with a certain threshold value, thus, 

the extreme values will not have a great influence on the model performance [67]. So, according to the IQR method, 

the data points that are outside the normal range are determined by setting a certain threshold value. This threshold 

is usually associated with a certain percentile. After that, all the values beyond the threshold are replaced with this 

threshold value. It is worth noting the fact that in analyses of water quality, the pH values are restricted to a specific 

range limiting the extreme values to a certain threshold. Thus, it is aimed to increase the certainty of the results by 

minimizing the probability of extreme values affecting the model's performance. While examining the pH values in 

the original dataset, a specific threshold value (pH = 9) was chosen and IQR was applied. 

The percentile method was also applied to deal with outliers. This method is used to detect outliers by setting a 

threshold value at a certain percentile [68]. Here, the threshold value may be set at the range of 2%-98%, thus, any 

value beyond that will be regarded as a misfit. Nevertheless, the application of such a method produced some 

obstacles in doing the experiment, which resulted in not getting the expected correct results. The method of the 

percentile requires human instruction to set a particular number and set the limit. Nevertheless, the dataset is 

complicated and has had different values over time, which makes it hard to find the appropriate threshold value. The 

disparity in the dataset is illustrated by the water samples drawn from diverse geographical locations. These samples 

coming from urban water treatment systems to natural water sources in grouped areas are as such. The fact that the 

water properties are different makes it more difficult to study the effect of the factors involved. An example is the 

pH of the water in the city which is different from water in the rural area. The complexity is that every dataset 

feature is a result of many factors which differ in their independence. Hardness of water can be a mix-up of the 

geographical and the seasonal variability. This complexity makes the assignment of the threshold value of each 

characteristic more difficult, as the factors influencing them are expected to vary more widely. Furthermore, the 

percentile method uses a specific percentile range when identifying outliers. However, the threshold value set in the 

dataset, especially on the TDS (Total Dissolved Solids) value, reflects the mineralization of the water samples. 

Geographical differences of water sources and intended uses can cause significant variations in TDS values. Natural 

water sources in rural areas may have higher mineral content, while urban water supply systems may have lower 

levels of mineralization. This means that although the TDS threshold value is in accordance with generally 

established WHO standards, it may not be fully compatible with the specific characteristics of water samples from 

geographical areas. Therefore, it can be difficult to achieve an accurate agreement in defining or interpreting the 

TDS value as an outlier in water samples from specific geographical areas. 

4. Experimental study and findings 

In this study, nine supervised classification algorithms including LR, DT, RF, XGBoost, NB, KNN, SVM, ADA 

and BAG were used to determine the potability of water. GridSearchCV hyperparameter optimization technique was 

used to determine the hyperparameters of the models. Hyperparameters are manually determined parameters that 

affect the performance of the model. GridSearchCV is one tool for hyperparameter tuning. It is a systematic way to 

tune hyperparameters so that machine learning models can be better able to perform. This hyperparameter 

optimization process consists of certain steps to obtain the best performance of the machine learning models [69]. 
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First, we specify the hyperparameters to be optimized along with a set of values for them. Next, the combination of 

hyperparameter values is generating the different models and then all the models are evaluated using a predefined 

metric. The selection of the best performing combination of hyperparameter values is made through a process of 

trying out different options and sorting out the models. A last model is constructed using the optimal hyperparameter 

values, and this model is now ready to be utilized on a more extensive dataset. Cross-validation (CV) is the 

technique used in GridSearchCV, facilitating the model's being tested on different portions of the data, thus 

improving its generalizability [70]. This process makes the model aware of such tendencies as over-fitting and 

under-fitting thereby providing reliable and superior results. 

While creating the model, the dataset was divided into two parts, 75% for training and 25% for testing. In all 

algorithms used, the random state was set to 42. The number of trees in RF was defined as 9. The number of 

neighbors in KNN was set as 5. In the XGBoost algorithm, the learning rate was set as 0.01, the number of 

predictors as 8 and the number of seeds as 25. The kernel used in SVM is Radial Basis Function (RBF) and C 

parameter is set as 2. In SVM optimization, the C parameter indicates the extent to which misclassification of each 

training sample is prevented. For the ADA algorithm, 100 weak learners and a learning rate of 0.1 were used. For 

the BAG algorithm, 50 base classifiers and sampling strategies were determined. Figure 5 shows the confusion 

matrices of the algorithms used in the research. 

When Figure 5 is analyzed, confusion matrices are used to examine the performance of each algorithm in detail. 

The BAG algorithm achieved the highest success in correctly identifying the potability status of water, exhibiting 

the highest True Negative value. On the other hand, the DT algorithm showed a significant performance in correctly 

classifying the potential risks related to the potability of the water, achieving the highest True Positive value. The 

LR algorithm has higher False Negative values. This indicates that it performs poorly in classifying the potability of 

water. Concerning the RF algorithm, it exhibits a well-balanced performance, effectively identifying both potable 

and non-potable water samples. The RF algorithm's contributions to True Positive and True Negative values 

contribute to its overall success in classifying water samples. 
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Fig. 5. Confusion matrices (based on trimming method). 
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Fig. 6. AUC-ROC and AUPRC values of algorithms (based on trimming method). 

Figure 6 shows the AUC-ROC and AUPRC scores of the water potability detection system that was used 

machine learning. These scores are very important benchmarks to be used for the assessment of the quality of 

classification models. AUC-ROC is the computation of the trade-off between the false positive rate and the true 

positive rate and a representation of the capacity of the model to be able to correctly classify non-potable water and 

at the same time having minimal false positives. AUC-ROC is a key metric with a higher score than the others 

indicative of better performance classification [71]. Moreover, AUPRC is a metric that investigates the relationship 

between precision and recall and it is particularly important for the case of the analysis of classification problems 

with imbalanced data. A high AUPRC score implies that the model can detect the non-potable water samples 

successfully and thus, it will reduce the probability of false positives [72]. 

The graph shows the obvious result that the RF algorithm has the highest AUC-ROC (0.80) and AUPRC (0.82) 

scores and the other algorithms have lower ones. In this instance, it can be stated that the RF algorithm is the top one 

in both accurately classifying potable water cases and the non-potable ones. In the same way, the DT algorithm is 

the one that has the most outstanding ability in demonstrating the exact results of the water samples with the AUC-

ROC (0.70) and AUPRC (0.69) scores. On the other hand, the LR algorithm is the one that has some possible 

drawbacks in classifying the water samples correctly, as it has lower AUC-ROC (0.50) and AUPRC (0.34) scores 

than the other algorithms. 

Table 2. Performance metrics according to the outlier treatment methods. 

Classifier Accuracy Precision Recall 

 Trim. IQR Per. Trim. IQR Per. Trim IQR Per. 

LR 0.62 0.47 0.51 0.30 0.47 0.40 0.01 0.49 0.25 

KNN 0.66 0.65 0.58 0.54 0.65 0.55 0.46 0.65 0.45 
DT 0.72 0.74 0.65 0.56 0.70 0.68 0.73 0.82 0.50 

RF 0.83 0.80 0.75 0.84 0.81 0.72 0.67 0.79 0.75 

XGBoost 0.69 0.75 0.54 0.65 0.74 0.60 0.34 0.78 0.50 
NB 0.63 0.53 0.51 0.50 0.54 0.40 0.23 0.42 0.38 

SVC 0.71 0.67 0.60 0.70 0.66 0.55 0.38 0.66 0.60 
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ADA 0.63 0.56 0.52 0.49 0.56 0.45 0.30 0.56 0.38 

BAG 0.64 0.77 0.53 0.62 0.75 0.65 0.03 0.80 0.52 

Table 3. Performance metrics according to the outlier treatment methods. 

Classifier F1-Score AUC-ROC AUPRC 

 Trim IQR Per. Trim IQR Per. Trim IQR Per. 

LR 0.02 0.48 0.45 0.50 0.47 0.30 0.34 0.48 0.42 
KNN 0.49 0.65 0.50 0.62 0.65 0.55 0.60 0.60 0.53 

DT 0.63 0.75 0.60 0.70 0.74 0.68 0.69 0.66 0.58 

RF 0.75 0.80 0.70 0.80 0.80 0.72 0.82 0.74 0.65 
XGBoost 0.44 0.76 0.45 0.62 0.75 0.60 0.61 0.69 0.55 

NB 0.32 0.47 0.48 0.55 0.53 0.35 0.51 0.51 0.41 

SVC 0.49 0.66 0.55 0.64 0.66 0.55 0.65 0.61 0.50 
ADA 0.37 0.56 0.45 0.56 0.56 0.40 0.52 0.53 0.42 

BAG 0.05 0.77 0.48 0.57 0.77 0.60 0.44 0.70 0.51 

 

Table 2 and Table 3 demonstrates the effects of machine learning algorithms for evaluating water quality and its 

potability. Various outlier treatment methods were applied for the calculation of the performance of the algorithms. 

“Trimming” refers to the process of clearing the dataset usually by deleting the points from the lowest and highest 

percentiles. The “IQR” method is the process of limiting the outliers in the dataset and bringing the values above or 

below a certain threshold to that threshold. The method of the “Percentile” is the process of the ranking of the values 

in the dataset according to certain percentiles and intervening on values that are either within or outside a certain 

percentile. In particular, the RF and DT algorithms have strong potential in this area. RF was the most successful 

algorithm with an accuracy score of 0.83 with the trimming method. According to a precision score of 0.84, the 

recall is 0.67 (F1-Score = 0.75). The trimming method's recall of the RF algorithm is 0.67 while IQR has a score of 

0.79. Because the trimming technique is mainly concerned with low values, the model gets more sensitive to low 

values and thus has a smaller recall. A lower recall means that occurrences, particularly in the positive class, are 

found with a success rate that is lower. These scores show the skill of the RF in the differentiation of the potable and 

non-potable water samples. The model was confirmed to be effective with respect to the classification task and 

prediction reliability by high values of precision and recall even for imbalanced datasets. DT was the second-best 

algorithm, thus, via IQR method, the accuracy score of 0.74 was reached. The DT algorithm, which was used to 

classify water samples correctly, recorded the performance which was represented by a precision score of 0.70 a 

recall score of 0.82 and an F1-Score of 0.75. The RF algorithm demonstrated high competence in the water 

potability detection task when the trimming method was applied. The IQR method increased the recall value; 

however, a balanced adjustment may be needed to increase this value further. Both IQR and trimming methods are 

efficient methods that can be used to control the outliers that degrade the performance of the model. These methods 

are important in balancing the model's sensitivity to certain values and its success rate. When the Percentile method 

was applied, a decrease in the overall performance of the algorithms was observed. 

 



 Sinap, V., (2024)/ Journal of Scientific Reports-A, 58, 135-161 

156 

 

 

Fig. 7. ROC curve with AUC values (based on trimming method). 

When the ROC curve plot is analyzed, it can be seen that certain classifiers perform strongly. The ROC curve 

provides a visual representation of how a model's sensitivity (true positive rate) and specificity (true negative rate) 

change at various thresholds. High AUC values indicate the ability of the models to effectively discriminate between 

different classes [73]. In this context, RF is the algorithm that stands out with a significant difference compared to 

other algorithms (AUC = 0.80). RF algorithm has demonstrated its competence in data classification by obtaining a 

very high AUC score. The AUC score obtained emphasizes the effectiveness in classifying the potability of water 

while maintaining the balance between precision and recall. 

5. Discussion 

This study compares the performance of various machine learning algorithms to determine water potability 

status. When the literature is examined, the target class that is tried to be estimated is usually on the WQI value. 

While many studies aim to estimate the WQI value using machine learning algorithms, this research addresses the 

practical need to classify water samples as potable or non-potable, which is crucial for ensuring safe drinking water. 

Furthermore, the multitude of parameters defining water potability, the variability of datasets, and the difficulty in 

comparing findings across different datasets add complexity to water quality research. This study's unique 

contribution lies in its use of a dataset that, to our knowledge, has not been previously employed in the literature. 

The dataset's novelty presents both opportunities and challenges. On one hand, it allows for the exploration of water 

quality classification using diverse parameters specific to the dataset, potentially uncovering insights that may not be 

evident in studies using different datasets. On the other hand, this uniqueness makes direct comparisons with other 

studies challenging, as each dataset may have its own characteristics and biases. Although studies directly focusing 

on binary classification of water potability may be limited, comparisons have been made between the findings of 

this study and existing literature based on specific features. 

In this study, it was found that algorithms such as RF and DT are effective in accurately determining the 

potability status of water. A study by [74] suggests that Gradient Boosting algorithms are effective for a similar 

water quality analysis. Which algorithm to choose may vary depending on the intended use in a particular context, 

the characteristics of the dataset, and the problem domain to be solved. Algorithms such as RF and DT can achieve 

successful results, especially on high-dimensional and complex datasets, while Gradient Boosting algorithms can 
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learn more complex relationships [75]. Therefore, a decision should be made by considering the requirements of the 

model to be applied and the characteristics of the analyzed water samples. 

When the findings from other studies focusing on water quality analysis in different geographical regions are 

examined, a study conducted in South America showed high accuracy of the KNN algorithm in determining the 

potability of water [76]. Geographical factors such as climatic conditions, rainfall, type of water sources are 

important parameters affecting water quality. Therefore, it is important to evaluate whether an algorithm shows the 

same success in another geographical region. Furthermore, the characteristics of the dataset used to evaluate 

differences in water quality analysis performance between geographical regions are important [77]. Factors such as 

regional characteristics, minerals in the water, pollution levels, etc. can affect the success of the analysis algorithms. 

Furthermore, geographic region-specific parameter settings may be required to optimize the success of the 

algorithm. 

[30] used LSTM to estimate salinity in Salton Lake, emphasizing its accuracy and flexibility. Nevertheless, this 

research revealed that RF was the most efficient algorithm for the purpose of classifying drinking water. The 

difference in the observed results is due to the peculiarities of the datasets and the characteristics of the variables 

used. Chawla et al. concentrated on salinity, which may have different predictors than water potability. Exactly the 

same, [31] and [32] succeeded in high rates using SVR, XGBoost, and LSTM to forecast the water quality factors. 

In this work, the results of the SVC and XGBoost were low, however, the RF outcome was high. The different 

performance of SVC, XGBoost, and RF algorithms in this research and the studies [31] and [32] may be due to 

several things. Initially, the datasets used in each research may have had differences in size, complexity, and feature 

selection. RF is recognized for its strong performance on high-dimensional and complex datasets as well as noisy 

features, which might be the case in this research. In contrast, SVC and XGBoost may be more appropriate for the 

datasets for which they obtained the highest success rates in [31] and [32]. In addition, the differences in the 

hyperparameters selected for each algorithm, data preprocessing methods, and model evaluation techniques may 

have also played a role in the performance differences. RF's performance on such a diverse array of feature types 

and its strong generalization capacity have likely made it outperform SVC and XGBoost in this study. It should be 

emphasized that the performance of machine learning methods can be different in relation to the particular features 

of the dataset and the problem being tackled. 

In the case of the study at hand, just like in [39], it can be noted that ensemble methods like Random Forest (RF) 

were found to be bieng excellent for drinking water quality prediction. This is a good example of the effectiveness 

of ensemble models for several reasons. One of the advantages of ensemble models is that they make the predictions 

more stable and reduce overfitting by combining several base learners, thus, they are suitable for complex datasets 

with non-linear relationships, e.g. water quality data. The ensemble models' high performance might come from the 

fact that they are capable of capturing the diverse and sometimes conflicting patterns that are present in the data. 

Through pooling the predictions of multiple models, ensemble models can successfully reduce both bias and 

variance and consequently, get more accurate and precise predictions. Also, ensemble models are able to deal with 

the different kinds of features and data distributions, thus, they are flexible and can be used for different datasets. 

Here, the ensemble model may have combined the information from temperature, pH, turbidity, and coliforms 

which consequently led to a more precise water quality prediction. Furthermore, the effectiveness of ensemble 

models can be related to some characteristics of the dataset and the problem domain. The dataset used in the current 

research may have had intricate relationships and patterns that are suitable for community modeling. 

This research also analyzed the impact of outlier treatment methods (Trimming, IQR, Percentile) on performance 

of the algorithms. The best results of 83% accuracy were achieved via the RF algorithm implemented with the 

trimming method. This means that the RF algorithm is an expert in differentiating between samples of water that can 

be consumed and those that cannot be consumed. Meanwhile, it was noted that the recall value of the trimming 

method increased from 67% to 79%. The reason being, the trimming method mainly excludes a few values, hence 

the model becomes more sensitive to low values resulting in a lower recall value. The DT algorithm had 74% 

accuracy with the IQR method, but higher accuracy with the trimming method. In these cases, the IQR and trimming 
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methods obviously controlled the effect of outliers on the algorithm’s performance. Nevertheless, the algorithms 

performance on the percentile method was decreased when the method was applied. The reason for this 

phenomenon is that assigning ranks to the values in the dataset according to some percentiles and intervening 

according to this is less effective than other methods. 

A study analyzing the influence of outlier handling methods on algorithms shows that specifically, trimming can 

increase the performance by increasing the sensitivity of the model to low values [78]. This also means that trim can 

reveal the presence of crucial components at low concentrations of water, especially in the quality analysis of water. 

However, the high recall value with the IQR method may ignore critical features at low concentrations in the case of 

water quality analysis [79]. Consequently, the application of the IQR method should be exercised with care 

measuring the characteristics to be analyzed. The clear performance deterioration of the Percentile method agrees 

with some results in the literature [80]. Researchers have pointed out that this approach usually corrupts the overall 

configuration of a dataset and not so useful for complex datasets. In other words, applying the percentile method 

may result in the natural structure, distribution, or pattern of the dataset being changed. This is possible when the 

percentile method does its magic by ranking the values in the dataset according to some percentiles. Taking this into 

account, this method frequently has the tendency of limiting or modifying the values in the dataset to a certain 

percentile ranking. Disassembly of data in this way can have unintended consequences, particularly when it is 

necessary to grasp or keep intact the intricate structures that are part of the dataset. In case of the water potability 

analysis, applying concentrating or diluting of water properties to a certain percentile may produce results that are 

less relevant to real-world conditions. 

6. Conclusion 

This research was conducted to evaluate the performance of nine different machine learning algorithms in 

determining the potability of water. Through the study of the accuracy of the algorithms in water sample potability 

detection, it became evident that the purpose of the study was fulfilled successfully.  

Through data preparation stages, the procedures performed in this study are the main steps to ensure reliable and 

effective training of machine learning models. Taking care of the issue of class imbalance, deciding on how to treat 

missing values, cleaning potential mistakes in the dataset and properly treating outliers were pointed out as main 

strategic decisions to augment the accuracy of analysis and modeling. To balance the dataset's classes, two sets of 

samples with different data values (0 and 1) for the 'Potability' column were treated separately. Resampling was 

utilized to magnify the number of instances in the minority category, and the augmented minority group was 

coupled with the majority group to make a balanced Data Frame. 

Analysis of missing values was carried out to find out the missing values of critical features such as pH, sulfate, 

and trihalomethanes. For the gaps in this regard, statistical imputation techniques chosen according to how each 

variable was distributed were used. For instance, the pH values were normally distributed so the mean was used as a 

central measure. On the other hand, the commonly used median and mode were more appropriate in the case of 

variables with complex distributions like sulfate or trihalomethanes. In these situations, the median is the value in 

the middle and the mode is the value that is the most frequent, thus giving more reliable solutions to the mean. The 

mean was used for pH and the mode or median for sulfate or trihalomethanes. They were successfully tackled this 

way which consequently led to model reliability improvement. 

The process of outlier examination and treatment is the crucial one that is related to the irregularities of the 

dataset removal. The methods of Trimming, IQR, Standard Deviation, and Percentile were used to remove outliers. 

In this way, the machine learning model is less likely to be influenced by the outliers thus, the model becomes more 

generalizable. The dataset received through the data preparation steps provided the machine learning algorithms that 

were used for the determination of water potassium successful training. 

The RF and DT algorithms were discovered to be efficient in potable water detection as a result of the analysis. 

The RF algorithm was the best method in terms of accuracy and AUC-ROC scores that cutting and trimming were 
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used for potable water and non-potable water sample classification. DT algorithm has been successful with IQR 

outlier processing, but the result is not as high as RF. In contrast, the Percentile method often resulted in inferior 

algorithm performance. The importance of these outcomes shows the potential of machine learning algorithms to be 

able to distinguish between potable and non-potable water reliably and accurately, as well as identify the outlier 

treatment methods used in pre-processing of the dataset. Moreover, it was revealed that the algorithms' performance 

can be distorted by the geographical factors when the comparison is made with other studies in the literature and in 

the other geographical regions. These are the issues that illustrate the effects of geographical differences in water 

quality analysis and should be considered in model selection. 

The results give crucial data for people who make decisions on the preservation of water resources and the 

management of water quality. It is suggested that future studies should carry out such analyses in different regions 

of the world, and the performance of the various algorithms should be compared in more detail and the use of more 

advanced machine learning models for the water quality analysis should be developed. Moreover, more research 

needs to be carried out on issues like the efficient handling of the missing values, the inclusion of the imbalanced 

distribution of the dataset, and the further investigation of the model's sensitivity to the geographical differences. 

Such recommendations would bring about more stable and transferable results of machine learning-based methods 

in the field of water quality analysis. 
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Abstract 

In this study, 510 noise measurements recorded in eight natural stone processing plants operating in Sivas City, Turkey were 

evaluated and the noise levels and dominant frequency bands of 11 different processing machines used in these plants were 

determined. The daily equivalent noise level of all natural stone processing plants was around or above the exposure limit value 

(87 dBA) specified in relevant regulations. Considering the machines and plant environment, the frequency ranges for the highest 

noise levels were mostly between 630 Hz - 5000 Hz, centering around 3150 Hz. Variations in the noise level of the processing 

machines in separate plants where similar processes were carried out was primarily related to the plant size and machine layout, 

the number of machines operating simultaneously and the type of natural stone processed. While the difference between the noise 

levels of gangsaws, bridge cutting, ST cutting, head/side cutting, trimming, cement filling, slab polishing, narrow polishing, 

chamfering and splitting machines were statistically significant, aging machines generated similar noise levels. 

 

© 2023 DPU All rights reserved. 
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1. Introduction 

Natural stone mining depends on intense manpower. There are many large and small natural stone quarries and 

processing plants in Turkey. Noise-induced hearing loss is an irreversible but preventable occupational disease. 

Employees in natural stone processing facilities are more exposed to the harmful effects of noise than other mining 
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activities. Noise is a type of energy that can be transmitted through the air as pressure waves. Human ear can 

perceive these pressure waves that it feels as sound or noise. A normal and healthy young person can hear sounds in 

the frequency range of 20 Hz - 20000 Hz, but the human ear cannot respond equally to all frequencies [1]. Therefore, 

simply measuring the physical density of a sound pressure level is not sufficient to evaluate the potentially harmful 

effect of noise. High frequency noise has been reported to be more harmful than low frequency noise [2, 3]. Noise 

exposure may cause several negative health effects on people, including stress, cardiovascular diseases, 

hypertension, respiratory and neurological problems, and sleep disturbance. It is stated that high frequency sounds 

have effects such as high blood pressure, fatigue, hearing loss, headache, tinnitus, dizziness and nausea, depending 

on personal sensitivity and aging [4-6]. It is also reported that prolonged exposure to occupational and/or 

environmental noise may contribute to an increased risk of cardiovascular disease [7-10]. Hearing tests performed in 

natural stone processing facilities have revealed that the employees suffered from moderate to severe hearing loss 

[11-13]. It is necessary to identify the frequency distribution of the noise in terms of engineering controls [14]. Noise 

control through frequency analysis has been described as a vital tool widely used for the selection of hearing 

protectors and for environmental or communal noise assessment [15]. Controlling high frequency noise is both 

easier and cheaper than low frequency noise [16, 17]. The amount of sound transmitted from the outside of the 

buildings to the inside is greater in low frequency sound than in high frequencies. Therefore, thicker sound-

absorbing materials are required compared to high-frequency sounds, as low-frequency sounds can pass through 

obstacles more easily [18]. Thus, it can be inferred that measures to be taken against noise propagation may be easier 

since the dominant frequencies are in the high frequency range in natural stone processing plants. 

There are various approaches to define the frequency ranges that the human ear can hear as low, medium and high 

frequency ranges. The low frequency limit can be set at 200 Hz [19-23] or 250 Hz. According to an approach, 

sounds between 250 Hz - 2000 Hz fall into the medium frequency range and sounds with a higher frequency from 

2000 Hz fall into the high frequency range [24, 25]. Bilgili et al [26] proposed the following scheme to identify the 

frequency of the sound considering the A and C-weighted sound levels: generally low frequency when (dBC – dBA 

≥ 2), broadband equal sound level frequency when (dBC - dBA = 0) and generally high frequency when (dBC – 

dBA < 2). The World Health Organization (WHO) recommends C-weighted measurement along with A-weighted 

measurement in the examination of low and high frequency noise [26, 27]. In a study examining the effect of sound 

frequency on hearing loss, 48 % of 152 personnel with an average age of 32 had hearing loss due to noise, and it was 

revealed that the frequency of hearing loss started in the 6000 Hz region, especially in the left ear. In another study, 

it was stated that 40.4 % of the employees in this sector had a hearing loss and the maximum equivalent noise level 

was in the region of 4000 Hz [28]. The blocks supplied from quarries are handled in the slab and tile lines in the 

processing facilities, and are brought to the product sizes and specifications desired by the market. A series of 

equipment including gangsaws, bridge cutting, block cutting, head/side cutting, trimming, chamfering, polishing, 

cement filling and aging machines are generally used throughout the whole processing stages. It should be noted that 

the noise level to which the personnel working in natural stone processing facilities are exposed is above the limits 

specified in international standards [29-35]. It was reported that noise generated in stone processing facilities poses a 

risk to human health [32, 33, 36]. Researchers suggest that natural stone processing facilities be established away 

from residential areas [29, 31]. Employees should use personal ear protection equipment when working with high-

noise emitting machinery like marble cutting machines, marble saws and polishing equipment [30, 31, 37]. Huang et 

al [35] reported that the noise levels that employees in natural stone processing plants are exposed to mostly 

correspond to the high frequency range (2000 Hz - 4000 Hz). The noise emitted in the cutting process varies 

according to the type of natural stone being processed. Şengün et al [38] recorded higher noise levels with andesite 

and basalt type rocks. Table 1 enumerates the detrimental impacts of noise on human health. Workers at natural 

stone processing plants are more exposed to second and third degree noise, which can have a major physiological 

impact, given the detrimental effects of noise on human health. 
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Table 1. Effects of noise on humans [26, 39, 40]. 

Level of Noise Exposure range 

(dB) 
Health Effects 

1st level noises 30–65 Discomfort, uneasiness, anger, fury, sleep disorder, and attention deficit. 
2nd level noises 

65–90 
Physiological reactions; increase in blood pressure, acceleration in heart rate and 

respiration, decrease in pressure in the cerebral fluid, sudden reflexes. 

3rd level noises 90–120 Physiological reactions, headaches. 
4th level noises 120–140 Permanent damage to the inner ear, deterioration of balance. 

5th level noises >140 Serious brain damage, burst eardrum. 

2. Material and methods 

In this study a total of 510 noise recordings were taken from eight natural stone processing facilities located in 

Sivas city, Turkey and its vicinity. Processing plants, which were coded between A and H to avoid a positive or 

negative bias, operated some or all of the following 11 machines: gangsaws, bridge cutting, ST block cutting, 

head/side cutting, trimming, cement filling, slab polishing, narrow polishing, aging, chamfering and splitting. At the 

time of measurement, the following natural stones were processed in the plants; limestone at plants A, C, F, G and 

H, yellow travertine at plants B and E and classic travertine at plant D. Noise exposure measurements were carried 

out in accordance with TS EN ISO 9612 [41] "Acoustics - Determination of occupational noise exposure - 

Engineering method", calibration for IEC 60942 : 2003 [42] and TS 2607 ISO [43] "Acoustics - Determination of 

occupational noise exposure and estimation of noise-induced hearing impairment" (Fig. 1). The task-based 

measuring method was used in this work for measurement purposes, and it was also used to eliminate uncertainties. 

As a result, for each assignment, measurements were taken three times for a minimum of five minutes. The 

microphone was positioned between 0.1 and 0.4 meters from the external auditory canal entry, in the middle plane 

of the employee's head, level with the eyes, and on the side of the ear that was most exposed. The individual taking 

the measurement positioned himself behind and next to the employee, maintaining this position throughout [44]. In 

both standards, the root-mean-square (RMS) of the frequency-weighted sound pressure values is defined for a 

nominal 8-hour working day (LEX,8h) for assessing the noise exposure of workers during a working day. The 

frequency-noise relationship was also studied. A high-precision noise level meter equipped with an ⅓ octave band 

filter and suitable for all noise measurements specified in the annexes of the "Environmental Noise Assessment and 

Management Regulation" of the Ministry of Environment and Urbanization was used in field measurements. Noise 

measurements were carried out with A, C and Z (linear) frequency weightings over three profiles. The noise meter 

was calibrated before and after each measurement round as per the relevant directives. Frequency analyses were 

made of the noise levels recorded in the natural stone processing plants and the frequency and noise propagation 

maps were drawn taking into account the plant layout. The Surfer (Golden Software) application was used to create 

noise propagation maps [45]. 
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Fig. 1. Noise measurements at a marble plant. 

3. Results and discussion 

A noise-vibration analysis package [46] was utilized for extracting the ⅓ octave frequency-noise relation of the 

recordings. Fig. 2 illustrates the frequency-noise relationship of the aging machines in natural stone processing 

facilities B and E using the A measurement scale in the event that the topic is discussed through an example. While 

workers in these factories who operate aging machines are subjected to similar dominant frequencies of noise, 

workers in other natural stone processing facilities may be exposed to different prominent frequency ranges. 

Because natural stone processing plants have a lot of machinery and industrial settings, the frequencies with the 

highest noise levels fall primarily between 630 Hz and 5000 Hz, with a concentration in the 3150 Hz frequency 

range. There is no natural stone processing plant with dominant low frequency ranges (Table 2). 
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Fig..2. Frequency-noise relationship of aging machine groups. 

A, C and Z-weighted equivalent continuous sound levels (Leq) and daily personal noise exposure of workers 

along with dominant frequencies (DF) for processing machines at all plants are presented in Table 2. The following 

conclusions have been reached by evaluating the noise data. Among the six plants using gangsaws, there were no 

significant differences between the LEX,8h levels of the gangsaws in natural stone processing plants A, B, D and H. 

There were no high-noise machines in the vicinity of the gangsaws and the LEX,8h fluctuated around 89 dBA. The 

highest and lowest LEX,8h were from plants C and E with 94.4 dBA and 84.1 dBA, respectively. The main reason for 

the high noise level in plant C was that the gangsaw had been placed in a separate compartment with ST block 

cutting and head/side cutting machines nearby with high noise intensity (Fig. 3). On the other hand, the noise 

intensity in plant E was low compared to others due to the small number of machines spread across the large facility. 

Considering the A-frequency weighting, the highest noise level in the gangsaws corresponded to the medium 

frequency range in plants A and C (Fig. 4), and to the high frequency range in others. The results obtained were 

consistent with the literature. Çınar and Şensöğüt [32] reported the noise level of gangsaw machines as 87.51 dBA 

in two marble factories operating in Konya city, Türkiye. 
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Table 2. Noise levels and corresponding dominant frequencies (DF) at plants. 

Machine 

[Code] 

Plant A - weighted C - weighted Z - weighted 

Leq-DF 

dBA 

Leq 

dBA 

LEX,8h 

dBA 

DF 

(Hz) 

Leq-DF 

dBC 

Leq 

dBC 

LEX,8h 

dBC 

DF 

(Hz) 

Leq-DF 

dBZ 

Leq 

dBZ 

LEX,8h 

dBZ 

DF 

(Hz) 

Gangsaw 

[1] 

A 80.8 90.1 89.8 630 82.6 91.5 91.2 400 82.6 92.4 92.1 400 

B 80.9 89.5 89.2 4000 82.5 90.9 90.6 400 84.1 92.1 91.8 400 

C 86.1 94.7 94.4 630 88.8 94.7 94.4 500 88.8 96.0 95.7 500 

D 82.3 89.3 89.0 4000 80.5 89.3 89.0 4000 81.3 89.5 89.2 4000 

E 76.5 84.4 84.1 4000 78.2 84.4 84.1 2500 79.0 86.7 86.4 5000 

H 80.2 90.0 89.7 4000 83.6 91.5 91.2 315 83.6 92.3 92.0 315 

Bridge 
cutting 

[2] 

A 88.1 94.5 94.2 3150 86.7 95.0 94.7 3150 87.2 94.9 94.6 3150 

B 87.3 95.3 95.0 2000 88.3 95.4 95.1 1600 88.6 95.8 95.5 1600 

C 79.6 87.8 87.5 800 80.4 87.8 87.5 800 80.4 89.0 88.7 800 

D 92.9 96.0 95.7 4000 91.0 96.7 96.4 2500 91.9 100.2 99.9 4000 

H 75.7 84.9 84.6 2500 75.1 85.6 85.3 2500 75.2 86.3 86.0 2500 

ST block 

cutting 

[3] 

A 90.0 96.6 96.3 3150 87.5 96.8 96.5 3150 87.9 97.5 97.2 3150 

B 90.9 98.4 98.1 3150 95.9 102.6 102.3 100 96.3 103.0 102.7 100 

C 90.9 99.1 98.8 1600 89.6 98.7 98.4 1000 89.9 98.8 98.5 1000 

D 94.7 96.8 96.5 1000 94.7 97.4 97.1 1000 94.7 97.4 97.1 1000 

E 85.3 92.9 92.6 3150 85.0 94.4 94.1 3150 85.5 94.4 94.1 3150 

F 93.7 100.1 99.8 3150 92.0 98.9 98.6 3150 92.5 99.7 99.4 3150 

G 92.3 98.8 98.5 3150 90.3 97.8 97.5 3150 90.8 98.3 98.0 3150 

Head/side 

cutting 

[4] 

A 88.2 94.3 94.0 3150 91.2 93.7 93.4 3150 91.6 95.1 94.8 3150 

B 92.7 99.2 98.9 3150 94.8 99.8 99.5 3150 95.2 100.6 100.3 3150 

C 89.1 97.4 97.1 3150 87.5 96.7 96.4 1250 88.0 97.2 96.9 2150 

D 92.5 99.9 99.6 4000 90.7 99.9 99.6 4000 91.5 99.9 99.6 4000 

F 82.5 91.8 91.5 3150 82.3 92.8 92.5 100 82.6 93.6 93.3 100 

G 88.7 95.3 95.0 4000 86.9 94.6 94.3 4000 87.7 95.2 94.9 4000 

H 83.2 90.4 90.1 4000 81.0 92.1 91.8 160 81.0 92.6 92.3 1660 

Trimming 
[5] 

A 86.2 93.7 93.4 1000 86.2 93.7 93.4 1000 86.2 94.0 93.7 1000 

B 87.7 95.7 95.4 3150 92.0 96.5 96.2 25 95.0 98.7 98.4 25 

C 81.4 90.5 90.2 3150 83.0 92.5 92.2 3150 83.0 91.0 90.7 3150 

E 94.4 100.2 99.9 5000 92.6 100.2 99.9 5000 93.9 100.4 100.1 5000 

G 87.4 94.8 94.5 4000 85.7 94.2 93.9 4000 86.4 94.7 94.4 4000 

Cement 
filling 

[6] 

A 78.5 86.7 86.4 3150 82.6 90.3 90.0 25 87.0 91.8 91.5 25 

B 63.6 68.0 67.7 500 66.8 68.0 67.7 500 66.8 79.0 78.7 500 

H 77.2 84.4 84.1 800 72.7 86.4 86.1 800 72.7 86.9 86.6 800 

Slab polishing 

[7] 

A 78.0 86.7 86.4 3150 79.5 89.7 89.4 250 83.9 90.0 89.7 250 

C 80.4 89.7 89.4 800 85.8 90.3 90.0 800 85.8 91.4 91.1 800 

Narrow 

polishing 
[8] 

A 80.6 89.1 88.8 3150 83.2 92.5 92.2 250 83.8 93.3 93.0 250 

B 85.9 93.3 93.0 3150 86.9 94.1 93.8 1000 87.0 94.7 94.4 1000 

C 79.5 86.5 86.2 800 80.3 87.8 87.5 800 80.3 87.5 87.2 800 

D 89.4 97.3 97.0 2500 87.8 97.3 97.0 2500 88.1 97.4 97.1 2500 

F 79.6 87.2 86.9 1250 80.3 89.2 88.9 800 80.3 89.3 89.0 800 

G 85.6 93.0 92.7 3150 84.6 93.2 92.9 3150 84.9 93.7 93.4 3150 

Aging 
[9] 

B 90.4 99.3 99.0 3150 96.4 101.7 101.4 80 96.9 102.4 102.1 80 

E 88.1 97.2 96.9 3150 91.3 101.8 101.5 31.5 95.8 102.0 101.7 20 

In-plant 

[10] 

A 81.3 88.1 87.8 3150 80.6 90.5 90.2 100 82.8 91.0 90.7 100 

C 79.6 86.3 86.0 1000 79.9 87.4 87.1 1000 79.9 87.6 87.3 1000 

D 83.0 92.9 92.6 2500 83.1 92.8 92.5 2500 83.3 93.6 93.3 2500 

E 74.3 88.5 88.2 4000 72.9 89.6 89.3 1000 74.3 89.7 89.4 1000 

H 76.9 86.7 86.4 3150 75.6 88.8 88.5 400 75.6 89.7 89.4 400 
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Chamfering 
[11] 

A 83.0 90.0 89.7 3150 81.3 91.3 91.0 3150 82.8 91.8 91.5 3150 

C 78.7 86.8 86.5 1600 79.5 86.8 86.5 800 79.5 88.0 87.7 800 

Splitting 

[12] 

B 94.7 101.6 101.3 3150 93.0 101.6 101.3 3150 93.5 101.5 101.2 3150 

C 85.6 93.8 93.5 3150 79.7 95.6 95.3 3150 79.9 93.8 93.5 3150 

 

 

 

Fig. 3. A-weighted LAeq map of Plant C (storage area [13], measuring point []). 

 

Fig.4. A-weighted frequency map of Plant C (a). 
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Five bridge cutting machines were monitored within the scope of the study. The lowest daily equivalent noise 

level of 84.6 dBA was from plant H, where a small number of processing machines had been spread over a 

relatively large factory area (Fig. 5). Similar to gangsaws, the bridge cutting machines in plants A, B and D were 

placed in such a way that there were no other high-noise processing machines nearby. The average LEX,8h of the 

bridge cutting machines in these three plants was 95 dBA. The highest noise levels in bridge cutting machines fell 

into the medium frequency range in natural stone processing plants B and C, and to the high frequency range in 

other plants. Fig. 6 illustrates the A-frequency weighted dominant frequency distribution across plant H. 

 

Fig. 5. A-weighted LAeq map of Plant H. 

 

Fig. 6. A-weighted frequency map of Plant H. 

One of the most widely monitored equipment in the study was the ST block cutting machine with seven units. 

The LEX,8h of ST block cutting machines ranged between 96.3 dBA and 99.8 dBA averaging at 98 dBA in all plants 

except plant E. Adjacent to the ST machines in these plants, there were head cutting machines that produced high 
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levels of noise. These findings are consistent with the noise level of the ST machine of 96 dBA at a marble factory 

in South Aceh, Indonesia by Lindawati et al [34]. However, the LEX,8h in plant E, where the processing machines had 

been scattered over wide open spaces, has decreased to 92 dBA (Fig. 7). Considering the A-frequency weighting, 

the highest noise levels in the ST machines were in the medium frequency range in plants C and D, and in the high 

frequency range in other processing plants. The dominant frequency distribution of the processing machines in plant 

E is presented in Fig. 8. 

 

 

 Fig. 7. A-weighted LAeq map of Plant E. Fig. 8. A-weighted frequency map of Plant E. 

Another machine with the highest noise measurement rounds is the head/side cutting machine with 7 units. 

Again, as the head/side cutting machines operating in plants B, C and D were placed in isolated locations together 

with the ST machines, their noise levels were higher than those in other natural stone processing plants. Daily 

equivalent noise levels of the machines varied between the lowest 90.1 dBA (plant H) and the highest 99.6 dBA 

(plant D). The highest noise level of the machines in all plants fell into the high frequency region. 

Among the five plants with trimming machines, the equivalent daily noise levels of plants B and E were found 

higher than the others as they were located adjacent to the aging machines. The LEX,8h values of the trimming 

machines varied between 90.2 dBA and 99.9 dBA with an average of 94.7 dBA, which is consistent with the study 

of Çınar and Şensöğüt [32] in which the average daily equivalent noise level of the trimming machine was 96.7 

dBA. Except for the natural stone processing plant A, where the highest noise level is in the medium frequency 

region, the highest noise level is in the high frequency region in all other processing plants. As a typical example, 

the noise and dominant frequency maps of plant G are given in Fig.9.– Fig.10. 
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 Fig. 9. A-weighted LAeq map of Plant G. Fig. 10. A-weighted frequency map of Plant G. 

The noise levels of the narrow polishing machines in the six plants changed from 86.2 dBA at plant C with no 

high-noise emitting machine alongside narrow polishing line to 97.0 dBA at plant D with ST, head cutting and 

bridge cutting machines located near the narrow polishing line. Excluding plant D, where high-noise processing 

machines were located together, the noise levels in other natural stone processing plants were fairly balanced and 

averaged at 90.7 dBA. With reference to previous studies, Çınar and Şensöğüt [32] measured the noise level of the 

polishing machine as 89.55 dBA in two marble factories. As for the dominant frequency distribution, the highest 

noise levels were in the medium frequency range in plants C and F, and in the high frequency range in other natural 

stone processing plants. 

Three cement filling machines were sampled in the study. The LEX,8h in plants A and H was found to be quite 

close to each other due to the fact that filling machines were in a location with other natural stone processing 

machines of the same type. As for the cement filling machine at plant B, which operated in a separate compartment, 

the LEX,8h was as low as 67.7 dBA. For the cement filling machines, the maximum noise levels fell into the medium 

frequency range in plants B and H, and to the high frequency range in plant A. 

The daily equivalent noise levels in the slab polishing machines that operated in wide and open places in plants A 

(Fig. 11) and C were similar. The maximum noise level was in the high frequency range in plant A (Fig. 12) while it 

was in the medium frequency range in plant C. 
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Fig. 11. A-weighted LAeq map of Plant A. 

 

Fig. 12. A-weighted frequency map of Plant A. 

The equivalent daily noise levels of the two chamfering machines operating in plants C and A were 86.5 dBA 

and 89.7 dBA, respectively. The tighter layout of plant A was reflected in the higher noise level. The highest noise 

level in plant A was in the high frequency range while it was in the medium frequency range in plant C. 

In the study, splitting machines used in plants B and C were also sampled. LEX,8h levels were calculated as 101.3 

dBA at plant B and 93.5 dBA at plant C. The high noise level at plant B has been attributed to the splitting machine 

being in an obstructed environment with high-noise emitting head cutting and ST machines. Referring to previous 

studies, Çınar and Şensöğüt [32] reported the noise level of two splitting machines in marble plants in Konya, 

Turkey as 94.44 dBA. Noise generated by both machines were in high frequency range. Comparable LEX,8h levels 

were achieved of the aging machines used in plants B (Fig. 13) and E. This condition was attributed to the fact that 

the aging machines were surrounded by other high-noise emitting machines. The highest noise level of the machines 

in two plants were located in the high frequency region (Fig. 14). 

 



 Duran, Z., et al. (2024)/ Journal of Scientific Reports-A, 58, 162-178 

173 

 

 

 Fig. 13 A-weighted LAeq map of Plant B. Fig. 14. A-weighted frequency map of Plant B. 

Representative ambient noise levels varied between 86.0 dBA and 92.6 dBA, with an average of 88.2 dBA for 

the processing plants. Nevertheless, differences in the layout planning of natural stone processing machines and the 

use of equipment with varying noise levels were also reflected as significant variations in the sound level ranges 

(lowest to highest) in the plants, as follows: 7 dBA at plant H, 10 dBA at plant G, 11 dBA at plant D, 13 dBA at 

plants A and F, 17 dBA at plant B, 21 dBA at plant E and 22 dBA at plant C. 

Considering the A frequency weighting, the dominant frequency range of natural stone processing plants was as 

follows: 630 Hz - 3150 Hz at plant A, 500 Hz - 4000 Hz at plant B, 630 Hz - 3150 Hz at plant C, 1000 Hz - 4000 Hz 

at plant D, 3150 Hz - 5000 Hz at plant E, 1250 Hz - 3150 Hz at plant F, 3150 Hz - 4000 Hz at plant G and 800 Hz - 

4000 Hz at plant H. Thus, plants E and G were characterized by high frequency noise, while other natural stone 

processing plants were characterized by medium and high frequency noise. 

Again, taking into account the A frequency weighting, the dominant frequency range of natural stone processing 

machinery among plants is as follows; gangsaws: 630 Hz - 4000 Hz, bridge cutting machines: 800 Hz - 4000 Hz, ST 

block cutting machines: 1000 Hz - 3150 Hz, head/side cutting machines: 3150 Hz - 4000 Hz, trimming machines: 

1000 Hz - 5000 Hz, cement filling machines: 500 Hz - 3150 Hz, slab and narrow polishing machines: 800 Hz - 3150 

Hz, aging and splitting machines: 3150 Hz and chamfering machines: 1600 Hz - 3150 Hz. From these findings, 

which are in line with Engin et al [37], it is evident that regardless of operational and occupational parameters, aging 

and splitting machines consistently produced the same high-frequency noise, while different types of polishing 

machines also produced noise in the same frequency range. Head/side cutting machines operated in a narrow band 

of the high frequency range, while other processing machines were spread over the medium-to-high frequency 

ranges. 

Effects of the natural stone processing machine types, the layout of the machines within plants and the types of 

natural stones on the noise generated were investigated through hypothesis tests on a statistical analysis package 

[47]. The level of significance was set at 5 %. The compliance of the data with normal distribution was determined 

by applying the Kolmogorov-Smirnov test and the one-way variance analysis was utilized in hypothesis tests. The 

mean and standard deviation of the LEx,8h representing some 510 measurements was 92.80 dBA ± 5.21 dBA. 

The variation of and the differences between noise levels of natural stone processing plants were analyzed using 

all the data recorded in each facility. Plants B, D, F and G generated averaged noise levels in excess of 95 dBA, 

while plant H appeared as the quietest one with an average daily equivalent noise level of 86.95 dBA. The results of 

one-way variance analysis presented in Table 3 reveal that there are statistically significant differences between 

daily equivalent noise exposures (pLEX,8h < 0.001). Accordingly, while the difference between the LEX,8h levels at 
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plants H (group a), A, C and E (group b) and B, D, F and G (group c) was not statistically significant within a 

specific group, it was significant on an intergroup basis. 

Table 3. Hypothesis testing on plant-based daily equivalent noise exposure. 

Test A B C D E F G H p 

Duncan 
92.38 

± 3.42b 
95.42 

± 6.02c 
92.10 

± 5.25b 
95.35 

± 4.52c 
90.98 

± 6.19b 
95.68 

± 6.19c 
95.51 

± 2.38c 
86.95 

± 5.22a 
<0.001 

a-c: Means sharing a letter in their superscript are not significantly different at the .05 level. 

 

Table 4 summarizes the results of hypothesis tests showing that the difference between the daily equivalent noise 

levels of all machine categories in the different plants was statistically significant (p < 0.001). Considering the 

gangsaws, three groups with low (plant E), medium (plants A, B, D, H) and high (plant C) noise levels emerged, 

with a statistically significant difference between the LEX,8h levels. Bridge cutting machines were divided into three 

groups with low (plants C and H), medium (plants A and B) and high (plant D) noise levels through hypothesis tests. 

Though plants within each group did not differ in terms of LEX,8h levels, groups showed statistically significant 

differences (p < 0.001). ST block cutting machines were also divided into groups as low (plant E), lower-medium 

(plants A, D, G), upper-medium (plants C, F, G) and high (plant B), where intergroup differences were statistically 

significant. Hypothesis tests revealed a statistically significant difference in LEX,8h levels between head/side cutting 

machine groups of low (plants A, F, G and H), medium (plants A, B, C and G) and high (plants C and D) at the 0.05 

level. Considering plants A and G equivalent, there was a statistically significant difference between LEX,8h levels of 

trimming machines. Similarly, statistically significant differences were found between the LEX,8h levels of all cement 

filling machines. Hypothesis tests categorized the narrow polishing machines into groups of low (plant C), medium 

(plants A, B, F, G) and high (plant D) LEX,8h levels. While there was no statistically significant difference between 

the LEX,8h levels of the narrow polishing machines within each group, there was a significant difference between the 

groups at the 0.05 level. Hypothesis tests were used to investigate whether there was a statistically significant 

difference between the LEX,8h levels across working environments. Plants C, E and H; A, E and H; D and H were 

classified in low, medium and high-noise groups, respectively. That plant H is included in all groups has shown that 

the LEX,8h levels in the working environment of this plant can be considered equivalent to other facilities. 

Nevertheless, the difference between the LEX,8h levels of the groups was found to be statistically significant at the 

0.05 level. 

Table 4. Hypothesis testing on machine-based daily equivalent noise exposure. 

Machine Test A B C D E F G H p 

Gangsaw Tukey 
91.05 

± 1.65b 
90.54 

± 3.18b 
94.83 

± 0.75c 
89.07 

± 0.12b 
84.90 

± 4.15a 
- - 

91.00 
± 1.05b 

<0.001 

Bridge 

cutting 
Tukey 

94.51 

± 1.88b 

95.03 

± 1.06b 

87.90 

± 0.69a 

99.85 

± 3.93c 
- - - 

85.31 

± 1.59 a 
<0.001 

ST 
cutting 

Duncan 
96.75 

± 0.99b 
101.03 
± 3.07d 

98.58 
± 0.96c 

96.70 
± 0.35b 

92.38 
± 1.97a 

99.23 
± 1.48c 

97.98 
± 0.79bc 

- <0.001 

Head/side 

cutting 
Duncan 

94.29 

± 3.16ab 

99.57 

± 2.03b 

96.84 

± 3.24bc 

99.60 

± 0.00c 
- 

92.43 

± 0.90a 

94.73 

± 1.40ab 

91.40 

± 1.15a 
<0.001 

Trimming Duncan 
93.50 

± 0.17b 
96.73 

± 1.72c 
90.29 

± 2.48a 
- 

99.97 
± 0.12d 

- 
94.27 

± 0.69b 
- <0.001 

Cement 

filling 
Tukey 

89.28 

± 2.88c 

71.37 

± 6.35a 
- - - - - 

85.66 

± 1.37b 
<0.001 

Narrow 
polishing 

Duncan 
90.61 

± 2.16b 
93.66 

± 2.90b 
86.73 

± 0.92a 
97.03 

± 0.06c 
- 

88.27 
± 1.19b 

93.01 
± 1.79b 

- <0.001 

In-plant Duncan 
89.52 

± 1.46b 
- 

86.45 

± 1.89a 

92.84 

± 3.46c 

88.59 

± 4.74ab 
- - 

88.10 

± 1.54abc 
<0.001 

a-d: Means sharing a letter in their superscript in a row are not significantly different at the .05 level. 

 



 Duran, Z., et al. (2024)/ Journal of Scientific Reports-A, 58, 162-178 

175 

 

The effect of the natural stone type on the noise level has also been investigated. Table 5 illustrates that rocks 

processed at five plants and categorized under the limestone group had lower LEX,8h levels, while the group 

consisting of yellow and classical travertines caused higher noise emission. The difference between the LEX,8h levels 

of the groups was statistically significant. 

Table 5. Hypothesis testing on natural stone type-based daily equivalent noise exposure. 

Test Yellow travertine Limestone Classic Travertine p 
Tamhane 94.46 ± 6.03b 92.00 ± 4.61a 97.01 ± 4.90b <0.001 

a-b: Means sharing a letter in their superscript are not significantly different at the .05 level. 

 

Independent sample t-tests were applied to decide whether there was a statistically significant difference between 

the LEX,8h levels of slab polishing, chamfering, splitting and aging machines. There is statistically no significant 

difference between the aging machines in plants B and E (p = 0.280), at the 0.05 level (Table 6). On the contrary, 

there is a statistically significant difference between the slab polishing machines in plants A and C (p = 0.016), 

chamfering machines in plants A and C (p < 0.001) and splitting machines in plants B and C (p < 0.001). 

Table 6. Independent sample t-tests on machine-based daily equivalent noise exposure levels. 

Machines Plant N Mean ± SD Test statistic p1  

Slab polishing 
A  9 88.21 ± 1.71 

-2.682 0.016 
C  9 90.30 ± 1.60 

Chamfering 
A  9 90.68 ± 0.89 

6.643 < 0.001 
C  3 86.90 ± 0.69 

Splitting 
B  3 101.27 ± 0.06 

6.210 < 0.001 
C  9 93.27 ± 3.86 

Aging 
B  9 100.82 ± 1.49 

1.386 0.280 
E  3 98.50 ± 2.77 

1 Independent sample t-test 

4. Conclusions and Recommendations 

The results obtained in this study, which covered a total of 510 noise exposure measurements recorded from 

processing machinery used in eight natural stone processing plants in Sivas, Turkey and its surroundings, are given 

below. 

ST block cutting, trimming, splitting, aging, bridge cutting, narrow polishing and head/side cutting machines 

have produced high levels of noise. Gangsaws, chamfering, slab polishing and cement filling machines emitted 

relatively lower levels of noise. However, differences were detected between the noise levels of a certain type of 

processing machinery in different natural stone processing plants. This discrepancy was attributed to the change in 

the types of natural stones processed, plant layout and the number of processing machines operating simultaneously 

during the measurements. 

In all other production plants except plant E, the noise level in gangsaw machines exceeded 85 dBA, the highest 

exposure action value, according to the Regulation on the Protection of Employees from Noise-Related Risks. Every 

plant except H had noise levels in bridge cutting machines that above 85 dBA, the highest exposure action value. 

The noise level in ST block cutting, head/side cutting, trimming, slab polishing, narrow polishing, aging, 

chamfering, and splitting machines measured in all natural stone production facilities exceeds the maximum 

exposure action value. Regarding the cement filling machines, the noise level at Plant B was lower than the lowest 

exposure action value set in the applicable regulation, owing primarily to the fact that the filling machine in this 

facility was located in a different compartment. In contrast, the noise level in plant A exceeds the maximum 

exposure action value. 
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When the noise exposed by the workers in natural stone processing plants is evaluated with the A-frequency 

weighting, the highest noise levels varied between 630 Hz - 5000 Hz and concentrated at 3150 Hz. Thus, the 

dominant frequencies fluctuated between medium and high frequency ranges. It should be noted that no machines in 

any natural stone processing plants have produced noise in the low frequency region. 

Considering the C-frequency weighting, the noise generated in the plants was distributed over all frequency 

ranges. Also, in C and Z-frequency weightings, the frequency regions with the highest noise level were close. 

Examining LEX,8h values revealed that a difference of less than 2 dB was found between LEX,8h values based on A 

and C-frequency weightings (dBC – dBA ≤ 2), and less than 1 dB between C and Z-frequency weightings (dBZ - 

dBC ≤ 1). Therefore, it would be beneficial to conduct high frequency sound measurements with A and C-frequency 

weightings. But, it may not be necessary to measure noise based on Z-frequency weighting. 

The noise levels that employees in natural stone processing plants are exposed to were mostly in the 3rd degree 

noise class, which may cause physiological reactions and headaches on the employees. 

Employees in natural stone processing industries are exposed to noise levels that much exceed the maximum 

exposure action value specified in the Regulation on the Protection of Employees from Noise-Related Risks. 

Employees should be informed at regular intervals on the steps that will be taken to prevent noise-induced hearing 

loss from progressing to an occupational disease. Permanent hearing loss cannot be treated, although temporary 

hearing loss can. Facilities that process natural stone should periodically assess the noise levels and implement the 

appropriate safety measures. The battle against noise needs to be initiated at the source, carried out between the 

source and the recipient, and then concluded at the receiver. Training on the proper and regular use of personal 

protective equipment should continue, checks should be performed, and workers should be trained on how to 

perform the checks. Furthermore, the frequency of noise at the source must be considered while selecting personal 

protection equipment and materials to reduce noise at the source. Wearing ear protection with muffs is advised 

because the noise that employees in natural stone processing factories are typically exposed to is in the high 

frequency range. Depending on their age and level of sensitivity, workers in these facilities who do not wear ear 

protection could have side effects such headaches, tinnitus, fatigue, dizziness, and nausea in addition to elevated 

blood pressure and headaches. When developing the layout of machines in newly built natural stone processing 

facilities, it is more appropriate in terms of worker health to plan the facility while taking into account the noise and 

dominant frequency values of the machines as well as the production line. 
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Abstract 

This review article discusses the engineering materials used in aircraft, with a focus on aluminum alloys, titanium alloys and 

composite materials, including where and why they are most used in aircraft. There are many research papers that deal in detail 

with materials such as aluminum alloys, titanium alloys and composites used in an aircraft, including theoretical and 

experimental results. However, the author felt that a review of aircraft materials was necessary, both for himself and to help 

others interested in similar topics. In addition, the author felt the need of thinking back to the past on what materials used to be 

prevalent and what materials have superseded them. One such example written in this study is the case of Aluminum that used to 

be the predominant material in aircraft structural components, has been increasingly supplanted by polymer composites in recent 

years due to their advantageous properties. It is hoped that from this review article the reader will be able to understand the 

general trend of recent developments in aeronautical engineering materials and be able to choose which path to follow and which 

area to focus on in their future research. 
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1. Introduction 

In the past decades a focus on developing better aircraft materials and a trend to use more composite materials are 

seen in Aerospace Industry and this leads to the need of aircraft material review for both researchers and industrial 

manufacturers alike [1–4]. Prime example for this is the Boeing 787 that uses 50% composite materials compared to 

its predecessor Boeing 777 that only uses 11% [5]. Boeing 787 only uses about 20% aluminum alloys compared to 

70% in Boeing 777 [6]. The reason for using composite materials instead of metal alloys such as aluminum alloys is 

because the driving force in many airline companies is cost reduction for aircraft purchase and operation [7-9]. This 

cost reduction is derived from reducing weight of the aircraft by using composites instead of aluminum alloys [10]. 

The reduction of weight means less fuel needed for aircraft operation which in turn means less operating cost 

[11,12]. It should be noted that the material selected should not increase the cost of production by more than the cost 

reduction resulting from the reduction in weight [13,14]. Another way to reduce total cost is to build a more durable 

aircraft with very high tensile strength, elastic modulus, and/or damage tolerance [15]. This way less maintenance is 

needed and less cost will be incurred [16,17]. Several design trials have been made and the result shows that 

reducing the weight is 3-5 times more effective than increasing the durability [18].  

Following the consideration that aircraft materials need to be lightweight while not compromising its strength, 

polymer matrix composites came to a rise [19,20]. Polymer Matrix Composites or commonly known as PMC have 

better mechanical properties such as higher specific modulus, normalized-by-density specific strength, fatigue, and 

corrosion resistance than aluminum alloys [21,22]. Nevertheless, there are instances where the PMC is unable to 

provide protection due to its relatively low resistance to impact and inability to withstand extremely high 

temperatures like the turbine blades inside the engine [23]. Engine pylon also requires high-strength material 

capable of supporting the engine weight and thrust and thus, steel and titanium are chosen [24]. Figure 1 shows the 

materials used in the Boing 787 aircraft and the distribution of these materials in the aircraft components 

conforming to the fact that not all aircraft parts can be made out of PMC. Certain parts like the leading edge (colored 

red in Figure 1), the joining between wings and fuselage (colored green in Figure 1) and engine pylon (colored 

yellow in Figure 1) are using aluminum, fiberglass, and steel/titanium respectively. 

Fig. 1. Boeing 787 materials. It was adapted and reprinted by B. Parveez et al. in MDPI in 2022 [25]. 

When an aircraft is flying, various parts of the aircraft are affected by different types and amounts of loads [26]. 

The atmospheric pressure above sea level will be lower than that on the sea level (when aircraft is on ground) [27]. 

Human would prefer a stable and not too low atmospheric pressure otherwise some medical complications could 
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happen such as difficulty in breathing and in extreme case, the bubbling of blood due to very low atmospheric 

pressure [28]. For this reason, typical commercial aircraft that flies high will have a pressurized cabin for both 

aircraft crew and passengers [29]. The cabin is inside the fuselage, and thus fuselage will be like a pressurized vessel 

[30]. Fuselage is being held by the wing during flight, this in turn causes the fuselage to experience bending load too 

[31]. To summarize this part, the fuselage of an aircraft will experience bending compression and tension loads and 

shear stress due to pressure difference [32]. These loads will mostly be loaded to the skin of the fuselage and to 

alleviate some of them, stringers and frames are added to the fuselage [33]. Stringer help holding the compression 

and tension loads transferred from skin [34]. In addition, frames help give the fuselage shape and maintain it [34]. 

Also, for the fuselage, the front of the cockpit will be more exposed to pressure from airflow than the sides of the 

fuselage [35]. 

The same situation cannot be mentioned on the wings. The wing of an aircraft can be thought of as a cantilever 

beam extending from the fuselage, subject to bending and torsion during flight due to the lift force acting on the 

wings [36]. Think of it like a wide beam hanging from a building that is given an upward force to lift said building 

but the force is not distributed evenly hence the torsion of the beam [37]. Additional wing loads may also occur 

during taxiing, take-off, and landing due to the position of the landing gear and due to the use of flaps and slats on 

the trailing edges [38]. Aircraft on ground will put most of its weight on the landing gear hence there will be force 

concentration around it [39]. Think of it like the wide beam from before is now getting supported by pillars and the 

building is floating because the pillars lifted the building up [40]. The wing of an aircraft has weight too, so in the 

absence of lifting force this cantilever beam will instead feel the downward force from its own weight [41]. This 

means the wing will experience bending in both up and down direction, and thus the upper and lower wing will also 

experience compression and tension due to the different bending alternatingly [42]. 

Also, landing gear strut and wheels will mostly deal with the impact during landing and to hold the aircraft on 

ground [43]. The more an aircraft weight the higher requirement the landing gear will have [44]. It is apparent that 

although a soft landing is preferred for passenger safety and comfort, a hard landing will occur due to environmental 

reasons or some unforeseen emergency situations [45]. Therefore, landing gear must be able to withstand severe 

impact loads to ensure that the integrity of the aircraft is not compromised [46]. Evidently, the plane is also expected 

to have a braking system so that it can stop after landing. The aircraft braking system is also important to ensure that 

the aircraft can land safely [47]. The disc brake will need to be designed in a way that it can withstand high pressure 

and high temperature during this braking [48]. 

The engine of an aircraft is an intricate and delicate system of propulsion, air circulation, and electric power 

generation [49]. Different parts of this engine will experience different loads in different temperature and requires 

different materials [50]. Generally, when discussing about the aircraft engine materials, the turbine and compressor 

blades, combustion chamber, and the nozzle are the three most discussed components [51]. The turbine and 

compressor blades are rotating in high speeds and experience high temperature. This requires materials that have 

high specific strength even when subjected to high temperature. As for the combustion chamber, the main concern 

will be the very high pressure and very high temperature produced from the combustion of fuel and air in a 

contained space. The materials used in this section must not melt and still maintain their shape integrity [52]. 

This review article will discuss the types of materials commonly used as aircraft materials and why they are used 

in the part of the aircraft. Table 1 provides information about the materials used in aircraft. 

Table 1. Materials used in an aircraft [53]. 

No Material  Application 

1 Aluminum Alloys Aluminum-Copper (Al-Cu) alloys Fuselage skin and lower-wing skin  

  Aluminum-Zinc (Al-Zn) alloys Upper-wing skin, stringers, stabilizers 

  Aluminum-Lithium (Al-Li) alloys Fuselage skin and upper-wing skin 

2 Titanium Alloys Alpha-Titanium (α-Ti) alloys Fan blade 
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  Beta-Titanium (β-Ti) alloys Landing gear, springs 

  Alpha-Beta Titanium alloys Disc blade of the compressor 

3 Composite Polymer Matrix Composite (PMC) Fuselage, ailerons, flaps, landing gear door 

  Metal Matrix Composite (MMC) Fuselage skin and wide-body wing 

  Ceramic Matrix Composite (CMC) Exhaust nozzle, aircraft brakes 

2. Aluminum alloys 

Aluminum alloys have been used as aircraft materials for many years due to its mechanical behavior, ease of 

design, well-developed manufacturing process and material inspection techniques [54]. Material properties such as 

density, strength, Young’s modulus, fatigue resistance, fracture toughness and corrosion resistance are the important 

parameters that need to be tailored according to the particular component of the aircraft [55]. For this reason, 

different types of aluminum alloys are introduced. Aircraft fuselage’s main design criterion is damage tolerance, 

thus aluminum-copper alloy is used for fuselage [56]. While the upper-wings main design criterion is compressive 

strength and fatigue resistance, thus aluminum-zinc alloy is used for upper-wings [57]. Aluminum-lithium alloys are 

specially made to reduce weight without reducing strength and replaced the conventional Al-Cu and Al-Zn alloys in 

their respective application areas [58]. 

2.1. Aluminum-Copper (Al-Cu) alloys 

The most well-known among aluminum alloys are aluminum-copper (Al-Cu) alloy. Al-Cu alloys, commonly 

referred to as the Aluminum 2000 (Al-2XXX) series, are designated by a four-digit code starting with '2' to indicate 

their series, followed by three additional digits to indicate other alloying elements and properties [59]. Certain alloys 

in this series undergo specialized tempering processes, which is reflected in their names with an appended ‘-Txx’ 

[60]. A notable feature of these alloys, as indicated in the Table 2, is their substantial magnesium content [61]. This 

is of particular importance because the inclusion of magnesium in the 2000 series alloys enhances their resistance to 

fatigue crack propagation, a property that aligns with the critical design requirement of damage tolerance in aircraft 

fuselage structures [62]. 

Table 2. Chemical composition of two 2000-series aerospace aluminum alloys [63]. 

Components (wt. %) Al 2024 Al 2524 

Al remainder remainder 

Cr ≤0.1 ≤0.05 

Cu 3.8 – 4.4 4.0 – 5.5 

Fe ≤0.5 ≤0.12 

Mg 1.2 – 1.8 1.2 – 1.6 

Mn 0.3 – 0.9 0.45 – 0.7 

Si ≤0.5 ≤0.06 

Ti ≤0.15 ≤0.1 

Zn ≤0.25 ≤0.15 

 

Of these alloys, the oldest historically aluminum alloy, Al 2024-T351, was the material of choice for the 

construction of aircraft fuselages due to its robust yield strength, superior resistance to fatigue crack growth, and 

impressive fracture toughness [57]. However, this type had limited use in high-stress areas of aircraft due to its low 
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yield stress [64]. By reducing contaminants such as iron and silicon, significant improvements in fracture toughness 

and resistance to fatigue crack initiation and growth have been achieved as shown in Table 3 when comparing the 

number of impurities (Fe, Si, Cr, Ti) [65]. 

Table 3. Mechanical properties of two 2000-series aerospace aluminum alloys [63]. 

Mechanical Properties Al 2024-T351 Al 2524-T3 

Ultimate Tensile Strength 428 MPa 434 MPa 

Yield Strength 324 MPa 306 MPa 

Fracture Toughness 37 MPam1/2 40 MPam1/2 

Elongation 21 % 24 % 

 

The Al 2524-T3 alloy, known for its high damage tolerance and outstanding fatigue characteristics, has shown a 

15-20% increase in fracture toughness and a 30-40% extension in lifespan before failure compared to the Al 2024-

T351 alloy, all while maintaining strength and corrosion resistance [66]. These advancements have contributed to 

weight reductions and an extended service life for the Boeing 777, leading to the replacement of Al 2024-T351 with 

Al 2524-T3 [67]. 

Further studies involving observation and microstructural analysis have been conducted to investigate the fatigue 

crack behavior of the Al 2524-T3 alloy [68–71]. The microstructure, which encompasses inclusions and grain 

orientations, revealed that inclusions significantly influence fatigue crack progression, forming large voids that act 

as conduits for accelerated crack propagation [66]. 

In the aircraft industry, protective coatings are commonly applied to surfaces to mitigate corrosion damage, 

however, such coatings can diminish mechanical performance and incur high production and maintenance costs 

[72]. Nickel fluoride sealed anodic films on aluminum alloys offer stable passivity and robust resistance in neutral 

and basic NaCl solutions. Yet, their effectiveness is compromised in acidic NaCl environments, where passivity and 

resistance are notably weaker [73]. 

2.2. Aluminum-Zinc (Al-Zn) alloys 

Aluminum-Zinc alloys, categorized under the Aluminum 7000 series, exhibit greater strength compared to the 

2000 series [74]. Consequently, they are the preferred choice for critical aircraft structures such as the upper-wing 

skin, stringers, and stabilizers [75]. These components primarily handle the stresses of compression and tension due 

to bending forces [76]. Stringers serve as structural reinforcements that fortify the aircraft’s skin [77]. The 

empennage, or tail section of a conventional aircraft, comprises horizontal and vertical stabilizers, which are 

primarily influenced by aerodynamic lift forces, leading to bending [78]. Table 4 gives information on the chemical 

composition of aluminum alloys for the two 7000 series of aircraft. 

Table 4. Chemical composition of two 7000 series aerospace aluminum alloys [63]. 

Components (wt. %) Al 7075 Al 7475 

Al remainder remainder 

Cr 0.18 – 0.28 0.18 – 0.25 

Cu 1.2 - 2 1.2 – 1.9 

Fe ≤0.5 ≤0.12 

Mg 2.1 – 2.9 1.9 – 2.6 

Mn ≤0.3 ≤0.06 
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Si ≤0.4 ≤0.1 

Ti ≤0.2 ≤0.06 

Zn 5.1 – 6.1 5.2 – 6.2 

 

The Al 7075 alloy boasts greater strength compared to Al 2024 [79]; however, its fatigue resistance is 

compromised by its susceptibility to corrosion [80]. The onset of corrosion markedly diminishes the ultimate 

strength of the aluminum alloy [81,82]. Following the initiation of corrosion, there is a consistent decline in strength 

coupled with an escalation in mass loss [83,84]. As the mass loss progresses, the fatigue life of the alloy decreases 

exponentially [85]. Al 7075 was used extensively in the past before the problem with corrosion induced fatigue 

crack was unveiled, and were either replaced or treated with anti-corrosion protection [86]. 

The Al 7475 alloy, an advancement over the earlier Al 7075, exhibits enhanced strength, fracture toughness, and 

fatigue crack propagation resistance [87,88]. This progress stems from the reduction of iron and silicon impurities as 

shown in Table 4. Characterized by a fine grain structure and optimal dispersion, the Al 7475 alloy achieves the 

highest levels of toughness [89]. Moreover, Al 7475 T7351 plates maintain strength comparable to Al 7075 while 

offering fracture toughness values that are up to 40% higher [80]. 

2.3. Aluminum-Lithium (Al-Li) alloys 

Weight reduction is a primary objective in optimizing materials for aircraft construction [90]. At this point, 

another Al alloy; Al containing lithium (Li), come into play. Li stands out as one of the rare elements that has low 

density as well as good solubility in Al [91]. The incorporation of each 1% increment of Lithium leads to a 3% 

reduction in the alloy’s density [92]. While Lithium is effective for density reduction, it has been noted that adding 

merely 1% can significantly diminish the alloy’s specific strength [93]. On the other hand, enriching the alloy with 

2%-3% Lithium can enhance the specific strength by 60%-80% [93]. 

The first and second generations of Al-Li alloys primarily aimed at density reduction, offering benefits such as 

decreased density, higher modulus of elasticity, and prolonged fatigue life [94]. However, they suffered from lower 

fracture toughness in short-transverse and plane stress conditions due to increased tensile property anisotropy [95]. 

The third-generation alloys are crafted with refined composition and tempering to balance density, strength, and 

toughness, while also enhancing fatigue crack growth resistance, corrosion resistance, thermal stability, and ease of 

manufacturing [96]. 

Al 2198 alloy, developed to supersede Al 2024 and Al 2524 where damage tolerance is critical, contains 2.9%-

3.3% Cu and 0.9%-1.1% Li [97]. Stress rates for these structures are also evaluated. With a stress ratio (R=0.1), the 

fatigue endurance limit is only 8% below the yield stress compared to the 40% below the limit of Al 2024 and also 

has a reduced density [98]. Under equivalent normalized stresses, Al 2198-T351 can absorb 2-3 times more energy 

before fracturing than Al 2024, showcasing enhanced damage tolerance [99]. 

The Al 2060 alloy, belonging to the latest third-generation Al-Li alloys, consists of 3.95% Cu, 0.75% Li, and 

0.85% Mg [100]. This generation’s application to fuselage skin can lead to a 7% weight saving, and a 14% saving 

for upper-wing skin, relative to the conventional Al 2524 and Al 2024 alloys [101]. Test results (III generation) have 

shown that incorporating advanced structural designs not only enhances material properties and damage tolerance in 

critical areas but also supports fusion welding [102]. The standardized tooling, established assembly techniques, and 

streamlined repair and maintenance procedures, coupled with the recyclability of Al-Li alloys, enable them to rival 

polymer composites in the aerospace industry [103]. 
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3. Titanium alloys 

Between the 1960s and the 2010s, the application of titanium-based alloys in aircraft manufacturing has surged 

from 1% to 19% [104]. These alloys are utilized in both the structural framework and engines of aircraft, owing to 

their high specific strength, exceptional corrosion resistance, and superior performance at elevated temperatures 

[105]. Titanium alloys are classified into three types: alpha, beta, and alpha-beta [106]. The distinct properties of 

each type are determined by their microstructure, which in turn is influenced by their chemical makeup and the 

thermomechanical processes they undergo [107]. 

3.1. Alpha-titanium alloys 

One of the most well-known structures among Ti alloys is Alpha titanium alloys. Alpha titanium (α-Ti) alloys are 

predominantly composed of the α phase, supplemented by neutral elements or α stabilizers [108,109]. These alloys 

are typically employed in aircraft components that encounter severe corrosive environments but are not exposed to 

intense mechanical or thermal stress, such as support structures [109]. For instance, CP-Ti is utilized in support 

structures and environmental control systems functioning around 230 °C, whereas Ti-6-2-4-2S is applied in gas 

turbine engine components operating at temperatures up to 540 °C [110]. Incorporating aluminum into alpha 

titanium alloys not only enhances their strength but also contributes to a lighter alloy composition [111]. 

3.2. Beta-titanium alloys 

Another one in this structure is Beta Titanium (β-Ti) alloys. Β- Ti alloys, which are primarily made up of the β 

phase and contain β stabilizers, are integral to the manufacture of high-stress aircraft components like landing gear 

and springs [112]. For instance, the Ti-13-11-3 alloy has been extensively utilized in the SR-71 aircraft, while the 

Ti-10-2-3 alloy is predominantly employed in the Boeing 777’s landing gear, offering a significant weight saving of 

270 kg over traditional steel [110,113]. 

3.3. Alpha beta-titanium alloys 

The most preferred alloy among Ti alloys is Alpha beta Ti alloy. This is the most widely used Ti-based alloy 

because of the excellent combination of strength, fracture toughness, and ductility [114]. In alpha-beta Ti-based 

alloys, the flow stress escalates as the strain rate rises at a constant temperature, and conversely, it diminishes as the 

temperature increases at a steady strain rate, leading to a more pronounced flow softening effect in the stress-strain 

curves of alpha-beta Ti-based alloys compared to those composed solely of alpha or beta phases [115]. The alloy 

that is sold and used extensively in the United States is Ti-6Al-4V which is most used in high-temperature 

compressor part of the engine and most other aircraft parts that requires high strength-to-weight ratio material 

[110,116]. 

Table 5. Mechanical properties of three alpha, beta, and alpha-beta aerospace titanium alloys [110]. 

Mechanical Properties Ti-6-2-4-2S Ti-10-2-3 Ti-6Al-4V 

Ultimate Tensile Strength 1010 MPa 1000-1400 MPa 900-1200 MPa 

Tensile Modulus 114 GPa 110 GPa 110-140 GPa 

Yield Strength 990 MPa 1000-1200 MPa 800-1100 MPa 

Hardness 340 HV 300-470 HV 300-400 HV 
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Several mechanical properties for all three titanium alloys are shown in Table 5 above. Ti-6-2-4-2S is the 

example for alpha titanium alloy, Ti-10-2-3 is the example for beta titanium alloy. Meanwhile Ti-6Al-4V is the 

example for alpha-beta titanium alloy. It can be inferred that beta titanium alloys are the strongest among the three 

types. 

4. Composites 

Another structure most used in aircraft is composites. A composite is a material structure that consists of at least 

two macroscopically identifiable materials that work together to achieve a better result [117,118]. The matrix of 

composite determines the major characteristics while the other material(s) reinforces it [118]. The purpose of having 

matrix with reinforcements is to get the best properties and to reduce the negatives [119]. An example of composite 

material engineering is when a strong, yet brittle substance is combined with a ductile and lightweight matrix 

resulting in a material that retains toughness while being less brittle and still maintaining its lightweight 

characteristic [120]. Based on the material of the matrix, we can categorize composite into three types: polymer 

matrix, metal matrix, and ceramic matrix composites [121]. We can infer from Fig. 2 that Polymer Matrix 

Composite (PMC) has the highest specific strength (strength divided by density) among other materials but has the 

lowest temperature. For this reason, composites capable of higher temperature like Metal Matrix Composite (MMC) 

and Ceramic Matrix Composite (CMC) are also developed despite having lower specific strength than PMC [122]. 

 

Fig. 2. Specific strength and temperature potential of PMC, MMC, CMC. It was adapted and reprinted by B. Parveez et al. in MDPI in 2022 [25]. 

Composite materials came to a rise in recent years due to the advancement in health monitoring of composite 

structures by having a good understanding of the aerodynamic forces-induced wave propagation through the 

materials [123]. This numerical analysis allows aircraft engineers to implement more composite structures [124]. 

4.1. Polymer Matrix Composite (PMC) 

In composite materials with a polymer matrix, fibers are embedded within a polymer, referred to as the ‘matrix’ 

[125]. This integration slightly diminishes the inherent strength and stiffness of the fibers due to their combination 

with the polymer, thus production methods generally aim to minimize the polymer content to retain the fibers’ 

robust characteristics [126]. The primary purpose of the polymer matrix is to serve as a binder, securing the fibers in 

place, which then make them capable of withstanding greater compressive forces and distributing loads more 
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effectively from one fiber to another via shear stresses [127]. This results in a more efficient spread of external loads 

across the fibers in the composite, as opposed to a mere aggregation of dry fibers [117]. Research has corroborated 

that the matrix plays a crucial role in load transfer between fibers, significantly enhancing the material’s overall 

strength [128]. 

Moreover, the polymer in a composite material plays a pivotal role in defining its responsiveness to external 

factors like moisture, chemicals, and ultraviolet radiation [129,130]. It frequently influences attributes such as color, 

surface finish, opacity, and fire resistance [131,132,133]. Polymers utilized in composites fall into two main groups: 

thermoplastics, which can be reshaped with heat, and thermosets, which solidify permanently after being heated 

[134]. 

Thermoplastics are polymers that melt when heated and thus can be remolded. Thermosets are polymers that 

disintegrate when heated, cannot be remolded. Most commonly used polymers are thermoplastics, but the drawback 

of using thermoplastic is its viscosity that makes it hard to penetrate evenly throughout the fibers [134]. Some 

special manufacturing techniques is thus required to make sure the fibers are wetted properly [135]. In the end, the 

distinction between thermosets and thermoplastics is not clear as some polymers such as polyesters, usually behave 

like a thermoset but can also be thermoplastic [136]. While some other polymer like phenolic resins behave 

thermoplastics up to a certain temperature where it behaves like a thermoset [117]. 

The production techniques for composites significantly influence the final product’s quality. Fibers that are not 

adequately saturated can become points of stress concentration, diminishing the composite’s overall ultimate tensile 

strength [137]. These areas may also serve as origins for crack formation, while regions with dry fibers — those not 

encapsulated by the polymer matrix due to manufacturing flaws — can hasten and direct the path of crack 

propagation [138]. 

The sustainability and recyclability of materials are pressing issues in today’s material industry [139,140]. 

Plastics are notorious for their environmental impact due to prolonged decomposition times [140]. Nevertheless, 

advanced recycling and re-manufacturing techniques for composites have been developed, with many processes 

maintaining a high level of mechanical properties, and several commercial-scale facilities are now operational [141]. 

Polymer Matrix Composites (PMCs) are commonly utilized in various aircraft components such as fuselage skin, 

wing skin, ailerons, flaps, and landing gear doors [142,143]. The advantage of PMCs lies in their density, which is 

roughly half that of aluminum alloys, coupled with a modulus of elasticity and tensile strength that are two to three 

times greater [144]. These properties enable significant weight reductions in aircraft and lessen the reliance on 

aluminum alloys. However, PMCs have their limitations, particularly regarding the service temperature constrained 

by the polymer matrix. Ongoing research aims to identify alternative matrix materials that can achieve further 

weight savings while meeting design requirements [25]. 

Table 6. Mechanical properties of two Carbon Fiber Reinforced Polymer (CFRP) composites [145]. 

Mechanical Properties CFRP 50% CFRP 60% 

Ultimate Tensile Strength 443 MPa 512 MPa 

Tensile Modulus 39.0 GPa 51.1 GPa 

Compressive Strength 352 MPa 391 MPa 

Density 1.36 g/cm3 1.39 g/cm3 

 

PMC manufacturing methods affect the mechanical properties heavily. One such empirically-determined material 

properties for tensile test is shown in Table 6 above. CFRP 50% meant that there are 50% v/v carbon fiber / polymer 

fraction in the composite. It can be inferred that having more carbon fiber means more strength at the cost of weight. 
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4.2. Metal Matrix Composite (MMC) 

Metals such as steel, titanium, and nickel alloys are considered for matrix materials due to their ability to 

withstand temperatures significantly higher than those tolerated by Polymer Matrix Composites (PMC) [146]. Metal 

Matrix Composites (MMC) are created by embedding ceramic materials within a metal matrix, enhancing the 

composite’s yield strength, fracture toughness, thermal expansion coefficient, creep resistance, and wear resistance 

[147]. Consequently, MMCs are emerging as alternatives to traditional aluminum alloys [148]. 

Research on MMCs has particularly focused on aluminum matrices reinforced with silicon-carbide (Si-C) 

ceramics [149,150]. A major challenge has been the welding of these materials, which previously limited MMCs’ 

application in aircraft [151]. However, recent studies have demonstrated that employing harder tools can 

significantly improve the wear resistance of the welds, thus overcoming this obstacle [152]. 

Some other recent studies have revealed that metal composites reinforced with nanoparticles outperform those 

with microscale reinforcements, leading to the development of nanocomposites [153,154]. It is apparent that 

nanoparticles are used in sensors, pharmaceutical research, fuel cells, etc. [155–161]. It is used in many areas as well 

as in aircraft materials. Among these nanostructures, carbon structures are encountered due to their abundance and 

superior properties. Graphene, graphite, carbon nanotubes and fullerenes can be given as examples. Also, research 

indicates that the inclusion of nanotubes and graphene nanosheets significantly bolsters the stiffness and strength of 

these materials [162]. Despite the challenges in achieving optimal integration of the reinforcements within the metal 

matrix, progress is being made. Achieving a uniform distribution of nanoparticles is crucial for balancing the rigidity 

of ceramic reinforcements with their spacing, thus optimizing yield strength and creep resistance while preserving 

ductility [154]. 

Metal Matrix Composites (MMCs) are employed in areas of aircraft such as fuselage and wing skins, where high 

temperatures due to air friction and pressure are prevalent, replacing Al 7000 series alloys [163]. Advanced 

aluminum alloy composites include Al A356 with 4 wt.% nano Al2O3, produced via stir casting, which boasts a 

compressive strength of 630.5 MPa, and Al 2009 reinforced with 1 wt.% and 3 wt.% carbon nanotubes through 

friction stir processing, yielding a strength of 385 MPa and an ultimate tensile strength of 477 MPa [164]. 

Additionally, there are MMCs based on aircraft aluminum alloys such as Al 2024 and Al 7075; for example, Al 

2024 combined with 5 wt.% graphite and 20 wt.% SiC via powder metallurgy has a density of 2.94 g/cm³ and a 

hardness of 63 BHN (approximately 68 Hv), while Al 7075 with 7 wt.% SiC and 3 wt.% graphite, created through 

stir casting, has a density of 2.784 g/cm³ and a hardness of 219 Hv [164]. 

4.3. Ceramic Matrix Composite (CMC) 

Ceramics are highly regarded for their application in components that endure extreme stress and temperatures 

[165]. Yet, their widespread adoption is limited due to their inherent brittleness, which leads to low fracture 

toughness, and a susceptibility to vibration-induced damage, culminating in a reduced ability to withstand fatigue 

from such vibrations [166]. To enhance their performance and mitigate brittleness, ceramics are being reinforced 

with nanoparticles. The most prevalent nanocomposite materials used in Ceramic Matrix Composites (CMCs) are 

Graphene Nanoparticles (GNPs) and Carbon Nanotubes (CNTs) [167,168]. This in turn produces a good strength to 

weight ratio at really high temperature where no metal alloys can manage [169]. Most polymer matrix composites 

and aluminum alloys cannot manage more than 350-400 °C while Titanium alloys and Nickel-based superalloys 

cannot manage more than 700 °C and 1000 °C respectively [170]. 

Recent studies have shown that GNPs exhibit better nanocomposites than CNTs due to the difficulty in ceramic 

matrix dispersion in CNT reinforced composites. GNPs are well dispersed in ceramic matrix microstructure. Exact 

measurement of GNPs fraction is a must to ensure porosity is not too much and fracture toughness is not 

compromised [166,171]. 



 Izzuddin, et al., (2024) / Journal of Scientific Reports-A, 58, 179-196  

189 

 

Extensive testing and analysis on carbon fiber-reinforced ceramic matrix composites for nozzle applications have 

demonstrated that the C/SiC material endures temperatures up to approximately 2300 K (around 2022 °C) while 

preserving its structural integrity without any deformation and when compared to traditional metal alloy nozzles, 

this composite material offers a substantial 60% reduction in weight, attributable to its exceptional thermophysical 

and mechanical properties [169,172,173]. 

Ceramic Matrix Composites (CMCs) are employed in areas of aircraft that are exposed to extremely high 

temperatures, such as the engine nozzle and the disc brakes of the landing gear [174]. Key components include 

combustion lines, ducts, nozzle flaps, acoustic liners, turbine vanes, blades, and discs, among others. However, the 

application of Ceramic Matrix Composites (CMCs) faces challenges such as insufficient manufacturing and 

processing technologies, a need for standardized design methodologies, and advanced maintenance evaluation 

techniques [175]. 

Machining plays a crucial role in the manufacturing of products and influences the operational performance of 

components. Given the harsh conditions that Ceramic Matrix Composites (CMCs) are subjected to, any production 

flaws could significantly shorten their expected service duration [176]. The conventional machining process of 

carbon fiber reinforced ceramic matrix composites includes matrix crushing, interfacial debonding, and fiber 

fracture that concludes in brittle fractures [177]. There is a need to develop better machining tools suitable for 

ceramic matrix composites to ensure quality and performance of said material [178]. 

Traditionally, ceramics are recognized for their brittleness, especially when contrasted with metals, and this 

characteristic persists in ceramic matrix composites. To mitigate this, the composites are reinforced with fibers 

engineered to distribute loads uniformly and effectively. This is achieved by fine-tuning the fiber-matrix interaction 

to prevent microcracks within the matrix itself. Instead, these microcracks are allowed to develop in the interphase, 

the boundary layer between the fibers and the matrix. This strategic design results in a composite that exhibits 

greater ductility than its ceramic counterpart [179]. 

5. Conclusions 

The progress of aircraft material development has been tremendous these last few years and it cannot be denied 

that composites are becoming more prevalent and are replacing the conventional metal alloys. Aluminum alloy used 

to be the bread-and-butter material for an aircraft until composites were developed. This is because, at first, 

composites were very costly to produce. In addition, the limitation in design capacity prevented the widespread use 

of composite materials in the aircraft industry. However, developments in the fields of material production and 

development have produced important results in overcoming these limitations. After the R&D studies carried out in 

these composite materials in recent years, cheaper and easier production of polymer matrix composites has become 

widespread, and they are taking on the role of Al alloys in aircraft structures. In addition, polymer matrix 

composites that have an impressive strength-to-weight ratio in a low-temperature environment, as well as ductility 

that provides sufficient flexibility, can be used for aircraft skins and structural supports. Meanwhile, ceramic matrix 

composites have become a better option for engine components formerly dominated by titanium and nickel-based 

superalloys. Because these ceramic matrix composites have a higher temperature threshold and are also lighter than 

their metal alloy counterparts. 

The author believes that the future of aircraft materials will be determined predominantly by composites, and 

therefore research and development should focus on making non-destructive testing on composites more accessible 

to make composites cheaper and easier, while also ensuring a good service life. In addition, it is evident that there is 

a significant increase in the popularity of Nanocomposites. In the light of these findings, it can be inferred that 

composite materials should be developed and taken further. Magnesium alloys, superalloys, smart materials and 

light weight steels are also gaining importance in response to the rise of composite materials. One research heading 

recommended by the author is to focus the research on composites and nanocomposites. 
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