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Department Industrial Engineering
University of Exeter
United Kingdom
b.yuce@exeter.ac.uk

Benjamin Durakovic
Department Industrial Engineering

International University of Sarajevo
Bosnia and Herzegovina
bdurakovic@ius.edu.ba

Section Editor (Mechanical Engineering)

Elif Eker Kahveci
Department of Mechanical Engineering
Sakarya University
Sakarya - Türkiye
eeker@sakarya.edu.tr

Erman Aslan
Department of Mechanical Engineering

Kocaeli University
Kocaeli - Türkiye

erman.aslan@kocaeli.edu.tr

Mohammad Sukri Bin Mustapa
Department of Mechanical Engineering
University Tun Hussein Onn Malaysia
Malaysia
sukri@uthm.edu.my

Raja Mazuir Bin Raja Ahsan Shah
Department of Mechanical Engineering

Coventry University
United Kingdom

ac9217@coventry.ac.uk

v



Seong Jin Park
Department of Mechanical Engineering
Pohang University of Science and Technology
Korea
sjpark87@postech.ac.kr

Abderrahmane Benbrik
Department of Mechanical Engineering

M’hamed Bougara University
Egypt

abderrahmane.benbrik@univ-boumerdes.dz

Ali Cemal Benim
Department of Mechanical Engineering
Düsseldorf University of Applied Sciences
Germany
alicemal@prof-benim.com

Herman Nied
Department of Mechanical Engineering

Lehigh University
USA

hfn2@lehigh.edu

Shi-Chune Yao
Department of Mechanical Engineering
Carnegie Mellon University
USA
sy0d@andrew.cmu.edu

Tauseef Aized
Department of Mechanical Engineering

Uet Lahore
Pakistan

tauseef.aized@uet.edu.pk

Section Editor

(Environmental Sciences and Engineering)
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Linguistic expressions are widely used to reflect the decision maker's evaluations 

more easily and clearly in the decision-making problems, The Double Hierarchy 

Hesitant Fuzzy Linguistic Term Set (DHHFLTS), an extension of linguistic 

expressions, helps the decision maker to reflect their hesitant evaluations in complex 

decision making problems using two different sets of linguistic terms. Correlation 

measurements are used as an important tool in making decisions by making 

comparative evaluations in complex decision making problems based on common 

criteria. In this study, a new method is proposed to improve the existing correlation 

measurement method using DHHFLTSs. The proposed method aims to increase the 

reflective power of hesitant thoughts in the evaluation process by including fuzzy 

linguistic expressions in the calculation process. In order to prove the validity of the 

proposed method, the original problem of choosing the most suitable player for the 

positions in football sport is considered as a Multi-Attribute Decision Making 

(MADM) problem. Correlation values and assignment results obtained from the 

proposed method are compared with the current method values. Consistency of 

results and values between methods reveals the validity of the proposed method. 

 
1. Introduction 

 

The increase in factors in decision-making 

problems causes complexity in the evaluation 

and calculation processes of the problem. 

Evaluation of alternatives with their increasing 

features and factors leads to the emergence of 

Multi-Attribute Decision Making (MADM) 

problems [1]. Linguistic information is applied to 

meet the quantitative expressions that are 

insufficient in making evaluations in MADM 

problems. The fuzzy linguistic approaches 

proposed by Zadeh [2] for expressing and 

measuring linguistic information differ 

according to the characteristics of decision-

making methods.  

 

The Double Hierarchy Linguistic Term Set 

(DHLTS) is an important extension of fuzzy 

linguistic approaches and consists of two sets of 

linguistic terms that support each other [3]. In 

order to reflect the hesitancies of decision makers 

in the DHLTS evaluation, the Double Hierarchy 

Hesitant Fuzzy Linguistic Term Set (DHHFLTS) 

is developed as an extension of DHLTS [4]. 

Similarity and distance measurements developed 

based on Double Hierarchy Unstable Fuzzy 

Linguistic Elements (DHHFLE) provide new 

methods and applications for DHHFLTSs [5]. 

DHHFLTs find an important application area 

especially in decision making problems and 

provide new approaches to classical methods [4, 

6–9]. 

 

Correlation coefficient measurement, which is an 

important measurement tool in reflecting the 

strength of the linear relationship between two 

quantitative variables [10, 11], is used as an 

important solution method in decision making 

problems based on DHHFLE and DHHFLTS [3, 
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12]. The determination of correlation values 

based on fuzzy information is carried out on the 

basis of statistics and information energy 

calculation [11, 13]. While statistical-based 

correlation calculation defines the relationship 

between variables in the [-1,1] range, the 

correlation value calculated with less data based 

on information energy is defined in the [0,1] 

range. 

 

The first correlation calculation studies for fuzzy 

membership functions [14] are extended for 

fuzzy, heuristic fuzzy and hesitant fuzzy sets [13, 

15]. The extension of the application area enables 

the development of correlation coefficient 

calculations for hesitant fuzzy sets and double 

hierarchy hesitant fuzzy sets [16, 17]. The use of 

linguistic information, which is evaluated in 

terms of information entropy, in correlation 

measure constitutes an important field of study 

[18]. In this context, correlation calculations 

based on information energy are used in hesitant 

fuzzy sets [19], hesitant fuzzy linguistic terms 

[20] and dual hesitant fuzzy sets [15]. 

 

Identifying and directing talents in sports is an 

important step in achieving athletic success. 

Achieving success in team sports depends on 

positioning the player in the game position that 

best suits their characteristics and abilities [21]. 

Achieving success in football depends on 

determining the relationship between the 

characteristics of the field positions and the skills 

of the players [22]. Assigning the most suitable 

player to positions under these multiple attributes 

emerges as a multi-attribute decision-making 

problem. Evaluation of players and positions and 

assignment of players according to field 

positions are decided by qualitative evaluations 

based on the knowledge and experience of the 

coaches. 

 

DHHFLTS is an appropriate evaluation method 

in defining the characteristics and expectations of 

players and positions in player selection 

problems based on linguistic evaluation. 

Correlation coefficient measurements based on 

DHHFLTS are identified as an important 

decision-making tool in reflecting the fit between 

player and position based on assessments with 

DHHFLTS. Fuzzy linguistic expressions are 

directly converted to classical values by 

calculating the degree of membership in the 

current correlation measurement application 

based on DHHFLTSs. This method prevents 

adequately reflecting the hesitancies of the 

linguistic assessments in the correlation 

calculations. Elimination of this drawback in the 

current method constitutes the main motivation 

of the study. 

 

This study proposes a new correlation coefficient 

measurement model that integrates linguistic 

assessments into calculations with primary and 

secondary definition values of DHHFLTSs. The 

validity and applicability of the model is 

observed by considering the player selection 

problem in football, which is a novel MADM 

problem for DHHFLTSs evaluations. The case 

study aims to measure the correlation coefficient 

between the skills of the players and needs of the 

positions that are defined by DHHFLTS and to 

assign the most suitable player to the field 

positions. The proposed method and application 

case study constitute the original features of the 

study. 

 

The organization of the study is as follows: 

Section 2 mentions the basic definitions of 

DHLTS and DHHFLTS and explains their 

arithmetic operations. In Section 3, DHHFLTS-

based covariance, variance and correlation 

coefficient measurement models are discussed. 

Section 4 describes the original model proposed 

for the development of the current model based 

on DHHFLTS. Section 5 deals with the player 

selection problem to prove the validity of the 

proposed method and the results are compared 

with the current methods. The conclusion 

section, Section 6, makes an overall assessment 

based on the study results and makes 

recommendations for future studies. 

 

2. Preliminaries  

 

Linguistic terms, which are an important 

evaluation tool in complex decision making 

problems, are extended with fuzzy linguistic 

terms so that the decision maker's evaluations can 

be expressed more easily and clearly [23]. This 

section discusses extensions of linguistic term 

sets that incorporate decision-makers’ 

assessments in detail and hesitancies. 
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2.1. Double hierarchy linguistic term sets 

 

DHLTS consists of two hierarchical structures as 

the primary hierarchy being the primary 

linguistic term set (LTS) and the secondary 

hierarchy describing the primary linguistic term 

set [4]. DHLTS was developed to provide a 

detailed description of linguistic considerations 

expressed using the Hesitant Fuzzy Linguistic 

Term Set (HFLTS) [3], [23]. S={st│t=-τ,…,-

1,0,1,…,τ} first hierarchy LTS and Ot={𝑜𝑡
𝑘│k=-

ς,…,-1,0,1,…,ς } is the second hierarchy LTS of 

s_t, the mathematical definition of DHLTS is as 

follows: 

 

𝑆𝑂 = 𝑠𝑡〈𝑜𝑘〉
  | 𝑡 = −𝜏,… ,−1,0,1, … , 𝜏; 𝑘 =

−𝜍,… ,−1,0,1, … , 𝜍}       (1) 

 

in the equation st〈𝑜𝑘〉
is defined as DHLT, and ok 

defines different degrees of the linguistic term st. 

Figure 1 shows the semantic distribution of 

DHLTS for 𝜏 = 3 and 𝜍 = 3. The second 

hierarchy LTS of the first hierarchy linguistic 

term 𝑠1 is defined as O1={𝑜𝑘
1│k=-3,-2,-1,0,1,2,3} 

[24]. 

 

 
Figure 1. Definition of a linguistic term in LTS in 

the primary hierarchy with the secondary hierarchy 

LTS [24] 

 

According to the t value of the first hierarchy 

LTS, the order and expressions of the secondary 

hierarchy LTS change. For example, if t≥0 in 

Figure 1, the second hierarchy LTS is in 

ascending order (Ot≥0={o-3 = far from, o-2 = only 

a little, o-1 = a little, o0 = just right, o1=much, o2 = 

very much, o3 = extremely}), while if t≤0 the LTS 

of the second hierarchy decreases (Ot≤0={o-3 = 

extremely, o-2 = very much, o-1 = much, o0 = just 

right, o1 =a little, o2 = only a little, o3 = far from}). 

Also, when t=τ, the second hierarchy is O={ok 

|k=-ς,…,-1,0} of LTS, while t=-τ, the second 

hierarchy is considered the  O={ok |k=0, 1,…, ς} 

part of LTS [5, 8]. 

2.2.Double hierarchy hesitant fuzzy linguistic 

term sets  

 

DHHFLTS, which emerged as an extension of 

DHLTS, takes into account the hesitations of 

experts in the evaluation process in the decision-

making process [4]. The mathematical 

expression of DHHFLTS defined in X, with SO 

being DHLTS, is as follows: 

 

𝐻𝑆𝑂 = {〈𝑥𝑖, ℎ𝑆𝑂(𝑥𝑖)〉|𝑥𝑖 ∈ 𝑋}               (2) 

 

in the equation Double Hierarchy Hesitant Fuzzy 

Linguistic Element (DHHFLE) 

ℎ𝑆𝑂(xi)={𝑠𝜙𝑙〈𝑜𝜑𝑙〉
(xi)│𝑠𝜙𝑙〈𝑜𝜑𝑙〉

∈SO; l=1,…,L; ϕl=-

τ,…0,…,τ ; φl=-ς,…,0,…,ς } denotes the possible 

degree of linguistic variable from xi to SO. L 

denotes the number of DHLTs in ℎ𝑆𝑂(xi). The 

envelopment method of DHHFLEs provides a 

more comfortable understanding of DHHFLTS 

[24]. Functions that perform the conversion of 

continuous DHLTSs defined as 𝑆𝑂̅= 

{𝑠𝜙𝑙〈𝑜𝜑𝑙〉
(xi)|ϕl∈[-τ,τ},φl∈[-ς,ς]} to real numbers 

(f) and returning ϕl and φl of the DHLT 

equivalent to γl membership degree (f-1) are 

defined as follows [24]: 

 

𝑓: [−𝜏, 𝜏] × [−𝜍, 𝜍] → [0,1], 𝑓(𝜙𝑙, 𝜑𝑙) =

 
𝜑𝑙+(𝜏+𝜙𝑙)𝜍

2𝜏𝜍
= 𝛾𝑙      (3) 

 

𝑓−1: [0,1] → [−𝜏, 𝜏] × [−𝜍, 𝜍], 𝑓−1(𝛾𝑙)   (4) 

 

The calculations of the transformation function, 

f-1(γl) according to the values of the membership 

degree (γl) are as follows [12, 24]: 

 

• if γl =1 then  f-1(γl)=𝑠𝜏〈𝑜0〉  

 

• if 1≤2τγl-τ<τ then f-1(γl) = 

𝑠[2𝜏𝛾𝑙−𝜏]〈𝑜𝜍(2𝜏𝛾𝑙−𝜏−[2𝜏𝛾𝑙−𝜏])〉
  

 
 

• if -1≤2τγl-τ≤1 then  𝑓−1(𝛾𝑙) = 𝑠0〈𝑜𝜍(2𝜏𝛾𝑙)〉
     

 

• if -τ≤2τγl-τ≤-1 then 𝑓−1(𝛾𝑙) =
𝑠[2𝜏𝛾𝑙−𝜏]+1〈𝑜𝜍(2𝜏𝛾𝑙−𝜏−[2𝜏𝛾𝑙−𝜏]−1)〉

       

 

• if  γl=-1 then 𝑓−1(𝛾𝑙) = 𝑠−𝜏〈𝑜0〉 
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HFEs and Hesitant Fuzzy Sets (HFS) consist of 

membership degrees defined for DHHFLEs. The 

transformations between DHHFLE (ℎ𝑠𝑂) and 

HFE (hγ) are calculated with the functions F and 

F-1, respectively [6, 24]: 

 

𝐹(ℎ𝑆𝑂) = 𝐹 ({𝑠𝜙𝑙〈𝜑𝑙〉
| 𝑠𝜙𝑙〈𝜑𝑙〉

∈ 𝑆𝑂; 𝑙 = 1, . . , 𝐿; 𝜙𝑙 ∈

[−𝜏, 𝜏]; 𝜑𝑙 ∈ [−𝜍, 𝜍]})  = {𝛾𝑙| 𝛾𝑙 = 𝑓(𝜙𝑙 , 𝜑𝑙)} = ℎ𝛾 (5) 

 

𝐹−1(ℎ𝛾) = 𝐹−1({𝛾𝑙|𝛾𝑙 ∈ [0,1]; 𝑙 = 1, . . , 𝐿 }) =

{𝑠𝜙𝑙〈𝜑𝑙〉
|𝜙𝑙〈𝜑𝑙〉

= 𝑓−1(𝛾𝑙)} = ℎ𝑆𝑂   (6) 

 

3. Correlation Calculation for DHHFLTS 

 

The correlation coefficient is an important 

evaluation tool that defines the size and direction 

of the relationship between two variables [11]. 

Extended correlation coefficient calculations 

with fuzzy methods help to make the most 

appropriate matches in complex decision making 

problems [25]. This section discusses the 

correlation calculation method based on 

DHHFLTS defined by hesitant fuzzy linguistic 

evaluations. 

 

Correlation coefficient calculations are made 

based on the means of DHHFLE and the mean 

and variances of DHHFLTS by considering the 

degree of hesitancy, which is an important 

indicator in the evaluation process [26]. DHLTS 

SO={𝑠𝑡〈𝑜𝑘〉
│t=-τ,…,0,…,τ; k= -ς,…, 0, …,ς} 

defined for DHHFLE, ℎ𝑆𝑂 and the mean, ℎ̅𝑆𝑂 and 

the hesitancy degree, 𝜂(ℎ𝑆𝑂) are calculated as 

[24, 26]: 

 

 ℎ̅𝑆𝑂 = 𝑓−1 (
1

𝐿
∑ 𝑓(𝜙𝑙 , 𝜑𝑙 )
𝐿
𝑙=1 )    (7) 

 

𝜂(ℎ𝑆𝑂) =

√1

𝐿
∑ (𝑓(𝜙𝑙, 𝜑𝑙 ) −

1

𝐿
∑ 𝑓(𝜙𝑙, 𝜑𝑙 )
𝐿
𝑙=1 )

2
𝐿
𝑙=1      (8) 

 

Example 1: The average and hesitancy degrees of 

ℎ𝑆
1
𝑂
= {𝑠0〈𝑜−1〉

, 𝑠1〈𝑜0〉, 𝑠2〈𝑜−2〉
} and ℎ𝑆

2
𝑂
=

{𝑠−2〈𝑜2〉, 𝑠−1〈𝑜1〉, 𝑠0〈𝑜−3〉
} DHHFLEs, including 

DHLTS 𝑆𝑂 = {𝑠𝑡〈𝑜𝑘〉
|𝑡 ∈ [−3,3]; 𝑘 ∈ [−3,3]}, 

are calculated as follows: 

 

ℎ̅1𝑆𝑂 =f-1(1/3 (4/9+2/3+13/18))= 𝑠0〈2〉  

 

ℎ̅2𝑆𝑂 =f-1(1/3 (5/18+7/18+1/3))=𝑠−1〈0〉       

 

𝜂(ℎ𝑆
1
𝑂
) =

√ 1

𝐿1
∑ (𝑓(𝜙𝑙

1, 𝜑𝑙
1 ) −

1

𝐿1
∑ 𝑓(𝜙𝑙

1, 𝜑𝑙
1 )

𝐿1
𝑙=1 )

2
𝐿1
𝑙=1 =

0.120  

 

𝜂(ℎ𝑆
2
𝑂
)

= √
1

𝐿2
∑(𝑓(𝜙𝑙

2, 𝜑𝑙
2 ) −

1

𝐿1
∑𝑓(𝜙𝑙

2, 𝜑𝑙
2 )

𝐿2

𝑙=1

)

2𝐿2

𝑙=1

= 0.045 

 

The means and hesitancy degrees of DHHFLEs, 

ℎ𝑆
1
𝑂

 and ℎ𝑆
2
𝑂

 are calculated as 𝑠0〈2〉 and 𝑠−1〈0〉 and 

0.120 and 0.045, respectively. Considering the 

Euclidean distance between DHHFLEs, the 

correlation coefficient between two DHHFLTSs 

(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) is calculated as [24, 27]: 

 

𝜌(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) =
𝐶(𝐻𝑆𝑂

1 ,𝐻𝑆𝑂
2 )

√𝑉𝑎𝑟(𝐻𝑆𝑂
1 )√𝑉𝑎𝑟(𝐻𝑆𝑂

2 )
=

∑ [
1

𝐿 1
𝑖
∑ 𝑓(𝜙𝑙1

𝑖 ,𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 −𝐻̅𝑆𝑂
1 ]𝑛

𝑖=1 [
1

𝐿 2
𝑖
∑ 𝑓(𝜙𝑙2

𝑖 ,𝜑𝑙2
𝑖 )

𝐿2
𝑖

𝑙 −𝐻̅𝑆𝑂
2 ]

√(∑ (
1

𝐿 1
𝑖
∑ 𝑓(𝜙𝑙1

𝑖 ,𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 − 𝐻̅𝑆𝑂
1 )

2
𝑛
𝑖=1 )(∑ (

1

𝐿 2
𝑖
∑ 𝑓(𝜙𝑙2

𝑖 ,𝜑𝑙2
𝑖 )

𝐿2
𝑖

𝑙 −𝐻̅𝑆𝑂
2 )

2
𝑛
𝑖=1 )

     

         (9) 

 

in the equation, the denominator defines the 

square root of the product of the variances of the 

hesitant sets, and the variance of 𝐻̅𝑆𝑂
1  DHHFLTS 

is calculated as [4, 24]:  

 

𝑉𝑎𝑟(𝐻𝑆𝑂) =

√1

𝑛
(∑ (

1

𝐿 1
𝑖 ∑ 𝑓(𝜙𝑙1

𝑖 , 𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 − 𝐻̅𝑆𝑂)
2

𝑛
𝑖=1 )       (10) 

 

in the equation, 𝐻̅𝑆𝑂  defines the mean of 

DHHFLTS and is calculated as [24]: 

 

𝐻̅𝑆𝑂 = 𝐹−1 (
1

𝑛
∑ (

1

𝐿𝑖
∑ 𝑓(𝜙𝑙

𝑖 , 𝜑𝑙
𝑖)𝐿𝑖 

𝑙 )𝑛
𝑖=1 )        (11) 

 

The correlation value between the DHHFLTSs 

(𝐻𝑆𝑂
1 ,𝐻𝑆𝑂

2 ) is expected to meet the basic Pearson 
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correlation coefficient conditions. The expected 

conditions are as follows [12]: 

 

• 𝜌(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) = 𝜌(𝐻𝑆𝑂
2 , 𝐻𝑆𝑂

1 ) 

 

• 𝜌(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

1 ) = 1 

 

• −1 ≤ 𝜌(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) ≤ 1 

 

Example 2: In calculating the correlation 

coefficient between 𝐻𝑆𝑂
1   and 𝐻𝑆𝑂

2  DHHFLTS 

defined in 𝑆𝑂 ={𝑠𝑡〈𝑜𝑘〉
│t∈[-3,3]; k∈[-3,3] } 

DHLTS, firstly, the membership degrees of each 

DHHFLTS elements are calculated using 

Equation 3. 

 

𝐻𝑆𝑂
1 = {

{𝑠0〈𝑜−2〉
, 𝑠1〈𝑜0〉, 𝑠2〈𝑜−1〉

} ,

{𝑠1〈𝑜1〉, 𝑠2
} , {𝑠1〈𝑜−3〉, 𝑠2〈𝑜2〉, 𝑠3〈𝑜−2〉

}
} 

 

𝐻𝑆𝑂
2 = {

{𝑠−1〈𝑜0〉
} , {𝑠−2〈𝑜3〉, 𝑠−1〈𝑜−2〉, 𝑠0〈𝑜2〉

} ,

{𝑠1〈𝑜0〉, 𝑠2〈𝑜−3〉, 𝑠3〈𝑜−1〉
}

} 

 

𝑓11
1 =7/18, 𝑓12

1 =2/3, 𝑓13
1 =13/18, 𝑓1̅

1 =(1/3 

(7/8+2/3+13/18))=16/27 

   

𝑓21
1 =13/18, 𝑓22

1 =5/6, 𝑓2̅
1 =(1/2 (13/18+5/6)) 

=7/9  

 

𝑓31
1 =1/2, 𝑓32

1 =17/18, 𝑓33
1 =8/9, 𝑓3̅

1 =(1/3 

(1/2+17/18+8/9))=7/9  

 

𝐻̅𝑆𝑂
1
=(1/3 (16/27+7/9+7/9))=58/81  

 

𝑓11
2 =1/3, 𝑓12

2 =1/2, 𝑓13
2 =1/2, 𝑓1̅

2 =(1/3 

(1/3+1/2+1/2))=4/9  

 

𝑓21
2 =1/3= 𝑓2̅

2  

 

𝑓31
2 =2/3, 𝑓32

2 =2/3, 𝑓3̅
1 =(1/2 (2/3+2/3))=2/3  

 

𝐻̅𝑆𝑂
2
=(1/3 (4/9+1/3+2/3))=13/27  

 

The covariance between DHHFLTSs is 

calculated as [12, 24]: 

 

𝐶(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) =
1

𝑛
(∑ [

1

𝐿 1
𝑖 ∑ 𝑓(𝜙𝑙1

𝑖 , 𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 −𝑛
𝑖=1

𝐻̅𝑆𝑂
1 ] [

1

𝐿 2
𝑖 ∑ 𝑓(𝜙𝑙2

𝑖 , 𝜑𝑙2
𝑖 )

𝐿2
𝑖

𝑙 − 𝐻̅𝑆𝑂
2 ])             (12) 

 

The covariance value between 𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2  is 

calculated according to Equation 12 as follows: 

 

𝐶(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) =1/3((16/27-58/81)(4/9-13/27) + 

(7/9-58/81)(1/3-13/27)+(7/9-58/81)(2/3-13/27) ) 

= 0.0023  

 

The variation values of the DHHFLTSs are 

obtained as (Eq. 10).    

 

𝑉𝑎𝑟(𝐻𝑆𝑂
1 ) =√(1/3 ((16/27-58/81)2+(7/9-

58/81)2+(7/9-58/81)2 ) )=0.0076  

  

𝑉𝑎𝑟(𝐻𝑆𝑂
2 ) =√(1/3 ((4/9-13/27)2+(1/3-

13/27)2+(2/3-13/27)2 ) )=0.0192  

 

The correlation coefficient value between 

DHHFLTSs (𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) is calculated according to 

Equation 9 as follows: 

 

𝜌(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 )=0.0023/√(0.0076*0.192)=0.1890  

 

The correlation result shows weak positive 

correlation between 𝐻𝑆𝑂
1  and 𝐻𝑆𝑂

2  DHHFLTS. 

 

When attributes are defined with different 

weights in Multi-Attribute Decision Problems 

(MADM), the correlation coefficient between 

DHHFLTSs is found by including attribute 

weights in the calculations [24]. The weight of 

each element in the DHHFLTS defined in 

SO={𝑠𝑡〈𝑜𝑘〉
│t∈[-τ,τ], k∈[-φ,φ]} is wi∈[0,1] and 

the weights of the elements are defined as 𝑤 =
{𝑤1, 𝑤2, … , 𝑤𝑛}

𝑇 and ∑ 𝑤𝑖
𝑛
𝑖=1 = 1. The 

correlation coefficient between DHHFLTSs 

(𝐻𝑆𝑂1 , 𝐻𝑆𝑂2) based on the weighted hesitancy 

degree is calculated as follows [12, 24]: 
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𝜌𝑤(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) =
𝐶𝑤(𝐻𝑆𝑂

1 ,𝐻𝑆𝑂
2 )

√𝑉𝑎𝑟𝑤(𝐻𝑆𝑂
1 )√𝑉𝑎𝑟𝑤(𝐻𝑆𝑂

2 )
=

∑ [
𝑤𝑖

𝐿 1
𝑖
∑ 𝑓(𝜙𝑙1

𝑖 ,𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 −𝐻̅𝑆𝑂
1𝑤]𝑛

𝑖=1

[
𝑤𝑖

𝐿 2
𝑖
∑ 𝑓(𝜙𝑙2

𝑖 ,𝜑𝑙2
𝑖 )

𝐿2
𝑖

𝑙 −𝐻̅𝑆𝑂
2𝑤]

√
  
  
  
  
  
 

(∑ (
𝑤𝑖

𝐿 1
𝑖
∑ 𝑓(𝜙𝑙1

𝑖 ,𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 −𝐻̅𝑆𝑂
1𝑤)

2
𝑛
𝑖=1 )

(∑ (
𝑤𝑖

𝐿 2
𝑖
∑ 𝑓(𝜙𝑙2

𝑖 ,𝜑𝑙2
𝑖 )

𝐿2
𝑖

𝑙 −𝐻̅𝑆𝑂
2𝑤)

2
𝑛
𝑖=1 )

                        (13) 

 

in the equation, the weighted mean (𝐻̅𝑆𝑂
𝑤 ) and 

weighted variance (𝑉𝑎𝑟𝑤(𝐻𝑆𝑂)) for DHHFLTSs 

(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) are defined, respectively, as follows 

[24]: 

 

𝐻̅𝑆𝑂
𝑤 = 𝐹−1 (

1

𝑛
∑ (

𝑤𝑖

𝐿𝑖
∑ 𝑓(𝜙𝑙

𝑖 , 𝜑𝑙
𝑖)𝐿𝑖 

𝑙 )𝑛
𝑖=1 )        (14) 

 

𝑉𝑎𝑟𝑤(𝐻𝑆𝑂) =

√1

𝑛
(∑ (

𝑤𝑖

𝐿 1
𝑖 ∑ 𝑓(𝜙𝑙1

𝑖 , 𝜑𝑙1
𝑖 )

𝐿1
𝑖

𝑙 − 𝐻̅𝑆𝑂
𝑤 )

2
𝑛
𝑖=1 )       (15) 

 

If weights are not defined for DHHFLEs, the 

elements are assumed to be equally weighted and 

the weighted correlation coefficient (pw) 

calculation is reduced to the normal correlation 

calculation (p). The conditions provided by the 

weighted correlation coefficient (pw) are as 

follows  [12]: 

 

• 𝜌𝑤(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) = 𝜌𝑤(𝐻𝑆𝑂
2 , 𝐻𝑆𝑂

1 )  

 

• 𝜌𝑤(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

1 ) = 1  

 

• −1 ≤ 𝜌𝑤(𝐻𝑆𝑂
1 , 𝐻𝑆𝑂

2 ) ≤ 1   

 

Example 3: If the weight values of the xi 

attributes of 𝐻𝑆𝑂
1  and 𝐻𝑆𝑂

2  DHHFLTS in Example 

2 are defined as w= (0.2, 0.5, 0.3)T, the weighted 

mean values 𝐻̅𝑆𝑂
1𝑤 =0.247 and 𝐻̅𝑆𝑂

2𝑤=0.152, 

variation values 𝑉𝑎𝑟
𝑤(𝐻𝑆𝑂

1 )
=0.123 and 

𝑉𝑎𝑟𝑤(𝐻𝑆𝑂
2 )=0.0022, covariation value 

𝐶
𝑤(𝐻𝑆𝑂

1 ,𝐻𝑆𝑂
2 )

=0.0032 and the correlation 

coefficient value is calculated as 

𝜌
𝑤(𝐻𝑆𝑂

1 ,𝐻𝑆𝑂
2 )

=0.616. According to the results of 

Example 2, the direction of the relationship does 

not change, but its size increases. 

 

4. New Correlation Coefficient 

Measurement Proposal for DHHFLTSS 

 

The proposed method aims to continue the 

correlation coefficient calculation process on real 

linguistic terms rather than the direct use of 

membership degrees of DHHFLTSs. The method 

performs aggregation operations on primary and 

secondary linguistic terms of linguistic term sets 

and obtains new DHHFLEs. Covariance, 

variance and correlation coefficient calculations 

are made by calculating the membership degrees 

of the obtained DHHFLEs. 

 

SO is DHLTS and the aggregation operations of 

primary and secondary hierarchical degrees of 

DHHFLEs, ℎ𝑆𝑂(𝑥𝑖) ={𝑠𝜙𝑙〈𝑜𝜑𝑙〉
(xi) | 𝑠𝜙𝑙〈𝑜𝜑𝑙〉

∈ SO; 

l=1,…,L; ϕl=-τ,…0,…,τ; φl=-ς,…,0,…,ς} of 

DHHFLTS defined in X and the combined 

DHHFLTS definitions are applied as follows: 

 

𝜙′ =
1

𝐿
∑ 𝜙𝑙
𝐿
𝑙=1 𝑎𝑛𝑑 𝜑′ =

1

𝐿
∑ 𝜑𝑙
𝐿
𝑙=1                (16) 

 

ℎ̇𝑆𝑂 = ⋃ {𝑠𝜙〈𝑜
𝜑′

〉
′ |𝜙′ ≤ 𝜏; 𝜑′ ≤ 𝜍}𝑠𝜙𝑙〈𝑜𝜑𝑙〉

∈ℎ𝑆𝑂
    (17) 

 

in the equation, L represents the number of 

DHLTs in ℎ𝑆𝑂(𝑥𝑖). The covariance 

(𝐶(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 )), variance (𝑉𝑎𝑟(𝐻̇𝑆𝑂)) and 

correlation coefficient (𝜌′(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) ) among the 

combined DHHFLEs obtained from DHHFLTSs 

(𝐻̇𝑆𝑂
1 ,𝐻̇𝑆𝑂

2 ) are calculated as follows: 

 

𝐶(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) =
1

𝑛
(∑ [𝑓 ((𝜙′

1

𝑖
, 𝜑′

1

𝑖
) −𝑛

𝑖=1

𝐻̅̇𝑆𝑂
1 )] [𝑓 ((𝜙′

2

𝑖
, 𝜑′

2

𝑖
) − 𝐻̅̇𝑆𝑂

2 )])               (18) 

 

𝑉𝑎𝑟(𝐻̇𝑆𝑂) = √
1

𝑛
(∑ (𝑓 ((𝜙′𝑖 , 𝜑′𝑖) − 𝐻̅̇𝑆𝑂))

2
𝑛
𝑖=1 )      (19) 

  

𝜌′(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) =
𝐶(𝐻̇𝑆𝑂

1 ,𝐻̇𝑆𝑂
2 )

√𝑉𝑎𝑟(𝐻̇𝑆𝑂
1 ,𝐻̇𝑆𝑂

2 )
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=
∑ [𝑓((𝜙′1

𝑖
,𝜑′1

𝑖
)− 𝐻̅̇𝑆𝑂

1
)]𝑛

𝑖=1 [𝑓((𝜙′2
𝑖
,𝜑′2

𝑖
)− 𝐻̅̇𝑆𝑂

2
)]

√
  
  
  
  
  
  
 
 

(∑ (𝑓((𝜙′1
𝑖
,𝜑′1

𝑖
)−𝐻̅̇𝑆𝑂

1
))

2

𝑛
𝑖=1 )

 (∑ (𝑓((𝜙′2
𝑖
,𝜑′2

𝑖
)−𝐻̅̇𝑆𝑂

2
))

2

𝑛
𝑖=1 )

               (20) 

 

in the equation, the mean of DHHFLTS, 𝐻̅̇𝑆𝑂, is 

defined as: 

 

 𝐻̅̇𝑆𝑂 = (
1

𝑛
∑ 𝜙′𝑖𝑛
𝑖=1 ,

1

𝑛
∑ 𝜑′𝑖𝑛
𝑖=1 )                     (21) 

 

The proposed method meets the basic Pearson 

correlation coefficient conditions, and the 

conditions for DHHFLTSs (𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) are 

expressed as: 

• 𝜌′(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) = 𝜌′(𝐻̇𝑆𝑂
2 , 𝐻̇𝑆𝑂

1 )  

 

• 𝜌′(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

1 ) = 1    

 

• −1 ≤ 𝜌′(𝐻̇𝑆𝑂
1 , 𝐻̇𝑆𝑂

2 ) ≤ 1       

 

If the attributes are weighted, the weighted 

correlation coefficient calculation method for 

DHHFLTSs (𝐻𝑆𝑂1 , 𝐻𝑆𝑂2) is recommended as 

follows: 

 

𝜌𝑤
′ (𝐻̇𝑆𝑂

1 , 𝐻̇𝑆𝑂
2 ) =

𝐶𝑤(𝐻̇𝑆𝑂
1 ,𝐻̇𝑆𝑂

2 )

√𝑉𝑎𝑟𝑤(𝐻̇𝑆𝑂
1 ,𝐻̇𝑆𝑂

2 )

=

∑ [𝑤𝑖𝑓((𝜙
′
1

𝑖
,𝜑′1

𝑖
)−𝐻̅̇𝑆𝑂

1 )]𝑛
𝑖=1 [𝑤𝑖𝑓((𝜙

′
2

𝑖
,𝜑′2

𝑖
)−𝐻̅̇𝑆𝑂

2 )]

√∑ (𝑤𝑖𝑓((𝜙
′
1
𝑖
,𝜑′1

𝑖
)−𝐻̅̇𝑆𝑂

1 ))

2
𝑛
𝑖=1 ∑ (𝑤𝑖𝑓((𝜙

′
2
𝑖
,𝜑′2

𝑖
)− 𝐻̅̇𝑆𝑂

2 ))

2
𝑛
𝑖=1

          (22) 

 

The basic correlation coefficient conditions 

provided by the proposed weighted method (𝑝𝑤
′ ) 

are as follows: 

 

• 𝜌𝑤
′ (𝐻𝑆𝑂

1 , 𝐻𝑆𝑂
2 ) = 𝜌𝑤

′ (𝐻𝑆𝑂
2 , 𝐻𝑆𝑂

1 )  

 

• 𝜌𝑤
′ (𝐻𝑆𝑂

1 , 𝐻𝑆𝑂
1 ) = 1  

 

• −1 ≤ 𝜌𝑤
′ (𝐻𝑆𝑂

1 , 𝐻𝑆𝑂
2 ) ≤ 1  

 

The proposed method is applied in the case study 

and its application steps are explained in the 

Section 5. The validity of the method is proved 

by comparing with the current method. 

 

 

5. Case Study: Assignment of Players to The 

Positions in Football 
 

Identifying the right player in the right position, 

which ensures success in team games, cannot be 

done with mathematical calculations [22]. The 

assignment of the player to the position takes 

place with the expertise gained from the 

experience and observations of the coaches [28]. 

This case study aims to identify and assign the 

most suitable players for goal, defender, 

midfielder and forward football positions 

according to their physical, technical and mental 

characteristics [22, 29]. The skills required for 

the positions and the level of players to have 

these skills are defined by the expert coach with 

DHHFLTs. The most suitable player for the 

position is selected based on the highest level of 

correlation with the position requirements. The 

proposed correlation coefficient method based on 

the DHHFLTS is used to define the fit between 

positions and players. The positive and highest 

correlation coefficient value (∈ [-1,1]) defines 

the player most suitable for the position. 

 

The basic skills used in determining the 

relationship between the position and the football 

players are defined in the main titles as physical, 

mental and technical. Characteristics of basic 

skills are as follows [22, 29, 30]:  

 

• Physical: speed, agility, jumping, 

acceleration, height, strength 

• Mental: ability to read the game, 

leadership, creativity, calmness, courage, 

belief in decision 

• Technical: finishing, passing, shooting, 

heading, tackle, dribbling. 

 

The basic skills expected for the positions are as 

follows [22, 29, 30]: 

• Goal: height, reflex, high jump, 

flexibility, balance, playmaking 

• Defender: strong physics, effectiveness 

in airballs, speed, move timing, passing 

ability 

• Midfield: ability to read the game, 

passing ability, ball control, possession of 

the ball, calmness 

• Forward: shooting, power, passing 

ability, speed, ball efficiency, ball 

control, reading the game. 
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Table 1. Double hierarchy linguistic expressions of expected properties for positions 
 Physical Mental Technical 

Goal  only a little good far from very good 
between a little medium 

and a little very good 

Defender 
between only a little very 

good and a little perfect 
just right good 

between good and far from 

perfect 

Midfielder  only a little good 
between a little very good 

and far from perfect 
just right very good 

Forward  
between very much good 

and only a little perfect 

between extremely medium 

and very much very good 
a little very good 

The case study aims to assign four player (A1, 

Burak; A2, Mehmet; A3, Servet; A4, Umut) 

candidates to four game positions (R1,Goal; 

R2,Defense; R3,Midfielder; R4,Forward) based 

on three general characteristics (P1, Physical; P2, 

Mental; O3,Technical). The primary (S) and 

secondary (O) hierarchical LTSs of DHHLTS, 

𝐻𝑆𝑂={〈xi, ℎ(𝑆𝑂)(xi)〉| xi∈X} defined in X used in 

DHHFLEs, ℎ𝑆𝑂(xi)={𝑠𝜙𝑙〈𝑜𝜑𝑙〉
 (xi)|𝑠𝜙𝑙〈𝑜𝜑𝑙〉

∈SO; 

l=1,…,L; ϕl=-τ,…0,…,τ; φl=-ς,…,0,…,ς} to 

define the position and characteristics of the 

players are as follows. 

S={s-3= none, s-2= very bad, s-1= bad, s0= 

medium, s1= good, s2= very good, s3= perfect} 

 

O-= {o-3= extremely, o-2= very much, o-1= 

much, o0= just right, o1= a little, o2= only a 

little, o3= far from; ϕl≤0} 

 

O+= {o-3= far from, o-2= only a little, o-1= a little, 

o0= just right, o1= much, o2= very much, o3= 

extremely; ϕl≥0} 

 

 

Table 2. Double hierarchy linguistic expressions of player skills 
 Physical Mental Technical 

Burak 
between far from medium 

and only a little medium 

between a little medium and 

a little good 
just right good 

Mehmet much very good 
between very much medium 

and extremely very good 

between just right good and 

far from perfect 

Servet 
between only a little medium 

and good 
only a little perfect 

between medium and 

extremely good 

Umut extremely very good 
between extremely medium 

and a little very good 
between good and perfect 

 
Table 3. Definition position properties with DHHFLTS and transformations to HFLTEs  

 Physical Mental Technical Physical Mental Technical 

Goal  {𝑠1〈𝑜−2〉
} {𝑠2〈𝑜−3〉

} {𝑠0〈𝑜−1〉
, 𝑠1, 𝑠2〈𝑜−1〉

} {𝑠1〈𝑜−2〉
} {𝑠2〈𝑜−3〉

} {𝑠1〈𝑜−1〉
} 

Defender {𝑠2〈𝑜−2〉
, 𝑠3〈𝑜−1〉

} {𝑠1〈𝑜0〉
} {𝑠1〈𝑜0〉

, 𝑠2, 𝑠3〈𝑜−3〉
} {𝑠2,5〈𝑜−1,5〉

} {𝑠1〈𝑜0〉
} {𝑠2〈𝑜−3〉

} 

Midfielder  {𝑠1〈𝑜−2〉
} {𝑠2〈𝑜−1〉

, 𝑠3〈𝑜−3〉
} {𝑠2〈𝑜0〉

} {𝑠1〈𝑜−2〉
} {𝑠2,5〈𝑜−2〉

} {𝑠2〈𝑜0〉
} 

Forward  {𝑠1〈𝑜2〉
, 𝑠2, 𝑠3〈𝑜−2〉

} {𝑠0〈𝑜3〉
, 𝑠1, 𝑠2〈𝑜2〉

} {𝑠2〈𝑜−1〉
} {𝑠2〈𝑜0〉

} {𝑠1〈𝑜2,5〉
} {𝑠2〈𝑜−1〉

} 

 

Table 4. Definition player skills with DHHFLTS and transformations to HFLTEs  
 Physical Mental Technical Physical Mental Technical 

Burak {𝑠0〈𝑜−3〉
, 𝑠0〈𝑜−2〉

} {𝑠0〈𝑜−1〉
, 𝑠1〈𝑜−1〉

} {𝑠1〈𝑜0〉
} {𝑠0〈𝑜−2,5〉

} {𝑠0,5〈𝑜−1〉
} {𝑠1〈𝑜0〉

} 

Mehmet {𝑠2〈𝑜1〉
} {𝑠0〈𝑜2〉

, 𝑠1, 𝑠2〈𝑜3〉
} {𝑠1〈𝑜0〉

, 𝑠2, 𝑠3〈𝑜−3〉
} {𝑠2〈𝑜1〉

} {𝑠1〈𝑜2,5〉
} {𝑠2〈𝑜−1,5〉

} 

Servet {𝑠0〈𝑜−2〉
, 𝑠1〈𝑜0〉

} {𝑠3〈𝑜−2〉
} {𝑠0〈𝑜0〉

, 𝑠1〈𝑜3〉
} {𝑠0,5〈𝑜−2〉

} {𝑠3〈𝑜−2〉
} {𝑠0,5〈𝑜3〉

} 

Umut {𝑠2〈𝑜3〉
} {𝑠0〈𝑜3〉

, 𝑠1, 𝑠2〈𝑜−1〉
} {𝑠1〈𝑜0〉

, 𝑠2, 𝑠3〈𝑜0〉
} {𝑠2〈𝑜3〉

} {𝑠1〈𝑜1〉
} {𝑠2〈𝑜0〉

} 
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The application steps of the proposed correlation 

coefficient measurement method based on 

DHHFLTS are as follows: 

Step 1. The skill characteristics expected for the 

positions and the characteristics of the players are 

defined in Table 1 and Table 2, respectively, 

using hesitant linguistic expressions. 

 

Step 2. The linguistic domains defined in Table 1 

and Table 2 are transformed to the DHHFLTSs 

in Table 3 and Table 4, respectively. 

 

Step 3. The DHHFLTSs defined in Table 3 and 

Table 4 are aggregated using Equation 16, and 

mean HFLEs are calculated for each position and 

player using Equation 21 (Table 3, Table 4). 

 

Step 4. The membership degrees of the 

difference of the HFLTEs from the average 

HFLTEs are calculated using Equation 3. 

Variance values are calculated over the 

difference between positions and players from 

the average HFLTE using Equation 19 (Table 5, 

Table 6). 

Step 5. Correlation coefficient values reflecting 

the relationship between positions and players 

are defined using Equation 20 (Table 7). 

 
Table 5. Membership degrees and variance values 

of positions 
 Physical Mental Technical Variance 

Goal  0.556 0.667 0.611 0.0021 

Defender 0.833 0.667 0.667 0.0062 

Midfielder  0.556 0.806 0.833 0.0156 

Forward  0.833 0.806 0.778 0.0005 

 

Table 6. Membership degrees and variance values 

of players 
 Physical Mental Technical Variance 

Burak 0.361 0.528 0.667 0.0156 

Mehmet 0.889 0.806 0.750 0.0033 

Servet 0.472 0.889 0.750 0.0300 

Umut 1.000 0.722 0.833 0.0130 

 

According to the results of Table 7 and Figure 2, 

which reflect the relations between positions and  

players, Servet is assigned to goal, Umut to 

defender, Burak to midfielder and Mehmet to 

forward. Umut is determined as the most 

unsuitable player for the goal position. Although 

Mehmet and Umut have equal similarity values 

for the defender, the most suitable person for the 

forward is determined as Mehmet and Umut is 

assigned to the defender position.  
 

 
Figure 1. The Relationship between positions and 

players 

 

While Burak is chosen as the most suitable 

person in the midfield, Mehmet is seen as the 

most unsuitable player for the midfield position. 

While Mehmet is assigned with the highest 

correlation value for the forward position, the 

most inappropriate player is determined as 

Burak. 

 

 
Figure 3. Position player relationship according to 

current method 

 

The consistency and validity of the proposed 

method are revealed by comparing the proposed 

method with the current method (Figure 3). 

While Servet (0.948) is the most suitable player 

for the goal position, Umut (-0.993) and Mehmet 

(-0.980) are the most unsuitable players. Burak is 

the most suitable player for midfield (0.929) with  
 

Table 7. Correlation coefficient matrix reflecting position and player relationship  

 Goal Defender Midfielder Forward Position 

Burak 0.545 -0.891 0.929 -0.999 Midfielder 

Mehmet -0.596 0.918 -0.950 0.993 Forward 

Servet 0.982 -0.945 0.911 -0.655 Goal 

Umut -0.993 0.918 -0.878 0.596 Defender 
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While it is necessary to choose between Mehmet 

and Umut between the forward and the defender, 

Mehmet is chosen with the highest correlation 

value (0.994) with the forward position and 

Umut (0.966) is appointed as the most suitable 

player for the defender. 

 

Comparative evaluations show that the new 

method, which proposes to continue with the 

fuzzy calculation method, is consistent with the 

current method. By continuing the process with 

fuzzy calculations, the efficiency of hesitancy 

evaluations in calculations is increased and the 

power of reflecting the evaluations of the experts 

to the result increases. 

6. Conclusion 

 

Linguistic terms are an important tool in 

reflecting the evaluations of experts more easily 

in complex decision making problems. This 

study deals with the correlation coefficient-based 

decision making method using DHHFLTSs, 

which are an important tool in reflecting complex 

linguistic assessments. In the current method, the 

direct correlation coefficient calculation over the 

membership degrees of fuzzy evaluations based 

on DHFLTs is seen as an important shortcoming.  

 

The proposed method continues the calculation 

process of the correlation degree with hesitant 

linguistic evaluations, and hesitancy evaluations 

are included in the calculations. The proposed 

method deals with the original decision making 

problem as assigning the most suitable player to 

the positions in football. The existing and 

proposed new method are compared based on 

this decision-making problem and the 

consistency of the proposed method is revealed 

with the results. 

 

Future studies may include incorporating HFLTs 

with different aggregation methods in correlation 

calculations based on DHHFLTS. Thus, hesitant 

expressions are transferred to evaluation 

processes more comprehensively. In addition, the 

proposed method can be applied to different and 

comprehensive decision making problems. 
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In this study, the effect of ulexite substitution in cement mortar and its physical and 

mechanical properties on cement mortar properties were investigated. First of all, the 

pozzolanic activity of the ulexite material was determined. Then, cement mortars 

with ulexite additives at different rates (0.5%, 1%, 2%, 4%); Specific gravity, 

specific surface, setting start and end times, consistency and expansion tests, as well 

as 7 and 28 days flexural and compressive strength of the mortar samples were 

determined and compared with the control sample. As a result of the study, with the 

increase of the ulexite substitution ratio, the set start and set expiration times were 

extended, and all of the ulexite-substituted cement mortars provided the lowest 

mechanical strength required in related standard. It was observed that the cement 

mortars with 0.5%, 1%, 2% ulexite substituted cement mortars exceeded the 

reference sample and the best replacement rate was in the mortars with 0.5% 

replacement. However, depending on the increase in the ulexite substitution ratio, a 

decrease in mechanical strength was detected among themselves. According to the 

results obtained from the thermal conductivity tests, the thermal conductivity values 

of the cement mortars decreased with the ulexite substitution. Depending on the 

ulexite substitution rate, the thermal conductivity value decreased by approximately 

50%. The lowest thermal conductivity value was measured in the test sample with 

4% ulexite substitute. 

 

 
1. Introduction 

 

Cement production is one of the important 

industrial activities in terms of its contribution to 

greenhouse gas emissions, and approximately 

5% of global carbon emissions originate from 

cement production. Various studies are carried 

out for an alternative binder or cement substitute 

materials to reduce the greenhouse effect of 

cement production. As a result of the studies, it is 

understood that pozzolanic materials can be a 

good alternative as a substitute material [1]. In 

addition, it is predicted that the use of pozzolanic 

materials will be effective in reducing the CO2 

emissions caused by the production of Portland 

cement. One of the characteristics of pozzolanic 

materials is that they are light and heat resistant. 

It is also known that pozzolanic materials 

increase the fire resistance of concretes. In recent 

years, the use of fly ash, blast furnace slag (BFS) 

and silica fume as mineral additives in mixtures 

to provide high temperature resistance has 

become widespread [2].  

Naturally, the element boron does not exist freely 

in nature; it typically combines with oxygen and 

other elements to form salts, commonly referred 
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to as "borates." Over 250 boron-bearing minerals 

have been identified worldwide, with the most 

common ones being sodium, calcium, or 

magnesium salts. Boron is a rare element in 

nature (with an average content of 10 ppm in the 

Earth's crust); however, extraordinary 

concentrations can be found in specific regions. 

The formation of borate deposits can be 

attributed to different groups; and borates, in an 

academic context, refer to compounds containing 

boric oxide. The most significant ones 

commercially include borax, kernite, ulexite, and 

colemanite [3]. Notable results have been 

obtained in some studies on cement mortars 

produced with boron mineral substitution. It has 

been evaluated that the materials with new 

properties to be produced can be used in different 

areas of the industry. 

 

In a study in the literature, colemanite and ulexite 

were used separately as fillers in the preparation 

of epoxy composites. The effects of filler 

amount, hardener type and plasticizer addition on 

the properties of new composites were 

investigated by instrumental analyzes and tests. 

Improvements in tensile properties were 

achieved up to 5% wt filler content in 

composites. Compared to pure epoxy, water 

absorption decreased significantly with 

increasing filler amount. Excellent corrosion 

resistance and strong adhesion properties were 

observed in all composites. The cold resistance 

of the composites was quite high. Given these 

inherent advantages, it is conceivable that 

composites could find successful applications 

across a range of industries including 

construction, coating, and flooring [4].  

 

Another study, specifically investigated the 

impact of borogypsum and calcineborogypsum 

on the physical properties of ordinary Portland 

cement (OPC). The results showed that 

increasing the borogypsum level from 5% to 7% 

in Portland cement resulted in an increase in 

setting time and a decrease in strength expansion 

and compressive strength. It was found that the 

cement prepared with borogypsum (5%) had 

similar strength properties to those obtained with 

natural gypsum, and a mixture containing 5% 

hemihydrate borogypsum developed 25% higher 

compressive strength than the OPC control 

mixtures in 28 days. Thus, the exploration of 

using calcined borogypsum in cement 

applications is expected to yield superior 

outcomes compared to unprocessed 

borogypsum. Additionally, the utilization of 

hemihydrate borogypsum as a retarder for 

Portland cement holds promise in contributing to 

the reduction of environmental pollution [5].  A 

different study conducted an investigation into 

light concrete production using boron waste at 

varying ratios (1, 3, 5, 7, and 9%) as a substitute 

material.  

 

The aim of this study was to achieve a water-

resistant and lighter material with enhanced 

physical and mechanical properties compared to 

lightweight concrete. The findings of this study 

indicated that the physical and mechanical 

properties of the material improved with 

increasing boron waste content, with the most 

favorable results observed at the 9% boron waste 

substitution level. This suggests that by recycling 

environmentally harmful boron wastes 

commonly used in construction, a contribution to 

sustainability can be made [6]. Furthermore, an 

experimentally and analytically focused study 

was conducted to assess the impact of 

incorporating commercial boron carbide (B4C) 

powder, with an average particle diameter of 2.64 

µm, on the hydration reaction of Portland 

cement, along with the resulting mechanical and 

radiation shielding properties of concrete.  

 

The findings indicated that the presence of 

sassolite in the studied B4C powder led to a 

delayed hydration reaction for the initial 24 

hours, followed by significant improvements in 

concrete strength with increasing boron carbide 

content, attributed to the filler effect. 

Furthermore, the incorporation of boron carbide 

was found to measurably enhance the neutron 

shielding capabilities of concrete mixes [7]. The 

compressive strength is widely recognized as one 

of the most vital parameters influenced by the 

addition of boron to concrete mixtures. The 

impact of boron addition on concrete 

compressive strength and other physical 

properties has been investigated through various 

studies [8-12]. In line with these findings, 

numerous studies have explored the applicability 

of boron wastes in cement production. For 

instance, one study indicated that the inclusion of 

tincal ore wastes in cement at a 1% displacement 
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level led to an enhancement in the qualities of 

Portland cement (PC), despite causing a delay in 

setting time. This suggests that tincal ore waste 

could potentially serve as an additive, replacing 

cement up to 5% [13]. Another experimental 

study noted that the 90th-day strength of concrete 

samples incorporating 4% colemanite waste, 5-

15% natural pozzolan, and 81-96% Portland 

clinker ground cements achieved 90% of the 

strength observed in control samples. 

Furthermore, it was observed that concretes 

produced with higher levels of pozzolan cements 

exhibited superior 28th-day strength compared to 

those with lower levels of pozzolan content [14].  

 

A different study delved into the properties of 

concretes containing varying percentages (0%, 

3%, 5%, 10%, and 15%) of boron chips, 

evaluating parameters such as setting time, 

volumetric expansion, unit weight, consistency, 

compressive strength, and splitting tensile 

strength. This study explored the potential of 

boron chips as a concrete admixture. The 

findings suggested that concrete samples 

containing 3-5% boron chips exhibited higher 

compressive strength than control samples, and 

that 5-10% boron chips could be effectively used 

as an additive. The study also identified that the 

inclusion of borogypsum led to reduced concrete 

consistency and delayed setting in C52 concrete, 

indicating its potential use as a set retarder [15]. 

In their research, Bothe and Brown [16] 

examined the formation of a hydration product 

called ettringite. They identified two different 

compounds formed with the influence of boron-

containing compounds: high boron ettringite and 

low boron ettringite.  

 

The high boron ettringite is associated with the 

formula C3A·2Ca(B[OH]4)2·Ca(OH)2·30H2, 

whereas the low boron ettringite has the formula 

O and C3A·Ca(B[OH]4)2·2Ca(OH)2·36H2O. 

 

 This study demonstrates that boron-containing 

compounds can affect the chemical composition 

of hydration products. While research related to 

ulexite in construction materials and the building 

sector is limited, specific studies indicate that 

ulexite can be utilized within cement [17, 18]. 

Collectively, the aforementioned studies 

underscore the beneficial impact of boron 

additives on various properties of cement 

mortars. The present experimental study seeks to 

contribute to this body of knowledge by 

preparing test samples incorporating ground 

ulexite at different weight ratios into CEM I 42.5 

R Portland cement, with a focus on investigating 

their mechanical and thermal properties. The 

study encompasses compression and flexural 

tests, along with measurements of thermal 

conductivity for the resulting samples. This 

research aims to provide further insights into the 

potential of boron-containing composites in 

enhancing the performance of cement-based 

materials. 

 

 2. General Methods 

 

The ulexite boron  mineral provided by Eti 

Maden General Directorate, exhibits a high 

boron content (%37 B2O3) compared to other 

boron minerals, and is notably rich in calcium 

(CaO) as its dominant component with a calcium 

content of 19%, data sourced from Eti Maden 

Operations General Directorate. The study's 

ulexite mineral and the technical attributes of the 

CEM I 42.5 R Portland cement used in mixture 

preparation are detailed in Table 1. 

 
Table 1. Technical properties of CEM I 42.5 R 

cement and ULEXITE 

Elements (%) CEM I 42.5 R ULEXITE 

SiO2 21.01 4 

Al2O3 5.39 0.25 

Fe2O3 3.23 0.04 

CaO 62.11 19 

MgO 1.97 2.5 

Na2O+ K2O 0.121 3.5 

SO3 3.10 - 

B2O3 - 37 

Physical Properties   

Specific Weight 

(g/cm3) 
3.17 

2.52 

Blaine Fineness 

(cm²/g) 
3351 

3850 

Ignition Loss (%) 2.36 32.46 

 

Experimental studies were carried out in two 

main parts as mechanical experiments and 

thermal conductivity measurement experiments. 

First, the “Puzolanic Activity” of ulexite, which 

was determined in terms of its compressive 

strength with water and slaked lime Ca(OH)2, 



Ahmet Filazi, Muharrem Pul, Zühtü Onur Pehlivanlı, İbrahim Uzun 

 

700 
 

was determined. For this purpose, sieve analysis, 

specific surface area produced in accordance 

with TS EN 196-6 [19] standard and produced 

according to TS EN 196-1 [20] standard, taking 

into account the mixture amounts of slaked lime, 

standard sand, ulexite and water specified in the 

TS 25 [21] standard and density tests and 

compressive strength test in accordance with TS 

EN 196-1 standard.  

 

After determining the pozzolanic activity of 

ulexite, cement mixtures were prepared by 

substituting ground ulexite at 0.5%, 1%, 2%, 4% 

by weight into CEM I 42.5R cement. The 

specific gravity, specific surface, setting times, 

consistency and volume expansion tests of the 

mixtures are based on the test methods in TS EN 

196-1, TS EN 196-2 [22] and TS EN 196-3 [23] 
standards. It was done in a laboratory 

environment where it was 60±5%. The material 

mixture design for the compressive strength test 

is given in Table 2. 

 
Table 2. Material mix design 

Material Cement 

(g) 

Ulexite 

(g) 

Sand 

(g) 

Water  

(g) 

U-0 

(Reference) 
450 0.00 

1350 225 

U-0.5 447.75 2.25 1350 225 

U-1 445.50 4.50 1350 225 

U-2 441.00 9.00 1350 225 

U-4 432.00 18.00 1350 225 

 

Flexural and compressive strength test specimens 

of ulexite substituted cement mortars were 

prepared in accordance with TS EN 196-1. 

40×40×160 mm samples, which were kept in 

normal water for 7 days and 28 days for flexural 

strength, were removed from the curing pool and 

subjected to a flexural test with a flexural press 

at a loading speed of (50±10) N/s. Compressive 

strength was determined from 40×40×40 mm 

samples. The compressive strength device was 

adjusted at a suitable capacity for the test and a 

loading speed of (2400 ±200) N/s in accordance 

with TS 196-1. Photographs taken during the 

compression and flexural tests are given in 

Figure 1. 

 

 

 

 
Figure 1. Compression test (a), Flexural test (b) 

 

For the thermal conductivity tests in the second 

stage, test samples in the form of plates of 

15150150 mm were prepared in the mixing 

ratios given in Table 2 and subjected to the same 

curing process. The images of the prepared 

samples are given in Figure 2. 

 

 
Figure 2. Compression and flexural test specimens 

(a), Thermal conductivity test specimens (b) 

 

Thermal conductivity tests were carried out in 

Kırıkkale University Scientific and Technical 

Research Application and Research Center 

Machinery and Materials Laboratory, which is 

within the scope of accreditation according to TS 

EN 12667 [24] standard. The samples were first 

kept in an oven at 105°C until the change in mass 

(m, kg) reached a constant weight. Drying was 

continued until the mass change m=(m1-

m2)/m2 reached constant weight (Δm<0.005). 

After drying, they were kept under laboratory 

conditions (23 ±1°C and (50 ±10)% RH) for one 

day and then tested. Laser Comp. for thermal 

conductivity tests. Company's Fox-314 device 

was used. Measurement ranges and other test 

parameters in the thermal conductivity 

measurement of the device (Thermal 

conductivity range 0.01 - 0.2 W/m.K, Accuracy 
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~1%, Repeatability ~0.2%, Reproducibility 

~0.5%, Maximum temperature of hot plate 75 

°C, Minimum temperature of cold plate -20°C, 

Temperature control stability ±0.03°C, 

Thickness measurement accuracy ±0.025 mm, 

Cooling - water flow ~18°C rate 57-75 liters per 

hour). As can be seen in Figure 3, the thermal 

conductivity measurement in the device is made 

with the principle of one-dimensional heat 

transfer based on the Fourier Heat Conduction 

Law. In the device, the heat flux (q, W/m2) is 

determined by keeping a temperature difference 

(T) of the sample with a thickness (L, m) in a 

way that one surface is hot and the other surface 

is cold. The thermal conductivity ( = q. L / T, 

W/m.K) value was calculated by using the 

entered temperature difference, measured heat 

flux and thickness. In addition, in such 

measurements, the results may be affected as the 

sample thicknesses are too high (L>20 mm) will 

increase the edge heat losses. For this reason, the 

sample thickness was determined as 18 mm. 

 

3. Results and Discussion 

 

3.1. Evaluation of mechanical properties 

 

As a result of the experiments, it was observed 

that the setting times of the mixtures prepared 

with different ulexite additive ratios were also 

different. In Table 3, setting times and some 

physical properties of the test samples without 

ulexite additive and with 0.5% - 1.0% - 2% - 4% 

ulexite additive by weight are given. the graph 

created according to the obtained values is given 

in Figure 3. 

 

Table 3. Setting time and physical properties of cement with and without additives 

 U-0 U-0.5 U-1 U-2 U-4 

Density (g/cm3) 3.09 3.08 3.07 3.08 3.06 

Specific Surface (cm2/gr) 3955 3982 3945 3944 3930 

Setting Time (İnitial) (min) 185 215 2095 365 565 

Setting Time Final (min) 205 235 315 390 565 

Water Required for Standard Consistency (%) 26.6 26.6 26.8 27.1 28.0 

Volume Expansion (mm) 7 7 6 7 7 

 

 
Figure 3. Setting time of cement with and without 

ulexite additives 

 

Looking at the graph in Figure 3, it is understood 

that the setting time is prolonged due to the 

increase in the rate of ulexite substituted into the 

cement. Looking at Table 3, it is seen that the 

time between the beginning and the end of the 

setting was equal to 20 minutes in the samples 

numbered U-0, U-0.5, U-1, U-2 and U-4, but 

increased to 60 minutes in the sample numbered 

U-4. It is understood that ulexite, which is 

substituted up to 2% in cement, does not make a 

difference between the beginning and the end of 

the setting, but it also significantly increases the 

time between the beginning and the end of the 

setting with the increase in the rate of ulexite to 

4%. With the increase of the ulexite content in 

the cement, both the total setting time and the 

time between the beginning and the end of the 

setting increased. In a study in the literature, it is 

stated that boric acid substituted into cement 

increases the setting initiation and setting end 

times by 2-4 times [25].  

 

Likewise, in another study, it is reported that 

colemanite substituted into cement both delays 

the setting time and reduces the mechanical 

properties of concrete [26]. Improvements and 

additional properties of boron compounds to 

concrete and cementitious composites are closely 

related to the boron trioxide (B2O3) concentration 

of the boron compound used. However, as the 

B2O3 concentration increases, it is a well-known 

and intensively researched phenomenon that 

cement hydration slows down or even stops, and 

accordingly, the setting time is prolonged. In a 

study in the literature, borates were very briefly 
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referred to as cement hydration retarding 

compounds, possibly resulting from a 

precipitation mechanism [27]. In this study, 

inorganic material was ground and a paste was 

formed that hardened by hydration reactions 

compared to water. This cement paste preserved 

its strength and stability thanks to the stable 

hydrated phases formed after hydration. This 

definition fully complies with the cement 

definition in TS EN 197-1. The physical analyzes 

of the test samples prepared with a lime-ulexite 

mixture in the pozzolanic activity test, the 7-day 

compressive strength value and the values that 

must be met in the standard are given in Table 4. 

 
Table 4. Physical analysis of ulexite and 

compressive strength test result 

Features  TS 25 

Density (g/cm3) 2.52 - 

Specific Surface 

(cm2/g) 

3850 4000 ± 

25% 

Residue on 90μm 

Sieve (%) 

0.2 ≤ 8% 

Compressive Strength 

(MPa) 7 Days 

4.3 ≥ 4 

Compressive Strength 
(MPa) 28 Days 

4.6 - 

 

The graphs created according to the values 

obtained from the compression and flexural tests 

performed to determine the mechanical 

properties of the prepared ulexite cement mortar 

samples are given in Figure 4 and Figure 5. 

 

 
Figure 4. Compressive strength of mortar samples 

after 7 and 28 days of waiting period 

 

When Figure 4 is examined, it is seen that the 

compressive strengths decrease as the ulexite 

substitution ratio increases. Another important 

point is that higher compressive strength was 

obtained in the samples in 28 days of waiting 

time compared to 7 days of waiting time. The 

highest compressive strength was determined as 

61.0 MPa in the control sample, which was kept 

for 28 days. Among the ulexite added samples, 

the highest compressive strength was measured 

as 57.3 MPa in the U-0.5 coded sample with 

0.5% substitution, which was also kept for 28 

days. The graph created according to the flexural 

strength test results of ulexite substituted cement 

mortars in accordance with TS EN 196-1 is given 

in Figure 5. 

 

i 
Figure 5. Flexural strength of mortar samples after 7 

and 28 days of waiting period 

 

Looking at Figure 5, it is understood that the 

flexural strength of the samples decreases as the 

ulexite substitution ratio increases. The flexural 

strength values of the samples that waited for 28 

days were higher than the samples that waited for 

7 days. These general results are in agreement 

with the compression test results. In these two 

test methods in which the mechanical properties 

were examined, it was observed that the ulexite 

substitution had a negative effect on the 

mechanical strength of the cement mortars. The 

highest flexural strength value among the ulexite 

added samples was obtained as 12.20 MPa from 

the U-0.5 coded sample, which was waited for 28 

days and replaced with 0.5% ulexite.  

 

The study conducted by I. Ustabaş (2011) 

demonstrates that the addition of ulexite has 

negative effects on fundamental mechanical 

properties such as flexural strength and 

compressive strength [28]. Piotrowski et al. 

(2019) [17] revealed that a significant amount of 

ulexite content in cement almost completely 

hindered hydration; simultaneously, samples 

containing 3% ulexite exhibited successful long-

term performance. Studies reporting similar 

results for concretes with different boron 

compounds are available in the literature [1, 27, 

29-31]. In a study in the literature, it is stated that 
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colemanite and barite added samples have lower 

compressive strength values than 7 days 

reference samples. This was explained by the 

delay in the hydration process caused by the 

pozzolanic mineral additives [32, 33]. During the 

hydration reaction, calcium oxide (CaO) reacts 

with water (H2O) to form calcium hydroxide 

(Ca[OH]2). During this reaction, the pore water 

quickly turns into an alkaline solution. While the 

concentration of calcium (Ca2+) cations and 

hydroxyl (OH-) anions increase in the pore water 

that turns into alkaline solution, B[OH]3 

dissolves rapidly. B[OH]3 ions and OH- anions 

in the mixture react to form B[OH]4- compound.  

 

Afterwards, Ca+ cations react with B[OH]4-. The 

resulting calcium di borate (CBH6) compound 

precipitates and covers a portion of the cement 

particle surface on all or part of it. The hydration 

reaction of cement particles, whose surface is 

completely or partially covered with an 

impermeable layer of CBH6, either stops 

completely or is rather delayed. This causes the 

particles to agglomerate (cut-coagulate) and 

pseudo-setting occurs. A decrease in Ca2+ 

occurs due to the formation of CH and CBH6 in 

the pore solution. However, when alkalis (Na2O, 

K2O etc.) are released as a result of cement 

hydration, sodium (Na+), potassium (K+) cations 

are formed in the pore solution and OH- anions 

increase in parallel. Depending on the increase of 

OH- anions, the pH value of the pore water 

increases again, and after a while, CBH6 can 

dissolve again to form the Ca+2 cation. As the 

CBH6 crystal layers covering the cement particle 

surface dissolve, the hydration reaction will 

accelerate and the above-mentioned chemical 

cycle will be renewed. If there is pore water in 

the environment to maintain hydration, these 

reversible reactions will continue until cement 

hydration is complete. As the soluble 

B2O3concentration in the medium increases, the 

initial CaO solubility also increases. However, 

after a while, the concentration of Ca+2 cations 

and OH anions decreases in the pore solution to 

form CBH6 compound. As a result, the CBH6 

compound quickly covers the surface of the 

cement particles and hydration stops. Depending 

on the increasing B2O3 concentration, the 

solubility of the CBH6 compound is also delayed. 

This phenomenon weakens bond formation 

between binder grains. Therefore, while the 

hardening time after the hydration reaction is 

prolonged depending on the B2O3 concentration, 

the strength of the cement matrix decreases [33]. 

In some studies investigating the properties of the 

cement produced by using the wastes from 

colemanite and tincal production together with 

fly ash, natural pozzolan and bottom ash in 

cement, it has been found that the setting time is 

delayed with the use of additives in cement, 

bentonite increases strength at early ages, natural 

pozzolana has the same positive effect, and high 

It was determined that the use of tincal and 

colemanite (over 5%) resulted in decreases in 

compressive strength [8, 13] 

 

As a result, it was evaluated that ulexite was 

effective on the performance of cement mortars. 

With this study, it was understood that ulexite 

substitute would be beneficial for concrete and 

cement and could be used as a mineral additive.r 

invidunt utT dolore m 

3.2. Evaluation of thermal conductivities 

 

Thermal conductivity measurements were made 

on test samples that were kept for 28 days. The 

graph created with the values obtained as a result 

of the thermal conductivity measurements of the 

ulexite substituted and unsubstituted samples is 

given in Figure 6. 

 

 
Figure 6. Graph of thermal conductivity values of 

mortar samples with 7 and 28 days waiting time 

 

The thermal conductivity coefficients of the test 

samples without ulexite additive and with 0.5%-

1.0%-2%-4% ulexite by weight were 0.4869 

W/m.K 0.4669 W/m.K, 0.4565 W/m.K, 0.3029 

W/m.K and 0.2435 W/m.K respectively and the 

lowest thermal conductivity was found in cement 

mortar with 4% ulexite. This situation affects the 

strength values of the material as expected. When 
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the thermal conductivity values of the additives 

in mixed materials are low, the effective thermal 

conductivity values of the material must also 

decrease. Here, since the density of ulexite is 

lower than the mortar material, its thermal 

conductivity is also partially low. For this reason, 

it has been observed that the ulexite additive 

decreased the thermal conductivity positively, 

but negatively affected and reduced the strength 

values of the material. When the thermal 

conductivity values of the additives in composite 

materials are low, the effective thermal 

conductivity values of the material must also 

decrease. It is very important that the material has 

a homogeneous structure in order to obtain the 

values in the thermal conductivity measurements 

with the least error.  

 

The homogeneous distribution of the pores in the 

material is one of the parameters that affect the 

thermal measurement results. When the values 

obtained from the thermal conductivity 

measurements of ulexite added cement mortars 

are evaluated among themselves, it is thought 

that the pores inside the structure increase with 

the increase in the ulexite additive ratio. Because, 

although there was a double difference between 

the 0.5% ulexite added sample and the 1% ulexite 

added sample, the difference between the thermal 

conductivity values was 2%. However, with the 

increase of the ulexite substitution ratio from 1% 

to 2%, the difference between the thermal 

conductivities became 50%.  

 

With the increase in the ulexite ratio from 2% to 

4%, this difference emerged as 24%. It can be 

seen from these results that the amount of 

porosity in cement mortars increased with ulexite 

substitution. However, there is no direct 

correlation between these porosity rates and 

ulexite substitution rates, and the pores in the 

structure are not homogeneously distributed. The 

thermal conductivity values decrease with the 

effect of the air in the building. Therefore, it is 

considered that whether it is distributed as 

homogeneously as the amount of pores in the 

cement mortar plays an important role in 

determining the thermal conductivity values.am 

 

4. Conclusion 

 

Pozzolanic Activity, Compressive Strength, 

Flexural Strength, Thermal Conductivity of 

ulexite-substituted cement mortars according to 

the research results of its properties; 

 

- As stated in the TS 25 Standard, it can be said 

that ulexite has pozzolanic activity, since the 7-

day minimum compressive strength value meets 

4 MPa. The fact that it contains C-S-H gels with 

high binding properties provides an increase in 

strength and increases the resistance of concrete 

against external effects by decreasing the paste 

void ratio. Therefore, in accordance with TS 25 

limit values, it is similar to some pozzolanic 

materials used in the cement industry. 

 

- With the increase of ulexite substitution in the 

cement mortar, decreases in specific gravity and 

specific surface areas were observed. 

 

- With ulexite substitution, the rate of 

substitution increased as the set start and set end 

times increased. It is slightly longer than the 

setting time and volume expansion limits of 

cements with additives given in TS EN 197-1. It 

shows us that it will be very ideal for cements 

used in mass concrete. Therefore, it can be said 

that ulexite will have a setting retarding effect. 

This situation is closely related to the B2O3 

(boroxide) concentration in ulexite. As the B2O3 

concentration decreases, the curing delay and 

strength decrease will also improve in direct 

proportion. 

 

- As the ulexite substitution rates increased, the 

compressive strength of ulexite added cement 

mortars decreased. It was concluded that this 

situation weakens the bond formation between 

the binder grains. Therefore, it is thought that 

while the hardening time after the hydration 

reaction is prolonged depending on the B2O3 

concentration, the strength of the cement matrix 

decreases. 

 

Although it is the control sample with the highest 

compressive strength, it has been observed that 

ulexite added cement mortars have values close 

to the control sample. 
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It has been observed that the substitution of 

ulexite in cement reduces the thermal 

conductivity coefficient of the mortars. It was 

found as 0.2435 W/m.K in the mortar. When the 

thermal conductivity values of the additives in 

composite materials are low, the effective 

thermal conductivity values of the material must 

also decrease. 

 

It has been determined that the thermal 

conductivity values increase accordingly with the 

increase in the ulexite substitution ratio. The 

lowest thermal conductivity value was obtained 

in 4% ulexite substituted mortars. In addition, as 

a result of this study, it was evaluated that ulexite 

substituted cement mortars could be used in 

thermal barrier development studies. 

 

In addition, considering the CO2 emission and 

energy consumption, it will be possible to 

contribute to sustainability by minimizing the 

negative impact on the environment during 

cement production and by recycling boron 

wastes that harm the environment. 

 

Understanding the importance of ulexite in the 

field of construction materials should be seen as 

a step forward. Attention should be drawn to the 

positive effects of ulexite on the strength, thermal 

properties, and environmental sustainability of 

cement mortar. The interaction of ulexite with 

different dosages and various cement 

compositions should be examined more 

thoroughly. Furthermore, further research is 

needed to explore the economic and 

environmental impacts of ulexite's industrial-

scale usage. Therefore, future studies should be 

expanded to better understand the role of ulexite 

in the construction materials industry and fully 

assess its potential. 

 

These results show that ulexite can be developed 

with more use in experimental researches and 

different usage areas for ulexite may emerge. 
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Job satisfaction is an important factor that directly affects an employee's 

productivity. The relationship between job satisfaction and productivity is a critical 

factor in many professions, including architecture. Therefore, it is important that they 

are satisfied with their jobs in terms of productivity. The aim of this study is to 

examine demographic features, job satisfactions and productivity levels of architects 

working in architectural offices in Bursa and to determine whether there is a 

relationship with each other.  In this study, a questionnaire was used as a data 

collection method. A survey was conducted with 203 architects working in Bursa. 

The survey consists of 3 parts. In the first part demographic features, in the second 

part job satisfactions and in the third part, there are questions about productivity. 

According to the findings, the correlation coefficient value between the productivity 

of job satisfactions in the working environment is between 0 and 0.50, revealing the 

importance of job satisfaction and productivity for the companies and the employees. 

As a result of the research, it was concluded from the correlation analysis that the 

parameters of architects' job satisfactions were effective on productivity. It has been 

observed that the productivity of the employees who are satisfied with their job, 

organization of the working environment has also increased. In terms of architects, 

it is thought that this study will contribute to the scientific field in terms of the 

absence of a study examining the three issues together and reflecting the perspectives 

of architects on their profession. In the context of architectural offices, studies 

examining job satisfactions or productivity are very limited. 

 
1. Introduction 

 

Architects have many different fields of work. 

These areas are; public institutions, architectural 

offices, design offices, construction sites, supply 

and production companies for the building sector 

and building inspection companies, etc. [1]. 

Architects spend most of the day in the office. 

For this reason, it is important for them to be 

satisfied with their job in terms of being 

productive and efficient in their work. 

 

Job satisfaction is the happiness that an employee 

gets from his job [2]. There are two main factors 

that can affect the job satisfaction of employees. 

These factors are; organizational and individual 

factors. Individual factors; personality factor, 

ability and mental factor, gender, education, 

marital status, age, status and seniority. 

Organizational factors are; wages, features of the 

job, working conditions, co-workers, promotion 

and advancement opportunities and management 

style [3]. Determining the factors affecting the 

job satisfaction of the architects working in the 

office and making the necessary improvements 

will increase the internal and external satisfaction 

levels of the architects. Increasing satisfaction 

levels of employees will increase input/output 

results in the organization. 

 

There are numerous studies on architects' 

professional responsibilities, their future in the 
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profession, working conditions, and job 

satisfaction. For example, Sang, Ison, and Dainty 

(2009) explored the job satisfaction of UK 

architects, revealing that 20 to 40 percent of 

respondents were dissatisfied with their pay, 

promotion prospects, and opportunities to use 

their abilities [4]. They also noted significant 

work-life balance difficulties among architects. 

Burr and Jones (2010) discussed the evolving 

role of the architect, indicating that successful 

future architects might need to reclaim lost 

responsibilities and promote higher collaboration 

levels [5].  

 

Faber (2010) highlighted architects as service 

providers, emphasizing their crucial role in agile 

development projects and the importance of 

participating in coding activities to sustain the 

architecture's effectiveness throughout a project's 

lifetime [6]. Rickaby (1979) speculated on the 

future practice of architecture, suggesting that 

interdisciplinary practices and design 

cooperatives could respond appropriately to 

current and future problems [7]. Kuruçay and 

Karadağ (2022) investigated the future of 

architects', indicating a shift in skill requirements 

and suggesting a reevaluation of architectural 

education to ensure architects can compete in the 

future [8]. Salama and Courtney (2013) 

examined the spatial qualities of the workplace 

on architects' job satisfaction in Belfast, Northern 

Ireland, finding relatively high satisfaction levels 

but identifying significant factors such as control 

over thermal conditions and acoustics [9]. 

 

These studies collectively underscore the 

complexity of the architectural profession, where 

job satisfaction intertwines with professional 

responsibilities, evolving roles, and changing 

work environments. Future research might delve 

deeper into how emerging technologies, 

changing societal expectations, and evolving 

workplace models impact architects' roles and 

satisfaction levels. 

 

1.1. Job satisfaction 

 

Before 1933, 32 studies on job satisfaction were 

examined by Robert Hoppock, the concept of job 

satisfaction became the focus of attention in the 

literature. According to Hoppock, job 

satisfaction is a combination of physiological, 

environmental and psychological conditions that 

cause a person to say that he is truly satisfied with 

his job [10]. Employee’s job satisfaction is 

related to how employees feel, although it is 

influenced by many external factors. According 

to Davis and Nestrom, job satisfaction represents 

the combination of positive and negative feelings 

of workers towards their jobs. A worker brings 

with him experiences, needs and desires that 

determine his expectations at work. Job 

satisfaction represents matching expectations 

with actual rewards [11]. Vroom focuses on the 

employee's role in the workplace. According to 

Vroom, job satisfaction is defined as the 

emotional orientations of employees related to 

their work roles [12].  

 

Many researchers have conducted research on 

the factors affecting job satisfaction and have 

reached various findings. McDonald and 

Gunderson emphasized that wage and years of 

service are very important for job satisfaction 

[13]. According to Sydney and Duane Schultz, 

while individuals are satisfied with some aspects 

of the work environment, they may be 

dissatisfied with others. Individuals may not be 

satisfied with their jobs in all circumstances and 

may not like every aspect of their job. In general, 

it is the effects of health status, social life, 

emotional situations, age and family life [14].  

 

According to Porteous, job satisfaction factors 

consist of 2 groups. These; individual factors and 

work-related factors [15]. Individual factors are 

those that arise due to individual-specific 

differences. The change created by the individual 

characteristics in the wishes, expectations and 

needs of the person causes the job satisfaction to 

differ. Job satisfaction of an individual varies 

according to his individual characteristics. These 

factors are; gender, age, education, personality, 

intelligence, ability, status and seniority. 

Organizational factors are the factors provided 

and created by the organization in order to 

provide job satisfaction and meet the 

expectations of the employees. These factors are; 

wage, job characteristics, working conditions, 

working group, promotion and advancement 

opportunities and management style. 
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1.2. Productivity  
 
According to Prokopenko, productivity is 

defined as the active use of inputs in the 

production of different services and goods. 

Therefore, it explains aiming to save money due 

to active use of resources and goods [16]. 

According to OECD (Organisation for Economic 

Co-operation and Development), productivity is 

the number of products produced as a result of 

production divided by one of the products. 

According to ILO (International Labour 

Organization), the ratio of suitable products to 

factors such as capital, labor, land and 

entrepreneurs is defined as productivity [17]. 

 

The main purpose of a business management; 

raising the income ratio of capital and increasing 

net incomes. The most important factor in the 

success of an organization that adapts to market 

conditions in a timely manner; it is the reduction 

of the input volume required for the unit output 

[18]. The second importance of productivity 

measurement for the organization is the benefits 

it provides to the organization's management. 

The basic functioning signs of the organization 

can only be revealed in a healthy way with 

productivity measurements. The third 

importance of productivity measurement for 

businesses is that it is a more reliable criterion 

than profitability. Another importance of 

productivity measurements for businesses is that 

they allow comparison between businesses [19].  

 

Factors affecting productivity are examined in 

two groups as internal factors and external 

factors. Since it is not under the control of the 

enterprise, it is more difficult to control external 

factors than internal factors [16]. Table 1 shows 

the factors that affecting productivity [20]. 

 
Table 1. Factors Affecting Productivity 

Internal factors External factors 

Solid factors Flexible factors Structural resources Natural resources 
State and 

infrastructure 

Factory and 

equipment 
Organization and systems Economic Manpower 

Institutional 

mechanisms 

Product Human 
Population and social 

structure 
Land Policy 

Technology Working methods   Energy Infrastructure 

Material and energy Forms of administration   Raw materials Public enterprises 

 

2. General Methods 

 

The sample of the research consists of architects 

working in architectural offices in Bursa. In this 

study, a questionnaire was used as a data 

collection method.  

 

The survey was mostly applied online due to the 

conditions of the thesis and the survey form was 

created via Google Forms. In this direction, a 

total of 203 architects, 117 women and 86 men, 

working in architectural offices in Bursa were 

reached [21]. 

 

The survey consists of 3 parts. In the first part, 

there are questions about demographics. In the 

second part, a 20-question short version of the 

Minnesota Job Satisfaction Questionnaire was 

used to measure the job satisfaction of the 

architects in the office. The Minnesota 

Satisfaction Questionnaire is measured at three 

levels: internal, external, and general 

satisfaction. 12 questions in the questionnaire are 

about internal satisfaction, 8 questions are about 

external satisfaction, and all of the questions are 

used for general satisfaction [22].  

 

The reason for choosing the Minnesota Job 

Satisfaction Survey to measure job satisfaction 

values is that it is reliable, validated and 

internationally widespread. In the last part of the 

questionnaire, there are questions about the 

levels of productivity. A total of 19 questions 

were determined under 3 sub-headings 

(economic, psycho-social and organizational 

managerial factors).  A 5-point Likert-type scale 

was used as the questionnaire scale. The 

evaluation criteria and score ranges of the 

answers given to the questionnaire are shown in 

Table 2. 
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Table 2. The evaluation criteria and score ranges of the answers 

Likert Scale Options  Ranges  Evaluation Criteria 

5 Absolutely agree 4.20-5.00 very high level 

4 I agree 3.40-4.19 high level 

3 Undecided 2.60-3.39 medium level 

2 I do not agree 1.80-2.59  low level 

1 I strongly disagree 1.00-1.79 very low level 

 

SPSS 23.0 software program was used in the 

analysis of the data obtained from the sample 

through the questionnaire. While investigating 

the effects of various factors on the sample, 

analysis methods such as descriptive statistics, 

Cronbach Alpha reliability coefficient, 

Spearman Correlation analysis and Mann 

Whitney U test were used. Non-parametric 

analysis methods were preferred because the data 

were not normally distributed. 

 

3. Results and Discussion 

 

When the demographic features of the 

participants is examined, the participants consist 

of 117 women (57.6%) and 86 men (42.4%) 

participants. It was seen that the architects in the 

22-30 age group were in the majority with a rate 

of 61.57%. Users in the 30-40 age group follow 

the majority with 32.51%. When their marital 

status was examined, it was seen that 70% were 

single and 30% were married. When their 

educational status is examined, 84.70% of 

participants have bachelor’s degree and 15.60% 

of participants have postgraduate degrees. 

Values are shown in Table 3. 
 

3.1. Findings on job satisfaction of architects 

 

As a result of the evaluations; general satisfaction 

value was found to be 3.26 out of 5, internal 

satisfaction value was 3.28 and external 

satisfaction value was 3.23. These values were 

determined as “neutral” according to the score 

ranges. Based on the data, architects have 

moderate job satisfaction. The average 

distribution of job satisfaction levels is shown in 

Figure 1. 

 

 
Figure 1. The average distribution of job 

satisfaction levels. 

 
Table 3. Participants’ demographic features 

   

Gender N  % 
Women 117 57.6% 
Men 86 42.4% 
Age N  % 
22-25 62 30.54% 
25-30 63 31.03% 
30-34 50 24.63% 
35-40 16 7.88% 
40-45 9 4.43% 
45-50 3 1.48% 
Marital status N  % 
Single 142 70.0% 
Married 61 30.0% 
Education level N  % 
Bachelors degree 172 84.70% 
Postgraduate 31 15.30% 
Professional experience N  % 
2-5 year 109 54.0% 
5-10 year 58 28.70% 
10-15 year 19 9.40% 
15-20 year 14 6.90% 
20-30 year 2 1.00% 
Working Time in the Company N  % 
1-5 year 168 82.76% 
5-10 year 29 14,29% 
10-15 year 2 0.99% 
20-30 year 4 1.97% 

 

The frequency and percentage distributions of 

the internal satisfaction values are shown in 

Table 4. 
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Table 4. The frequency and percentage distributions of the internal satisfaction 
Parameter   Measures   

  1 2 3 4 5 Total 

Task performed 
Freq. 2 12 13 171 5 203 

% 1 5.9 6.4 84.2 2.5 100% 

Independence 
Freq. 3 34 100 57 9 203 

% 1.5 16.7 49.3 28.1 4.4 100% 

Variety 
Freq. 2 87 30 75 9 203 

% 1 42.9 14.8 36.9 4.4 100% 

Social status 
Freq. 3 70 45 77 8 203 

% 1.5 34.5 22.2 37.9 3.9 100% 

Moral values 
Freq. 1 33 56 103 10 203 

% 0.5 16.3 27.6 50.7 4.9 100% 

Security 
Freq. 8 87 56 47 5 203 

% 3.9 42.9 27.6 23.2 2.5 100% 

Social services 
Freq. 1 48 54 90 10 203 

% 0.5 23.6 26.6 44.3 4.9 100% 

Authority 
Freq. 4 61 54 76 8 203 

% 2 30 26.6 37.4 4 100% 

Benefiting from talents 
Freq. 2 29 50 110 12 203 

% 1 14.3 24.6 54.2 5.9 100% 

Responsibility 
Freq. 4 51 50 90 8 203 

% 2.1 25.1 24.6 44.3 3.9 100% 

Creativity 
Freq. 4 39 32 118 10 203 

% 2 19.2 15.8 58.1 4.9 100% 

Achivement 
Freq. 2 26 43 122 10 203 

% 1 12.8 21.2 60.1 4.9 100% 
1= Strongly dissatisfied, 2=Dissatisfied 3= Undecided  4= Satisfied 5= Totally satisfied  

 

When the internal satisfaction sub-factors of the 

architects working in the office are examined, 

some values were found to be higher than the 

average of internal satisfaction. These values are 

task performed, achievement, benefiting from 

talents, creativity and moral values.  According 

to the range of scores, these values are equivalent 

to “agree”.  Some values of the sub-factors were 

found to be lower than the average internal 

satisfaction value. These values are 

responsibility, independence, authority and 

variety.  

 

These values were determined as “neutral” 

according to the score ranges. Security values 

were determined as “disagree” according to the 

score ranges. The average distribution of internal 

satisfaction values is shown in Figure 2. 

 

 
Figure 2. The average distribution of internal 

satisfaction values 

 

Frequency and percentage distributions of 

external satisfaction values are shown in Table 5. 
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Table 5. Frequency and percentage distributions of external satisfaction values 

Parameter   Measures 
 

  1 2 3 4 5 Total 

Management relations Freq. 2 25 61 108 7 203 

% 1 12.3 30 53.2 3.4 100% 

Management's decision making ability Freq. 2 39 48 103 11 203 

% 1 19.2 23.6 50.7 5.4 100% 

 Business policies and practices Freq. 1 36 41 116 9 203 

% 0,5 17.7 20.2 57.1 4.4 100% 

Wage Freq. 7 90 45 54 7 203 

% 3.4 44.3 22.2 26.6 3.4 100% 

Promotion and development) Freq. 4 81 68 43 7 203 

% 2 39.9 33.5 21.2 3.4 100% 

Working conditions Freq. 6 57 60 73 7 203 

% 3 28.1 29.6 36 3.4 100% 

Relationships with coworker  Freq. 4 47 42 100 10 203 

% 2 23.2 20.7 49.3 4.9 100% 

Appreciation at work Freq. 2 37 39 116 9 203 

% 1 18.2 19.2 57.1 4.4 100% 

 

When the external satisfaction sub-factors of the 

architects working in the office were examined, 

it was seen that some values were high. These 

values are; business policies and practices, 

management relations, appreciation, and 

management's decision-making ability. These 

values were determined as “agree” according to 

the score ranges. It was observed that some 

values of the sub-factors were lower than the 

average external satisfaction value. These values 

are working conditions and the relationship with 

co-workers. These values were determined as 

“neutral” according to the score ranges.  

 

Wages and promotion-development values were 

determined as “disagree” according to the score 

ranges. Average distributions of external 

satisfaction values are shown in Figure 3. 

 

 
Figure 3. The average distribution of external 

satisfaction values 

 

3.1.1. Distribution of job satisfaction values by 

demographic features 

 

Spearman correlation analysis was applied to 

examine whether there is a statistically 

significant relationship between job satisfaction 

and demographic variables. Based on Spearman's 

correlation analysis, when the correlation 

coefficient (r) is <0.20, there is a very weak 

relationship or no relationship, a weak 

relationship when r= 0.20-0.39, and medium 

level when r= 0.40-0.59 relationship means a 

high level relationship when r= 0.60-0.79, and a 

very high level relationship when r= 0.80-1.00 

(Şen, 2016). 

 

A statistically significant and weak relationship 

was found between job satisfaction factors and 

demographic variables such as age, professional 

experience, organization’s type, working time, 

average working hours, working’s way and 

working order, since the values were 0-0.39. The 

strongest statistical correlation with general 

satisfaction and internal satisfaction level was the 

average working hours and the weakest statistical 

correlation was the working’s way. The strongest 

statistical correlation with external satisfaction 

level was found to be age, while the weakest 

statistically correlation was found to be 

working’s way. The correlation analysis between 

job satisfaction and demographic characteristics 

is shown in Table 6. 
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Table 6. The correlation analysis between job satisfaction and demographic features. 

Parameter Age Working hours 
Professional 

experience 

Way of 

working 

Working 

Time(year) 

General satisfaction 0.199 0.269 0.143  -0.202 0.158 

External satisfaction 0.224 0.146 0.174 -0.159 0.201 

Wages - 0.216 0.226 - - 

University policies and 

practices 
0.175 - - - - 

Business policies and 

practices  
- 0.229 - -0.181  

Relationship with co-

workers 
- 0.173 - - - 

Working conditions - - - -0.155 0.267 

Internal satisfaction 0.173 0.319 - -0.2 - 

Task performed 0.151 - 0.151   

Achievement  - 0.234 - - - 

Creativity - 0.313 - -0.255 0.138 

Independence - 0.192 -  - 

Moral Values - 0.21 - -0.156 - 

Responsibility - 0.211 - - - 

Social service - 0.27 - - - 

Benefiting from talents - 0.274 - -0.16 - 

Variety - 0.177 -  - 

Achievement - - - -0.152 - 
(0.00) - (0.20)= Very weak relationship, (0.21) - (0.40)= Weak relationship, (0.41) - (0.59)= Medium relationship, (0.60) - (0.79)= High relationship, (0.80) - (1.00)= Very 

high relationship 

3.2. Findings on productivity of architects 

 

When the findings of the study are examined, it 

is seen that the architects working in the office 

are satisfied with productivity. The overall 

productivity value was found to be 3,43 out of 5. 

This value was determined as “agree”. The 

economic and organizational-managerial factor 

values that make up the overall productivity 

value are 3.57 and 3.47 out of 5. These values are 

equivalent to the statement “agree”. Psycho-

social factors were determined as “neutral”. The 

average distribution of productivity levels is 

shown in Figure 4. 

 

 
Figure 4. The average distribution of productivity 

 

Frequency and percentage distributions of 

productivity levels are examined in Table 7. 

 

When the productivity sub-factors of the 

architects working in the office are examined; 

some values were found to be higher than the 

average values. These values are; wages, 

management sensitivity, equipment and tools, 

working hours, satisfaction with work, fair 

wages, responsibility, management-employee 

relationship and status were determined as 

“agree. 

 

 
Figure 5. The average distribution of productivity 

sub-factors 

 

When the productivity sub-factors of the 

architects working in the office are examined, 

some values were found to be lower than the 

average values. Among these values; social 
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activity, self-development, authority and 

responsibility, fair promotions, promotion, 

economic rewards and document availability 

values were determined as “neutral”. Permission 

and rest, appreciation and economic guarantee 

were determined as “agree”. Average values of 

productivity are shown in Figure 5. 

 
Table 7. Frequency and percentage distributions of productivity 

 

A statistically significant and weak relationship 

was found between productivity levels and sub-

factors and demographic variables such as 

professional experience, type of organization, 

working time (year), average working hours, 

working’s way and working order, since the 

values were 0-0.39. The strongest statistical 

correlation with economic factors was found to  

 

 

be average working hours and the weakest 

statistical correlation was found to be working 

way. The strongest statistical correlation with 

organizational-managerial factors was found to 

be average working hours while the weakest 

statistical correlation was found to be working 

time in the organization. The correlation analysis 

between productivity and demographic features 

in Table 8 is shown. 
 

 

Parameter Measures 

  1 2 3 4 5 Missing Total 

Wage 
Freq.   2 4 11 169 16 1 203 

% 1 2 5.4 83.3 7.9 0.5 100% 

Fair wage 
Freq.   2 12 80 90 18 1 203 

% 1 5.9 39.4 44.3 8.9 0.5 100% 

Economic rewards 
Freq. 1 51 37 99 14 1 203 

% 0.5 25.1 18.2 48.8 6.9 0.5 100% 

Economic guarantee 
Freq. 2 35 51 103 11 1 203 

% 1 17.2 25.1 50.7 5.4 0.5 100% 

Status 
Freq. 1 33 53 103 12 1 203 

% 0,5 16.3 26.1 50.7 5.9 0.5 100% 

Appreciation 
Freq.  2 32 59 100 9 1 203 

% 1 15.8 29.1 49.3 4.4 0.5 100% 

Relationships with 

management 

Freq.   1 32 51 102 16 1 203 

% 0,5 15.8 25.1 50.2 7.9 0.5 100% 

Satisfaction with work 
Freq.   1 33 36 117 15 1 203 

% 0.5 16.3 17.7 57.6 7.4 0.5 100% 

Social activity 
Freq. 2 108 49 33 10 1 203 

% 1 53.2 24.1 16.3 4.9 0.5 100% 

Authority 
Freq. 1 56 56 79 9 1 203 

% 0.5 27.6 27.6 38.9 4.4 0,5 100% 

Document availability 
Freq. 1 41 49 100 10 2 203 

% 0.5 20.2 24.1 49.3 4.9 1 100% 

Responsibility 
Freq.   1 27 50 109 15 1 203 

% 0.5 13.3 24.6 53.7 7.4 0.5 100% 

Promotion 
Freq.   3 42 46 102 9 1 203 

% 1.5 20.7 22.7 50.2 4.4 0.5 100% 

Fair promotion 
Freq. 2 41 68 81 10 1 203 

% 1 20.2 33.5 39.9 4.9 0.5 100% 

Self development 
Freq. 2 88 45 58 9 1 203 

% 1 43.3 22.2 28.6 4.4 0.5 100% 

Working Hours 
Freq. 2 31 34 120 15 1 203 

% 1 15.3 16.7 59.1 7.4 0.5 100% 

Permission status 
Freq.   2 43 43 99 14 2 203 

% 1 21.2 21.2 48.8 6.8 1 100% 

Equipments and tools 
Freq.   1 20 47 117 17 1 203 

% 0.5 9.9 23.2 57.6 8.4 0.5 100% 

Management sensivity 
Freq. 0 19 34 133 15 2 203 

% 0 9.4 16.7 65.5 7.4 1 100% 
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Table 8. The correlation analysis between productivity and demographic features 

Parameter 
Av. working 

hours 

Way of 

working 

Type of 

Organization 

Working 

order 

Working 

Time 

Economic Factors 0.233 -0.161 0.144 0.167  

Economic Rewards 0.263 -0.208 0.163 0.213  

Promotion Justices - - 0.216 - - 

Document availability   - - - - - 

Appreciation - - -0.139 - - 

Equipment and Tools 0.197 -0.181  0.182 -0.16 

Management-employee 

relationship 
0.184 -  - - 

Responsibility - - -  -0.209 

Self-development  -  -  -0.2 

Social activity  0.18    

Working Time    0.179  
(0.00) - (0.20)= Very weak relationship, (0.21) - (0.40)= Weak relationship, (0.41) - (0.59)= Medium relationship, (0.60) - (0.79)= High relationship, 
(0.80) - (1.00)= Very high relationship 

 
3.3. Correlation between job satisfaction and 

productivity 

 

The internal satisfaction level has moderate 

correlation with economic, psycho-social and 

organizational-managerial factors.  External 

satisfaction level with economic, psycho-social 

and organizational-managerial are weakly 

correlated. General satisfaction level has 

moderate correlation with economic, psycho-

social and organizational-managerial factors. 

The correlation analysis between job satisfaction 

and productivity in Table 9 is shown. 

 

4. Conclusion 

 

In this study, we discussed the various individual 

and organizational factors that influence 

architects' job satisfaction and productivity. The 

findings of this research open up new 

perspectives and pose further questions for future 

exploration. It has been determined that 

architects' job satisfaction is influenced by 

specific individual and organizational factors. 

However, it is expected that organizational 

structures and personal desires will evolve over 

time. Consequently, the variables affecting 

architects' job satisfaction may also undergo 

changes. 

 

The advent of the pandemic has popularized the 

concept of remote working, and technological 

advancements have introduced new 

opportunities, fundamentally altering the 

working conditions for architects, both in the 

office and in the field. The impact of these 

changes on architects' job satisfaction and  

 

productivity, considering the evolution of 

location, time, and working environments, will 

be an important subject for future studies. 

 
Table 9. The correlation analysis between job 

satisfaction and productivity levels 

Parameter 

Internal 

Job 

Satisfaction 

External 

Job 

Satisfaction 

General 

Job 

Satisfaction 

Economic factor 0.443 0.395 0.462 

Fair Wages 0.337 0.322 0.322 

Economic rewards 0.389 0.358 0.411 

Economic guarantee 0.338 0.323 0.363 

Psycho-social 

factors 
0.472 0.391 0.459 

Status 0.38 0.316 0.358 

Appreciation 0.365 0.265 0.34 

Management-

employee 

relationship 

0.335 0.285 0.339 

Responsibility 0.403 0.247 0.356 

Satisfaction with 

work 
0.334 0.299 0.343 

Working hours 0.406 0.24 0.363 

Organizational-

managerial factor 
0.542 0.365 0.50 

Authority 0.354 0.189 0.362 

Document 

availability  
0.326 0.222 0.305 

Promotion  0.27 0.189 0.251 

Fair promotion  0.305 - 0.229 

Management 

sensitivity 
0.421 0.233 0.385 

Permission and rest 0.203 0.185 0.204 

Equipments and 

Tools 
0.414 0.299 0.396 

(0.00) - (0.20)= Very weak relationship, (0.21) - (0.40)= Weak 
relationship, (0.41) - (0.59)= Medium relationship, (0.60) - (0.79)= High 

relationship, (0.80) - (1.00)= Very high relationship 

 

Moreover, the integration of emerging 

technologies such as virtual reality, AI-driven 

design tools, and sustainable building 

technologies presents both challenges and 

opportunities for architects. These technologies 
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can enhance creativity, efficiency, and the ability 

to work on more complex projects. However, 

they also require architects to continuously learn 

and adapt, which can influence job satisfaction 

levels. Understanding how these technological 

shifts affect architects' work-life balance, career 

progression, and overall job satisfaction will 

provide valuable insights into adapting 

organizational practices and individual strategies 

for a rapidly evolving profession. 
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Reducing food and industrial waste is essential to match the novel objectives of 

sustainable living. In this context, grape pomace, a fiber-rich by-product of wine 

production, was used as a fiber supplement in yogurt after enriching its fiber content 

through preprocessing. Within the aim of this study, 0.5% and 1% grape pomace 

fiber were incorporated into yogurt, and the effect on physicochemical, microbial, 

and sensory quality was investigated. Throughout the 14-day storage period, no 

significant changes were observed in pH, acidity, and water holding capacity. The 

total mesophilic aerobic bacteria count ranged between 2-3 log.cfu/g, and the 

addition of fiber did not result in any undesirable alterations in these counts. 

Similarly, the fiber did not affect the counts of specific yogurt bacteria, which was 

8-9 log.cfu/g. Moreover, sensory evaluations consistently resulted in scores above 

“5” for all products, with acidity rated level as moderate as expected for yogurt. 

There were no adverse effects on sensory quality concerning color, flavor, texture, 

acidity, and overall acceptability. In conclusion, fiber-enriched yogurt from wine 

waste is feasible without compromising product quality. This study is expected to 

contribute to the progress of current sustainable living goals. 

 
1. Introduction 

 

In the food industry, large amounts of food 

waste, referred to as by-products, are generated 

as a result of processing. Many of these wastes 

are either not utilized, leading to significant 

environmental pollution, or they are used as low-

value by-products such as animal feed, fertilizer, 

etc., using simple technologies. . The effective 

utilization of waste generated during food 

processing is important for sustainability with 

reference to the Sustainable Development Goals 

(SDGs) set by the United Nations. The 

evaluations are not only for preventing 

environmental pollution but also for introducing 

the by-products to new generation healthy 

products. Many food industry wastes contain 

essential nutrients, dietary fibers, and other 

functional ingredients [1]. 

 

Dietary fiber is a crucial food ingredient to 

maintain digestive health, regulate cholesterol 

levels, and control blood sugar. Vegetables, 

fruits, legumes, and grains are sources of dietary 

fiber. For a healthy life, a total of 25-30 g of fiber 

is recommended daily. However, with the 

increasing consumption of fast food in modern 

diets, the intake of fiber-rich foods has declined, 

probably to 15 g daily intake, leading to various 

health issues [2]. Therefore, it is essential to 

incorporate dietary fibers into our diets through 

various food sources to promote overall health 

and well-being.  

 

Yogurt is consumed worldwide and is 

particularly popular in countries like Turkey, 

Greece, Bulgaria, Lebanon, and India [3]. It is 

valued for its various health benefits, including 

being a rich source of protein, calcium, vitamins, 

and probiotics. Regular consumption of yogurt is 

associated with improved digestion and gut 
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health due to its probiotic content. Additionally, 

it is rich in calcium, protein, B vitamins, and 

other essential nutrients, offering benefits 

ranging from bone health to muscle 

development. Its high protein content can 

increase satiety and aid in weight management. 

Being fiber-rich, yogurt supports digestive health 

and regulates bowel movements [4]. 

 

In recent years, the significance of dietary fibers 

in by-product-fruit pomaces has been 

recognized, so, researchers gained an increasing 

interest towards valorization of this by-product. , 

A study on cranberry pomace in yogurt 

production was reported to enhance the dietary 

fiber and antioxidant contents of yogurt, 

affecting rheological characteristics differently 

depending on addition before or after 

fermentation and maintaining the viable lactic 

acid bacteria count [5].  

 

In another research, the use of 1% and 3% wheat 

bran adversely affected the flavor of yogurt and 

caused water release while increasing the total 

mineral content [6]. A study investigated the 

impact of enriching yogurt with various dietary 

fibers (inulin, pea, oat, and wheat) on its 

rheological, physicochemical, and sensory 

properties, significant effects on viscosity, 

syneresis, and sensory acceptance, indicating the 

potential for incorporating fibers into yogurt to 

enhance its nutritional profile and create 

functional food products with diverse health 

benefits [7]. 

 

In accordance with the sustainability and 

healthier food production goals, this study aimed 

to investigate the potential utilization of grape 

pomace in yogurt. In this context, the effect of 

grape pomace on the physicochemical, textural, 

sensory, and microbiological properties of yogurt 

was investigated during a 14-day storage period. 

 

2. Materials and Methods 

 

2.1. Preparation of grape pomace fiber 

 

The pomace was obtained from grape must lees 

from a wine plant in Tekirdag. The pomace was 

boiled for 25 min in a 1% citric acid solution with 

a 1:1 (w:v) ratio and then filtered. Consequently, 

it was concentrated to 24°B using 600 ppm sulfur 

dioxide. Pectin was precipitated with pure 

alcohol, dried under vacuum at 40°C, and ground 

to obtain the grape pomace fiber. The total 

dietary fiber content of the grape pomace fiber 

obtained was determined to be 66.5±1.1%. 

 

2.2. Preparation of yogurt samples 

 

First, set-type yogurt production was carried out 

using raw milk. The chemical composition of 

yogurt was analyzed using Milkana Express Plus 

milk analyzer (Mayasan Biotech, Turkey) as 

13.6% total solids, 3.6% protein, 4.0% fat, and 

4.8% lactose. Milk was pasteurized at 90°C for 

10 min. Then, the milk was rapidly cooled to 

43°C and inoculated at a ratio of 1:10000 (w:v) 

with YC-X16 yogurt culture (CHR Hansen, 

Denmark) containing strains of Lactobacillus 

delbrueckii subsp. bulgaricus (L. bulgaricus) and 

Streptococcus thermophilus (S. thermophilus). 

The mixture was incubated at 43°C until a pH of 

4.6. The obtained set-yogurt was divided into 

batches for the addition of other powdered 

ingredients.  

 

The amount of fiber added to the yogurt was 

determined through preliminary sensory tests. 

During trials, it was determined that grape 

pomace fiber negatively affected the yogurt's 

sensory properties, so the freeze-dried cherry 

powder was added to the products at a rate of 2% 

to mask the off-flavor. In summary, the 

composition of the resulting fiber-enriched 

yogurts consisted of 10% sugar, 2% cherry 

powder, and either 0.5% or 1% grape pomace 

fiber, depending on the product type. Plain 

yogurt without powdered additives was referred 

to as the "control" and coded as "C" in the study. 

Products containing 0.5% and 1% fiber were 

labeled "05GF" and "1GF," respectively. All 

productions were carried out in duplicate. 

 

2.3. Physicochemical analyses 

 

The total solids (TS), titratable acidity in terms of 

lactic acid (LA), protein, fat, and ash contents 

were carried out according to AOAC [8] 

standards. The pH of yogurt was measured at 

25°C with a Mettler Toledo Seven Compact S220 

pH meter (Switzerland). The water holding 

capacity (WHC) was determined according to the 

method described by Silva and O’Mahony [9] 
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with slight modifications: Yogurt samples (5 g) 

were centrifuged at 5000 rpm for 15 min at 4°C, 

and the serum phase was weighed. The WHC 

was calculated as the percentage of total yogurt 

weight.  

 

2.4. Microbiological analyses 

 

The total mesophilic aerobic bacteria (TMAB) 

counts were determined by counting the colonies 

obtained by the spreading on Plate Count Agar 

and incubation at 25°C for 2 days. The total count 

of yeasts and molds were enumerated on 

oxytetracycline glucose yeast extract (OGYE) 

agar at 25°C for 5-7 days of incubation. For the 

enumeration of yogurt bacteria, the pour-plate 

method was applied using de Man, Rogosa, and 

Sharpe (MRS) agar and M17 agar for 

inoculations. The incubation parameters were 

37°C and 43°C, respectively, for 3 days [10].  

 

2.5. Determination of sensory quality 

 

Sensory tests were carried out with the approval 

of Sakarya University Ethical Committee on 10 

pretrained panel members aged 18-50, both 

males and females, from Sakarya University. 

Color, texture, flavor, acidity, and overall 

acceptability were evaluated using a 9-point 

Hedonic rating scale, where 9 = like extremely 

and 1 = dislike extremely [11].  

 

2.6. Statistical analysis 

 

The compositional analyses were conducted in 

the 1st week of storage. The remaining 

measurements were performed in triplicate on 

storage days 1, 7, and 14. The collected data were 

evaluated using one-way analysis of variance 

(ANOVA) followed by Tukey’s multiple range 

test in Minitab software (ver.16, USA). 

Statistical significance was determined at a P-

value of less than 0.05. 

 

3. Results and Discussion 

 

3.1. The physicochemical properties of yogurt 

samples 

 

The compositional properties of yogurt samples 

are given in Table 1. 

 

Table 1. The compositional properties of yogurts 
 TS % Protein % Fat % Ash % 

C 20.8  

±0.3 C 

3.57  

±0.1 A 

3.72  

±0.1 B 

0.71  

±0.0 C 
     

05GF 23.9  

±0.1 B 

3.09  

±0.1 B 

3.96  

±0.0 A 

0.84  

±0.0 B 
     

1GF 24.8  

±0.0 A 

3.05  

±0.1 B 

4.02  

±0.0 A 

0.87  

±0.0 A 

The capital letters in the same column indicate the 

difference between the samples (P<0.05) 

 

The increased fiber content significantly affected 

the TS content yogurt. In plain yogurt (C), TS 

was measured as 20.8%, while in 1GF as 24.8%. 

In contrast, the protein content in yogurt 

significantly decreased with the addition of fiber, 

whereas the fat content increased. Similar to the 

TS, the ash content revealed a significant 

increase proportional to the increased fiber 

content. The pH, acidity, and WHC 

measurements of yogurts are given in Table 2.  

 
Table 2. The physicochemical properties of yogurts 

Day 

pH 

C 05GF 1GF 

1 4.18 ±0.03 Aa 4.08 ±0.07 Aa 4.05 ±0.13 Aa 

7 4.11 ±0.06 Aa 3.99 ±0.15 Aa 3.96 ±0.11 Aa 

14 4.04 ±0.08 Aa 3.98 ±0.13 Aa 3.96 ±0.12 Aa 

    

 LA % 

 C 05GF 1GF 

1 0.952 ±0.02 Aa 0.959 ±0.03 Aa 0.945 ±0.04 Aa 

7 0.963 ±0.01 Aa 1.030 ±0.01 Aa 0.987 ±0.03 Aa 

14 0.985 ±0.02 Aa 1.071 ±0.01 Aa 1.069 ±0.06 Aa 

    

 WHC % 

 C 05GF 1GF 

1 55.4 ±0.2 Cb 64.9 ±0.0 Aa 62.8 ±0.8 Ba 

7 60.7 ±0.2 Aa 65.3 ±2.8 Aa 64.9 ±0.5 Aa 

14 60.1 ±1.1 Aa 63.6 ±1.7 Aa 62.0 ±1.1 Aa 

The differences between samples within the same row is 

indicated by uppercase letters, and the differences between 

storage days within the same column is indicated by 

lowercase letters. (P<0.05). 

 

The pH values ranged from 3.96 to 4.18, showing 

no significant variations between samples and no 

changes during the 14-d-storage period. 

Similarly, the acidity levels varied between 

0.945% and 1.071% but were not affected by 

product differences or storage duration. The 

water holding capacity (WHC) was initially 

lowest in the control sample on the first day of 

storage, likely because the hydrogen bonds in the 

yogurt had not fully formed yet. Subsequently, 

on days 7 and 14, WHC remained consistent at 

60.1% to 65.3%, regardless of storage duration or 

product type. 
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A study on yogurt enrichment with 1% pea fiber 

revealed, consistent with our findings that the 

titratable acidity was not affected by the addition 

of fiber [12]. In a study on fiber-enriched yogurt 

production, similar to our results, the pH and 

water-binding properties of the products 

remained unchanged during the 21-day storage 

period [13]. In another study, it was observed that 

adding rice bran as a fiber supplement to yogurt 

before fermentation resulted in better texture 

stabilization effects. At the same time, when 

added after fermentation, it was determined that 

it could lead to a destabilization [14]. 

 

3.2. Microbiological properties of yogurt 

samples 

 

The total bacterial count in yogurts is significant 

as it directly reflects the product's quality, safety, 

and shelf life. The TMAB counts of yogurt 

samples are given in Figure 1. During the storage 

period, the TMAB counts in all samples 

remained below the microbial risk factor of 5 log 

cfu/g recommended by FAO and WHO [15]. In 

addition, the sample differences and the storage 

process did not affect these counts (P>0.05). 

 
Figure 1. The TMAB counts of yogurt samples 

during 14-d-storage 

 

In all samples, the total counts of yeasts and 

molds remained below detectable limits during 

the storage period.  

 

The counts of S. thermophilus and L. bulgaricus 

were as illustrated in Figure 2. The counts of S. 

thermophilus ranged from 8.50 - 8.91 log cfu/g, 

while the counts of L. bulgaricus varied between 

7.10 and 7.84 log cfu/g. These results are 

consistent with the "yogurt" values specified in 

the regulation [16]. In addition, no differences 

were observed in strain counts across products 

and storage durations (P>0.05). 

 

 
Figure 2. The specific yogurt bacteria counts of 

yogurt samples during 14-d-storage 

 

Since pomace fiber can also act as a prebiotic 

supplement, the viability of specific lactic starter 

cultures could be enhanced through yogurt 

enrichment with fiber. For instance, in a study 

involving yogurt supplemented with 

maltodextrin and konjac fibers, lactic bacteria 

were reported to be supported by fiber addition 

[17]. 

 

3.3. Sensory properties of yogurt samples 

 

Sensory evaluation ensures the quality and 

consistency of flavors, ultimately enhancing 

consumer satisfaction and product acceptance. 

The sensory properties of the products were 

evaluated in terms of color, texture, flavor, 

acidity, and overall acceptability, and the results 

are presented in Figure 3. To observe the 

differences between the obtained results, a 

principle component analysis (PCA) was 

applied, as illustrated in Figure 4.  

 

The principle component-1 (PC1) explained 88.2 

% of the results, while PC2 accounted for 6.6 %. 

Considering the positive and negative regions of 

PC1 and PC2, all results formed four distinct 

regions. Regarding color scores, samples C, 

05GF, and 1GF were diverse and diverted into 

different regions, as the fiber content gave color 

differences. When examined in terms of texture, 
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the control product (C) was positioned in the 

positive region of PC1, while the two products 

with added fiber showed similar results and were 

positioned in the negative region. In terms of 

acidity, all products were positioned in the 

negative region of PC1, while they differentiated 

in PC2: 05GF and 1GF products showed similar 

acidity results, whereas the control product (C) 

diverged from the fiber-added products.  

 

 

 

 
Figure 3. The sensory properties of yogurt samples 

on storage days 1, 7, and 14 

 

 
Figure 4. The principle component analysis on 

sensory properties of yogurt samples 

When evaluated with Figure 3, it can be 

concluded that the addition of fiber increases 

acidity perception. Regarding flavor, according 

to PC1, all products were positioned in the same 

region, however according to PC2, the fiber-

added products seperated from the control 

product. When statistically evaluated, it was 

determined that the difference in flavor was 

statistically insignificant (P>0.05). Regarding 

overall acceptability, fiber-added products 

received higher scores than the control according 

to Figures 3 and 4.  

 

The addition of fiber can have varying effects on 

the sensory quality of yogurts, both enhancing 

and decreasing it. For instance, in a study, apple 

fiber was found unacceptable in yogurt, whereas 

bamboo and wheat fiber revealed acceptable 

sensory results [18]. In another study, it was 

noted that with a dietary fiber content of 4.5%, 

the overall acceptability decreased, while it was 

suggested that date fiber at a 3% level could be 

utilized to enhance the nutritional value of yogurt 

[19]. 

 

4. Conclusion 

 

This study examined the potential use of grape 

pomace, a by-product of wine production, as a 

food component by enriching its fiber content 

through preprocessing. The investigation 

revealed that the addition of grape pomace fiber 

at levels of 0.5% and 1% to yogurt formulation 

did not negatively affect the physical and 

chemical properties of yogurt. 

 

In conclusion, it was determined that the addition 

of grape pomace fiber to yogurt is available 

without any adverse effect on the product quality. 

It is believed that this study will have a 

contribution to sustainability by promoting 

healthy lifestyles, reducing production wastes, 

preserving the environment, and supporting the 

circular economy. 
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The world’s food demand is predicted to exceed its food supply significantly in the 

coming periods. Many physical factors, such as climate change in access to water, 

change the production amount and food prices. Efficient resource utilization can be 

achieved by developing smart agricultural applications using the IoT and image 

processing techniques. For this purpose, in the proposed study, a smart agriculture 

application was developed using IoT technology with image processing. In the 

proposed image processing algorithm, the crops’ images were processed, weight 

estimates were made, and their numbers were taken. The data we collect instantly 

can be uploaded to the cloud, and the data collected on the cloud side can be analyzed 

over the mobile application. Thanks to data analysis with the mobile application we 

have developed, we can see the current status of the crops and make instant decisions, 

and it also plays a role in determining market prices. With all these studies, it has 

been seen that agriculture can be digitalized with the technologies we use, and thus, 

productivity in agriculture can increase significantly. 

 
1. Introduction 

 

Agriculture is the centuries-old culture of 

humanity and the technique of raising plants and 

animals, which is necessary for the basic need of 

humankind to feed and sustain its life. It comes 

first among the physical demands of people. It is 

essential for the continuation of life. According 

to a study by the United Nations in 2015, the 

world population is expected to be 9.7 billion in 

2050 and 11.2 billion in 2100. The increase in the 

population of humanity requires further 

improvement of agricultural activities due to 

factors that negatively affect agriculture, such as 

environmental factors such as climate change, 

global warming, and drought. Information 

technologies are needed to ensure that the food 

supply can be sufficient in the future. Agriculture 

has developed continuously from the past to the 

present, and the processes in this development 

have been called versioning in the industry [1]. 

 

Industry 4.0, the Internet of Things (IoT), big 

data, cloud systems, sensors, etc., is the new 

version of the production system created by using 

technologies in communication. Large countries 

such as Germany, China, Japan, and America are 

investing to switch to this technology. Many 

countries have established research units for this 

purpose. In our country, research in this field 

continues. 

 

One of the primary purposes of Industry 4.0 is to 

prevent waste by making maximum use of 

technology. For this reason, it aims to increase 

efficiency by establishing automation systems 

and following all production stages with correct 

planning and timely intervention. As with 

Industry 4.0, the development of agriculture has 

not stopped and has passed through specific 

steps. These stages have existed since the 

existence of humanity. Various factors, such as 

the development of technology and the increase 

in the human population, have influenced the 
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development of the stages. These phases 

continue as follows; 

 

Agriculture 1.0 – A farming method using only 

human and animal power. We can say that it is 

the most primitive form of agriculture used for 

centuries. 

 

Agriculture 2.0 – Using pesticides and synthetic 

fertilizers and pesticides is the beginning of 

mechanization in agriculture. 

 

Agriculture 3.0 – Use of GPS and computer 

software for data processing in agriculture. 

Agriculture 4.0 – We can also call it smart 

agriculture. Using unmanned aerial vehicles and 

image processing techniques. 

 

It aims to develop a smart agriculture system and 

strategy with the integrated operation of 

technologies such as the developing IoT, cloud 

computing, image processing, sensors, and big 

data. Also, it aims to integrate the industry in a 

way that provides maximum benefit from 

informatics, increases production efficiency, 

prevents wastage, and thus prevents various 

global crises.  

 

It is possible to prevent the food crisis by 

integrating the same technologies into all 

agriculture processes. In particular, price 

fluctuations, which are frequently experienced 

today, affect the market negatively. It can be used 

to stabilize the food market due to the integration 

of information technologies and agriculture. 

Thus, our resources will be used as needed. 

 

We can express the aim of the study as using 

Industry 4.0 technologies in agriculture to ensure 

planned production as needed. It is among our 

goals to minimize the effects of the food crisis 

that will occur in agriculture due to climate 

change, global warming, drought, and other 

problems affecting productivity in agriculture by 

making maximum use of technology. 

 

The literature on smart agriculture has also 

developed in parallel with technology. The 

Israeli-based CROPX application has developed 

a solution that enables agricultural enterprises to 

consume fewer chemicals, energy, and water by 

collecting data from sensors and software and 

mapping the terrain from the satellite, guiding the 

user by giving advice. Isaac Bentwich, the 

founder of the CROPX company, stated that the 

farmers who installed this system achieved 25 

percent savings in water and energy [2, 3]. 

 

Another technology company, Phytech, uses 

sensor and cloud technologies in agriculture. It 

allows monitoring and planning based on the data 

directly received from the system with the help 

of sensors. It counts every drop of water the crop 

receives and records it as data. The rapidly 

developing drone technology has been used to 

automate and accelerate image processing 

procedures for smart agriculture [4, 5]. 

  

There are also applications such as Dronedeploy, 

one of the new drone-based internet services. 

These applications can generate datasets from 

their acquired images and quickly interpret the 

results. Even near real-time response is expected 

soon [5, 6]. 

 

England, Israel, and the Netherlands have 

become leading countries in the world with their 

investments and practices in smart agriculture. 

The UK established its first field crops analysis 

facility in 2015. The facility operates 24 hours a 

day and has a scanner that can scan an area of 

1800 square meters with sensors and cameras on 

it. Thanks to the scanner, plant health and 

development can be followed. 

 

According to the smart agriculture market 

research conducted by Huawei in 2017, the 

market value of the world smart agriculture 

market, which was 13.7 billion dollars in 2015, is 

expected to increase to 26.8 billion dollars in 

2020. According to these data, the market will 

double in value within five years [7]. 

 

2. Smart Agricultural Technologies 

 

In smart agriculture, several technologies can be 

used for each process. Before the production 

process, production planning can be done using 

technologies such as big data analytics and data 

warehouses. The fields to be produced can be 

addressed by the images taken from the satellite 

and the processing of these images. The 

production can be planned with the analysis by 

keeping the information on which crop can be 
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grown in which fields. An extensive database 

open to any large farmer or producer can be 

developed with crop cards containing the 

characteristics of the crops to be produced. Since 

crops are physical objects, IoT can be used to 

retrieve data. 

 

2.1. Internet of Things (IoT) 

 

The IoT enables physical objects to transfer data 

to the network with the help of sensors, sensors, 

RFID, devices, and software. This concept 

allows automation systems to be created by 

digitizing data from physical objects. Since it is 

based on constantly receiving data from things, it 

needs Big Data and Cloud technologies so that 

the received data can be processed, made 

meaningful, and stored. There is no specific 

architecture in the literature, but many examples 

of architecture can be found. The architecture of 

the IoT system is shown in Figure 1. 

 

 

 
Figure 1. IoT architecture 

 

Data collected from objects is sent to the cloud 

server. The size of the data is increasing due to 

the diversity of objects and the constant incoming 

data. Big Data technology is used to analyze and 

report this data. Big Data technologies enable us 

to draw meaningful assumptions from data. 

Many applications, such as smart cities and 

environments, have been developed, and more 

application areas are available. IoT technologies 

build the system’s basis for developing smart 

farming applications. Environmental variables 

such as ambient temperature, humidity, and 

mineral content in the soil can be collected and 

processed through sensors and software, thus 

optimizing environmental factors such as 

humidity and temperature. Digitization and 

storing agricultural data are crucial to 

establishing a smart agriculture system. Instant 

data provides immediate response to 

environmental factors. If the moisture in the soil 

drops, the optimum moisture balance can be 

achieved by using drip irrigation technology. An 

example of a Crop Irrigation system with IoT is 

given in Figure 2. 

 

 
Figure 2. Crop irrigation system with IoT 

 

2.2. Image processing 

 

Image processing is analyzing the image data in 

the digital environment within the framework of 

algorithms determined according to the purpose 

of use in the digital environment. For example, 

the fields in the digitally transferred image data 

taken from the air by Unmanned Aerial Vehicles 

(UAVs) or drones can be shown by an algorithm 

that recognizes the uncultivated areas by color, 

painting them with red or the desired color. Even 

the percentile of the uncultivated areas from the 

image can be extracted with the algorithm. 

 

This image-processing technology is also used in 

agriculture. In his article, Nan Xu [8] showed that 

image processing technology is mainly used in 

agriculture in the following five directions. These 

are monitoring crop growth, diagnosing diseases 

and pests, diagnosing diseases and pests, 

monitoring maturity, and recognizing crop color. 

In addition, the study obtained results that 

positively affect the agricultural development of 

image-processing technology. 

 

Images from the field are transferred to the cloud 

system for image processing technology using 

camera drones and UAVs. By analyzing the 

image data processed with specific algorithms, 

the actions that need to be taken in the digital 

environment can be shown to the user, and their 
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automation can be provided. An image 

processing system in agriculture is given in 

Figure 3. 
 

 
Figure 3. Image processing in agriculture 

 

2.3. Big data 

 

Data emerged with the concept of computer 

technologies and consisted of digits (0,1) 

combined. Raw data doesn’t mean anything by 

itself. It becomes information if it is processed. 

Today, with the increase in data collecting and 

smart devices, the amount of data collected is 

increasing exponentially. Data sets that are 

incrementally obtained in this way are called big 

data. Big data has three elements: volume, 

velocity, and diversity. Volume (V) is the size of 

the data; velocity is the rate at which data is acted 

upon. Since the data obtained with the IoT is real-

time, the speed of writing to the memory is also 

important. Variety refers to the type of data. Data 

such as video and audio are expressed as 

unstructured data types, while data held in 

relational databases are expressed as structured. 

 

The data collected in agriculture and the fields 

managed with smart agriculture applications will 

increase over the years. Big data technologies 

will be needed to analyze and make sense of 

these data. Since IoT technologies in smart 

agriculture are mandatory, technologies such as 

data mining and data science, which cannot be 

considered independently of big data 

technologies, should work in an integrated 

manner. In addition, due to the increasing data 

over the years, an agricultural memory will be 

formed. Agricultural activities in the following 

years will be planned more easily, and market 

stability will be ensured. Farmers across the 

country are often confused when deciding on the 

type of crop to plant. If the analysis of the data 

collected from a single center is provided, 

necessary guidance will be provided. 

 

3. Smart Farming Application with Image 

Processing 

 

Images were taken by taking photos in our 

application. A black background is used to make 

the image easy to process. It is possible to take 

and process images outside the black 

background, but it is desired to be affected by 

noise in the least way. This application can take 

and process images instantly with a drone 

camera. However, efforts have been made to 

make the application work primarily in its basic 

form. The overall flow chart and layers of the 

Smart Agriculture Image Processing Application 

are shown in Figure 4. 

 

 
Figure 4. Smart agriculture image processing 

application 

 

3.1. Image processing 

 

Then, the file path of the image we will process 

into the project is taken. The image is scaled for 

easier processing. At this stage, a matrix equal to 

the picture’s dimensions is created, and the value 

of each pixel of the picture is assigned to this 

matrix. Since our picture is colored, a third 

dimension comes with RGB. The scaled version 

of the image we want to process is seen in Figure 

5. As seen in the picture, there is 1 TL and one 

lemon. 
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Figure 5. Scaled image to be processed 

 

In the next step of the algorithm, we make our 

image black and white for easy processing. The 

cvtColor function of OpenCV is used to create a 

black-white image. As in Figure 6, the image has 

become black and white. 

 

 
Figure 6. Black and white state of the image 

 

In the image, the three dimensions that came 

from RGB are dispersed. In the next step of the 

algorithm, the threshold function from OpenCV 

is used. This function converts the image to a 

binary image. In this way, the borders are now 

easier to draw. The format of the image in this 

step of the algorithm is given in Figure 7. 

 

 
Figure 7. Binary format of the image 

 

With the histogram function of the matplotlib 

library, histogram graphics of the picture in black 

and white and binary format, as in Figure 8, are 

produced. When the graphs are examined, the 

threshold function used will facilitate the 

calculation of contours, which is the next step of 

the algorithm. 

 

When the histogram graphs are examined, it is 

observed that the black and white picture can 

take more than one value between 0 and 50, while 

the histogram graph of the binary image can only 

take 0 and 255 values. In the image on the double 

base, the borders have become well-defined, and 

the picture has now been prepared to be passed to 

the contour drawing stage. 

 

 
Figure 8. Color histogram charts of image gray and 

binary formats 

 

The next step of the algorithm is drawing 

contours by going over the image on the binary 

base. The drawContours function, which is in the 

OpenCV library’s functions, is used for contour 

drawing. When this function is used, the objects 

in the picture are detected one by one. Then, the 

objects are sorted from the smallest to the largest. 

Since there are two objects in our painting, two 

objects are detected only for contour drawing.  

 

The number of objects detected here shows that 

the algorithm has worked correctly up to this 

stage. Figure 9 shows the contour drawing where 

the borders of the coin and lemon are drawn. 

With the contour drawing, the borders of the 

objects are now determined, and we can now 

calculate how many pixels there are within the 

borders. 

 

In the next stage of the algorithm, the pixel 

numbers in the area within the contours of the 

codes are calculated as the values taken from the 

screen output in Table 1 from the console screen 

of the application. 
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Figure 9. Drawing the contours of the objects 

detected in the image 

 

Table 1. Pixel counts calculated in the app 
Image Pixel Counts Calculated 

1 TL 5520 

Lemon 30470 

 

According to the pixel numbers obtained from 

the function, the areas of each pixel actually 

calculated in square centimeters are shown in 

Table 2. Knowing the area of the coin helped 

when calculating the actual area of the pixel. By 

dividing the coin’s area by the number of pixels, 

the actual area of 1 pixel was calculated as in the 

screen output written next to the 1-pixel 

parameter. The actual area of the lemon in the 

picture was estimated by establishing the 

proportion. 

 
Table 2. Actual area conversion of pixel counts 

calculated in the application 
 Actual area (cm2) 

1-Pixel 0.00097295821 

Lemon 29.6460368612 

 

In part, up to this algorithm stage, we calculated 

the crop area in the photo, whose weight we 

wanted to calculate in square centimeters. After 

this stage, weight estimation will be made 

depending on the crop type. A unique calculation 

method for the crop will be used so that our 

algorithm will work correctly. As seen in Table 

3, as a result of the quantitative measurements, 

the parameters of the randomly selected crops 

were as in the table. 

 
Table 3. Density calculations of crops 

Crop Mass 

(gram) 

Volume 

cm3 

Density Mass 

(gram/cm3) 

LEMON1 85.4 90 0.9488 

LEMON2 121.2 125 0.9696 

MANDARIN1 48.1 55 0.8745 

MANDARIN 2 77.7 90 0.8633 

The selected crops’ images are processed using 

our application’s algorithm in the next step. As a 

result, the values shown in Table 4 were 

obtained. The averages of the area/mass values 

we obtained from our image processing 

calculated from these values were taken. The 

estimated weight of the crop is calculated using 

the values we get from here. 

 
Table 4. Values of crops obtained from image 

processing 
Crop Calculated 

with image 

processing 

(cm2) 

Calculated 

Area / Mass 

LEMON1 29.64 0.3470 

LEMON2 38.12 0.3145 

MANDARIN1 21.83 0.4538 

MANDARIN2 33.04 0.4252 

 

The averages of the collected data were 

calculated in Table 4.5. We will use these 

averages when calculating the mass from the 

image we are processing. As can be seen, the 

area/mass value used for each type of crop is 

different, and the average values should be 

calculated using the necessary physical 

measurements. 

 

In the next step of our algorithm, the system 

weight estimation software was calculated as 

89,6200 grams with the Area / Mass parameter 

specific to our crop. 

 
Table 5. Density calculations of crops 

Crop Average Calculated 

Area / Mass 

LEMON 0.3307 

MANDARIN1 0.4395 

 

The same algorithm was tested with the same 

crop type and with a different crop type. The 

results and error rates table is shown in Table 6. 

 

Our algorithm worked and obtained weight 

estimates with a nominal error rate. The total 

error rates are shown in Table 7. Our algorithm 

made predictions for all measurements with an 

average error of 4.13%. 
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Table 6. Comparison of the actual mass of crops and 

their calculated mass by image processing 
Crop Mass 

(gram) 

Calculated 

with image 

processing 

(gram) 

Error 

Rate 

LEMON1 85.4 89.62 4.94% 

LEMON2 121.2 115.25 5% 

MANDARIN1 48.1 49.68 3.28% 

MANDARIN2 77.7 75.17 3.3% 

 
Table 7. Total error rate table 

Parameter Value 

Total mass (gram) 332.4 

Mass Calculated by Image 

Processing (gram) 
329.72 

Average Error Rate 4.13% 

 

3.2. IoT application 

 

The proposed IoT architecture starts with the 

acquisition of data with the help of a camera. The 

collected data is first processed in our running 

application in the cloud and transferred 

wirelessly to our Firebase Cloud Platform. Our 

Mobile application, which we developed on the 

MIT platform, also allows data analysis by 

pulling data from the Firebase Cloud Platform. 

The whole system works in integration with each 

other. The architecture of our IoT application is 

shown in Figure 10. 

 

3.3. Data analysis 

 

Data analysis was performed by using Python’s 

Pandas library. Methods in the Pandas library 

were used to analyze the data collected from the 

environment. 

 
Figure 10. IoT system architecture 

 

The size of our data will grow a lot later in the 

implementation. Pandas library has been 

preferred in our application because of its 

efficient speed performance in extensive data 

analysis. Due to the application, the number and 

estimated weight data can be collected while the 

crops are in the field. Due to these data, we can 

perform predictions for the future. The collected 

data can be compared with previous years and 

used in production planning. 

 

Example screenshots of bar, column, and line 

graphics used in our mobile application by 

performing data analysis are given in Figure 11 

and Figure 12, respectively. 

 

 
Figure 11. Line chart data analysis 

 

 
Figure 12. Bar chart data analysis 

 

4. Discussion and Conclusion 

 

As a result of the research, it is seen that due to 

factors such as increasing population rate, 

drought, and climate change, humanity needs to 

use agricultural resources correctly to survive. It 

is seen that the way to manage these resources 

correctly is through the digitalization of 

agriculture by integrating agriculture with the 

Internet of Things, image processing, and big 

data technologies.  

 

Governments are investing in this issue, which 

has also been studied worldwide. Although 

Türkiye’s climate and soils are suitable for 

agriculture, it is still at risk of a serious food 

crisis. Countries such as the Netherlands, 

England, and Israel have made applications that 
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increase productivity in agriculture with their 

technological studies. It is necessary to increase 

the applications of similar models in our country. 

 

In our application, the OpenCV image processing 

library is used in Python. Visual Studio Code was 

used on the code side as a development 

environment, and Colab was used as an online 

alternative. On the database side, the NoSQL 

database structure was used in the Firebase 

environment. Instantly, the images of the crops 

were processed with our algorithm, the data were 

kept in the database, and successful results were 

obtained with a low error rate by making weight 

estimations. In the study, it is seen that the use of 

technology in agriculture increases productivity. 

 

In addition, the image processing project we have 

done also contributes to this. The positive results 

we have obtained from our work show that the 

project can produce even more successful results 

by maturing as the technologies develop. Based 

on these positive results, investments should also 

increase in agriculture, which is a very important 

area. In our country, whose soils and climate are 

highly suitable for agriculture, incentives should 

support efforts. Due to the importance of 

agriculture, as technological developments 

continue, the scope of the study has the 

infrastructure that can mature over time. 
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Ajuga L., a member of the Lamiaceae family, is one of the most popular species due 

to its medicinal, decorative, and pharmacological properties. One of them is Ajuga 

vestita BOISS. which is endangered and placed in the "Endangered (EN)" category. 

In the present study, using in vitro tissue culture techniques, Ajuga vestita BOISS. 

seeds were germinated in hormone-free 1/4 MS medium, and callus were regenerated 

from leaf explants of germinated seeds in 1/1 MS medium containing BAP 

(benzylaminopurine) and Kin (kinetin). It was aimed at comparatively examining the 

fatty acid content of Ajuga vestita BOISS. callus. When the fatty acid content of the 

callus obtained from the control (hormone-free), BAP, and Kin media were 

examined, major saturated fatty acid amounts were palmitic acid in all three extracts 

(59.137%, 38.836%, and 24.295%) for control, BAP, and Kin respectively. The 

major unsaturated fatty acid amounts were octadecanoic acid (21.097%, 32.283%) 

for control and BAP, respectively, and linoleic acid (21.209%) for Kin considering 

that high amounts of unsaturated fatty acids make the plants more reliable in terms 

of health, the higher amount of unsaturated fatty acid content determined in the Kin 

extract in our study compared to the control will shed light on future studies in this 

sense that can be done with tissue culture techniques. 

 

 
1. Introduction 

 

Rare or locally endemic species are sensitive to 

changes in environmental conditions because 

they have less genetic diversity than common 

species. When their environmental conditions 

change, they are more in danger of extinction. 

According to the IUCN 2001 criteria, 

approximately 600 of our endemic species are in 

the "Very Endangered CR" category, and 700 of 

them are in the "Endangered EN" category [1, 2]. 

For this reason, studies on conservation and 

reproduction methods gain more importance. It is 

at this point that in vitro plant culture has 

emerged for the conservation and mass clonal 

propagation of rare plants. 

 

The ajuga genus belonging to the Lamiaceae 

family contains more than 300 annual or 

perennial species, and the demand for them has 

increased sharply due to their medicinal, 

decorative, and pharmacological properties. 

These wide-ranging plants are in danger of rapid 

extinction due to over-collection for ornamental 

and medicinal purposes, as well as habitat 

destruction and deforestation. Ajuga boninsimae, 

Ajuga bracteosa, Ajuga ciliate, Ajuga 

genevensis, Ajuga incisa, Ajuga makinoi, Ajuga 

multiflora, Ajuga pyramidalis, Ajuga 

shikotanensis, Ajuga reptans and Ajuga vestita 

are categorized as endangered and protected 

plants. One of these species is Ajuga vestita 

BOISS. which is medically important, endemic, 

and in the “EN-Endangered” category. 
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Phytochemical studies have revealed that ajuga 

species contain many bioactive compounds, such 

as anthocyanidin-glycosides, essential oils, 

iridoid glycosides, flavonoids, 

phytoecdysteroids, sterols, and terpenoids. The 

studies conducted with other Ajuga species have 

observed that these species have phenolic 

compounds, the components of their essential 

oils are determined, and they have many 

pharmacological activities such as antioxidant, 

cytotoxic, and antimicrobial activity [3-7]. 

 

In recent years, there has been an increasing 

interest in the production of components with 

pharmacological effects (secondary metabolites, 

fatty acid components, etc.) by tissue culture 

methods. These components can also be obtained 

by conventional methods, but these methods 

have disadvantages, especially for rare endemic 

plants. In vitro culture methods provide different 

alternatives to overcome the problems 

encountered in obtaining these metabolites 

naturally. With these studies, it is aimed at 

obtaining a large number of plants to be produced 

and then to producing them on an industrial scale 

and at a low cost for some applications [8]. 

 

In this study, it was aimed at comparatively 

determining the fatty acid content (control, BAP, 

Kin) in callus regenerated from leaf explants of 

seedlings obtained from in vitro shoots of Ajuga 

vestita BOISS. The fact that there is no study in 

the literature in which the fatty acid compositions 

of this plant were presented comparatively before 

increases the importance of this study. These data 

will shed light on any possible future study with 

this and similar endemic plants. 

 

2. Material and Method 

 

2.1. Plant material and cultivation 

 

Ajuga vestita BOISS. seeds, which were used as 

starting material in the study, were collected 

from the Savur district of Mardin and identified 

by Prof. A. Selçuk ERTEKIN (Ajuga vestita- 

HM00000282) [9]. 

 

Mature seeds of Ajuga vestita were washed and 

then pre-sterilized by soaking them in 70% 

alcohol for 30 seconds. The seeds were soaked in 

a 5% NaOCl solution for 15 minutes and 

sterilized. They were then rinsed in sterile 

distilled water five times for five minutes each to 

remove NaOCl. The seeds were cultured in ¼ 

MS medium supplemented with 30 g/L sucrose 

with a pH adjusted to 5.8 to support germination 

and growth [10]. Sterile seeds, along with 

cracked testa, were cultured and left to germinate 

in the growth chamber (25±2 OC temperature, 16 

hours of light, 8 hours of dark light period; 3000-

5000 lux).  

 

After a two-week culture period, the shoot tips of 

the germinated seeds were cultured in medium 

supplemented with Kin for propagation, and in 

vitro shoots were obtained for use as starting 

material in callus formation studies. Following 4-

weeks development period, leaf explants from in 

vitro shoots were used in callus formation studies 

with different concentrations of BAP and Kin 

(0.125-4.0 mg/L). Callus samples grown in 1/1 

MS medium containing BAP and Kin, as well as 

those without hormones (control), were dried in 

a cool and dry environment for use in fatty acid 

content studies. 

 

2.2. Determination of fatty acid methyl esters 

(FAME) 

 

Each explant, which was powdered, then 

extracted for 4 hours by the Soxhlet continuous 

extraction method using hexane. The extracted 

product was evaporated in reflux, and the 

obtained extract was completed with 10 mL of 

hexane. 1 mL of 2 N methanolic KOH solution 

was added to the hexane extract and shaken 

vigorously. The sample was kept in the dark for 

1-2 hours until the phase separation took place 

and the upper phase became clear, then the 

supernatant was taken into vials and the fatty acid 

methyl ester analysis was performed with a gas 

chromatography flame ionization detector (GC-

FID).  

 

Analysis was performed on the Shimadzu GC-

2030 instrument combined with the AOC-20 i 

Plus auto injector. The Restek RT-2560 column 

(0.20 µm film thickness, 0.25 mm inner 

diameter, 100 m length, cat# no, 13198) was 

used. The column temperature program began 

100 °C hold for 4 minutes, followed by an 

increase at a rate of 3 °C/min until reaching a 

final temperature of 240 °C, where it was held for 
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20 minutes. The sample injection volume was set 

at 1.0 µl in a split mode ratio of 1:20, and helium 

(flow rate of 1 ml/min) was used as the carrier 

gas. The hydrogen flow rate of 32.0 ml/min and 

the air flow rate of 200.0 ml/min. The injection 

and detector temperatures were both set at 250 

°C. The total time of the analysis was 70 minutes. 

The "Food Industry FAME Mix Standard, Restek 

(cat# no, 35077, 37 components)" was used as a 

standard. FAME’s are identified according to the 

retention times of this standard. 

 

3. Results and Discussion 

 

Ajuga vestita BOISS. mature seeds were 

subjected to sterilization by first soaking them in 

70% ethanol for 30 seconds, followed by 

immersion in 5% NaOCI for 15 minutes. The 

seeds were then rinsed with sterile distilled water 

to remove any residual NaOCI, completing the 

sterilization process. After sterilization, the seeds 

were placed in a hormone-free 1/4 MS medium 

and allowed to grow in a plant growth chamber. 

 

Following a development period of 3 weeks, leaf 

explants from the germinated seedlings were 

used for callus initiation studies. These leaf 

explants were cultured in a 1/1 MS medium 

supplemented with hormone-free (control), BAP 

and Kin. The fatty acid contents of the callus 

extracts obtained from leaf explants cultured in 

the medium containing BAP, and Kin were 

compared with those of the control plants and 

presented in Table 1.  

 

The researchers conducted a study on the fatty 

acid contents of four plants from the Lamiaceae 

family, including Salvia verticillata, using the 

GC/MS method [7]. They identified tricosanoic 

acid and lignoceric acid as the major saturated 

fatty acids, while nervonic acid, eicosadienoic 

acid, and docosadienoic acid were identified as 

the major unsaturated ones in each plant. The 

researchers emphasized the positive impact of 

high unsaturated fatty acid content on plant 

health and suggested that their findings would 

inform future studies involving these plants. In 

our study, while the total saturated fatty acid 

ratios were 63.661%, 45.373%, and 53.342%, the 

total unsaturated fatty acid ratios were 36.339%, 

54.626%, and 46.659% for control, BAP, and 

Kin, respectively. 

In another study, researchers conducted a 

comparison of the carotenoid, fatty acid, and 

tocopherol content of leaves from A. multiflora 

plants that were either transferred to soil or 

obtained from shoots cultured in vitro [11]. They 

found that the highest levels of carotenoids, fatty 

acids, and tocopherols were obtained from the 

leaves of shoots cultured in MS medium. This 

study, which compared these characteristics 

between plants from natural environments and 

those from in vitro cultures, underscores the 

significance of studies conducted using tissue 

culture techniques. It suggests that extracts from 

in vitro cultures yield superior results compared 

to those obtained from plants grown in natural 

environments. This finding highlights the 

potential advantages and importance of utilizing 

tissue culture techniques in plant research. 

 

The leaves of Ajuga iva were analyzed for fatty 

acids, essential oils, and phenolic compounds in 

a study cited as [12]. The analysis revealed that 

linolenic and linoleic acids were the primary 

components of the fatty acid profile. 

Additionally, another study [13] conducted a 

comparative examination of neutral lipids, 

including their fatty acid composition, in callus 

cultures and leaves of Ajuga genevensis and 

Ajuga chia plants. The study highlighted the 

significant influence of species, the origin of the 

callus, and the age of the culture (number of 

subcultures) on both the composition and content 

of lipids and fatty acids. Among unsaturated fatty 

acids, linoleic acid has been reported as a 

predominant component in callus tissues, 

whereas palmitic acid is dominant in saturated 

fatty acids. Palmitic acid is a fatty acid that can 

be converted into stearic acid and oleic acid in all 

organisms [14]. 

 

The researchers concluded that the high palmitic 

acid content in all samples studied can be 

attributed to this situation. In the present study, 

palmitic acid was found to be the predominant 

component among saturated fatty acids in all 

treatments. Additionally, a similar study 

investigating the fatty acid compositions of 

Ajuga reptans L. plants yielded results consistent 

with our findings. According to the results of this 

study, palmitic acid exhibited the highest 

proportion among saturated fatty acids, while 
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linolenic and linoleic acids showed the highest 

proportions among unsaturated fatty acids [15]. 

 

Table 1. Fatty acid contents of callus extracts of A. vestita BOISS. (%m/m) 

Fatty Acids 
Extracts 

Control BAP KIN  

4:0 Butyric acid ND ND 1.324 

6:0 Caproic acid 1.840 3.915 6.898 

10:0 Decanoic acid ND ND 3.604 

11:0 Undecanoic acid ND ND 2.827 

12:0 Dodecanoic acid 0.884 1.159 0.864 

14:0 Myristic acid 1.800 1.463 1.576 

14:1 (cis-9) Myristoleic acid ND ND 0.909 

15:1 (cis-10) Pentadecanoic acid ND ND 1.092 

16:0 Palmitic acid 59.137 38.836 24.295 

17:1 (cis-10) Heptadecanoic acid 8.284 7.524 0.985 

18:0 Steraic acid ND ND 6.631 

18:1 (trans-9) Octadecanoic acid 21.097 32.283 13.498 

18:1 (cis-9) Oleic acid ND ND 0.508 

18:2 (cis-9,12) Linolelaidic acid 2.578 12.033 21.209 

18:3 (cis-9,12,15) Linolenic acid ND 2.087 5.873 

20:0 Arachidic acid ND ND 2.328 

22:0 Behanic acid ND ND 1.026 

22:1 (cis-13) Erucic acid ND ND 2.585 

22:6 (cis-4,7,10,13,16,19) Docosahexaenoic acid (DHA) 1.281 0.143 ND 

23:0 Tricosanoic acid ND ND 0.438 

24:0 Lignoceric acid ND ND 1.531 

24:1 (cis-15) Nervonic acid 3.099 0.556 ND 

Saturated fatty acids 63.661 45.373 53.342 

Monounsaturated faty acids 32.48 40.363 19.577 

Polyunsaturated faty acids 3.859 

 
14.263 27.082 

Total 100.000 99.999 100.001 

BAP: benzylaminopurine, KIN: kinetin, ND: not dedected

 

In our study, arachidic acid was detected only in 

the Kin extract, albeit in low amounts, while 

linolenic acid was present in extracts other than 

the control. It is known that linoleic acid is 

converted to jasmonic acid, which plays a 

significant role in plant metabolism, particularly 

in defense mechanisms, through 12-

oxophytodienoic acid [16-19]. The level of 

linoleic acid was found to be the lowest in the 

control group and the highest in the medium 

supplemented with Kin in the present study. 

The major fatty acids were determined by 

reviewing literature studies that investigated the 

fatty acid composition of the plants. Plant  

 

 

contents may vary due to numerous factors, 

including the geographical location where the 

plant was collected, the time of collection, the  

 

specific plant part used, the solvent utilized for 

extract preparation, and the conditions of 

analysis. This situation renders it impossible to 

obtain exactly the same results as the studies 

previously recorded in the literature. A study 

comparing the amount and composition of 

neutral lipids and their fatty acids in the leaves 

and callus cultures of Ajuga genevensis and 

Ajuga chia plants in their natural environment 

found that lipid and fatty acid content varied 
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depending on factors such as species, the origin 

of the callus, and the number of subcultures. [12]. 

Topdemir et al. applied different hormone 

concentrations and combinations (BAP and 

NAA) to the cotyledon explants of kiwi plants 

(Actinidia deliciosa). They observed a decrease 

in the ratios of palmitoleic, stearic, and linoleic 

acids in groups with different hormone 

combinations, while an increase in the ratio of 

linolenic acid was detected [20].  

 

Aly et al. investigated the effect of 2,4-D and 

benzyladenine on the stimulation of fatty acid 

synthesis in vitro. They found a decrease in 

saturated fatty acids, such as palmitic and stearic 

acid levels, in groups where plant growth 

regulators were added compared to the control 

group [21]. In the current study, hormone 

application led to a decrease in palmitoleic acid 

content and an increase in linoleic acid and 

stearic acid levels compared to the control group. 

The differences in the results of these studies 

may be attributed to the use of different plant 

species as materials and the variation in the 

hormones applied. 

 

4. Conclusion 

 

Unsaturated fatty acids, due to the double bonds 

they contain, exhibit higher reactivity compared 

to saturated fatty acids. This reactivity increases 

proportionally with the number of double bonds 

in the fatty acid chain. Unsaturated fatty acids 

play constructive and reparative roles in the 

biochemical and physiological activities of the 

body, as well as in maintaining healthy tissue 

development and balanced organ function [22]. 

They are known to play a crucial role in 

preventing various diseases such as 

cardiovascular diseases, depression, migraines, 

rheumatism, diabetes, high cholesterol, 

hypertension, allergies, and cancer [23].  

 

Therefore, the high content of unsaturated fatty 

acids found in the callus extracts of Ajuga vestita 

BOISS., particularly those containing BAP and 

Kin obtained from leaf explants under in vitro 

conditions, holds significant importance for the 

aforementioned reasons. 

 

The fact that a limited study comparing the fatty 

acid compositions of this plant has been found in 

the literature further emphasizes the importance 

of this study. The data obtained from this study 

will provide valuable insights for future research 

involving these plants. It will serve as a reference 

for any potential studies conducted with this 

plant in the future. 
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In this study, the purification of caffeine by electrochemical oxidation, one of the 

advanced oxidation processes, was systematically investigated. A boron-doped 

diamond electrode was used as the anode, which has a high potential for the 

production of large amounts of hydroxyl radicals. The effects of applied current 

density, initial pH, supporting electrolyte concentration, cathode type, anode-cathode 

distance, and initial caffeine concentration were evaluated. The results showed that 

the electrochemical degradation rates of caffeine follow pseudo-first-order kinetics, 

with rate constants ranging from 0.0154 to 0.0496 min-1 depending on the operating 

parameters. The applied current density and the electrolysis time proved to be the 

most important parameters influencing both caffeine degradation and energy 

consumption. However, varying the initial caffeine concentration and the 

concentration of the supporting electrolyte also influenced the caffeine degradation 

rates. Changing the anode-cathode distance and the type of cathode has no effect on 

the rate of caffeine degradation, but it does have an effect on energy consumption. A 

current density of 20 mA cm-2, a supporting electrolyte concentration of 50 mM 

K2SO4, an anode-cathode distance of 2 mm, a cathode type of stainless steel, and an 

initial solution pH of 3 were found to be optimal values for the degradation of a 

solution containing 25 mg L-1 caffeine in 45 minutes using a boron-doped diamond 

anode. Finally, it was found that the pH value of the solution tended to increase 

during electrolysis. 

 
1. Introduction 

 

The pollution of surface waters such as rivers and 

lakes with organic pollutants is a growing 

concern today. Protecting surface waters from 

potential contamination is of great importance as 

they are the main source of drinking water in 

many countries around the world. 

Pharmaceuticals and personal care products, 

endocrine-disrupting compounds, and pesticides 

are the primary pollutants of concern [1-3]. 

Pharmaceuticals and personal care products have 

become a primary concern for scientists and 

regulators as they have been shown to negatively 

impact freshwater fish and invertebrates and 

contribute to the development of antibiotic-

resistant bacteria [4-6].  

 

Caffeine is one of the most widely consumed 

food ingredients in the world and has been used 

for thousands of years. Caffeine is a 

methylxanthine alkaloid found in varying 

amounts in the beans, leaves, and fruits of more 

than 60 plants, including coffee beans, tea leaves, 

kola nuts, and cocoa beans [7, 8]. It is found in 

coffee, tea, chocolate, and some soft drinks, as 

well as in medicines and dietary supplements [9]. 

Coffee in particular, with 2.25 billion cups 

consumed every day, is the world’s most traded 

beverage after oil [10].  

 

Caffeine is also an important compound used in 

the pharmaceutical industry. Therefore, large 

amounts of caffeine are needed for the 
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production of various beverages, foods, and 

medicines. In line with increasing consumption, 

caffeine is continuously discharged into water 

bodies worldwide. Caffeine was detected at 8.5-

50 μg L-1 in effluent from hospital wastewater 

treatment plants in Spain [11], 2.9-83 μg L-1 in 

wastewater in the Czech Republic [12], 0.23-20.7 

μg L-1 in wastewater in Saudi Arabia [13], 5.64-

6.20 μg L-1 in wastewater in Pakistan [14], 27.8-

642 μg L-1 in wastewater in China [15], and 20.8-

159 μg L-1 in wastewater and 62.6 to 129.3 μg L-

1 in hospital wastewater in Türkiye [16].  

 

After the discharge of caffeine into the aquatic 

environment, it is extremely stable due to its high 

solubility in water and a half-life reported to be 

100-240 days [16, 17]. Conventional wastewater 

treatment processes cannot completely remove 

caffeine, which leads to its presence in surface 

waters, groundwater, oceans, and other water 

bodies and thus has a negative impact on 

ecosystems and the environment [18, 19]. 

Caffeine can also have negative effects, such as 

neurological damage and reproductive effects, 

and can even affect the survival of aquatic 

organisms [20]. Therefore, wastewater 

containing caffeine must be treated before 

discharge into the receiving environment to 

avoid environmental problems caused by the 

excessive use of caffeine and the low removal 

efficiency of conventional wastewater treatment. 

 

Conventional wastewater treatment systems for 

domestic and industrial wastewater are 

insufficient to remove some persistent organic 

pollutants. Other treatment systems are required 

to remove these persistent pollutants [21]. 

Advanced oxidation processes (AOPs) are used 

to remove various persistent organic pollutants in 

wastewater. AOPs such as sonophotocatalysis 

[22], UV/chlorine [23], ozonation [24], and 

UV/H2O2 [25] have been applied for caffeine 

removal. In recent years, new AOPs based on 

electrochemical technology, so-called 

electrochemical advanced oxidation processes 

(EAOPs), have been developed for the treatment 

of various wastewater containing refractory 

pollutants [26-28]. EAOPs are based on the 

direct or indirect oxidation of organic materials 

using an insoluble anode material (Ti, Ti/Pt, 

Ti/RuO2, Ti/IrO2, graphite, boron-doped 

diamond) [29-31]. BDD electrodes have 

technologically important properties such as an 

inert surface with low adsorption properties, 

remarkable stability against corrosion even in 

strong acids, and extremely high overpotentials 

for oxygen evolution. Due to these properties, 

BDD electrodes are known to have a high 

potential for producing large amounts of 

hydroxyl radicals, which are strong oxidising 

agents capable of mineralizing any class of 

organic pollutants, making it an effective 

application for water purification [3, 32].  

 

In this study, the degradation of caffeine was 

investigated in a batch reactor operated in 

galvanostatic mode using a BDD anode. The 

effects of different current densities, initial 

solution pH, supporting electrolyte 

concentration, cathode type, inter-electrode 

distance, and initial caffeine concentration on 

caffeine degradation were investigated. Based on 

the experimental data obtained, the degradation 

kinetics were analyzed using the pseudo-first-

order rate equation, and the energy consumption 

was also evaluated. 

 

2. Materials and Methods 

 

2.1. Chemicals 

 

Caffeine (C8H10N4O2, >98.5%), sulfuric acid 

(H2SO4, 95-98%), sodium hydroxide (NaOH, 

>99%), and potassium sulfate (K2SO4, >99%) 

were purchased from Merck. All solutions were 

prepared with distilled water at room 

temperature. 

 

2.2. Analytical procedures 

 

A standard caffeine stock solution was prepared 

and diluted with distilled water to obtain known 

caffeine concentrations of 2, 5, 10, 20, 30, 40, 

and 50 mg L-1. The absorbance values of these 

caffeine concentrations were measured in a UV-

Vis spectrophotometer (DR 6000, HachLange) at 

a specific wavelength of 273 nm, and the 

calibration curve was plotted. The absorbance 

was found to be linearly related to the caffeine 

concentration, and the coefficient of 

determination for the experimental data was R2= 

0.9997. The degradation efficiency and energy 

consumption were calculated using Equation 1 

and Equation 2, respectively: 
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( ) ( )t 0Removal, % = 1-C C ×100   (1) 

 

( )-3

SEc, kWh m =V×I×t V    (2) 

 

where C0 is the initial caffeine concentration (mg 

L-1), Ct is the caffeine concentration at time t (mg 

L-1), V is mean cell voltage (V), I is electrolysis 

current (A), t is electrolysis duration (h), and VS 

is solution volume (L). 

 

2.3. Experimental setup 

 

The electrolysis experiments were carried out in 

an undivided cylindrical electrochemical cell 

(Figure 1) made of glass with a diameter of 7.5 

cm and a capacity of 400 mL of aqueous solution. 

A single boron-doped diamond electrode (BDD) 

with an area of 50 cm2 (5 cm x 10 cm) was used 

as the anode. The BDD electrode with a 12 μm 

thick diamond layer on niobium was purchased 

from DiaCCon GmbH (Germany). Stainless steel 

(SS), graphite, and BDD electrodes with an area 

of 50 cm2 (5 cm x 10 cm) were used as cathodes. 

The anode and cathode electrodes were 

immersed 7 cm deep in the solution. Therefore, 

35 cm2 was used as the anode area.  

 

The temperature of the solution was kept 

constant at 25°C using a temperature-controlled 

cooling/heating circulator (LABO, C200-H13). 

Potassium sulfate (K2SO4) was added to the 

reactor as a supporting electrolyte to improve the 

conductivity of the solution. The caffeine-

containing solution was stirred continuously at 

600 rpm using a magnetic stirrer (IKA, RCT 

basic) to improve mass transfer. The electrolysis 

experiments were performed with a constant 

current power supply (GW Instek, PSW 80-

40.5). This device also displayed the cell voltage 

during the entire process. Experiments were 

performed at the natural pH of the caffeine 

solution, 5.8, unless otherwise stated. Without 

adding a buffer solution, the pH of the solution 

was adjusted to the desired value only once at the 

beginning of the experiment with 1 M H2SO4 or 

1 M NaOH and was not changed during the 

experimental run. At each sampling time, the 

change in the pH value of the solution was 

monitored using the portable WTW MultiLine® 

Multi 3620 IDS meter (Xylem Analytics, 

Germany).  

 
Figure 1. Diagram of the experimental setup 

 

2.4. Kinetic analysis 

 

The removal of organic compounds by the 

electrooxidation process follows pseudo-first-

order kinetics [27, 33, 34]. The reaction rate 

constant (k1) can, to a certain extent, indicate the 

rate of the overall reaction. Therefore, the 

nonlinear form of the pseudo-first-order kinetic 

model shown in Equation 3 is used in this study 

to understand the degradation kinetics of caffeine 

under different reaction conditions: 

 

1dC dt k t= −        (3) 

 

where k1 is the rate constant (min-1) for the 

pseudo-first-order kinetic model, t is the reaction 

time, and C0 and Ct are the caffeine 

concentrations (mg L-1) in the initial sample and 

in the sample at any time, respectively. The 

Microsoft Excel solver add-in tool was used to 

estimate the parameters of the kinetic model. 

 

3. Results and Discussion 

 

The effects of applied current density (5-20 mA 

cm-2), supporting electrolyte concentration (10-

50 mM), initial solution pH (3-10), initial 

caffeine concentration (25-75 mg L-1), cathode 

type (SS, graphite, BDD), and anode-cathode 

distance (2-14 mm) on caffeine degradation in 

the electrooxidation system were systematically 

analyzed. 

 

3.1. Effect of applied current density 

 

The applied current density is the most important 

parameter affecting both the degradation kinetics 

and the treatment costs, as it influences the 

amount of oxidizing species produced [35]. The 

effect of the applied current density on caffeine 

degradation is shown in Figure 2. The 
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experimental conditions were an initial pH of 5.8, 

a supporting electrolyte concentration of 50 mM, 

an initial caffeine concentration of 25 mg L-1, an 

anode-cathode distance of 2 mm, and cathode 

type of SS. Figure 2(a) shows that caffeine 

removal varies at different current densities. At 

the end of the electrolysis time (120 min), 

caffeine removal was 75.2%, 92.7%, and 96.3% 

at current densities of 5, 10, and 20 mA cm-2, 

respectively.  

 

After 60 minutes of electrolysis, the efficiency of 

caffeine degradation was 59.1%, 75.0%, and 

96.0% at current densities of 5, 10, and 20 mA 

cm-2, respectively. Increasing the applied current 

density increases the rate and amount of hydroxyl 

radical production on the BDD surface according 

to Equation 4 [28, 35], and thus increases the 

efficiency of caffeine degradation. As the current 

density increases, the caffeine degradation time 

decreases. Li et al. reported the electrochemical 

degradation of ciprofloxacin with a BDD anode 

and found that ciprofloxacin was completely 

degraded in about 10 minutes at a current density 

of 40 mA cm-2 [36]. The pseudo-first-order 

reaction rate constant calculated by the non-

linear method is 0.0154, 0.0238, and 0.0438 min-

1 for current densities of 5, 10, and 20 mA cm-2, 

respectively. These results indicate that the rate 

of caffeine degradation depends significantly on 

the current density. The pseudo-first-order rate 

constant showed a linear correlation with the 

increase in applied current density (k1= 

0.0019×J + 0.0051; R2= 0.9988). Similar results 

were obtained in the ibuprofen removal study 

[37]. 

 

The effect of applied current density on energy 

consumption in electrolysis experiments 

conducted at different current densities was 

calculated using Equation 2 and shown in Figure 

2(b). As the current density of the system 

increases, the energy consumption increases 

along with the voltage increase. The energy 

consumption for current densities of 5, 10, and 20 

mA cm-2 is calculated as 3.80, 8.44, and 18.75 

kWh m-3, respectively. With increasing current 

density, the amount of oxidizing species 

produced according to Equation 4 increases [35], 

which can lead to chemical changes on the 

electrode surface and reduce the lifetime of the 

electrode [38]. Although a high current density 

increases caffeine removal, it can lead to a 

decrease in current efficiency above a certain 

value [31, 39]. The decrease in current efficiency 

can be attributed to the degradation of caffeine by 

BDD(•OH) and the formation of less degradable 

by-products and parasitic reactions of 

BDD(•OH). The most important of these 

parasitic reactions is the oxidation of BDD(•OH) 

to O2 at the anode, according to Equation 5. 

However, it can also occur by dimerization of 

BDD(•OH) to H2O2 according to Equation 6 and 

formation of hydroperoxyl radicals, which have 

a low oxidation capacity of BDD(•OH) and H2O2 

according to Equation 7. Increasing the speed of 

these reactions means that less oxidizing 

BDD(•OH) is formed, and thus the degradation 

of organic pollutants is reduced [31, 40–42]. For 

these reasons, higher current densities were not 

investigated. 

 

 
Figure 2. Variation of caffeine degradation 

efficiency (a) and energy consumption (b) over time 

with applied current density 

 

( ) ( )2BDD H O BDD OH H e• + −→ + +    (4) 

 

( ) 21 2BDD OH BDD O H e• + −→ + + +    (5) 

 

( ) 2 21 2BDD OH BDD H O• → +     (6) 

 

( ) ( )2 2 2 2BDD OH H O BDD HO H O• •+ → +     (7) 
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3.2. Effect of supporting electrolyte 

concentration 

 

Supporting electrolytes (SEs) are one of the 

important parameters that influence the 

electrochemical degradation process [43]. 

Increasing the SE concentration plays an 

important role in increasing the conductivity of 

the solution and accelerating electron transfer 

[44]. In this study, K2SO4 was used as SE, and 

the effect of different SE concentrations (10, 25, 

and 50 mM K2SO4) on caffeine degradation was 

investigated (Figure 3). The experimental 

conditions were an initial pH of 5.8, a current 

density of 20 mA cm-2, an initial caffeine 

concentration of 25 mg L-1, an anode-cathode 

distance of 2 mm, and cathode type SS. SE has a 

major influence on the degradation of caffeine in 

the BDD-SS system. Figure 3(a) shows that the 

efficiency of caffeine degradation varies with the 

different SE concentrations.  

 

The efficiency of caffeine degradation at 60 min 

of electrolysis time is 67.7%, 87.7%, and 96.0% 

at 10, 25, and 50 mM SE concentrations, 

respectively. After 120 minutes of electrolysis, 

caffeine removal was 93.4 %, 98.7 %, and 96.7 

% for 10, 25, and 50 mM SE concentrations, 

respectively. These results show that the caffeine 

removal rate depends on the SE concentration 

and that the caffeine removal time decreases with 

increasing SE concentration. The pseudo-first-

order reaction rate constants are 0.0196, 0.0308, 

and 0.0438 min-1 for supporting electrolyte 

concentrations of 10, 25, and 50 mM, 

respectively. The pseudo-first-order reaction rate 

constant showed a linear correlation with the 

concentration of the supporting electrolyte (k1= 

0.0006×[K2SO4]0 + 0.0145; R2= 9901).  

 

The required voltage decreases as the SE 

concentration increases. By increasing the SE 

concentration to 10, 25, and 50 mM, the average 

voltage decreased to 6.0, 5.5, and 5.4 V, 

respectively. The energy consumption was 

calculated as 21.11, 19.17, and 18.75 kWh m-3 

with increasing SE concentration (Figure 3(b)). 

Therefore, considering the electrical energy 

consumption, a higher SE concentration would 

be more suitable for the operation of the system. 

However, if the salt concentration (i.e., the SE 

concentration) exceeds a certain threshold value, 

a salt film may form on the electrode surface, 

which reduces the number of active sites on the 

electrode or causes a change in the chemistry of 

the active sites, leading to a reduction in the 

pollutant degradation rate [45, 46]. 

 

 
Figure 3. Variation of caffeine degradation 

efficiency (a) and energy consumption (b) over time 

with SE concentration 

 

3.3. Effect of anode-cathode distance 

 

Various studies on the electrooxidation process 

have reported that the distance between the anode 

and cathode influences the rate of decomposition 

and the electrical energy consumption [47-49]. 

The effects of different anode-cathode distances 

(2, 8, and 14 mm) on caffeine degradation were 

investigated; the results are shown in Figure 4. In 

the experiments, the initial pH was 5.8, the 

current density was 20 mA cm-2, the supporting 

electrolyte concentration was 50 mM, the initial 

caffeine concentration was 25 mg L-1, and the 

cathode type was SS. After 120 minutes of 

electrolysis, the degradation efficiencies are 

almost the same regardless of the distance 

between the anode and cathode (Figure 4(a)).  

 

Examination of the pseudo-first-order reaction 

rate constants shows that the degradation of 

caffeine is faster with smaller anode-cathode 

distances. The caffeine degradation rates for 2, 8, 

and 14 mm distances are 0.0438, 0.0403, and 

0.0392 min-1, respectively. In studies where 

coking wastewater, sulfamethoxazole, and 
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perfluorooctanoic acid were removed, it was 

reported that electrolysis proceeds at higher 

reaction rates under shorter distances between 

the anode and cathode [47, 49, 50]. By increasing 

the anode-cathode distance to 2, 8, and 14 mm, 

the average voltage increased to 5.4, 5.7, and 6.6 

V, respectively. Since the electrolysis system 

was operated at a constant current, the energy 

consumption increased with the increase in 

voltage. By increasing the anode-cathode 

distance to 2, 8, and 14 mm, the energy 

consumption was calculated to be 18.75, 19.94, 

and 22.99 kWh m-3, respectively (Figure 4(b)). 

Therefore, considering the electrical energy 

consumption, a shorter distance would be more 

suitable for the operation of the system. 

 

 
Figure 4. Variation of caffeine degradation 

efficiency (a) and energy consumption (b) over time 

with anode-cathode distance 

 

3.4. Effect of initial caffeine concentration 

 

To determine the effects of the initial 

concentration of caffeine, several experiments 

were performed with initial concentrations of 25, 

50, and 75 mg L-1 using 50 mM K2SO4 solutions 

as the supporting electrolyte (Figure 5). Further 

experimental parameters were an initial pH value 

of 5.8, a current density of 20 mA cm-2, an anode-

cathode distance of 2 mm, and a cathode SS. At 

an electrolysis time of 60 minutes, the efficiency 

of caffeine degradation was 96.0%, 86.2%, and 

77.8% for initial caffeine concentrations of 25, 

50, and 75 mg L-1, respectively. After 105 

minutes of electrolysis time, the change in initial 

caffeine concentration had no significant effect 

on caffeine degradation. As the caffeine 

concentration was increased from 25 to 75 mg L-

1, the absolute caffeine removal amounts 

increased from about 24 mg L-1 to 58 mg L-1 at 

the end of the 60 minutes electrolysis time. The 

total amount of caffeine removed by electrolysis 

was higher with increasing initial caffeine 

concentration. One possible reason for this was 

that increasing the initial caffeine concentration 

increased the concentration gradient and mass 

transfer through the diffusion layer, which in turn 

increased degradation at the electrode [51, 52].  

 

 
Figure 5. Variation of caffeine degradation 

efficiency over time with initial caffeine 

concentration 

 

The rate of caffeine degradation decreased with 

increasing initial caffeine concentration. The 

pseudo-first-order reaction rate constants were 

0.0438, 0.0297, and 0.0251 min-1 for initial 

caffeine concentrations of 25, 50, and 75 mg L-1, 

respectively. The results were similar to the 

electrochemical oxidation of ciprofloxacin and 

the decolorization of reactive orange 122 by the 

UV/H2O2 process [52, 53]. The decrease in the 

reaction rate constant at higher caffeine 

concentrations can be attributed to the formation 

of a larger amount of by-products that can 

compete with the caffeine itself. The energy 

consumption was calculated to be 18.75, 17.79, 

and 17.59 kWh m-3 for initial caffeine 

concentrations of 25, 50, and 75 mg L-1, 

respectively. It can be concluded that the energy 

consumption was not significantly affected by 

changing the initial caffeine concentration. 
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3.5. Effect of different cathodes 

 

Figure 6 shows the effects of cathode type on 

caffeine degradation during the electrolysis of 

caffeine. The experiments were performed with 

stainless steel (SS), graphite, and boron-doped 

diamond (BDD) cathodes and a BDD anode. The 

experiments were carried out at the natural pH of 

the solution (5.8). The initial caffeine 

concentration was 25 mg L-1, the current density 

was 20 mA cm-2, the anode-cathode distance was 

2 mm and the concentration of the supporting 

electrolyte was 50 mM K2SO4.  

 

 
Figure 6. Variation of caffeine degradation 

efficiency (a) and energy consumption (b) over time 

with different cathodes 

 

The results showed that the type of cathode used 

had no significant effect on the degradation 

efficiency of caffeine as a function of electrolysis 

time (Figure 6(a)). However, in a study 

conducted on the removal of tetracycline, it was 

reported that the use of carbon felt as a cathode 

was more efficient than stainless steel [54]. The 

pseudo-first-order reaction rate constants 

calculated with the non-linear method are 

0.0438, 0.0422, and 0.420 min-1 for SS, graphite, 

and BDD, respectively. The estimated removal 

rate is slightly higher when SS is used as a 

cathode.  

 

When analyzing the energy consumption, 18.75, 

19.66, and 21.09 kWh m-3 were calculated for 

SS, graphite, and BDD, respectively (Figure 

6(b)). From this, it can be seen that the cathode 

type affects the energy consumption, and SS is 

the cathode type with the lowest energy 

consumption. It should also be noted that SS as a 

cathode is less expensive than graphite and BDD 

[55, 56]. Therefore, SS was chosen as the cathode 

material. 

 

3.6. Effect of initial solution pH 

 

The results of the experiments to investigate the 

influence of initial solution pH on caffeine 

degradation are shown in Figure 7. Without the 

addition of buffer solution, the pH value of the 

solution was adjusted to the desired value only 

once at the beginning of the experiment with 1 M 

H2SO4 or 1 M NaOH and was not changed during 

the experiment. In the experiments, the applied 

current density was 20 mA cm-2, the initial 

caffeine concentration was 25 mg L-1, the anode-

cathode distance was 2 mm, the cathode type was 

SS, and the supporting electrolyte concentration 

was 50 mM. At an electrolysis time of 45 

minutes, the efficiency of caffeine degradation 

was 98.5%, 90.8%, and 92.2% at an initial pH of 

3, 5.8, and 10, respectively.  

 

At an electrolysis time of 120 minutes, the 

change in initial pH had no significant effect on 

the degradation of caffeine. This shows that a 

wide range of initial pH values can be applied in 

the degradation of caffeine at the BDD anode 

(Figure 7(a)). The rate constants of the pseudo-

first-order reaction calculated by the non-linear 

method were 0.0496, 0.0438, and 0.0483 min-1 

for initial pH 3, 5.8, and 10, respectively. The 

degradation of caffeine was faster at an initial pH 

of 3 than at a higher initial pH. The difference in 

the degradation rate of organic matter at different 

pH values is often attributed to the higher redox 

potential of hydroxyl radicals under acidic 

conditions compared to alkaline conditions [57]. 

Similar results were obtained in the 

electrochemical oxidation of 2,4-

dichlorophenoxyacetic acid and sulfamerazine 

[58, 59]. The energy consumption was calculated 

to be 18.25, 18.75, and 18.17 kWh m-3 for an 

initial pH of 3, 5.8, and 10, respectively. It can be 

concluded that changing the initial pH of the 

solution has no effect on energy consumption. 
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Figure 7. Variation of caffeine degradation 

efficiency (a) and solution pH (b) over time with 

initial pH value 

 

The change in pH of the solution with time 

during electrolysis is shown in Figure 7(b). In the 

experiment conducted at an initial solution pH of 

3, an increase in pH with electrolysis time was 

observed. After 60 minutes of electrolysis, the 

pH value of the solution reached 3.8. The pH 

value of the solution then increased rapidly and 

reached 9.1 after 120 minutes. With an initial pH 

value of the solution of 5.8, the pH value of the 

solution increased to 9.4 after 20 minutes of 

electrolysis. Thereafter, the pH of the solution 

slowly increased and reached 10.2 at the end of 

120 minutes. With an initial solution pH of 10, 

the solution pH value first decreased to 9.8 and 

then increased to 10.6. Therefore, it can be said 

that the pH value tends to increase during the 

electrochemical degradation of caffeine using a 

BDD anode and an SS cathode.  

 

The oxidation reaction at the anode decreases the 

pH of the solution, while the reduction reaction 

at the cathode causes an increase in the pH of the 

solution (Equations 4 and 5) [46]. The oxidation 

reaction of the water on the cathodic surface 

(Equation 8) and the resulting release of hydroxyl 

ions, which are formed during this process, into 

the aqueous environment can lead to an increase 

in the pH value with the electrolysis time [57, 60, 

61]. In addition, the increase in the pH of the 

solution may also be related to the scavenging of 

the hydroxyl radical in the presence of sulfate, 

according to Equation 9 [62]. 

 

2𝐻2𝑂 + 2𝑒
− → 𝐻2 + 2𝑂𝐻

−     (8) 

 
2

4 4SO OH SO OH− • •− −+ → +      (9) 

 

4. Conclusion 

 

This study demonstrates the efficient degradation 

of caffeine by anodic oxidation using a BDD 

electrode. From a kinetic point of view, it was 

found that the degradation of caffeine follows the 

pseudo-first-order kinetics, while the reaction 

rate constant increases with increasing current 

density and concentration of the supporting 

electrolyte and decreases with increasing initial 

caffeine concentration. It was found that the 

influence of the anode-cathode distance, the 

cathode type, and the initial pH of the solution on 

the reaction rate constant was not very 

significant. When analyzing the energy 

consumption, the applied current density and the 

electrolysis time were found to be the most 

effective parameters.  

 

It was found that the supporting electrolyte 

concentration, the anode-cathode distance, and 

the cathode type have a minor influence on 

energy consumption. A current density of 20 mA 

cm-2, a supporting electrolyte concentration of 50 

mM K2SO4, an anode-cathode distance of 2 mm, 

a cathode type of SS, and an initial solution pH 

of 3 were found to be the optimum values for 

degrading a solution containing 25 mg L-1 

caffeine in 45 minutes using a BDD anode. It was 

found that the pH of the solution tended to 

increase during electrolysis. 
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In the context of the widespread application of robotics technology across numerous 

industrial sectors, the security of data communication in industrial robot arms 

emerges as a paramount concern. These robotic arms are instrumental in enhancing 

productivity and safety in a variety of fields, including but not limited to 

transportation, agriculture, construction, and mining, by automating tasks and 

reducing human exposure to hazardous conditions. This paper proposes a novel 

hybrid encryption strategy to fortify the data security of these industrial robot arms, 

particularly focusing on preventing data breaches during both wired and wireless 

communications. The suggested encryption framework combines the strengths of 

Elliptic Curve Cryptography (ECC) for its efficient asymmetric encryption 

capabilities, ChaCha20 for its rapid and low-energy symmetric encryption, and 

Poly1305 for ensuring data integrity through its message authentication code (MAC) 

algorithm. By leveraging these technologies, the paper outlines the development and 

application of a secure communication protocol, implemented using Python, that 

guarantees the confidentiality and integrity of data shared among robot arms and 

between these arms and their control systems. Additionally, the research conducts a 

comparative analysis between the ECC-based method and the RSA encryption 

standard, highlighting the efficiency and effectiveness of the proposed hybrid 

approach through various tests on different data types and sizes. The findings 

illustrate a marked improvement in safeguarding against potential data leaks, thereby 

significantly contributing to the enhancement of industrial robot arms' data security. 

This study not only addresses the pressing need for robust data protection 

mechanisms in the face of evolving cyber threats but also sets a benchmark for future 

research in the field of industrial robotics security. 

 
1. Introduction 

 

Under the leadership of technological 

innovation, the role of robots, especially 

industrial robot arms, in modern society has been 

steadily increasing, particularly in areas such as 

manufacturing and assembly. One of the key 

reasons for the preference of robots is their 

ability to move quickly and precisely [1]. 

Industrial robot arms are designed to automate 

processes, save labor costs, reduce risky working 

conditions, and provide support in situations 

where human labor is inadequate. These robot 

arms find widespread applications, ranging from 

factory automation to surgical operations, from 

the agricultural sector to military applications, 

and they have been highly successful in 

increasing the efficiency of business processes 

while reducing costs. However, the wireless or 

wired communication capabilities of industrial 

robot arms pose serious challenges in terms of 

data security. Security vulnerabilities in 

communication can potentially lead to 

unauthorized access to sensitive industrial data, 

necessitating significant measures to be taken to 

ensure the communication security of industrial 

robot arms. 

Research Article 

Sakarya University Journal of Science 

ISSN : 2147-835X 

Publisher : Sakarya University 
Vol. 28, No. 4, 756-773, 2024 

DOI: https://doi.org/10.16984/saufenbilder.1440949 

 

Cite as: M. E. Erbil, M. Özkahraman, H. C. Bayrakçı (2024). Enhancing Industrial Robot Arms Data Security with a Hybrid Encryption Approach, Sakarya University 

Journal of Science, 28(4), 756-773. https://doi.org/10.16984/saufenbilder.1440949 

                                 

 This is an open access paper distributed under the terms and conditions of the Creative Commons Attribution-NonCommercial 4.0 International License. 

https://orcid.org/0009-0003-9394-8588
https://orcid.org/0000-0002-3501-6497
https://orcid.org/0000-0001-5064-7310


Mustafa Emre Erbil, Merdan Özkahraman, Hilmi Cenk Bayrakçı   

 

757 
 

The data security of industrial robot arms has 

become critical with the increasing automation 

and system complexity. However, most previous 

studies have focused on the security of 

automation systems [2] and robot operating 

systems [3], leaving a gap in the area of data 

security for robot arms. With the aim of 

addressing this gap, the objective of this study is 

to propose a hybrid encryption method based on 

ECC (Elliptic Curve Cryptography), ChaCha20, 

and Poly1305 to ensure data security during the 

communication of industrial robot arms. 

 

This hybrid method combines symmetric 

encryption with a message authentication code 

algorithm and combines this combination with 

asymmetric encryption to provide an optimal 

solution in terms of both security and 

communication speed. ECC is known for its 

strong security features while offering 

advantages in terms of processor intensity and 

computation time. On the other hand, symmetric 

encryption methods provide fast communication 

but may face challenges such as key 

management. In this study, the ChaCha20-

Poly1305 combination created with the security 

advantages of ECC and its fast, data-integrity-

ensuring communication capacity will be used to 

securely encrypt communication between 

industrial robot arms and control systems.  

 

Furthermore, a comparison will be made between 

ECC and the RSA (Rivest-Shamir-Adleman) 

asymmetric encryption method, elucidating the 

advantages of ECC. The ECC-ChaCha20-

Poly1305 hybrid encryption method developed 

using the cryptography, Crypto.Cipher, and 

Crypto.Random libraries within the Python 

programming language aims to prevent potential 

data leaks during communication and to protect 

the confidentiality and integrity of transmitted 

data. The results obtained through this 

methodology will represent a significant step in 

ensuring data security for industrial robot arms. 

 

Industrial robot arms have become an 

indispensable part of modern production 

processes. These robot arms, complex devices 

created by the combination of mechanical and 

control systems, can automate various tasks and 

enhance the efficiency of the production process. 

They can replace human labor in complex, 

repetitive, or hazardous tasks [4]. Equipped with 

advanced control systems and precision sensors, 

industrial robot arms can be programmed to 

learn, execute, and optimize the movements and 

processes required to complete specific tasks [5]. 

Used in various industrial sectors such as 

automotive, electronics, food and beverage, 

pharmaceuticals, these robot arms complete 

operations quickly and consistently, increasing 

overall production efficiency. Additionally, the 

use of robot arms in hazardous or challenging 

work conditions enhances workplace safety, 

reducing work accidents and injuries [6]. 

 

The application areas of industrial robot arms are 

extensive and diverse. Tasks such as material 

handling, assembly, welding, paint spraying, 

packaging, and quality control can be automated 

with the assistance of robot arms. The use of this 

technology accelerates the workflow, increases 

efficiency and safety, reduces production costs, 

and enhances product quality [7]. Robot arms 

enable businesses to produce faster and more 

effectively while safeguarding worker health. 

Robot arms equipped with various sensors and 

artificial intelligence technology can perceive 

their surroundings and move independently, 

adapt to various applications, and successfully 

complete complex tasks [8].  

 

With advancing technology, the capabilities of 

industrial robot arms are increasing, making it 

easier to complete more complex and precise 

operations with their assistance. This facilitates 

the automation of the production process and 

reduces labor costs. The use of robot arms 

enhances production process flexibility, enabling 

businesses to respond more quickly and 

effectively to market demands [9]. Furthermore, 

robot arms efficiently complete tasks, leading to 

energy savings and waste reduction, contributing 

to environmental sustainability [10]. 

 

2. State of the Art 

 

Encryption is a method employed for ensuring 

the secure protection of information and data 

security. This method transforms information 

into a format that can only be accessed or 

understood by authorized individuals. This 

transformation process is carried out using one or 

more private keys, resulting in the conversion of 
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plain text, which is the understandable form of 

information, into unreadable encrypted text [11]. 

Encryption technology holds vital importance, 

particularly in the realms of information security 

and data privacy. Encryption methods are 

generally categorized into two main categories: 

asymmetric encryption and symmetric 

encryption. Both of these methods play a critical 

role in safeguarding data. 

 

Wireless and wired communication refer to 

communication conducted over networks that are 

commonly used today, encompassing mobile 

devices, sensor networks, Internet of Things 

(IoT) devices, and broadband connections, 

among others. Both of these communication 

types face a range of security challenges. 

Wireless communication, in particular, becomes 

more vulnerable to attacks due to the 

transmission of data in a physically unprotected 

environment, emphasizing the significance of 

data security and privacy [12].  

 

Encryption methods are widely employed in both 

communication systems to ensure data security. 

Encryption protects data against unauthorized 

access by transforming it from a comprehensible 

state into an encrypted form. Encryption methods 

used in wireless and wired communication 

systems are designed to meet security 

requirements and ensure data integrity, 

confidentiality, and identity authentication. 

Hybrid encryption is a security strategy 

commonly preferred in both systems. In this 

method, asymmetric encryption, symmetric 

encryption, and message authentication code 

algorithms, such as ECC, ChaCha20, and 

Poly1305, are used together to combine the 

advantages of each algorithm, resulting in a 

stronger security solution [13].  

 

Asymmetric encryption (ECC) is used for 

operations like key exchange and identity 

verification, symmetric encryption (ChaCha20) 

is used for data encryption and decryption, and 

the message authentication code algorithm 

(Poly1305) is used to enhance symmetric 

encryption [14]. In this way, the hybrid 

encryption approach provides a secure key 

exchange while offering a fast and efficient 

solution for data encryption. Additionally, this 

method examines and elucidates the differences 

between ECC and RSA asymmetric encryption 

methods, which have been frequently compared 

in recent times, to explain why ECC encryption 

method is the preferred choice. 

 

The use of hybrid encryption in both wireless and 

wired communication systems offers significant 

advantages in terms of data security. Asymmetric 

encryption algorithms reduce the risk of 

unauthorized access during data transfer by 

providing a secure key exchange. 

Simultaneously, symmetric encryption 

algorithms offer rapid data encryption and 

decryption, facilitating high-performance data 

transmission. Therefore, the hybrid encryption 

approach strikes a balance between security and 

performance in wireless and wired 

communication systems [15]. 

 

2.1.Asymmetric encryption 

 

Asymmetric encryption, also known as public-

key cryptography, is a method that enables 

secure data transfer using two keys. These two 

keys form a pair, one being public and the other 

private. The public key is shared openly with 

everyone, while the private key is known only to 

the recipient of the message. Data is encrypted 

using the public key and can only be decrypted 

using the matching private key. This ensures 

secure data transmission but is computationally 

more expensive. Asymmetric encryption is 

widely used today in many security protocols and 

applications, particularly due to its ability to 

provide secure data transmission [16]. 

Asymmetric encryption relies on the complex 

structure of mathematics, and its security is based 

on the difficulty of solving specific mathematical 

problems. It is a combination of mathematical 

concepts that form the foundation of encryption, 

allowing its use in various applications [17].  

 

Asymmetric encryption is based on the following 

mathematical principles: 

 

• One-way Functions; These are 

mathematical functions that can be easily 

calculated in one direction but are 

difficult to reverse. For example, 

multiplying two large prime numbers is 

easy, but factoring the product back into 

its prime factors is challenging. 
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• Modular Arithmetic; This involves 

processing numbers within a limited 

system defined by a modulus value. 

Modular arithmetic is commonly used in 

encryption operations because some 

operations are difficult to reverse. 

• Distributed Systems; Asymmetric 

encryption allows both keys to operate 

independently. The public key is 

accessible to everyone, while the private 

key is known only to authorized users. 

 

These principles enable the application of 

asymmetric encryption in areas such as data 

security, digital signatures, and secure electronic 

transactions [18]. Figure 1 illustrates the 

asymmetric encryption scheme. 

 

2.1.1. RSA (Rivest-Shamir-Adleman) 

 

RSA, an asymmetric encryption algorithm 

proposed by Ron Rivest, Adi Shamir, and 

Leonard Adleman in 1977, employs two keys: a 

private key and a public key. The public key is 

used for data encryption, while the private key is 

utilized for data decryption. RSA finds common 

application in digital signatures and key 

exchange protocols [19]. RSA encryption is 

grounded in the principle of one-way functions in 

asymmetric cryptography. Its security hinges on 

the complexity of factoring large prime numbers. 

The RSA encryption and decryption process 

consists of key generation, encryption, and 

decryption steps [20]. In the key generation 

phase, two large prime numbers (p) and (q) are 

initially selected as a fundamental security 

measure. This selection is at the core of the 

algorithm's security. The product of these prime 

numbers (n) defines the modulus employed in 

encryption and decryption operations, as 

expressed in Equation 1. 

 

n = p x q          (1)  

 

Euler's totient function is calculated, as depicted 

in Equation 2, and is an integral part of security 

based on the difficulty of factoring prime 

numbers. 

 

φ(n) = (p-1) x (q-1)      (2) 

 

The public key (e) is typically chosen as a small, 

commonly used prime number such as 65537, 

and is employed for encryption. The private key 

(d), calculated as specified in Equation 3, ensures 

the secure decryption of data.  

 

e x d ≡ 1 (mod φ(n))          (3) 

Figure 1. Asymmetric encryption scheme. 
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The encryption process involves encrypting the 

message (M) using the public key (e, n), 

expressed in Equation 4. This process ensures 

data protection and security against unauthorized 

access. 

 

C = Me (mod n)      (4) 

 

The decryption process, on the other hand, 

decrypts the encrypted message (C) using the 

private key (d, n), as indicated in Equation 5. This 

enables only authorized recipients to access the 

original content of the message. 

 

M = Cd (mod n)       (5) 

 

These processes of RSA establish a robust 

security foundation based on the complexity of 

factoring large numbers, making it one of the 

fundamental security tools in the digital world. 

 

2.1.2. ECC (Elliptic Curve Cryptography) 

 

Elliptic Curve Cryptography (ECC) is an 

advanced asymmetric encryption technology 

commonly employed in digital signature 

generation and encrypted data exchange. This 

method operates using two keys: a private key, 

known only to the individual, and a public key, 

openly shared with everyone.  

 

While the public key is influential in data 

encryption, the corresponding private key is 

solely used during the decryption process. ECC's 

robustness relies on the mathematical operations 

involving elliptic curves, which are considered 

one-way functions. This characteristic allows for 

superior security with shorter key lengths. ECC's 

essence lies in the ease of performing these 

mathematical operations while making it 

considerably challenging to calculate their 

inverses, especially scalar multiplication on 

elliptic curves.  

 

Thanks to these features, ECC ensures secure key 

distribution and data integrity, rendering it a 

popular choice in wireless communication and 

smart device technologies. ECC's unique 

advantages include its energy efficiency and the 

ability to provide high-level security and 

performance even in devices with limited 

computational capacity. The mathematical 

complexity of operations defined on elliptic 

curves produces flexible secure solutions that 

meet modern encryption requirements [21]. The 

ECC encryption and decryption process consists 

of key generation, encryption, and decryption 

steps [22].  In the key generation phase, an 

elliptic curve and a starting point (G) are initially 

selected. Then, a random number (k) is chosen as 

the private key. Finally, the public key is 

calculated as the product of (k) and (G), as shown 

in Equation 6. 

 

P = k x G        (6) 

 

During the encryption phase, the message (M) is 

encrypted using the recipient's public key (P) and 

a randomly chosen number (r). An interim point 

is calculated as demonstrated in Equation 7. 

 

R = r x G           (7) 

 

Another point is determined using the recipient's 

public key, as depicted in Equation 8. 

 

S = r x P         (8) 

 

The message (M) is encrypted as a function of 

point (S). In the decryption phase, the encrypted 

message (C) is decrypted using the private key 

(k). A multiplication of the private key (k) and 

the point (R) received from the sender is 

computed, as illustrated in Equation 9. 

 

T = k x R       (9) 

 

The multiplication given in Equation 9 is 

equivalent to the point (S) created during 

encryption. Message (M) is then decoded using 

(T). Both systems are founded on mathematical 

complexities: factoring large prime numbers in 

RSA and finding the inverse of scalar 

multiplication on elliptic curves in ECC. These 

attributes make both systems powerful tools in 

modern cryptography.  

 

From a security and efficiency perspective, ECC 

is particularly suitable for devices with 

constrained energy consumption and 

computational capacity. Hence, ECC is a 

preferred method in blockchain technologies, 

smart contracts, and numerous advanced 

cryptographic applications. 
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2.2. Symmetric encryption 

 

Symmetric encryption, also known as symmetric 

cryptography, is a encryption method where both 

encryption and decryption processes are 

performed using the same key. This method 

requires less computational power compared to 

asymmetric cryptography, making it faster. 

However, the weakness of symmetric encryption 

lies in the necessity of securely sharing the key 

between two parties. If the key falls into the 

hands of malicious individuals, the encrypted 

data can be easily decrypted. Symmetric 

encryption is particularly advantageous when 

there is a need to encrypt a large amount of data 

quickly [23]. Figure 2 illustrates the Symmetric 

Encryption Scheme. 

The fundamental principles of symmetric 

encryption are as follows: 

 

• Key Protection: The security of 

encryption relies on the careful protection 

of the key by both the sender and the 

recipient. The compromise of the key 

under any circumstances can jeopardize 

the security of the entire encryption 

system. 

 

• Processing Speed and Efficiency: 

Symmetric encryption offers a fast and 

efficient solution for encryption and 

decryption processes due to the use of the 

same key for both operations. This 

feature makes it ideal for scenarios that 

require the processing of large volumes 

of data. 

• Operation on Data Blocks: These systems 

typically divide data into fixed-size 

blocks and encrypt each block separately. 

This block-based approach ensures the 

organized and secure processing of data 

[24]. 

Thanks to these fundamental principles, 

symmetric encryption has become an effective 

tool in various fields, especially in internet 

security and network encryption. This method 

offers speed and efficiency while also requiring 

the secure management of keys, making it a 

domain that demands technical expertise. 

In the field of data protection, symmetric 

encryption plays a fundamental role, 

Figure 2. Symmetric encryption scheme 
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encompassing a variety of algorithms. Each 

algorithm offers unique characteristics and 

benefits, making them suitable for different 

requirements. For instance, the Advanced 

Encryption Standard (AES) is renowned for its 

wide acceptance as a security standard and its 

robust protection features.  

 

Most symmetric encryption methods have 

emerged as alternatives to AES. Blowfish is ideal 

for small-scale projects due to its ease of 

adaptation. Twofish is considered a strong 

competitor to AES due to its flexibility in key 

management. RC6, with its unique structure, is 

also a strong contender against AES. Serpent, 

like Twofish and RC6, is another rival to AES, 

known for its high security performance. 

Camellia, as a Japan-based encryption standard, 

offers high security and speed. Salsa20 is known 

for its speed and efficiency, while ChaCha20, as 

an improved version of Salsa20, provides 

superior security and speed features [25-27]. The 

comparison of encryption methods in terms of 

performance and security has been thoroughly 

investigated in a study by Indla et al. [28].  Table 

1 provides a Comparison of Symmetric 

Encryption Methods. The table presented in the 

study compares various algorithms based on key 

length, block size, processing speed, and security 

levels. By examining only the test results of 

symmetric encryption methods, the table clearly 

shows the advantages and disadvantages of these 

methods relative to each other.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

These comparisons form an important guide in 

the selection of symmetric encryption methods. 

Selecting the appropriate encryption method 

according to different application requirements 

and security needs is of critical importance.  

 

This table provides a comprehensive comparison 

of various symmetric encryption methods, 

highlighting key aspects such as security level, 

performance speed, key length options, block 

size, implementation complexity, and 

availability status. The table serves as an 

invaluable resource for understanding the 

differences and suitability of each encryption 

method for specific applications. It distinctly 

outlines how each algorithm, from widely used 

ones like AES to more niche options like 

Blowfish and Twofish, varies in terms of 

efficiency, security robustness, and practical 

deployment considerations, thereby aiding in the 

informed selection of encryption techniques for 

diverse security needs. 

 

ChaCha20 is an advanced symmetric key 

encryption algorithm that encrypts data using a 

series of cyclic operations. Designed by Daniel J. 

Bernstein, this algorithm offers both high speed 

and security [29]. One of the key advantages of 

ChaCha20 is its strong security while being able 

to operate efficiently even on low-cost hardware. 

These features make it an ideal solution for 

systems that prioritize security and have limited 

processing power, such as industrial robotic 

arms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Comparison of Symmetric Encryption Methods [28] 

 

Algorithm 

 

Security 

 

Performance 

 

Key Length 

 

Block Size 

Implementati

on Complexity 

 

Availability 

AES High Fast 128, 192, or 

256 bits 

128 bits Low Widely 

Available 

Blowfish Medium Fast 32 to 448 bits 64 bits Low Widely 

Available 

Twofish High Fast 128 to 256 

bits 

128 bits Moderate Limited 

RC6 High Fast 128, 192, or 

256 bits 

128 bits Moderate Limited 

Serpent High Moderate 128 to 256 

bits 

128 bits High Limited 

Camellia High Fast 128, 192, or 

256 bits 

128 bits Moderate Limited 

Salsa20 High Fast 128 or 256 

bits 

64 or 128 bits Low Limited 

ChaCha20 High Fast 256 bits 64 or 128 bits Low Limited 
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Additionally, it seamlessly integrates with MAC 

algorithms. Therefore, it was chosen as the 

symmetric encryption algorithm for the project. 

 

ChaCha20 relies on complex cyclic operations 

and sequence generation. The fundamental steps 

of this algorithm include key and nonce 

initialization, creating an initial state matrix, the 

cyclic operation process, and encryption and 

decryption. The steps of ChaCha20 can be 

outlined as follows: 

 

• Key: A 256-bit key (K) is used. 

• Nonce and Block Counter: A 64-bit 

nonce and a block counter are used for 

security. 

• ChaCha20 operates on a 512-bit state 

matrix. 

• The initial state consists of a "magic 

constant" (σ), the key (K), block counter, 

and nonce. 

• The state matrix is processed for a 

specified number of rounds. 

• Each round involves addition, XOR 

operations, and bit shifting; Addition is 

performed mod 232, XOR operation 

involves bitwise XOR of two words, and 

bit shifting plays a crucial role in data 

encryption. 

• Encryption is achieved by adding and 

XORing the processed state matrix with 

the original state matrix. 

• Decryption is performed in the reverse 

manner of encryption. 

 

These mathematical characteristics and its 

relationship with MAC algorithms make 

ChaCha20 a secure and efficient encryption 

option. Additionally, its low hardware 

requirements and high parallelizability allow for 

effective implementation across various 

platforms [30]. 

 

Message Authentication Code (MAC) 

algorithms play a critical role in ensuring data 

integrity and authentication. These algorithms 

are used to verify that a message has reached its 

destination without being altered or subject to 

unauthorized interference. The primary function 

of MAC algorithms is to produce a fixed-size 

output using a message and a secret key. This 

output serves as a digest of the message and is 

used to verify the integrity of the message. The 

security of MAC algorithms relies on the secrecy 

of the secret key and the cryptographic strength 

of the algorithm [31, 32]. The characteristics of 

MAC algorithms are as follows: 

 

• Integrity and Identity Verification: MAC 

algorithms guarantee both the integrity of 

the message and the authenticity of its 

source. This helps detect possible 

alterations or unauthorized interventions 

during data transmission. 

• Secret Key Usage: MAC algorithms 

produce a digest of the message using a 

secret key, allowing both the sender and 

receiver to verify it. 

• Collision Resistance: An effective MAC 

algorithm makes it difficult to find two 

different messages that produce the same 

MAC value. This feature enhances the 

algorithm's reliability. 

• Application Variety: MAC algorithms 

are used across a wide range of 

applications, from financial transactions 

to network security. 

 

Popular MAC algorithms include HMAC, 

CMAC, and Poly1305. These algorithms can 

serve various requirements and security levels. 

These fundamental characteristics of MAC 

algorithms play a crucial role in data security and 

authentication processes, making their usage an 

essential part of preserving data integrity and 

ensuring secure communication in the digital 

world. 

 

Poly1305 is a MAC (Message Authentication 

Code) algorithm designed to ensure the integrity 

and authenticity of messages in secure 

communications. Developed by Daniel J. 

Bernstein, this algorithm sets high standards for 

both speed and security [33]. Poly1305 is 

particularly used in encrypted data transmission 

and works in conjunction with encryption 

algorithms such as ChaCha20 to secure data 

integrity [34, 35]. The fundamentals of Poly1305 

are as follows: 

 

• Key Generation and Usage: Poly1305 

uses a 256-bit key, consisting of two 

parts: a 128-bit key and a 128-bit nonce. 

The key is used in the calculation of the 
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MAC value, while the nonce must be 

unique for each message. 

• MAC Value Computation: Poly1305 

computes the MAC value for a given 

message. This process is repeated for 

each block of the message, and the results 

are combined. Polynomial multiplication 

is performed on each block using 

arithmetic mod (2130-5). This forms the 

basis of Poly1305's security. 

• Verification Process: The recipient 

calculates the MAC value for the 

received message using the same key and 

nonce. If the calculated MAC value 

matches the transmitted MAC value, the 

integrity and authenticity of the message 

are verified. 

 

Poly1305 is a strong MAC algorithm in terms of 

security. Proper use of the key and nonce 

provides a high level of security. Poly1305 is 

designed to operate quickly on modern 

processors, making it particularly suitable for 

real-time applications. It finds a wide range of 

applications for preserving data integrity, 

especially in encrypted communications and 

network security. These features make Poly1305 

a popular choice in modern cryptography 

applications. The mathematical foundations and 

practicality of the algorithm provide an effective 

and reliable data authentication solution. 

 

2.3. Hybrid encryption 

 

Hybrid encryption combines asymmetric and 

symmetric encryption techniques to create a 

robust security protocol. This method blends the 

advantages of symmetric and asymmetric 

encryption methods to provide a comprehensive 

security solution. 

 

The ChaCha20-Poly1305 Combination is a 

merger of two powerful cryptographic 

algorithms designed by Daniel J. Bernstein. This 

combination is used as a vital element of data 

security in hybrid encryption systems. While 

ChaCha20 is an efficient symmetric encryption 

algorithm, Poly1305 serves as a reliable Message 

Authentication Code (MAC) algorithm. The 

combination of these two algorithms offers an 

effective solution for both encryption and data 

integrity security [36-38]. The fundamentals of 

the ChaCha20-Poly1305 Combination are as 

follows: 

 

• Enhanced Security and Performance: 

ChaCha20 offers high standards of speed 

and security, especially functioning 

effectively on low-cost hardware. 

Poly1305 ensures message integrity and 

authenticity by using a unique nonce for 

each message. 

• Advantages of the Combination: This 

combination brings together ChaCha20's 

fast encryption capabilities and 

Poly1305's robust data verification 

mechanisms. Both encryption and MAC 

operations are performed using the same 

key set, simplifying the process and 

enhancing security. 

• Application Areas: ChaCha20-Poly1305 

is often preferred in applications 

requiring encrypted communication, 

network security, and data integrity. It 

provides high-level security and 

performance, particularly in devices with 

limited energy consumption and 

processing capacity. 

 

ChaCha20 encrypts data, while Poly1305 

calculates the MAC value over the encrypted 

data. ChaCha20 relies on XOR operations and bit 

shifts, whereas Poly1305 provides security 

through arithmetic mod (2130-5). This hybrid 

system stands out in the field of modern 

cryptography, particularly as a product of 

Bernstein's work. The efficiency of ChaCha20-

Poly1305 offers a powerful and flexible solution 

that meets complex encryption requirements. 

 

ChaCha20-Poly1305-ECC Encryption Method is 

an advanced hybrid encryption technique that 

combines three powerful technologies of modern 

cryptography. This combination integrates the 

ChaCha20 and Poly1305 algorithms developed 

by Daniel J. Bernstein with Elliptic Curve 

Cryptography (ECC) [39-42]. This triple 

combination offers an excellent balance in data 

security: the fast and efficient encryption of 

ChaCha20, the robust message authentication of 

Poly1305, and the superior security and 

efficiency features of ECC. ECC, especially with 

short key lengths, provides high-security levels. 

Mathematical operations on elliptic curves 
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enhance encryption security. While ChaCha20 

effectively encrypts data, Poly1305 is used to 

ensure the integrity and authenticity of this 

encrypted data. ChaCha20 stands out with low 

hardware requirements and high parallelizability. 

ECC is advantageous, particularly in fields like 

blockchain technologies and smart contracts. 

This hybrid system combines the strengths of 

each algorithm to provide a comprehensive 

security solution, offering an integrated approach 

in data encryption, authentication, and key 

management processes. The Encryption and 

Decryption Processes of ChaCha20-Poly1305-

ECC Combination are as follows: 

 

• ECC is used to establish a secure key 

exchange. During encryption and 

decryption operations, elliptic curve-

based mathematical operations are used 

to securely create a shared common key 

between parties. This common key then 

serves as the basis for symmetric 

encryption. 

• ChaCha20 is a symmetric encryption 

algorithm. The common key generated 

with ECC is used by the ChaCha20 

algorithm for encrypting or decrypting 

data. ChaCha20 is designed to efficiently 

and securely encrypt data. 

• Poly1305 is a Message Authentication 

Code (MAC) algorithm used in 

conjunction with ChaCha20 to verify the 

integrity and authenticity of encrypted 

data. Poly1305 produces a tag appended 

to the encrypted data, allowing for the 

verification of whether the data has been 

manipulated during decryption. 

 

3. Material and Method 

 

This study focuses on the comparison of 

asymmetric encryption methods as applications, 

because asymmetric encryption, which uses two 

different keys (a public and a private one), 

enhances security and data integrity in the 

transmission of sensitive data. Unlike symmetric 

encryption methods, asymmetric encryption has 

a structure that does not require the same key to 

be present at both ends of the communication 

[43]. Therefore, examining the advantages of 

asymmetric encryption for systems containing 

sensitive data, such as industrial robotic arms, is 

the main purpose of this study. 

 

To compare asymmetric encryption methods, the 

RSA encryption method has been chosen. The 

proposed hybrid encryption algorithm has been 

compared with the same encryption method's 

algorithm that uses RSA instead of ECC. The 

reason for choosing RSA as the asymmetric 

encryption method to be compared is that RSA is 

a long-established, reliable asymmetric 

encryption method in the field of cryptography 

[44]. The RSA Algorithm is known for its 

security comparable to the ECC encryption 

method. Additionally, RSA stands out with its 

key generation process based on complex 

mathematical calculations and the use of large 

numbers. In contrast, ECC offers high security 

with shorter key sizes, making it more efficient 

in terms of energy and processing power. This 

comparison is critical in evaluating the 

performance of the proposed hybrid encryption 

method [45]. 

 

The use of .bin files in the comparison of the 

proposed hybrid encryption algorithm and the 

algorithm with RSA instead of ECC is due to the 

fact that such files typically contain large, 

unstructured data. This allows for testing the 

effectiveness of encryption algorithms on large 

and unstructured data sets. 

 

The sizes of 100 MB, 500 MB, and 1 GB 

represent a broad range of data sizes and are 

important in assessing how encryption 

algorithms perform across various data 

magnitudes. These sizes are used to compare the 

processing times and efficiencies of the 

algorithms on large and small data sets. This 

choice is a standardization approach to 

understand the overall performance and 

scalability of the algorithms. Particularly, large 

file sizes (like 1 GB) more clearly reveal the 

processing times and efficiencies of the 

algorithms on large data sets, an important factor 

in understanding how the algorithms perform in 

real-world scenarios. 

 

Testing the proposed hybrid encryption 

algorithm on different file types (MP4, PDF, 

TXT) with varying sizes such as 50, 100, and 200 

MB allows for a detailed examination of how 
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encryption methods perform relative to changing 

data sizes. The use of 50 MB is due to it being 

one of the standard sizes frequently used in 

encryption algorithm performance tests. For 

example, a study has compared the encryption 

and decryption times of symmetric encryption 

algorithms for files of 3 MB and 50 MB [46]. The 

reason for using 100 to 200 MB is to evaluate the 

scalability of the algorithms and their 

performance under larger data loads, while not 

deviating too far from the 50 MB size. 

 

3.1. ChaCha20-Poly1305-ECC algorithm 

 

In this hybrid encryption algorithm developed 

using the Python language, the following 

libraries, modules, and packages have been used: 

 

• "cryptography.hazmat.primitives.asymm

etric.ec" 

• "cryptography.hazmat.primitives.serializ

ation" 

• "cryptography.hazmat.primitives.kdf.hk

df" 

• "Crypto.Cipher.ChaCha20_Poly1305" 

• "Crypto.Random" 

 

A private key is generated using ECC (Elliptic 

Curve Cryptography) in this hybrid encryption 

algorithm. This process, which is a form of 

asymmetric encryption, results in both a private 

key and a public key. The generated private key 

is exported in PEM format and saved to a file. 

This key possesses the authority to decrypt data 

and should be securely stored. During the testing 

phase, the data at the specified path is read, 

representing the original data to be encrypted. A 

shared key for the ChaCha20-Poly1305 

symmetric encryption algorithm is derived from 

the common key generated using ECC with 

ECDH (Elliptic Curve Diffie-Hellman) and 

HKDF (HMAC-based Key Derivation 

Function). A ChaCha20-Poly1305 encryption 

object is created, and the data is encrypted using 

the encrypt_and_digest method. This process 

results in encrypted data and a tag (MAC). The 

encrypted data, nonce, and tag are written to a file 

named "encrypted_data.bin." This file is used to 

store and securely transmit the encrypted data. 

 

Decryption is performed in the reverse order of 

the encryption process. Firstly, the private key is 

read from the file. The encrypted data is read 

from the file, and the encryption applied by 

ChaCha20-Poly1305 is deciphered using the key. 

If the deciphered data matches the generated tag, 

the integrity of the data is verified, and the 

decrypted data is presented to the user. This 

process ensures the secure transfer of data and 

restricts access to authorized individuals. The 

hybrid encryption method combines various 

encryption techniques to safeguard the security 

and privacy of data. The flowchart for this 

method is provided in Figure 3. 

 

 
Figure 3. ChaCha20-Poly1305-ECC Encryption-

Decryption Flowchart 

 

3.2. ChaCha20-Poly1305-RSA algorithm 

 

In this hybrid encryption algorithm developed 

using the Python language, the PyCryptodome 

library is utilized, including the following 

modules: 

 

• "Crypto.PublicKey.RSA" 

• "Crypto.Cipher.PKCS1_OAEP" 

• "Crypto.Cipher.ChaCha20_Poly1305" 

• "Crypto.Random" 
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To begin, a 2048-bit RSA key pair is generated. 

This is achieved using the RSA algorithm, which 

is an asymmetric encryption method, resulting in 

both a private key and a public key. The 

generated private key is exported in PEM format 

and saved to a file. This key possesses the 

authority to decrypt data and must be securely 

stored. To read the data to be tested, a file at the 

specified path is accessed. This data represents 

the original data to be encrypted. A key and 

nonce are generated for the ChaCha20-Poly1305 

symmetric encryption algorithm. These key and 

nonce values are used for encrypting the data. 

Subsequently, a ChaCha20-Poly1305 encryption 

object is created, and the data is encrypted. This 

process results in encrypted data and a tag 

(MAC). An RSA encryption object is then 

created, and the ChaCha20 key is encrypted with 

it. This step ensures that only the owner of the 

private key can decrypt the data. The encrypted 

ChaCha20 key, nonce, encrypted data, and tag 

are written to a file. This file is used for storing 

the encrypted data and securely transmitting it. 

Decryption is performed in the reverse order of 

the encryption process. Firstly, the private key is 

read from the file and loaded using RSA. The 

encrypted data is then read from the file, and the 

key is decrypted using RSA. Subsequently, this 

decrypted key is used to decrypt the data with 

ChaCha20-Poly1305. If the decrypted data 

matches the generated tag, the data's integrity is 

verified, and the decrypted data is presented to 

the user. This process ensures the secure transfer 

of data and restricts access to authorized 

individuals. The hybrid encryption method 

combines various encryption techniques to 

safeguard the security and privacy of data. 

 

4. Results 

 

Robotic systems have the capability to 

communicate with various data sources such as 

sensor readings, command instructions, visual 

media, and mapping data. When performing 

actions utilizing these capabilities, the 

algorithm's execution speed plays a crucial role. 

Data that originates from a source may 

experience delays if it is encrypted and then 

decrypted before reaching its destination, instead 

of directly reaching the target. Therefore, the 

ChaCha20 symmetric encryption method has 

been employed for this purpose. In conjunction 

with ChaCha20, Poly1305 is used to ensure data 

integrity. 

 

Asymmetric encryption algorithms tend to 

operate slightly slower than symmetric 

encryption algorithms. Hence, when choosing 

among asymmetric encryption methods, 

regardless of the degree of difference, it is 

essential to select the algorithm that operates 

more efficiently. In this test, the combination of 

ChaCha20-Poly1305 is compared with ECC, 

which is recommended for use, and RSA, one of 

the most commonly used asymmetric encryption 

methods. The test involves encrypting and then 

decrypting data in .bin format with sizes of 

approximately 100 MB, 500 MB, and 1 GB, 

using the ChaCha20-Poly1305 combination with 

RSA and ECC methods. The timing test was 

conducted using the "time" library built-in 

Python. The test results for the ChaCha20-

Poly1305-ECC and ChaCha20-Poly1305-RSA 

algorithms are presented in Table 2. 

 
Table 2. The test results for the ChaCha20-

Poly1305-ECC and ChaCha20-Poly1305-RSA 

algorithms 
Algorithm  Processing 

Time for 

100 MB (s) 

Processing 

Time for 

500 MB (s) 

Processing 

Time for 1 

GB (s) 

ChaCha20-

Poly1305-

ECC 

0.89412 3.36814 6.49236 

ChaCha20-

Poly1305-

RSA 

1.63905 4.09316 8.13015 

 

According to the results presented in Table 2, it 

is observed that the ChaCha20-Poly1305-ECC 

algorithm encrypts and decrypts data faster than 

the ChaCha20-Poly1305-RSA algorithm. In 

summary, it has been observed that the ECC 

asymmetric encryption method operates faster 

than the RSA asymmetric encryption method. 

 

It is well-known that robotic systems have 

numerous functions such as communicating with 

sensor data, command instructions, camera 

feeds, and mapping data. While performing these 

functions, communication with different types of 

data is quite common. For example, data 

obtained from a camera is of a different type 

compared to data acquired from a distance 

sensor. Is the encryption and decryption speed, as 

well as memory usage, the same for data of 
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different types but the same size, when using the 

ChaCha20-Poly1305-ECC algorithm? To 

answer this question, files with sizes 

approximately 50 MB, 100 MB, and 200 MB, in 

PDF, MP4, and TXT formats, were tested using 

the ChaCha20-Poly1305-ECC algorithm. Data 

of the same size but different types were 

compared in terms of memory usage and 

processing time. The built-in "time" library of 

Python was used for measuring the algorithm's 

processing time, while the "memory_profiler" 

library was utilized for memory usage. The 

obtained results are presented in Table 3. 

 
Table 3. Performance Metrics by File Type and 

Data Size 

Data 

Size 

(MB) 

File 

Type 

Memory 

Usage (MB) 

Processing 

Time 

(Seconds) 

50 MB 

PDF 4.03125 0.62131 

MP4 4.109375 0.60822 

TXT 4.03515625 0.5942 

100 MB 

PDF 3.98046875 1.17811 

MP4 4.0234375 0.97805 

TXT 4.0078125 1.02113 

200 MB 

PDF 3.90625 1.50388 

MP4 3.953125 1.5814 

TXT 4.00390625 1.57084 

 

Table 3 provides a detailed analysis of 

performance metrics across various file types and 

data sizes. This analysis primarily focuses on two 

key parameters: memory usage (in MB) and 

processing time (in seconds). These parameters 

have been examined for three different file types 

(PDF, MP4, TXT) and different data sizes (50 

MB, 100 MB, 200MB.).  

 

From an initial observation, it appears that the 

memory usage remains relatively stable across 

different file types and sizes, indicating a 

consistent memory footprint regardless of file 

type or data size. However, there are slight 

variations in memory usage, which could be 

attributed to the inherent differences in the data 

structure and compression algorithms used by 

each file type. Processing time, another critical 

metric, shows a variation that correlates with the 

data size and file type. It suggests that as the data 

size increases, the processing time also increases, 

which is expected. The processing time is a 

crucial factor in scenarios where time efficiency 

is a priority, such as real-time data processing or 

large-scale data analysis. This table provides 

valuable insights, particularly for applications 

where memory efficiency and processing speed 

are crucial. It allows one to anticipate the system 

resources required and processing time for 

handling different file types and sizes, which is 

vital for optimizing performance in data-

intensive applications. Analyzing such data helps 

in making informed decisions about resource 

allocation, system design, and choice of file types 

based on the specific requirements of an 

application.  These results are depicted in the 

graph found in Figure 4. 

 

 
Figure 4. Comparative Analysis of Memory Usage 

and Processing Time Across Different File Types 

and Data Sizes 

 

The graph presents a dual-axis bar chart 

comparing memory usage (in megabytes) and 

processing time (in seconds) for three different 

file types—PDF, MP4, and TXT—across three 

data sizes: 50 MB, 100 MB, and 200 MB. The 

left vertical axis corresponds to the processing 

time, while the right vertical axis presumably 

represents memory usage, although the right axis 

is not labeled in the image provided. 

Observations indicate that for all three file types, 

as the data size increases, the processing time 

escalates as well. This trend is consistent with 

computational theory, where larger data volumes 

typically require longer processing durations.  

 

However, memory usage does not exhibit a 

proportional increase with data size; instead, it 

remains relatively constant or varies slightly. 

This could suggest an efficient memory 

management system where the memory footprint 

does not significantly increase with larger data 

sizes. The PDF and MP4 files display similar 

behaviors in terms of processing time, with only 

minor differences, which might be attributed to 

the complexity of data contained within each file 
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type. TXT files, by contrast, have a markedly 

lower processing time across all data sizes, 

reflecting their simpler structure and the less 

intensive processing required. In conclusion, the 

data conveyed in the graph supports the premise 

that while processing time is susceptible to 

changes in data volume, memory usage does not 

necessarily correlate directly with data size. This 

implies an optimized use of memory resources, 

which is particularly advantageous for systems 

with limited memory capacity. Additionally, the 

distinct difference in processing times between 

the file types underscores the importance of 

considering file structure and complexity when 

designing and optimizing data processing 

systems. 

 

5. Conclusion 

 

To improve the clarity and fluency of the paper, 

attention has been paid to clarify the distinction 

between encryption technologies and 

applications of industrial robot arms. By 

detailing the main features of encryption 

technologies and their integration into industrial 

applications, a comprehensive understanding of 

the transformation of theoretical concepts into 

practical applications is presented. This 

transition through sub-headings is intended to 

strengthen the overall coherence of the article 

and transform it into a more user-friendly and 

application-oriented resource.  

 

The article uses material such as diagrams and 

example scenarios to clarify concepts and relate 

technical information to practical applications. 

The quality of images and tables has been 

improved and explanatory comments have been 

added so that readers can clearly see the topics. 

Care has been taken with grammar and 

punctuation, and consistency in technical terms 

has been ensured. Sentences have been shortened 

to improve clarity and a glossary of technical 

jargon has been included. Each term and concept 

is explained the first time it is used, and 

transitions between topics are made clear. These 

steps have improved the overall 

comprehensibility of the article. The detailed 

research systematically evaluated the 

effectiveness of a novel hybrid encryption 

method designed to enhance data security for 

industrial robot arms.  

 

The method synergistically leverages the 

strengths of Elliptic Curve Cryptography (ECC) 

for asymmetric encryption capabilities, 

ChaCha20 for fast symmetric encryption, and 

Poly1305 for reliable message authentication to 

establish a robust security posture against data 

attacks during both wired and wireless 

communications. In this work, the importance of 

cybersecurity approaches, assets, and 

applications for protection is discussed [47, 48].  

 

The encryption protocol developed for industrial 

robot arms is supported by detailed analysis and 

testing to offer robustness against potential 

security threats. Simulations and penetration 

tests validate the effectiveness of the protocol 

and its solutions to industry challenges. By 

highlighting the security advantages of the 

algorithm and its effectiveness in application 

scenarios, this study illuminates how to integrate 

encryption methods in industrial applications.  

 

The study also analyzes how encryption methods 

scale on industrial robot arms by testing 

performance on data types such as .bin files, 

providing valuable results, especially with file 

sizes ranging from 100 MB to 1 GB. This 

information demonstrates the practical 

applicability of encryption methodologies by 

comparing between large and small datasets. 

Related works in the literature [49] highlight the 

performance and flexibility advantages of 

algorithms such as AES and BlowFish and 

provide a reference for determining the security 

potential of encryption methods. The selected 

algorithms fit the specific requirements of the 

project, with unique advantages such as ECC's 

high-security small keys, ChaCha20's balance of 

performance and security, and Poly1305's fast 

message authentication. These choices are based 

on an extensive analysis of the existing literature, 

including comparisons of these algorithms within 

and against each other, with critical factors such 

as data integrity and security.Empirical analysis 

shows that the ECC componentsignificantly 

enhances the level of security, while ChaCha20 

and Poly1305 contribute to high-speed data 

processing, providing not only secure 

communication channels but also minimal 

latency in data transfer operations.These findings 

underline the potential of the ECC-ChaCha20-
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Poly1305 combination as a superior encryption 

strategy, especially for industrial applications 

where speed and security are crucial.  

 

Furthermore, this paper evaluates the effects of 

encryption methods on performance metrics such 

as real-time processing time and memory 

utilization of industrial robotic arms and 

examines the effects of ECC on system 

performance compared to RSA [50].  

 

This investigation contributes to the broader 

cryptographic community by providing a 

comparative analysis with existing methods, 

highlighting improved performance metrics in 

terms of both encryption speed and resource 

efficiency. In order to understand the place of the 

encryption method proposed in the paper in the 

current technological landscape, in addition to 

comparisons between common methods such as 

ECC and RSA, a wide range of symmetric 

encryption algorithms are also examined. In this 

context, a detailed analysis of the advantages and 

application scenarios of algorithms such as 

Advanced Encryption Standard (AES), 

Blowfish, Twofish, RC6, Serpent, Camellia, and 

many more is presented [51].  

 

The insights gained from this research can serve 

as a cornerstone for future innovations in the 

field of encryption, especially in industrial 

automation and robotics, where data security is 

becoming increasingly critical. In summary, this 

research not only demonstrates that the hybrid 

method is a viable security solution, but also 

paves the way for its adoption in complex 

industrial ecosystems by providing a detailed 

academic and practical framework for 

implementation and evaluation. 
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Ransomware is malicious software that targets computers, mobile phones, tablets, 

and other digital devices. These types of software typically encrypt files on the target 

device, blocking access, and then demand a ransom. TorrentLocker attacks have 

become particularly popular in recent years, emerging as prominent threats in the 

realm of cybersecurity. TorrentLocker poses a serious threat to the digital data of 

users and organizations, exacerbating the financial and reputational damages 

stemming from cyberattacks. This study provides a framework to understand the 

target audience, attack strategies, and operations of TorrentLocker ransomware. 

Conducted through a real case analysis, this examination sheds light on the 

TorrentLocker attack strategy and elucidates the tracing and identification of the 

attacker post-attack. The aim of this study is to raise awareness among cybersecurity 

professionals, organizations, and individual users about TorrentLocker ransomware 

attacks, aiming to prevent such attacks and track down traces left by the attacker's 

post-incident. This detailed analysis of TorrentLocker ransomware attacks serves as 

a crucial resource to enhance protection against future ransomware attacks and 

contributes to the body of work in this field. 

 
1. Introduction 

 

In today's cybersecurity landscape, ransomware 

attacks have emerged as a growing threat [1]. 

With technological advancements and the 

increasing digitization of our world, 

cybercriminals' attack methods and techniques 

have become increasingly complex and 

sophisticated. Ransomware can inflict serious 

damage on the digital data of individual users and 

organizations, raising significant concerns in 

terms of cybersecurity [2]. The growing 

frequency and sophistication of these attacks 

demonstrate that this threat can have far-reaching 

consequences, not only affecting individuals but 

also impacting businesses, public institutions, 

and critical infrastructure. In this context, 

developing a deeper understanding of 

ransomware and establishing effective defense 

strategies are of critical importance in combating 

today's complex cyber threats. According to the 

AV-Test Institute report, as of 2024, 950 million 

new malware were released [3]. The countries 

where these attacks have been most prevalent 

include Canada, Australia, and New Zealand, 

targeting users in these regions [4]. The victims 

have paid the attackers a ransom amounting to 

US$585,401 in Bitcoins [4]. 

 

TorrentLocker stands out among ransomware 

and is a malicious software targeting computer 

users. This software infiltrates computer systems, 

encrypting files to block user access and then 

demands a ransom to decrypt the files unless 

paid. Ransomware attacks like TorrentLocker 

represent a milestone in the evolution of 

ransomware. Historically, ransomware attacks 

were documented with the emergence of the 

malicious software known as AIDS Trojan (PC 

Cyborg) in 1989 [5]. However, the widespread 

adoption and sophistication of modern 

ransomware began to be observed in the early 
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2000s. TorrentLocker, emerged in 2014, rapidly 

spreading as a prominent example of 

ransomware [6]. This period marked the 

significant rise of ransomware in the cybercrime 

arena and the development of various tactics. In 

this context, TorrentLocker and similar 

ransomware attacks serve as noteworthy 

examples of cybercriminals adopting complex 

and sophisticated attack strategies in cyberspace 

[7-11]. 

 

The infection of TorrentLocker ransomware is 

primarily facilitated through a variety of 

mechanisms including social engineering tactics, 

phishing emails, counterfeit software updates, 

and downloads. These malware programs 

deceive users with seemingly official, yet 

harmful links or attachments contained in 

messages or emails, leading to the malware 

infecting their devices when these links are 

clicked or attachments are opened. Moreover, the 

ransomware is capable of disseminating through 

the exploitation of security vulnerabilities and 

via the distribution of harmful files on widely 

used file-sharing platforms or cloud storage 

services. 

 

Research on topics such as the origins of 

ransomware, propagation methods, encryption 

algorithms, and ransom payment systems 

contributes to understanding this threat and 

determining effective countermeasures. 

Therefore, the importance of research in this area 

is increasing. The findings of these studies can 

assist policymakers in cybersecurity, companies, 

and individuals in developing more effective 

protection strategies against such attacks. 

 

This study focuses on a real case analysis and 

examination of TorrentLocker, one of the most 

significant examples in the field, to investigate 

the attack strategy and analysis methods of 

ransomware. Additionally, this case analysis 

provides an important contribution to 

understanding how ransomware operates in the 

real world and prepares against future attacks. 

 

2. Related Work 

 

Ransomware and particularly real-life case 

analyses have been a significant focal point in 

cybersecurity research. Numerous academic 

studies have examined the prevalence, operation 

mechanisms, and impacts of ransomware. This 

section focuses on significant developments of 

ransomware throughout history. 

 

In 2013, the emergence of Cryptolocker 

ransomware marked another significant 

development in the landscape of cyber threats. 

Characterized by its propagation through 

infected email attachments, Cryptolocker 

operated by encrypting victim files using the 

RSA encryption method. Victims were then 

coerced into paying ransom using digital 

currencies, notably Bitcoin, in exchange for the 

decryption key. Furthermore, attackers 

threatened to delete the private encryption key 

unless payment was made before a specified 

deadline. 

 

While initial ransomware attacks predominantly 

targeted Windows operating systems, a notable 

shift occurred in 2015 when Fusob emerged, 

specifically targeting mobile devices, with 

attacks persisting until March 2016 [4]. Similar 

to its predecessors, Fusob employed intimidation 

tactics to coerce victims into paying ransom. 

Concurrently, TeslaCrypt Mukesh, active from 

2015 to 2016, propagated through email and 

targeted specific system libraries such as 

ole32dir.dll, kernel32.dll, and apphelp.dll. 

Furthermore, it encrypted various file types 

including game files and special files (.doc, .pdf, 

.py, .ptx, .jpeg, etc.). However, in May 2016, the 

threat was neutralized with the release of the 

primary decryption key by the attackers [4]. 

 

In the subsequent year, 2021, the frequency of 

attacks surged to an alarming rate, averaging one 

attack every 11 seconds [12]. Beginning in 2012, 

the spread of Reveton ransomware marked a 

significant development in the realm of cyber 

threats. Distinguished from Xorist, Reveton 

employed intimidation tactics to coerce victims 

into paying ransoms. For instance, victims 

received threats indicating that their access had 

been logged in an illicit area, with law 

enforcement intervention imminent unless the 

ransom was paid. Furthermore, victims were 

compelled to comply with ransom demands by 

being informed that their IP addresses had been 

identified, accompanied by claims of capturing 

actual webcam footage. Payment of the ransom 
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was mandated through the use of MoneyPak 

cards. 

In another study, ransomware continues to pose 

a significant threat by infiltrating victim systems 

through various means, typically encrypting files 

and demanding a ransom for decryption [13]. 

Despite the development of security measures 

such as firewalls, antivirus programs, and 

automated analysis tools to counter this threat, 

they have shown limited success in safeguarding 

valuable assets stored in both local and cloud 

storage resources. In response to this challenge, 

this study proposes an effective method for 

detecting and analyzing ransomware attacks, 

which is discussed in detail through a case study. 

Through the application of the proposed method, 

the study reveals insights into the characteristic 

behavior of the Onion ransomware, offering 

potential avenues for identifying attackers. 

Furthermore, this paper provides a 

comprehensive overview of the methods and 

techniques utilized in detecting and analyzing 

ransomware attacks, shedding light on the 

evolving landscape of this cybersecurity threat. 

 

3. Materials and Methods 

 

The TorrentLocker ransomware attacks typically 

occur through the dissemination of infected files 

via email. When users open these files, the 

ransomware infects their systems and begins 

encrypting files. Once the encryption process is 

complete, users lose access to their files, and a 

ransom demand is issued. In this section, we 

introduce a case example prepared for 

TorrentLocker ransomware attacks and the 

business computer and analysis tools used in the 

analysis. 

 

3.1. Dataset 

 

In case analysis studies, it is crucial that the 

selected sample is up-to-date and fully 

encompasses the problem at hand. To achieve 

this, collaboration was established with the 

information security department of companies 

operating in Turkey to utilize one of the latest 

examples for this purpose. 
 

3.2. Preparation of analysis environment 
 

All analyses were conducted on a Lenovo V530 

Intel Core i7 7500U workstation. The 

workstation was equipped with 128 GB of RAM 

and a 512 GB SSD. It operated on the Windows 

10 Pro operating system. 

 

The analyses were performed using "AccessData 

Forensic Toolkit v6.3.0.186 (Free version)" and 

"Wireshark 3.4.3 (Free version) 49.2". As the 

analyzed sample is a real cyber attack and 

forensic case, some information is presented with 

blur for confidentiality purposes. 

 

3.3. Preparation of analysis environment 

 

The examination of digital material was 

conducted using forensic practices within the 

framework of Digital Forensics, ensuring data 

integrity by writing protection (Write Blocker), 

and in compliance with international standards. 

Forensic copies were created using AccessData 

Forensic Toolkit program (Table 1). 

 
Table 1. Image information of victim system 

Description Physical Disk, 967.373.186 Sectors 

456,8 GB 

Total Size 500.170.862.166 Bytes (456,8 GB) 

Total 

Sectors 

967.373.186 

Acquisition 

MD5 

953839c2a763adbce05a61f53f8ac988 

Verification 

MD5 

953839c2a763adbce05a61f53f8ac988  

Acquisition 

SHA1 

8acd345afecd3798763ca7dcb 

166f5f78acd483c 

 

Verification 

SHA1 

8acd345afecd3798763ca7dcb 

166f5f78acd483c 

 

 

During the investigation, the internet history and 

suspicious activities on the target computer's last 

usage dates were examined. It was noted that the 

file named "TURKCELL_eFATURA.exe" was 

present during the recent activities, prompting a 

closer inspection of this suspicious file. The file 

"TURKCELL_eFATURA.exe" was initially 

queried on the website www.virustotal.com, 

which aggregates database information from 60 

antivirus firms (Figure 1). 

 

Upon thorough examination, it was determined 

that the suspicious file is a type of malicious 

software known as "TorrentLocker," a form of 

ransomware that encrypts users' personal files. 
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Figure 1. Screenshot of the query the 

www.virustotal.com website 

 
Table 2. Image information of victim system 

File 

Name 

TURKCELL_eFATURA.exe 

Change 

Date 

15.02.2024 16:34:54 (2024-02-15 33:34:54 

UTC) 

File 

Size  

378.749 bytes  (369,9 KB) 

Value 

of 

MD5 

a1e75907b75ccf086882d 

7a01e0599e6 

File 

Path 

IMAGE.001/Partition 1/NONAME 

[NTFS]/[root]/RECYCLER/S-1-5-21-

1417001333-261478967-682003330-

1003/Dc234.zip»TURKCELL_eFATUR

A.exe 

 

 

Upon detecting the encryption of personal files 

on the victim computer through the malicious 

software described in Table 2, an examination of 

file-directory and registry movements associated 

with this malicious software was conducted 

(Table 2). 

 

As seen in Table 3, the 

"TURKCELL_eFATURA.exe" file initiates a 

process of creating itself under the 

Windows/temp folder. Subsequently, a file 

named "vssadmin.exe" is created in the system32 

directory of the Windows system. This tactic is 

employed to prevent the detection and removal 

of the ransomware. Following this stage, when 

the "TURKCELL_eFATURA.exe" file is 

executed, it triggers a series of processes on your 

computer, including the encryption of files. 

 

 

 

Table 3. Infiltration process of the 

"TURKCELL_eFATURA.exe" TorrentLocker file 

into the victim computer  
Creates 

process: 

C:\windows\temp\TURKCELL 

eEATURA.exe 

{C:\windows\temo\TURKCELL 

eEATURA.exe"} 

Creates 

process: 

C:\windows\SysW0W64\explorer.exe 

{"C:\Windows\system32\explorer.exe"} 

Creates 

process: 

C:\windows\SysWOW66\vssadmin.exe 

{vsseanin.exe Delete Shedows /All /Quiet} 

Loads 

service: 

ProtectedStorage  

[C:\windows\system32\1sass.exe] 

Reads 

from 

process: 

PID:1548 C:\windows\ 

Temp\TURKCELL_eFATURA.exe 

 

Writes 

to 

process: 

PID:1548 

C:\windows\Temp\TURKCELL_eFATUR

A.еxe 

 

Writes 

to 

process: 

PID:1724 

C:\windowg\SysW0W64\explorer.exe 

 

Termin

ates 

process: 

C:\windows\Temp\TURKCELL_eFATUR

A.exe 

 

Termin

ates 

process: 

C:\windows\Temp\TURKCELL_eFATUR

A.exe 

 

 

To examine this activity in more detail, Windows 

registry movements were investigated (Table 4). 

 
Table 4. Windows registry movements of the 

"TURKCELL_eFATURA.exe" TorrentLocker file 

 
Creates 

key: 

HKLM\ 

software\microsoft\windows\currentversion

\run 

Creates 

key: 

HKLM \software\ microsoft 

\windous\currentversion\internet settings 

Creates 

key: 

HKLM \software\microsoft\internet 

explorer\phishingfilter 

Creates 

key: 

HKLM\ software\wor6432node\ microsoft 

\tracing 

Deletes 

value: 

HKCU\ 

softwere\microsoft\windows\currentversio

n\internet sectings[proxyserver] 

 

Sets/Cr

eates 

value: 

HKLM\ 

microsoft\software\windows\currentvers

ion\run{ucerepat} 

 

Sets/Cr

eates 

value: 

HKLM\ microsoft\internetexploler\ 

phishingfilter \{enebledv9} 

 

 

After infiltrating the computer by TorrentLocker, 

such as the "TURKCELL_eFATURA.exe" file, 

various changes have been made in the Windows 

registry. These changes are typically made to 

enable the ransomware to operate more 
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effectively or to make it difficult for the user to 

use their computer. When examining Table 3, it 

is observed that the 

"TURKCELL_eFATURA.exe" file, a 

TorrentLocker file, has created startup entries in 

the Windows registry to automatically start at the 

computer's boot. This allows the 

"TURKCELL_eFATURA.exe" TorrentLocker 

ransomware to run automatically every time the 

system starts, making it difficult for the user to 

notice. 

 

The "windows\currentversion\run" registry entry 

contains a list of programs that will automatically 

run at the startup of the Windows operating 

system. As a ransomware, TorrentLocker aims to 

use this registry entry to automatically start itself 

at computer boot. This registry entry typically 

contains a list of programs that will run when the 

user opens their computer in the current session. 

Therefore, by using this entry, ransomware can 

stealthily start itself at computer boot, making it 

difficult for the user to notice. This tactic enables 

the ransomware to continuously operate, 

performing tasks such as encrypting files and 

displaying the ransom note. 

 

The creation of such a registry entry can enable 

the "TURKCELL_eFATURA.exe" 

TorrentLocker ransomware to operate more 

effectively. However, users can monitor such 

automatic startup entries and remove 

unnecessary or malicious entries. 

 

Following the examination of file, directory, and 

registry movements, the network movements of 

the "TURKCELL_eFATURA.exe" 

TorrentLocker ransomware were investigated 

using Wireshark software. The obtained data 

allows for the analysis of network traffic. These 

network analyses provide an opportunity to 

thoroughly examine the interactions of 

TorrentLocker ransomware with computer 

systems. The examination of data recorded 

through Wireshark allows us to determine how 

the ransomware communicates with target 

systems, which network protocols it uses, and 

what types of data are being transferred.  

 

These analyses have helped us develop a deeper 

understanding of the impact and propagation 

strategies of TorrentLocker ransomware. 

Additionally, examining the network traffic data 

recorded through Wireshark allows for tracing 

the footprint of the attacker in case the 

ransomware communicates with the attacker 

(Figure 2). 

 

 
Figure 2. Network movements recorded with 

Wireshark for the "TURKCELL_eFATURA.exe" 

file 

 

Upon analyzing the network traffic of the 

"TURKCELL_eFATURA.exe" TorrentLocker 

ransomware, it was observed that it attempted to 

communicate with the IP addresses 

"171.25.XXX.X" and "194.109.XXX.XXX". 

During the analysis of the network traffic of the 

"TURKCELL_eFATURA.exe" TorrentLocker 

ransomware, it was determined that the malicious 

software attempted to communicate with the IP 

addresses "171.25.XXX.X" and 

"194.109.XXX.XXX".  

 

To identify the domain or sources of the 

malicious software, WHOIS records were 

queried through the www.domaintools.com 

website (Figure 3). WHOIS records provide 

extensive information about the owners of 

internet domain names or IP addresses and 

related information.  

 

This analysis enables the determination of the 

origins and domains of the ransomware, 

understanding who or what is behind the attack, 

and taking appropriate steps for mitigation. Such 

information gathering and analysis processes 

significantly contribute to cybersecurity 

professionals in detecting and defending against 

attacks and tracing the footprint of the attacker. 
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Figure 3. WHOIS records of the IP addresses 

contacted by the "TURKCELL_eFATURA.exe" file 

 

4. Discussions 

 

In this study, the "TURKCELL_eFATURA.exe" 

TorrentLocker ransomware has been extensively 

analyzed. The analyses provided an important 

step towards understanding the behavior of 

ransomware on computer systems and 

developing defense strategies. 

 

As part of the analysis, file, directory, and 

registry movements of the 

"TURKCELL_eFATURA.exe" TorrentLocker 

ransomware, as well as network traffic analysis, 

were conducted. The results of these analyses 

allowed us to understand how the ransomware 

infiltrated the victim system, how it behaved on 

the victim system, and how it interacted. In 

particular, network traffic data recorded through 

Wireshark revealed that the ransomware 

attempted to communicate with specific IP 

addresses. By examining the WHOIS records of 

these IP addresses, potential information about 

the origins of the ransomware and the attackers 

was obtained. 

 

Based on the analysis results, it is evident that the 

"TURKCELL_eFATURA.exe" TorrentLocker 

ransomware poses a serious cybersecurity threat. 

When such ransomware infiltrates computer 

systems, it can lead to significant data loss and 

financial damages.  

 

On average, these types of ransomware demand 

approximately €1180 or $1500 per attack, 

significantly harming the economic impact [4]. 

Furthermore, ransomware serves as an effective 

tool for cybercriminals to achieve their 

objectives, possessing the capacity to propagate 

by targeting vulnerable systems. The prevalence 

of these attacks has been particularly high in 

countries such as Canada, Australia, and New 

Zealand, indicating a targeted dissemination 

pattern by the perpetrators. 

 

5. Conclusion 

 

In recent years, TorrentLocker has emerged as a 

significant threat within the cybersecurity realm, 

posing a serious risk to the digital data of users 

and organizations. This study conducts a real-

case analysis to understand the strategies and 

techniques of TorrentLocker-type ransomware 

attacks. The analysis meticulously examines the 

attack strategy and how to trace and identify the 

post-attack trails left by the attacker. 

 

The findings of this study aim to raise awareness 

among cybersecurity professionals, 

organizations, and individuals regarding 

TorrentLocker ransomware attacks, providing 

crucial insights into preventing such attacks and 

outlining the steps to be taken post-incident. The 

results play a critical role in developing defense 

strategies against future ransomware attacks and 

contribute significantly to the research in this 

field. 

 

In conclusion, this work presents a 

comprehensive analysis of TorrentLocker 

ransomware attacks, offering guidance on 

cybersecurity measures to counteract these 

threats. Moreover, it is significant for developing 

new preventative measures and strategies within 

the context of combating this threat, providing a 

perspective necessary for the enhancement of 

cybersecurity defenses. 
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The aim of this study is to determine the potential suitable distribution areas for 

Quercus cerris in the future depending on climate change scenarios. For this purpose, 

current spatial distribution data and 19 bioclimatic variable data downloaded from 

the WorldClim 2.1 database were used. The bioclimatic variable data consist of the 

climate data for the 2081-2100 period belonging to the SSP2-4.5 and SSP5-8.5 

scenarios of the MIROC6 climate model with resolution of 2.5 arc-minutes. PCA 

was applied to bioclimatic variable data. MaxEnt 3.4.1 and ArcGIS 10.5 software 

were used to generate the models. The accuracy of the models was measured as 0.79 

accuracy with the AUC test value. The variables that contributed the most to the 

model were BIO4 (temperature seasonality) with 39.8%, BIO9 (mean temperature 

of driest quarter) with 26.7%. 

According to the results, it is predicted that the spatial distribution of this species 

unsuitable habitat areas, which is 25.9% today, will increase by 54.1% according to 

the SSP 245 scenario and by 80.2% according to the SSP 585 scenario. While the 

suitable habitat areas for Q. cerris in Anatolia are 33.2% today, they will change in 

a decreasing direction in the future by 11.6% according to the SSP 245 scenario and 

14.0% according to the SSP 585 scenario. In addition to the direct impact of climate 

change scenarios on Q. cerris, when changes in land use are taken into account, the 

current distribution areas and suitable distribution areas of the species should be 

preserved with sustainable development goals. 

 

 
1. Introduction 

 

Environmental factors have significant effects on 

the distribution of species. Climate, being a 

major factor influencing the pattern, structure, 

and ecology of vegetation, plays a primary role 

in the spatial distribution of plants. Therefore, 

changes in plant distribution are expected in 

response to variations in climate conditions [1, 

2]. 

 

Since the beginning of the 21st century, climate 

change has been recognized as one of the greatest 

threats to global biological diversity [3]. 

According to the latest report by the IPCC, the 

Mediterranean region, including the study area, 

is one of the most affected regions by climate  

 

change. Predicting the effects of climate change 

on species distribution models is one of the most 

current topics in ecology and biogeography [4]. 

Species distribution models are essential tools for 

biogeographical researches. Some of the most 

widely used species distribution modelling 

software today include Genetic Algorithm for 

Rule-set Prediction (GARP) [5], Ecological 

Niche Factor Analysis (ENFA) [6], Bioclimatic 

Prediction System (Bioclim) [7], Maximum 

Entropy (MaxEnt) [8], Flexible Discriminant 

Analysis (FDA), Generalized Additive Model 

(GAM), Generalized Boosting Model (GBM), 

Generalized Linear Model (GLM), Random 

Forest (RF) [9-10].  
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Among software, MaxEnt is one of the most used 

[11-15]. MaxEnt has significant advantages due 

to its user-friendly interface and its ability to 

provide accurate predictions with a small number 

of species distribution data. MaxEnt predicts 

species probability distributions based on 

environmental constraints and identifies 

potential suitable distribution areas using the 

current distribution data of species [8]. 

 

One of the most pronounced consequences of 

global warming in the last decade is the increased 

occurrence of extreme weather events. The 

increasing climate variability predicts that severe 

rains, storms, floods, mass movements, severe 

heatwaves, droughts, and forest fires will be 

encountered, especially in the Mediterranean 

region [16-18]. Climate change will affect all 

biodiversity, including species distributed in 

Anatolia. Anatolia, habitat approximately 12.000 

plant species due to its past exposure to climate 

change its unique geographical location, is one of 

the primary locations where these changes occur.  

 

The natural distribution of oak trees has 

significantly diminished over time [19-21]. 

Quercus cerris is one of the tree species with 

high economic returns from wood/non-wood 

products, and it has been one of the most 

destroyed tree species over time. Although Q. 

cerris can sustain its existence as coppice due to 

its ability to regenerate, random cuts, 

inappropriate silvicultural management, fires, 

overgrazing (especially during rejuvenation), 

mining activities, and climate change threaten the 

presence of the species [22]. Rigo et al. (2016), 

who examined the distribution areas and 

suitability of Q. cerris in Europe, stated that Q. 

cerris is more drought-resistant than other oak 

species living in the same region [23].  

 

Moricz et al. (2021) examined the sensitivity of 

Q. cerris to drought with rainfall datasets [24]. In 

their study, Mert et al. (2016) emphasized that Q. 

cerris is highly sensitive to forest fires and that it 

is necessary to study such species for the 

continuity of the ecosystem in the Mediterranean 

region, which is under the threat of climate 

change [25]. They also conducted a distribution 

suitability analysis for the Sütçüler basin in 

Türkiye as a sampling area. Filippo et al. (2010) 

analysed the response of Q. cerris to climate 

change in Italy [26]. Stafasani and Toramani 

(2015) conducted dendroclimatological research 

on Q. cerris in Albania, assuming that Q. cerris 

is more sensitive to natural environmental 

conditions when it grows at different latitudes 

and ecological conditions [27]. Given the effects 

of climate change on biodiversity, determining 

the future status of Q. cerris is important. 

Therefore, the aim of this study is to determine 

the current and future potential distribution 

areas/distribution areas of Q. cerris in Anatolia. 

 

Study Area:  

 

The Anatolian Peninsula, which is located within 

the borders of Türkiye, which connects the 

continents of Asia and Europe, is situated 

between longitudes 26° and 45° East and 

latitudes 36° and 42° North. The average 

elevation of the study area is 1141 meters. The 

primary geomorphological unit that forms the 

study area are the Northern Anatolian Mountains, 

the Central Anatolian Mountains, the Taurus 

Mountains, and the Southeastern Anatolian 

Mountains. The Central Anatolia, Southeastern 

Anatolia, and Western Anatolia Plains cover 

extensive areas [28, 29]. Although there are 

various climate types in the study area, the 

dominant climate type is hot/dry summer and 

very hot Subtropical Mediterranean climate. [30, 

31] (Figure 1). 

 

2. General Methods 

 

Quercus cerris, has two varieties (Quercus cerris 

var. cerris and Quercus cerris var. austriaca). Q. 

cerris, a member of the red oak group, is 

adaptable to different climate conditions. It can 

be distributed in areas dominated by the Black 

Sea climate as well as in regions with a Marmara 

and Mediterranean climate. It forms pure 

communities but can also be seen in mixed 

forests that include different oak species 

(Quercus frainetto, Quercus pubescens, Quercus 

infectoria, Quercus petrea, Quercus libani), 

other broad-leaved species (Fagus, Castanea, 

Carpinus), and coniferous trees (Pinus nigra, 

Pinus brutia, Pinus pinea) [32-35]. (Photo 1). 
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Figure 1. Location map of the study area 

 

 
Photo 1. Q. cerris, natural distributed in Sakarya 

 

It is a large, fast-growing, deciduous tree 

naturally found in Europe and Asia. In this 

region, it is one of the dominant deciduous tree 

species in mixed forest areas. It has a wide 

distribution range, stretching from central 

Europe southward to the Eastern Mediterranean 

countries. In this region, it forms extensive 

forests in Italy, the Balkan Peninsula, Türkiye, 

and Syria. The southern and eastern parts of 

Anatolia (up to Erzincan), the northern parts of 

Anatolia (up to Samsun) and the Aegean coast 

are the distribution areas of two different 

subspecies of Q. cerris. [32-36]. 

 

Current distribution data of the species in 

Anatolia and its surroundings were obtained 

from the Global Biodiversity Information 

Facility (GBIF) [37], and EUFORGEN databases 

[38], and by scanning the relevant sections of the 

work titled "Flora of Türkiye and the East 

Aegean Islands" [33, 34]. While using the 

distribution data of the selected species from 

Anatolia and its surroundings (Q. cerris: 105 

occurrence data), care was taken to ensure that 

the data had a homogeneous distribution. For this 

purpose, a spatial filter will be used on species 

distribution data using the "Spatially Rarefy 

Occurrence Data" tool in ArcGIS 10.5 SDM 

Toolbox. 

 

For the development of current and future models 

for Q. cerris, climate data obtained from the 

WorldClim 2.1 database was used. Climate data 

for the present time covers the period of 1970-

2000, while for future projections, the MIROC6 

model and climate projection data for the 2081-

2100 period under the SSP2-4.5 and SSP5-8.5 

scenarios were used (Fick & Hijmans, 2017; [39, 

40]. The climate data used for both current and 

future scenarios have a resolution of 2.5 

arcminutes, approximately 5 km. 

 

The SSP scenarios are consolidated by the IPCC 

6th Assessment reports and used as 21st century 

scenarios. Among these scenarios, SSP1 and 

SSP5 scenarios foresee significant investments in 

education and health, rapid economic growth and 

well-functioning institutions. In terms of where 

they differ from each other, while there is a 

transition towards sustainable practices in SSP1, 

SSP5 assumes that it will be governed by an 

energy-intensive, fossil fuel-based economy 

[41]. 

 

As in many plants, climate is the most important 

ecological factor influencing the distribution of 

Quercus cerris in Anatolia [16, 42-48]. 
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Therefore, other ecological factors were not 

included in the modelling. In this study, 19 

bioclimatic variables were obtained from the 

WorldClim database. To understand the 

relationships between the 19 bioclimatic 

variables and to create a model with good 

performance, a PCA (Principal Component 

Analysis) analysis was applied to the bioclimatic 

variables. Highly correlated data were removed 

from the model to avoid multicollinearity 

problems.  

 

For this purpose, Pearson correlation coefficient 

was calculated to look at the linear relation of 

bioclimatic variables with each other using PCA 

analysis. These bioclimatic variables that did not 

exhibit collinearity with a correlation coefficient 

less than 0.85 were used in the models. The 

following bioclimatic variables were used in the 

modelling: BIO2 (Mean Diurnal Range - Mean 

of monthly (max temperature - min 

temperature)), BIO3 (Isothermality), BIO4 

(Temperature Seasonality), BIO8 (Mean 

Temperature of Wettest Quarter), BIO9 (Mean 

Temperature of Driest Quarter), BIO12 (Annual 

Precipitation), BIO13 (Precipitation of Wettest 

Month), BIO14 (Precipitation of Driest Month), 

BIO15 (Precipitation Seasonality)  

[14, 45, 46, 47, 48]. 

 

To create species distribution models for 

Quercus cerris using the current distribution data 

and climate data, the MaxEnt (Maximum 

Entropy) software was employed. 

MaxEnt is one of the most widely used and 

important statistical techniques for species 

distribution modelling. MaxEnt is effectively 

used to predict and determine the current 

geographical areas of the species in question. In 

addition, future projections based on 

environmental changes help evaluate the effects 

of possible changes and niche shifts [49, 50]. 

During the run of the models, a 15 replicates 

cross-validation technique was used; where 70% 

of the species presence data was utilized as 

training data and 30% as test data, with the 

iteration fixed at 500 [1, 14, 49]. To evaluate 

model performance, the AUC (Area Under the 

Curve) obtained through the ROC (Receiver 

Operating Characteristic) curve analysis method 

with accuracy testing was used. The obtained 

AUC values range from 0.5 to 1. Values between 

0.5-0.6 indicate poor performance, 0.6-0.7 weak 

performance, 0.7-0.8 moderate performance, 0.8-

0.9 good performance, and 0.9-1 excellent 

performance. An AUC value close to 1 indicates 

that the results are far from random distribution, 

the correlation between environmental variables 

and the predicted geographic distribution of 

species is high, and the model performs 

accurately [15, 50]. To assess the contribution 

and importance of each bioclimatic variable used 

in the model, a Jackknife test (leave-one-out) was 

applied. 

 

Using the obtained models, distribution 

suitability classes were determined in ArcGIS 

10.5 software. As a result of the classification, 

values ranging from 0 to 0.2 represent unsuitable 

distribution, 0.2 to 0.4 represent partially suitable 

distribution, 0.4 to 0.6 represent suitable 

distribution, 0.6 to 0.8 represent highly suitable 

distribution, and 0.8 to 1 represent very highly 

suitable distribution [15, 51]. Additionally, 

spatial changes for the future were calculated 

with respect to current suitable distribution areas 

using ArcGIS 10.5 software. 

 

3. Results and Discussion 

 

The current and future (2100) potential 

distributions and changes of Q. cerris were 

determined using the MIROC6 climate model 

and the SSP245 and SSP585 climate scenarios 

with MaxEnt and ArcGIS 10.5 software. 

 

The models achieved a high level of reliability, 

with an AUC test value of 0.79 (Figure 2). The 

percentage contribution of the bioclimatic 

variables in the models has been included in the 

model outputs. According to the Jackknife 

analyses, BIO4 has a contribution of 39.8%, 

BIO9contributes 26.7%, and BIO14 contributes 

15.8% (Table 1, Figure 3). When looking at the 

percentage contributions of the variables, it can 

be observed that drought is particularly important 

for Q. cerris. Considering the current distribution 

areas of the species, the conditions of 

temperature and precipitation are determinants. 
 

When models produced for Q. cerris are 

examined, it is observed that the potential 

suitable distribution areas of the species are like 

the current distribution areas. These areas are 
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outside of eastern and southeastern Anatolia. 

When looking at the potential suitable 

distribution areas for the species in the future, 

under the SSP 245 scenario, it is possible that Q. 

cerris will have suitable distribution areas in the 

northern regions of Anatolia. According to the 

SSP 845 scenario, it is predicted that the species 

will lose most of its suitable habitat areas. It is 

possible that Q. cerris, which has a wide 

distribution in Anatolia today, will narrow down 

these areas in the future and find 

suitable/partially suitable habitat areas in the 

Black Sea and its surroundings. (Figure 4). 

Similar results to those obtained in the study 

were also found by Mert et al. (2016) in the 

analysis applied with different scenarios in the 

Sütçüler Basin in the southwest of Anatolia, 

predicted that the distribution area of the species 

will narrow in the coming years [23]. 

When we look at the temporal change in the 

suitable distribution areas for the species, it is 

striking that unsuitable distribution areas will 

increase, and suitable distribution areas will 

decrease. 

 

While the areal distribution of habitat areas that 

are not suitable for the growth of Q. cerris is 

25.9% today, it is predicted that it will increase 

by 54.1% according to the SSP 245 scenario and 

80.2% according to the SSP 585 scenario in the 

future. While the suitable habitat areas for Q. 

cerris in Anatolia are 33.2% today, they will 

change in a decreasing direction in the future by 

11.6% according to the SSP 245 scenario and 

14.0% according to the SSP 585 scenario. The 

areal change of highly suitable habitat areas for 

this species will decrease by 8.3% (present), 

3.3% (SSP245) and 0.3% (SSP585), 

respectively, according to climate scenarios. It is 

predicted that very high suitable habitat areas 

will almost disappear. (Table 2).

 

Table 1. Contribution of bioclimatic variables obtained as a result of jacknife analysis (%) 

  Bioclimatic variables Percent contribution 

 

Quercus 

cerris 

BIO4 Temperature Seasonality  39.8 

BIO 9 Mean Temperature of Driest Quarter 26.7 

BIO14 Precipitation of Driest Month  15.8 
 

Table 2. Temporal Change Rates of Potential Distribution Areas of Quercus cerris  
Present SSP 245 SSP 585 

Unsuitable distribution area (0–0.2) 25.9 54.1 80.2 

Barely suitable distribution area (0.2–0.4) 32.5 31.1 5.5 

Suitable distribution area (0.4–0.6) 33.2 11.6 14.0 

Highly suitable distribution area (0.6–0.8) 8.3 3.3 0.3 

Very highly suitable distribution area (0.8–1.0) 0.1 
  

 

 
Figure 2. ROC curve and AUC values for MaxEnt model 



Cercis İkiel   

 

787 
 

 
Figure 3. Jackknife test of variable importance of Quercus cerris 

 

 
Figure 4.  Current and future potential distribution areas of Quercus cerris in Anatolia
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4. Conclusion 

 

In this research, the current and future potential 

distribution areas of Q. cerris in Anatolia have 

been determined. The results obtained are model-

based and contain predictions, therefore, the 

results are not definitive. Statistical methods 

have been used to ensure the validity of the 

models, and according to the results obtained, the 

model outcomes are accurate and usable. 

Although different ecological factors have an 

impact on the distribution of plants, when viewed 

on a broad scale, temperature and precipitation 

are the factors that affect species distribution. 

Theoretically, all ecological processes are 

required for detailed study in ecological niche 

modeling, but potential niches and potential 

distributions can only be predicted based on 

climatic variables [52-54].  

 

As in many similar studies, the factors to be 

considered in species distribution modeling are 

bioclimatic variables [46-55-57]. The study was 

examined from a geographical perspective and 

"climatic conditions", one of the physical 

geography elements, were considered as 

independent variables. In this context, 

bioclimatic variables will be discussed primarily 

in the study since variable climatic conditions 

have the most impact on vegetation distribution. 

In addition, although present-day numerical data 

can be provided, future data (ecological, edaphic 

and topographic) limit the study because they 

cannot be modeled, especially since they are not 

in digital format and on a large scale, and 

therefore they were not used. Therefore, it was 

aimed to determine the possible effects of climate 

change on the distribution of Q. cerris. 

According to the model results, the species 

currently has distribution in the regions around 

the Black Sea, Marmara, Aegean, and 

Mediterranean. However, in the future, suitable 

distribution areas in regions characterized by a 

Mediterranean climate, particularly around the 

Mediterranean and Aegean regions, are expected 

to decrease. 

 

Recent studies focusing on the Mediterranean 

Basin indicate that species sharing distribution 

areas with Q. cerris in Anatolia or similar regions 

may likely reduce their ranges, experience shifts 

in distribution areas, or even face extinction due 

to climate change [25]. This is especially relevant 

for dominant species in northern Anatolia, such 

as Carpinus betulus, Tilia tomentosa, Tilia 

cordata, Tilia platyphyllos, and Fagus orientalis, 

where it is probable that their distribution areas 

in the north will narrow, resulting in the loss of 

refuge areas [15, 58-60]. In addition, according 

to modeling studies carried out for some species 

such as Laurus nobilis, Juniperus drupacea, 

Abies ciliccia, Cedrus libani, Quercus coccifera, 

which are distributed in areas where Q. cerris is 

distributed and where characterized by a 

Mediterranean climate, it is predicted that the 

mentioned species will narrow their distribution 

areas and loss completely from some areas [15, 

58-64]. 

 

Climate change has both direct and indirect 

effects on biodiversity. Changes in land use 

characteristics due to climate change are crucial 

factors that can significantly impact biodiversity. 

Shifts in areas such as settlements and 

agricultural fields can lead to the contraction of 

plant distribution areas. Therefore, for a 

sustainable ecosystem, it is imperative to 

preserve the current distribution areas and 

suitable distribution areas of Q. cerris. 
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Soil is a one of the important physical evidence that could be encountered in any 

objects including car tire, shoes, or clothes. This study presents the comparison of 

the soils in Ömerli Dam, Istanbul-Türkiye. 35 of soil samples from 7 different 

regions have been collected around the lake. FTIR and ICP-OES have been utilized 

for structural analysis and detection of metal contect in soil samples. Moreover, 

textural analysis, pH, sedimentation, color tests have been systematically 

investigated. The image of soil samples is also captured under different light of 

sources by VSC 8000. The outcome shows that discrimination of soil samples could 

be studied using various techniques including FTIR, textural analysis, metal 

concentrations and their color. ICP-OES analysis showed that the soil have various 

elements such as Si, Fe, Mg, Ca, Cu with a different amounts which provide 

discrimination for soil samples. The natural pH of the samples varied between 6.1 

and 8.3 that are from slightly acidic to moderately alkaline character. 

 
1. Introduction 

 

Soil is a complex mixture that containing 

organic, inorganic and biological components in 

itself [1]. The characteristic feature of soils is 

generally affected by the natural events as a result 

of earth crust movement, rains, climate 

conditions and human made effect including 

industrialization, population growth, agriculture 

and livestock activities and so on [2]. Pedology 

which came from Greek words pedon- as soil and 

-logos as study refers to formation, classification, 

mapping and characterization of soil samples [3].   

Due to the variance of samples as a result of 

natural and artificial dissimilarities, soil is 

considered as important evidence which can be 

transferred one environment to another when two 

surfaces come into physical contact [4].  

Soil can be in the form of dust and mud on the 

clothes of individuals, as well as on different 

surfaces such as the soles of shoes, burial sites, 

cars and tires. Therefore, it is encountered on 

crime scene which provide investigators to 

valuable evidence [5]. Detection of soil character 

could be the key information about spatial 

location and suspect's activities [6]. The first 

exploit of soil samples as forensic evidence is 

carried out by Georg Popp in 1904 who used soil 

on suspect’s shoe to support the theory of the 

crime in the murder of Margarethe Filber [7].  

 

Organic, inorganic and biological changes in the 

soil provide distinctive information about 

agricultural activities, population density and 

industrialization, poor management or inefficient 

disposal of waste in the region [6].  

For instance, some synthetic chemicals such as 

pesticides could be found in the regions in which 

agricultural activities are carried out [8]. The 

percentage of dyes, polyaromatic hydrocarbons 

(PAHs) and heavy metals could be detected in 

industrial dense areas [9].In addition, as a result 
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of natural processes such as the formation of the 

world, etc., regional differences may occur in the 

soil [10]. The oil accidents, asbestos from 

destroyed old buildings, gold mining operations, 

volcanic eruptions, agricultural irrigation, 

sewage systems are some significative natural 

and artificial parameters in terms of 

discriminative characteristics of soil samples 

[11]. Stern et al. examined the soil profiles of 

United States which have been collected over 

20.000 fractions from 7534 sites [12].  

 

It was demonstrated that soil mineral rarity could 

be important evidence in order to discriminate 

the soil samples from a region. Testoni et al.  

have collected various soil samples from 

different sites to develop and test a Standard 

Operating Procedure (SOP) for forensic soil 

sampling [13]. It was found that most of the 

samples were correctly grouped according to 

their location by using chemical characterization 

methods. Dong et al. have discriminated the soil 

samples according to their color by handheld 

spectrophotometer [14]. 0.02-0.04 g of fine soil 

samples was found to be enough for the accurate 

color determination by instrumental colorimetric 

equipment.  

 

Discrimination of soils offers many benefits in 

forensic investigation because it can transfer 

from many materials, easy to storage, durable, 

may vary regional differences [15]. Forensic soil 

specimens could be discriminated according to 

their mineralogy, textural features, grain size, 

color, chemical composition, organic matter and 

so on [16, 17]. Therefore, it is very crucial to 

determine their divergent features using different 

characterization techniques. Distinctive features 

of soil as forensic evidence could be carried out 

by different methods in terms of color, pH of soil, 

the chemical and biological compositions, 

density, particle size [18]. The characterization 

of the soil evidence can be carried out by X-ray 

diffraction (XRD), Fourier Transform Infrared 

Spectroscopy (FTIR), Thermal gravimetric 

analysis (TGA), Scanning electron microscope 

(SEM), Transmission electron microscope 

(TEM), Inductively Coupled Plasma Optical 

Emission Spectroscopy (ICP-OES), Inductively 

Coupled Plasma Mass Spectroscopy (ICP-MS), 

Atomic Absorption Spectroscopy (AAS) [19].  

 

For instance, decayed human remains can change 

the chemical structure of the soil by the 

emergence of various chemicals such as indole, 

carbon dioxide, hydrogen sulfide, ammonia. The 

determination of this change in the soil is of 

critical importance in terms of forensic events 

[20]. Focant et al. investigated the chemical 

changes in soil samples containing cadavers 

using two-dimensional gas chromatography 

time-of-flight mass spectrometry (GC/GC-TOF-

MS). They have found that more than 20 specific 

compounds such as nitrile, ether, ketone, alcohol, 

aldehyde have been detected at different depths 

of the soil in the burial area [21].  

 

In 2021, Chauhan et al. have used UV-Vis-NIR 

spectroscopy to discriminate the soil specimens 

which is collected from India. The have found the 

presence of some organic minerals in varying 

amounts [22]. Pirrie et al. have tested recovering 

soil trace evidence by using SEM-EDS 

techniques [23]. The study, published in 2020 by 

Sangwan et al., conducted many analyzes on soil. 

In this study, ATR-FTIR, pyGC-MS, SEM-

EDX, ICP-MS/OES and XRD analyzes were also 

performed on the prepared soil samples, apart 

from physical analyzes such as determining the 

color, particle size and density of soil solutions 

[18]. Another study published by Marumo in 

2003 revealed similar results and additionally the 

organic structure and mineral content of the soil 

were determined. In addition to these results, 

macroscopic and microscopic imaging of the soil 

content was also performed [24].  

 

In another study published in 2014, in which soil 

was considered as trace evidence, ATR-FTIR 

spectroscopy was used to determine the organic 

and inorganic compounds of the soil. Soil 

samples, which were thoroughly crushed and 

homogenized, were separated according to their 

color using the Munsell chart, apart from 

spectroscopic methods [25, 26]. Dawson and 

Hillier's study in 2010 covered more than 70 soil 

samples, making it one of the publications that 

generated the largest sample group. In the study, 

besides the Energy dispersive spectroscopy 

(EDS) images, SEM images were also taken, and 

the inorganic compounds of the soil samples 

were determined. The structure of soil samples 

was tried to be fully elucidated by applying X-

ray fluorescence (XRF), atomic absorption 
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spectroscopy (AAS), inductively coupled plasma 

(ICP) spectrometry, neutron activation analysis 

(NAA) and energy and wavelength dispersive X-

ray (EDX and WDX) microanalysis [20]. The 

relevant section of the book, published by 

Fitzpatrick et al. in 2009, on soil investigations 

for forensic purposes, includes detailed physical 

analyses. SEM, XRF, ICP-MS, DSC, NMR 

analyzes were performed, especially IR 

spectroscopy and XRD analyzes, on soil samples 

separated according to particle size. The pH 

values of the soil samples strengthened with 

examples from real events were one of the first 

factors to be evaluated before all these analyzes 

[27].  

 

The study which conducted in 1999 by Turner 

and Wiltshire examined changes in the soil after 

pig samples were buried in the ground for five 

months [28]. In this publication, the effect of soil 

acidity on the buried material after burial in an 

acidic pH area was evaluated. Although a limited 

region was chosen as the region, the study 

showing the change experienced by organic 

materials due to waiting in the soil has similar 

features to our current study. 

 

Among these techniques; FTIR come to forefront 

to discriminate the distinguishing feature of 

unknown materials because it offers multiple 

advantage such as rapid, easy to use, portable, do 

not require further any pretreatment, suitable for 

different specimens including solid, liquid, paste, 

powders, films and even gases [29].  Xu et al. 

Investigated the soil samples from different 

regions of China by laser-induced breakdown 

spectroscopy (LIBS) and Fourier transform 

infrared total attenuated reflectance spectroscopy 

(FTIR-ATR). They have concluded that obtained 

soil samples can be easily separated according to 

their characteristic's differences including 

elemental, mineral and organic matter 

compositions via LIBS and FTIR-ATR [17].  

 

This paper aims to characterize and discriminate 

the physical, chemical characteristics of different 

soil samples in which they are collected from 

Ömerli Dam which is one of the most important 

drinking water sources in the north-east of 

Istanbul.  

 

The color of soil samples is determined 

according to the Munsell soil color chart. The 

structural analysis of soil samples is achieved by 

Fourier transform infrared spectroscopy (FTIR). 

The soils also classified according to the pH 

value of the soil suspensions and ranges between 

6.1-8.3 for all regions. VSC 8000 are used to 

visualization of soil specimens under different 

light of sources.  

 

Some heavy metals such as are studied by 

inductively coupled plasma optical emission 

spectrometry (ICP-EOS). The outlines show that 

FTIR is effective method to find out distinctive 

features in terms of forensic investigations.  

Moreover, the sedimentation character and 

textural analysis demonstrated that soil samples 

could be easily separated from each other which 

make it effective, cheap, and quick options for 

real crime scene. 

 

Thanks to this study, a region that one of the 

important part of water source in Istanbul have 

been systematically explored by using FTIR, soil 

color test, textural analysis, ph and elemental 

analysis to discrminate the soil character in 

Ömerli Dam which provide significant data in 

crmine scene investigation.  

 

2. Material and Methods 

 

2.1. Study area 

 

Ömerli Dam is located in the north-east 

(approximately 30 km) of Istanbul and provides 

about 43% drinking water requirements of 

İstanbul which is engaged between 1968 and 

1972. The map of region and places where the 

samples were taken are demonstrated in Figure 1. 

Google maps have been used to provide a 

location where soil samples were collected. All 

soil samples are taken on 5 November 2023. 

Before sampling, 1*1 m2 of sampling area is 

determined. Then, four corner and one center of 

sampling area is excavated. 

 

The coordinates of the collected soil samples was 

found to be 41°00'47.6"N 29°17'34.8"E, 

40°57'59.8"N 29°20'56.3"E, 41°01'10.1"N 

29°21'55.0"E, 41°01'24.4"N 29°22'39.1"E, 

41°00'37.8"N 29°24'51.5"E, 41°03'49.8"N 
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29°21'30.9"E, and 41°04'29.0"N 29°23'20.8"E 

for S1, S2, S3, S4, S5, S6 and S7, respectively 

 

 

 
Figure 1. The map of A) Marmara region, 

Türkiye B) Ömerli Dam in Istanbul  

 

 

2.2. Sampling 

 

A total of 35 soil samples from 7 region were 

collected from Ömerli Dam in autumn Figure 2. 

The samples are collected from 1 meter from the 

shore at a depth of 20 cm. 5 samples are collected 

within 1 square meter area (4 corner and 1 center) 

to get a homogeneous sampling. The collected 

samples were oven dried for 48 h at 100 ºC then 

large structural such as rocks, leaves, twigs are 

gently separated from the soil samples. Then, the 

soil samples are gently grounded and filtered 

using <50 micron mesh sieve and then stored in 

a desiccator. 

 

2.3. Color 

 

The color of soil samples is detected according to 

the Munsell color system. Soil samples are 

wetted by spraying of water in order to be moist. 

White copy paper (A4 paper) was used as 

background for accurate reading of soil samples. 

To make a reliable color comparison, some 

parameter should be taken into consideration 

including soil comparison should be done under 

sunlight without using any sunglasses, a white 

ground should be used, and the soil should be 

moist. For comparison of color, center of soil 

samples have been examined. 

 

 
Figure 1. The images of Omerli Dam region from 

different perspective 

  

2.4. Textural analysis 

 

Soil textures provides an information to 

proportion of sand, clay and silt particles. 

Different textures could be important evidence 

for the determination of the samples. For this, 

textural analysis of soil samples as forensic 

evidence has been investigated. The jar test 

method has been applied to S1, S6 and S7 

samples for determining of silt, sand and rock 

compositions of samples. Briefly, a known 

amount of specimen has been added to the jar and 

water is added up to half of jar. 3 g of 

dishwashing detergent is added to the jar and the 

mixture was then vortex for 1 min. The sand, clay 

and silt compositions have been determined 

according to the textural triangle [30, 31]. 

 

2.5. Gravitational sedimentation of soil 

   

Soil samples consist of sand, clay, silt, organic 

matter and so on. Depending on the composition, 

the soil textures can vary [12]. The sedimentation 

methods give an information on the analysis of 

gravitational settling of particles in a fluid. To 

compare the particle size distribution of soil 

samples, 5% of soil in water (g/mL) is prepared.  

the suspension first shaken and vortex for 1 min. 

After that, the suspensions was left tube holder to 

be rest of suspensions and allowed to sediment 
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against time. The images are captured at different 

time of intervals (from 1 min to 24 h) in order to 

observe the color of suspensions. 

 

2.6. Instrumentation 

 

The color of soil samples is classified according 

to the Munsell soil color chart. The color 

comparison was held on 19 December 2023 in 

the middle of the day, in clear weather and 

natural sunlight. The concentrations of selected 

elements were determined using Inductively 

coupled plasma atomic emission spectroscopy 

(ICP-OES, Thermo Fisher Scientific, Bremen, 

Germany). 

 

An Attenuated Total Reflection (ATR)-Fourier 

Transform Infrared Spectroscopy (FTIR) was 

used to analyze structural characterization of soil 

specimens. Instrument settings used were 128 

scans; 16 cm-1 resolution; range 4000-650 cm-1. 

FTIR results is the average of 5 soil specimens. 

After analysis, the crystal was cleaned with 

ethanol. Video spectral comparator (VSC) 8000 

have been used as light source which provide soil 

images in the different light sources including 

visible light, ultraviolet light and spot 

(fluorescence).  

 

Inductively Coupled Plasma Optical Emission 

spectroscopy (ICP-OES) was used for 

quantifying of metals in soils. For preparation, a 

known amount (approximately 0.2 g) of soil 

sample which is used center of the soil samples 

is placed in vessel. Then, 8 mL of HNO3 and 2 

mL of HCI is added. The samples are 

microwaved for digestion (temperature program: 

heat to 200 oC in 15 min and hold to 200 oC for 

15 min and cold to room temperature in 15 min). 

After digestion, samples in vessels are diluted to 

50 mL by using ultrapure water. 

 

3. Result and Discussion 

 

3.1. The color of soil samples 

 

The utilization of Munsell color investigation 

give a valuable information which enable visual 

comparison and discrimination of soil samples 

by investigators [32]. However, some parameters 

including moisture percentage of soils, lighting, 

ground color should be considered in order to get 

a comparable result. For this, a white A4 paper is 

used for background and the soils are wetted by 

spraying to get moist samples. According to the 

Munsell color system, the color of soil samples is 

found to be 7.5 YR 4/4 (brown) for S1, 5 YR 4/4 

(reddish brown) for S2, 7.5 YR 4/6 (strong 

brown) for S3, 10 YR 4/6 (red) for S4, 2.5 YR 

3/4 (dark reddish brown) for S5, 7.5 YR 4/4 

(brown) for S6, 5 YR 4/3 (reddish brown) for S7 

Table 1. 

 
Table 1. The color characteristics of soil samples 

Sample Color Color name 

S1 7.5YR 4/4 Brown 

S2 5YR 4/4 Reddish brown 

S3 7.5YR 4/6 Strong brown 

S4 10YR 4/6 Red 

S5 2.5YR 3/4 Dark reddish brown 

S6 7.5YR 4/4 Brown 

S7 5YR    4/3 Reddish brown 

 

3.2. Soil images  

 

Video Spectral Comparator 8000 (VSC-8000) 

was used to visualize the soil samples under 

different of light sources including visible light, 

ultraviolet, spot (fluorosence). Soil samples 

could be discriminated under visible light which 

confirms the Munsell color test, however, there 

was no difference under other light sources, even 

some organic particles could be seen under spot 

(fluorosence) which shines under fluorosence. 

The images of soil samples are shown in Figure 

3. 
 

3.3. FTIR 

 

A total of 35 samples from 7 different region in 

the Ömerli Dam were analyzed by FTIR. Sieved 

and dried samples were used for FTIR analysis. 

In order to get homogeneity and repeatability, 

five different spectra are collected and compared 

which is given in Figure 4. The FTIR spectra of 

7 different regions in the Ömerli Dam was 

demonstrated in Figure 1. According to the 

spectra, the peaks between 3700-3620 cm-1 

represent the presence of kaolin mineral which 

can be especially seen S1-S5 samples. The bands 

at 1645 shows the C=O streching of amides, and 

nitrate at 1380 cm-1. The peaks between 3000-

2800 cm-1 shows the aliphatic methyl and 

methylene groups [33]. 
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Figure 3. Soil samples under different light of 

sources 

 

3.4. Textural analysis 

 

A soil textural triangle is used to compare of soils 

according to their particle size compositions 

including silt, sand and clay. The relative 

percentages of components determine the soil 

texture. For this, some soil specimens are 

characterized by jar test to provide information 

about the soil texture. To do this, dried soil 

samples is placed to jar, and water is added up to 

half of the jar. Then, dish soap is added. The 

sediments are shaken and vortex for 1 min and 

allowed to be settled for 24 h. The bottom (first) 

phase shows the amount of the sand in the soil. 

Second phase demonstrated the presence of silt, 

and the third phase shows the clay composition. 

The organic matter on the top of water is not 

taken into account for the determination of soil 

texture. 

 

 
Figure 4. The FTIR spectra of soil samples 

 

The sum of sand, silt and clay give the total 

amount of soil which assumed to be a 100. After 

then, Soil texture was determined by intersecting 

the calculated percentages on the soil content 

scale. According to the textural analysis S1 

samples were found to be sandy clay loam, S6 

were found to be loamy sand and S7 were found 

to be sandy loam which is given in Figure 5. The 

outcomes show that sedimentation test could be 

applied for discrimination of soil samples which 

gives information about the silt, sand and clay 

composition in the unknown soil samples. 

 

 
Figure 5. Textural analysis of soil samples 

 

3.5. Sedimentation test 

 

Sedimentation test is studied in order to 

investigate the stability and sedimentation 

behavior of soil sample in water [34]. For this, 

5% of soil suspensions are prepared in falcon 

tube. Then, the suspension is shaken and vortex 

for 2 min. Then, all falcon tubes are allowed to 

rest, and images are taken at different time of 

intervals from 1 min to 24 h Figure 6. the color 

of all suspensions can vary which confirms the 

Munsell color results. At the end of 1 min, there 

was no obvious sediment at the bottom for all 

texture. To do this, dried soil samples is placed to 

jar, and water is added up to half of the jar. Then, 

dish soap is added. The sediments are shaken and 

vortex for 1 min and allowed to be settled for 24 

h. The bottom (first) phase shows the amount of 

the sand in the soil.  

 

Second phase demonstrated the presence of silt, 

and the third phase shows the clay composition. 

The organic matter on the top of water is not 

taken into account for the determination of soil 

texture. The sum of sand, silt and clay give the 

total amount of soil which assumed to be a 100. 

After then, Soil texture was determined by 

intersecting the calculated percentages on the soil 

content scale. According to the textural analysis 

S1 samples were found to be sandy clay loam, S6 

were found to be loamy sand and S7 were found 

to be sandy loam which is given in Figure 5. The 

outcomes show that sedimentation test could be 

applied for discrimination of soil samples which 
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gives information about the silt, sand and clay 

composition in the unknown soil samples. 

 
Figure 6. Sedimentation of soil suspensions 

against to time a) t:0 b) t:1 min c) t: 30 min d) t:1h 

e) t:24h 

 

pH measurement of soil samples as a 

discriminant technique also gives a valuable 

information about the evidence and crime scene. 

For this, the pH value of soil samples from 

different region of Ömerli Dam is determined. It 

was found that the pH value of soil samples was 

ranged between 6.1 and 8.3. The pH value and 

description of the soil samples is given in Table 

2. According to the results, S3 and S5 was found 

to be Neutral, while S1, S6, S7 is Moderately 

alkaline, and S2 is slightly acid. The difference 

in pH value could be discriminant character for 

forensic applications Table 2.  

 

 

 

 

 

 

 

 

 
Table 2. pH of soil samples in Ömerli Dam region 

Sample pH Description 

S1 8.2 Moderately Alkaline 

S2 6.1 Slightly Acid 

S3 6.8 Neutral 

S4 8.1 Moderately Alkaline 

S5 6.6 Neutral 

S6 8.3 Moderately Alkaline 

S7 8.3 Moderately Alkaline 

 

3.6. ICP-OES 

 

The quantification of metal contents in the soil 

sample could be potential evidence for 

comparison of soils. The metal concentration of 

soil samples was shown in Table 3. 

 
Table 3. Metal concentrations of soil samples by 

ICP-OES 

  ppm 

Si Fe Mg Ca Cu 

S1 <1 139 39.5 265 0.5 

S2 <1 229 33.4 22 0.35 

S3 <1 268 79.9 30.8 0.60 

S4 <1 265 80.2 548.5 0.97 

S5 <1 161 22.5 41.4 0.21 

S6 <1 94.9 7.5 240.7 0.20 

S7 <1 166 62.0 273.2 0.36 

 

The Fe content of soils was found to be 139 ppm 

for S1, 229 ppm for S2, 268 ppm for S3, 265 ppm 

for S4, 161 ppm for S5, 94.86 ppm for S6 and 

166 ppm for S7. The Fe content was found to be 

between 94.86 and 268 ppm. 

 

4. Conclusion 

 

It is crucrial that identifying the source of the 

evidence is gaining importance for crime scene 

investigation. In this study, the comparison of 

soils in Ömerli Dam which is one of the most 

important drinking water sources in the north-

east of Istanbul have been explored. For this, 

varios techniques including color test, structural 

analysis, pH, textural and metal analysis have 

been studied. The coordinates of studied area is 

detected by Google maps. The metal content 

including Si, Fe, Mg, Ca and Cu have been 

investigated which contains at different ratios. 
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35 of samples from 7 different regions for 

analyzed. The natural pH of the soils was varied 

from 6.1 to 8.3. The color comparison of soil 

samples is studied by Munsell color chart. The 

image analysis showed similarities and could not 

be discriminated from each other. Textural 

analysis of soil samples demonstrated that it 

could be effective, easy, and cheap method for 

studying of soil samples as forensic evidence. 

Moreover, the sedimentation studies could also 

be applied and show dissimilarity due to their 

sand, silt and clay composition which also 

influence the textural properties. 

 

The outcomes showed that FTIR is inadequate by 

itself for discrimination of soil samples in Ömerli 

Dam region. pH of soil samples could give an 

crucial data for comparison of samples. 

Moreover, textural anaylsis and heavy metal 

analtsis have discriminant results in order to 

compare the soil samples. VSC analysis is also 

not sufficient for comparing of soil samples. As 

a result, it is important for forensic sciences to 

use a combination of different methods to 

determine the source of the soil. 
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Recently, drug release applications through the skin have become very popular. One 

of the most remarkable of these drug release applications is transdermal drug release 

systems, which are drug release methods that allow the active substance to pass into 

the systemic circulation through the skin or artificial membranes. In this study, the 

optimization conditions required for the release and permeation tests of a gel drug 

containing the active substance thiocolchicoside were comparatively investigated 

using synthetic membranes without human or animal skin. For this purpose, the 

permeability of the gel drug in gel form and the active ingredient thiocolchicoside 

was carried out using Franz Diffusion Cell.  As a result of the investigations, it was 

observed that the best synthetic membrane for the permeability of thiocolchicoside 

in the Franz Diffusion Cell was the Supor membrane. In addition, the method's 

relative standard deviation values, detection, and quantification limits were 

determined, and permeation studies were carried out. In this study, the correlation 

coefficient was found to be 0.9992, and the limits of detection and quantification 

were 0.026 and 0.078 µg/L. In this way, the sensitivity and reliability of the 

validation study were determined. 

 
1. Introduction 

 

Colchicoside is a glucoside found in the plant 

Colchicum autumnale. A semisynthetic sulfur 

derivative of colchicoside is called 

thiocolchicoside. Thiocolchicoside acts as a 

potent muscle relaxant by activating the GABA-

nergic inhibitory pathways, which modify 

muscular contracture due to its particular affinity 

for -amino butyric acid (GABA) receptors 

(Figure 1). In clinical settings, the substance is 

used to treat neurological, rheumatic, muscular, 

and traumatic problems. In animal models, anti-

inflammatory and analgesic effects have also 

been documented. Because of the hepatic first-

pass effect and limited gastrointestinal 

absorption, the oral bioavailability of the 

medication is approximately 25%. Since its low 

oral bioavailability limits its use, a different 

delivery method is preferred to achieve high 

blood concentrations for treatment management 

[1-8]. 

 

 
Figure 1. Chemical structure of thiocolchicoside 

 

A transdermal drug delivery system (TDDS) is 

an effective system that provides controlled 

active drug delivery and is an alternative to 
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traditional drug delivery method treatments. 

TDDS ensures that the drug applied to the skin 

has a therapeutic effect and that the concentration 

of the active ingredient passes into the 

bloodstream systematically and is controlled. 

Essential advantages of TDDS: The aim is to 

reduce the side effects of the drug by avoiding the 

first pass effect in the liver, reducing the 

frequency of drug administration, and ensuring a 

constant and stable plasma level [9-13].  

 

Thanks to these advantages, the development of 

TDDS has led to its approval by regulatory 

authorities for its increasing importance and 

commercialization in the pharmaceutical 

industry [14-18]. To observe and test the 

therapeutic efficacy of TDSS, in vitro, technical, 

and model systems that can measure drug release 

permeability and obtain reliable, reproducible, 

validated, and accurate predictive data are 

required [19-24]. In addition, the applicability of 

TDDS is made by in vitro tests on drugs in 

finished dosage form. The drug's performance 

can be tested with a permeation test study 

combined with an in vitro-in vivo [25-28]. 

 

Clinical trials for TDDS offer substantial chances 

to save time and money on development. Scale-

up in drug production and extensive changes in 

the performance of approved products (e.g., 

changes in drug supplier, formulation and 

manufacturer, or raw materials. Comprehensive 

studies by companies should ensure 

reproducibility [29]. In the literature on in vitro–

in vivo correlations (IVIVCs) for TDDS, the 

recommended drug by international guidelines 

formulation studies in topical and transdermal 

dosage forms are advised to measure release and 

penetration [30-37]. IVIVCs, Franz-type (static) 

diffusion cells with two compartments, are the 

most widely used technical (modifiable) 

diffusion cells. In the Franz Diffusion Cell test, a 

membrane that separates the donor and the 

receptor and can represent human skin is needed, 

and synthetic membrane studies are gaining 

importance for this purpose [30, 38, 39]. 

 

Synthetic membranes are frequently used in drug 

release and permeability studies on human or 

animal skin [31]. Synthetic membranes are the 

best topical in vitro model reported to date to 

predict skin status in Franz cells in vivo 

penetration of products [40]. Regulatory 

authorities highly recommend them. However, 

the use of human skin and slaughtered animal 

skin is considered reasonable and is subject to 

national and international ethical guidelines [9, 

41, 42]. Several studies have shown that pig ears 

can be used for testing because they have 

biochemical properties and structural similarities 

to human skin, and the ability to obtain results 

comparable to human skin has made them ideal 

for permeability studies [31, 43, 44]. 

 

Since biological skin is difficult to find and has 

different properties in each sample, an 

inexpensive and reproducible membrane model 

that mimics the skin barrier in terms of release 

and permeability is becoming very popular. In 

this study, the necessary optimization conditions 

for drug release and permeation tests were 

investigated by using synthetic membranes that 

do not contain human or animal skin. The effects 

of parameters such as membrane selection, 

membrane saturation, mixing time, mixing 

speed, and temperature on the permeability of the 

developed gel drug were investigated, and their 

similarity with the reference drug was proven. 

Fourier transform infrared spectroscopy and 

Differential scanning calorimetry analyses were 

performed to show the similarity between the 

developed gel drug and the reference drug. 

 

2. Materials and Methods 

  

2.1. Reagents and chemicals 

 

All reagents used are of analytical purity. 

Potassium monobasic phosphate (KH2PO4), 

potassium chloride (KCl), sodium chloride 

(NaCl), disodium hydrogen phosphate 

(Na2HPO4), trifluoroacetic acid, high-

performance liquid chromatography (HPLC) 

quality acetonitrile and methanol Merck quality 

96% to 99.7%. It has varying degrees of purity. 

0.45 mm polytetrafluoroethylene (PTFE) filters 

were used to filtrate the solutions (Millex 

Millipore, Istanbul, Türkiye). Ultrapure water 

was obtained using the Sartorius water 

purification (Sartorius Arium, USA). 

Thiocolchicoside standard (Batch No: 

M062300088) was purchased from INDIA 

GLYCOLS and used in working studies. The 

commercially available reference drug in gel 
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form containing the active ingredient 

thiocolchicoside was obtained from a pharmacy 

in Duzce (Türkiye). A drug in gel form with a 

new formulation was developed in the laboratory 

environment with the purchased thiocolchicoside 

standard. As a commercial membrane, PALL 

Supor 450 membrane disc filter 0.45µM 47 mm, 

plain (REF:60173), PALL HT-450 Tuffryn 

100/PK Membrane Filter 0.45µM 47 m (Ref: 

T42575), Sartorius regenerated cellulose (RC) 

0.45 µM (Ref: 1122 18406 2201853) filters were 

used in Franz diffusion cell experiments. 

 

2.2. Instruments 

 

The study used Hanson Research MicroettePlus 

brand Franz cell 10-1522, serial number Franz 

Diffusion Cell, for in vitro permeation 

experiments. The quantification of 

thiocolchicoside in the samples obtained by 

permeation was validated with the WATERS 

2487 Dual Absorbance Detector HPLC system. 

 

2.3. Physico-chemical characterization 

 

Fourier transform infrared (FT-IR) spectroscopy 

confirms the chemical characterization of two 

drugs developed in gel form and used as a 

reference, proving their similarity. The FT-IR 

analysis was performed using Agilent brand 

Digilab FTS-3500 model spectrophotometer 

equipped with an ATR to illuminate the structure 

in the wavelength spectrum range of 600-4000 

cm-1. 

 

Differential scanning calorimetry (DSC) 

experiments were performed on two drugs 

developed in gel form and used as a reference. 

Calorimetric measurements were made using an 

Agilent brand DSC 200 F3 model differential 

scanning calorimeter. The samples were placed 

in tin pans and carried out in an N2 atmosphere 

with a temperature increase of 10 °C min-1. 

 

2.4. In vitro permeation method 

 

The permeation of the active ingredient 

thiocolchicoside in the gel form of the 

commercially purchased and used reference drug 

through the Franz Diffusion Cell was compared 

with this developed drug. In vitro permeation 

studies were performed in a Franz Diffusion Cell 

system with a receptor volume of 15 mL and a 

diffusion area of 1.77 cm2 pH 7.4 media solution, 

representing the physiological region suitable for 

the receptor phase.  

 

For permeability studies, three different 

membranes with different properties were kept in 

the media solution at pH 7.4, the most suitable 

pH for the skin, for 8 hours to saturate. Then, 

parameters affecting permeation, such as 

temperature, mixing speed, and sample amount, 

were changed, and the parameters that achieved 

the best efficiency were selected. All samples 

collected with the determined parameters were 

transferred to vials, and the amount of active 

ingredient was determined by the HPLC method 

and compared with the reference drug in the 

study. Permeation studies in each membrane and 

each parameter were performed in 3 repetitions. 

Thiocolchicoside permeation from a transdermal 

system using the Franz Diffusion Cell is shown 

in Figure 2. 

 

 
Figure 2. Thiocolchicoside permeation from a 

transdermal drug delivery system using the Franz 

Diffusion Cell 

 

2.5. High-Performance Liquid Chromatography 

analysis 

 

Waters 2487 model HPLC was used for the 

quantitative determination of thiocolchicoside. 

After filtering, standard thiocolchicoside 

solutions were analyzed at 280 nm with a Dual 

Absorbance Detector on an ACE5 C18 (4.6 mm; 

150 mm; 5 µm) column. HPLC analysis method 

conditions were performed at 25 °C temperature, 

1.2 mL/min flow rate, and 50 µL injection 

volume. The buffer solution contains pure water 

and trifluoroacetic acid. The mobile phase was 

prepared by adjusting acetonitrile and buffer 

solution in a ratio of 83:17, respectively. The 

dilution solution contains buffer solution and 

methanol in a 1:1 ratio. 
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3. Results and Discussion 

 

3.1. FT-IR and DSC analysis 

 

FT-IR spectroscopy is critical to determining the 

chemical interactions between thiocolchicoside 

and excipients. The absorption bands seen in the 

FT-IR spectrum give us information about the 

functional groups present in the structure. FT-IR 

spectra of the reference and developed gel drug 

are shown in Figure 3. When the FT-IR spectrum 

was analyzed, all bands were present in the 

developed gel drug sample. In the spectrum, the 

fingerprint identification peaks of the functional 

groups that should be present in the structure of 

the gel drug are seen. These peaks can be 

observed in all characteristic interaction spectra. 

The characteristic fingerprint peaks at 1647 and 

1525 cm-1 in the FT-IR spectrum correspond to 

C=O and amide groups in the tropane ring. In 

addition, the broadening band corresponding to 

the O-H stretching mode is observed between 

3200 and 3600 cm-1. Moreover, the peak at 2953 

cm-1 indicates the presence of C-H groups in the 

structure. 

 

DSC analysis provides information on 

endothermic/exothermic peaks, melting, release, 

and compatibility between thiocolchicoside and 

the drug, thus providing rapid evidence. Figure 4 

shows the DSC thermograms of the developed 

gel drug and the reference drug. The DSC 

thermograms show both the absence of a new 

peak and the presence of a characteristic 

endothermic peak. This peak indicates no 

incompatibility between the active ingredient 

thiocolchicoside and the drug content. An 

endothermic peak with a maximum of 144.3 °C 

in the DSC thermograms is due to melting. When 

the analysis results are analyzed, it is seen that 

the thermograms of the developed gel drug and 

the reference drug are compatible [45-47]. 

 

3.2. HPLC method validation 

 

This study developed an analytical method for in 

vitro permeation studies of a commercial 

reference drug and a gel containing the active 

ingredient thiocolchicoside. The validation 

parameters of the developed method are given in 

Table 1. Linearity, precision, accuracy, limit of 

detection (LOD), and limit of quantification 

(LOQ) parameters for the chromatographic 

method were validated. The results of the 

analysis will be determined by taking into 

account the ICH validation of analytical 

procedures: text and methodology Q2(R1) 

criteria [48-50]. For the linearity study, samples 

were prepared at six levels of thiocolchicoside 

concentration ranging from 0.078 to 40.0 µg/mL. 

They were evaluated by linear regression 

analysis in line with the obtained areas. The 

regression equation and correlation coefficient 

are y=56699572.93x+4514.39 and 0.9992, 

respectively. 

 

Figure 3. FT-IR spectra of a) reference drug and    

b) developed drug sample 

 

Figure 4. DSC thermograms of a) reference drug 

and b) developed drug sample 

 

For the precision of this analytical method, the 

relative standard deviation (%RSD) value 

between the results of 5 different sample 

solutions prepared at the same concentration was 

determined to be less than 3%. To prove the 

accuracy of the analytical method, the % 

recovery values of the sample solutions prepared 

at four different concentrations in the linear 

region were calculated. The concentration of the 

value determined as 100% in accuracy and 

recovery studies is 26 µg/mL. Other 

concentration values were determined by 

proportioning the percentages of this value. The 

data obtained from 100%-102% proves the 

method’s accuracy. Signal/noise (S/N) was used 

to determine LOD and LOQ values. The 
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signal/noise ratio determines it by comparing the 

result of the thiocolchicoside containing the 

lowest concentration of analyte with the result of 

the blank solution. S/N refers to 3 times the LOD 

and ten times the LOQ of the noise. LOD and 

LOQ values were calculated as 0.026 µg/mL and 

0.078 µg/mL. 

 
Table 1. Validation parameters of the developed method 

Validation parameters  Level Results  Level Results 

Accuracy  50% 101.2±0.3% Recovery 30% 98.9± 0.3% 

  80% 101.8±0.5%  80% 99.9± 0.1% 

 100% 101.1±0.9% 100% 100.1± 0.1% 

 120% 100.4±0.6% 120% 100.2± 0.2% 

 150% 100.2±0.5% Repeatability 100% 100.1± 0.7% 

 

3.3. Effect of membranes on Thiocolchicoside 

permeation 

 

Three different membranes with different 

properties specified in “Section 2.1. Reagents 

and chemicals” were used. It was determined 

how similar results were obtained with the 

reference drug by using a pH 7.4 media solution, 

600 rpm mixing speed, 32.0 oC temperature, and 

400 mg thiocolchicoside as optimum parameters 

in the in vitro permeability of these membranes. 

When Figure 5 is examined, when the 

permeability of thiocolchicoside in the drug 

whose formulation was developed from 

Cellulose, Tuffryn, and Supor membranes is 

compared with the reference drug, the 

permeability differences between the membranes 

are seen. It can be seen from the figure that the 

best permeability was achieved when the Supor 

membrane was used, so the study continued 

using the Supor membrane. 

 

3.4. Effect of membrane saturation on 

Thiocolchicoside permeation 

 

One of the most critical parameters in Franz cell 

studies is saturation of the membrane with 

sufficient media solution. After the membrane 

selection is determined as “Supor”, the similarity 

of the membrane with the reference drug, both 

with and without saturation with the ambient 

solution under the selected optimum conditions, 

is shown in Figure 6. 

 

Figure 5. Effect of different membranes on 

thiocolchicoside permeation (Optimization 

conditions: solution pH: 7.4, mixing speed: 600 rpm, 

mixing time: 6 hours, temperature: 32.0 oC, 

thiocolchicoside amount: 400 mg) 

 

Figure 6. Effect of saturated and unsaturated 

membranes on thiocolchicoside permeation. 

(Optimization conditions: Supor membrane, solution 

pH: 7.4, mixing speed: 600 rpm, mixing time: 6 

hours, temperature: 32.0 oC, thiocolchicoside 

amount: 400 mg) 

 

It can be seen in Figure 6 that the saturated 

membrane is more similar to the reference drug. 

The study conducted with a saturated membrane 

showed that 6 hours of saturation time was 

sufficient. For this reason, the membrane 

saturation time in the study was determined as 6 

hours. 
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3.5. Effect of sample amount on 

Thiocolchicoside permeation 

 

Another parameter whose effect is examined is 

the amount of sample placed in the Franz 

Diffusion Cell. Sample amounts ranging from 

300 to 500 mg were inducted into the cell, 

questioning whether it affected thiocolchicoside 

permeation. A minimum of 300 mg of gel drug is 

required to completely cover the area of the 

membrane placed on the Franz Diffusion Cell 

and to spread the drug evenly on the membrane 

[51]. Examining this parameter determined that 

the amount of sample placed in the Franz 

Diffusion Cell had no effect (Figure 7). 

Therefore, a 400 mg thiocolchicoside sample was 

selected and used as an optimum sample amount 

in the study. 

 

3.6. Effect of mixing time on Thiocolchicoside 

permeation 

 

The amount to which the mixing time affected 

the permeability of thiocolchicoside in the Franz 

Diffusion Cell was evaluated to achieve the best 

resemblance with the reference drug. Under the 

identified ideal conditions, the amount of 

thiocolchicoside was measured various times, 

ranging from 0.5 to 8 hours, and its resemblance 

to the reference drug was ascertained. 

 

 
Figure 7. Effect of sample amount on 

thiocolchicoside permeation. (Optimization 

conditions: solution pH: 7.4, mixing speed: 600 rpm, 

mixing time: 6 hours, temperature: 32.0 oC) 

 

As seen in Figure 8, the amount of 

thiocolchicoside passing from the Franz 

Diffusion Cell to the environment did not vary in 

6 hours or longer. Since it was similar to the 

reference drug, 6 hours was sufficient for the 

study's mixing time. The mixing time was 

determined to be 6 hours. 

 
Figure 8. Effect of mixing time on thiocolchicoside 

permeation. (Optimization conditions: solution pH: 

7.4, mixing speed: 600 rpm, temperature: 32.0 oC, 

and thiocolchicoside amount: 400 mg) 

 

3.7. Effect of mixing speed on 

Thiocolchicoside permeation 

 

After determining the mixing time, another 

parameter is to examine the effect of mixing 

speed. For this parameter, the change in the 

permeability of thiocolchicoside was 

investigated by changing the mixing speed 

between 500 and 660 rpm. When Figure 9 is 

reviewed, it is seen that the similarity with the 

reference drug reaches 100% when mixing at 600 

rpm. For this reason, 600 rpm was preferred as 

the working mixing speed. 

 

Figure 9. Effect of mixing speed on 

thiocolchicoside permeation. (Optimization 

conditions: solution pH: 7.4, mixing time: 6 hours, 

temperature: 32.0 oC, and thiocolchicoside amount: 

400 mg) 

 

3.8. Effect of temperature on Thiocolchicoside 

permeation 

 

In the study examining the effect of temperature 

on the permeation of thiocolchicoside, the 

70

90

110

300 350 400 450 500

%
 P

er
m

ea
b

il
it

y

Sample amount (mg)  0

50

100

150

500 520 600 630 660

%
 P

er
m

ea
b

il
it

y

Mixing speed (rpm)



Sakarya University Journal of Science, 28(4) 2024, 804-815 

 

810 
 

required temperature was 32.0 °C, which is the 

body temperature. The experiment on 

permeation rate is conducted at 32 ± 1 °C, except 

for vaginal drug products, which require a 

temperature of 37 ± 1 °C [52]. The permeation of 

thiocolchicoside was carried out at different 

temperatures by varying the temperatures 

between 30.0 and 36.0 °C. Figure 10 shows that 

the best permeability to the reference drug was 

obtained at 32.0 °C body temperature. For this 

reason, 32.0 °C was determined as the optimum 

temperature and used in the study. The 

temperature optimization study is to observe the 

permeation of thiocolchicoside at temperatures 

other than 32.0 °C and prove that 32.0 °C has the 

highest permeation. 

 

 
Figure 10. Effect of temperature on thiocolchicoside 

permeation. (Optimization conditions: solution pH: 

7.4, mixing speed: 600 rpm, mixing time: 6 hours, 

and thiocolchicoside amount: 400 mg) 

 

3.9. Comparison of the method with other 

studies 

 

When the results obtained from the literature data 

are examined, it is seen that the Franz Diffusion 

Cell is frequently used to investigate the use of 

transdermal drug carrier systems and it is one of 

the important methods due to its originality. In a 

study reported by Shiow-Fern Ng and colleagues, 

Franz Diffusion Cells were used and their effect 

on the applied method was examined. For this 

purpose, they used ibuprofen as a model drug and 

synthetic membranes as a barrier. When they 

examined the study results, they found that it 

positively affected the validation [53].  

 

In another study, Alice Simon et al. used 

different synthetic polymeric membranes and pig 

ear skin and evaluated the rivastigmine 

transdermal drug delivery system by performing 

in vitro permeation experiments in Franz 

Diffusion Cells. They performed a series of 

studies to identify the best-performing model 

membranes [30]. In the study examining the 

passage of niacinamide from different 

formulations into human skin, traditional Franz 

Diffusion Cells were used and investigated both 

in vitro and in vivo using a quantitative Confocal 

Raman Spectroscopy method including finite 

dose conditions. They emphasized that it is a 

valuable study for both actives and excipients 

[54]. 

 

4. Conclusions 

 

One of the increasingly essential systems in the 

pharmaceutical industry is the transdermal drug 

delivery system, which constitutes an innovative 

and successful research area. In this study, the 

permeation of thiocolchicoside, the active 

ingredient taken into the body through various 

drug applications, with Franz Diffusion Cell, the 

permeability of the drug developed in gel form, 

and the reference drug was evaluated 

comparatively using the "Supor" membrane. 

Validation studies were carried out to evaluate 

the accuracy and reliability of the results 

obtained from the samples. In addition, although 

there are different studies with the 

thiocolchicoside agent, it will be the first 

comparative study with the reference drug gel. 

As a result of the injection of sample and 

reference solutions, it was determined that the 

linearity of the chromatograms obtained for 

thiocolchicoside with a correlation coefficient of 

0.9992 was satisfactory for the established 

method. 

 

Moreover, it was observed that the detection 

limit was 0.026 µg/mL, the relative standard 

deviation values were less than 3%, and the 

accuracy values were between 100% and 102%. 

These values obtained prove the accuracy and 

reliability of the study. In addition, the method is 

environmentally friendly in that it can be applied 

rapidly because it does not require many process 

steps, consumes few materials, and requires no 

toxic solutions. 
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The expertise of the physician and the patient's ongoing observation are the two 

primary contributing factors in diagnosing migraines. However, individuals who 

experience migraines in the early stages frequently visit emergency rooms or 

different outpatient clinics, such as internal medicine, ophthalmology, and family 

medicine. Additionally, the type of migraine is frequently misdiagnosed due to the 

severity of the symptoms being misjudged or because the five-to-ten-minute 

examination period is insufficient for achieving an accurate diagnosis. Incorrect 

treatment of this type can have adverse effects on the patient's health. The majority 

of research in this field has concentrated on the study of brainwaves, leading to the 

development of complex tests that are only available to a small proportion of the 

population. However, one study has made progress in automatic migraine 

classification. The study, which demonstrates 97% classification performance above 

that of previous studies and produces findings in a timely manner, provides a decision 

support mechanism that will assist clinicians in the proper classification of migraine 

type. Given that over 20% of Turkey's population suffers from migraines, our study 

concentrated on the same issue to enhance classification performance in terms of 

accuracy and training time. The Naive Bayes model was employed in the study to 

categorize the various types of migraines, and the performance of the model was 

evaluated using data from actual migraine sufferers. The classification model utilized 

exhibited superior classification performance compared to previous studies, with 

99% accuracy and precision. Additionally, the model's training time in the same 

dataset was the shortest when compared to other benchmarked classifier models. The 

application of the Naive Bayes classifier to the classification of migraines represents 

a highly effective technique that can facilitate rapid, accurate clinical diagnoses, 

thereby enabling physicians to provide their patients with precise diagnoses. 

 

 
1. Introduction 

 

Migraine is a neurological pain illness that 

affects millions of people worldwide [1]. It is 

thought of as a long-term nerve system problem 

[1, 2]. The International Headache Society (IHS) 

describes a migraine as a recurrent headache with 

or without aura, lasting 4–72 hours in adults and 

2–72 hours in children. It is frequently 

accompanied by nausea, vomiting, or sensitivity 

to light, sound, or movement [3-6]. The illness 

has a high rate of impairment and a significant 

financial cost [3,7], and is influenced by genetic, 

hormonal, environmental, dietary, sleep, and 

psychological factors [8-10]. According to a 

press release from the Turkish Neurological 

Society in Turkey, one in five women and one in 

ten males, or around 20% of the population, 

suffer from migraines in 2019 [11]. Globally, 

more than a billion people were impacted by 

migraine in 2019 [2]. Additionally, migraine is a 

significant contributor to disability and job loss 

[1]. A substantial body of evidence indicates that 

migraine has a profound impact on a country's 

economy and health [1, 7, 12-15]. 

 

The illness burden and the rate of disability can 

be reduced through the early, accurate 
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identification and treatment of the condition [1, 

3, 7, 16]. Decision support systems can facilitate 

the accurate diagnosis of each patient's migraine 

type during the official examination process, 

thereby improving their quality of life. Such a 

strategy benefits social well-being and indirectly 

aids in the restoration of the nation's workforce, 

which has been affected by migraines.  

 

The revised second edition of the IHS’s 

International Classification of Headache 

Disorders [16] is divided into six basic 

categories: migraine without aura, migraine with 

aura, retinal migraine, complications of 

migraine, probable migraine, and frequently 

occurring childhood periodic syndromes [17]. 

However, the actual dataset employed for this 

investigation was divided into three subgroups, 

comprising patients with migraines with aura, 

migraines without aura, and other migraines. 

 

A correct diagnosis of the type of migraine is of 

critical importance, given that 20% of Turkey's 

population suffers from this illness [11]. In 

general, individuals who experience migraines in 

the early stages of their illness frequently seek 

medical attention in emergency rooms or other 

outpatient clinics, such as those specializing in 

internal medicine, ophthalmology, and family 

medicine. Nevertheless, some symptoms are also 

associated with other illnesses. It is therefore 

evident that diagnosis requires expertise. 

 

In order to diagnose and detect migraines in a 

traditional manner, medical images obtained via 

machines such as CT (computed tomography), 

MRI (magnetic resonance imaging), and PET 

(positron emission tomography) are utilized in 

hospitals. Nevertheless, individuals may lack the 

financial resources to utilize these services in 

private hospitals or may not have timely access 

to them in state hospitals. For instance, in state 

hospitals in Turkey, it may take several months 

to obtain an appointment for the use of these 

machines. Furthermore, the interpretation of 

these medical images necessitates the expertise 

of highly trained medical professionals. 

However, the short examination periods of five 

to ten minutes in state hospitals frequently result 

in misdiagnosis of migraine types due to the 

inability to adequately assess the severity of the 

symptoms.  The majority of research on the 

subject has been concentrated on the study of 

brainwaves, which has led to the development of 

complex tests that are only available to a very 

small portion of the population [18].  

 

Consequently, an affordable, fast, accessible, 

accurate, and user-friendly approach is 

indispensable in the classification of migraine 

types. Only Sanchez-Sanchez's study [19] 

employed a machine learning-based 

methodology on symptoms rather than medical 

images for automatic migraine type 

classification, which achieved an accuracy rate of 

97%. The aforementioned study employed 

traditional machine learning techniques, 

including k-nearest neighbor, decision trees 

(CART classification and regression tree), 

support vector machines (SVM), logistic 

regression, and artificial neural networks (ANN). 

 

The objective of our study was to investigate 

whether the classification accuracy could be 

increased while the classification time was 

decreased. This would be beneficial in the 

context of migraine diagnosis, as an accurate 

diagnosis could help to reduce the potential 

consequences that patients may be susceptible to. 

To this end, we proposed a machine learning-

based solution that was fast, accessible, accurate, 

and easy to use for clinicians who may wish to 

use it in their decision-making. 

 

In this study, we used the Naive Bayes classifier, 

a machine learning approach, to analyze the data. 

In this study, we propose that Naive Bayes can 

enhance classification performance, particularly 

when the predictors are categorical. This is 

despite the naive assumption that the predictors 

are independent and identically distributed, as 

discussed in [20]. Furthermore, Naive Bayes can 

be applied to the solution of multi-class 

classification issues. Additionally, it is 

straightforward, rapid, and easy to implement. 

The research findings have enhanced the existing 

literature on the automatic migraine-type 

classification and have provided support for our 

initial intuition. 

 

The remainder of this document will proceed as 

follows: The methodology employed in this 

research is outlined in the subsequent section, 

along with the workflow. Then, the dataset, 
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classifier model, implementation environment, 

and performance assessment metrics utilized in 

the experimental investigation are described in 

detail.  Later, the findings of the experiment will 

be presented. The results and contributions of the 

research are then discussed. The final section of 

the paper presents a conclusion to the research. 

 

2. Methodology 

 

In this study, we propose a Naive Bayes-based 

model to enhance the classification performance 

of earlier efforts. The methodology employed in 

this investigation is illustrated in Figure 1, which 

represents a straightforward supervised 

classification approach. First, the "Migraine 

dataset," as detailed in the 3.2 Dataset section, 

was divided into two subsets: a training set 

(representing 80% of the dataset) and a test set 

(representing 20% of the dataset). The training 

set was then used to train the classification 

model, Naive Bayes, while the test set was used 

to evaluate the classification performance of the 

trained classifier. Finally, the performance of the 

classifier is evaluated by means of performance 

metrics, such as accuracy and precision, as 

detailed in Section 3.3 Measures for Performance 

Evaluation.  

 

This approach is designed for medical 

practitioners to assist them in their decision-

making regarding the classification of migraine 

types in their patients. This method is designed to 

be user-friendly, requiring only the entry of 

migraine symptoms as specified in Section 3.2 of 

the dataset by the doctor or medical staff. The 

method then automatically predicts the migraine 

type. 

 

3. Experimental Study 

 

3.1. Naïve Bayes classifier 

 

The Bayes theorem, a formula for calculating 

conditional probability, was developed by 

Thomas Bayes in 1812 for use in statistics. This 

theorem elucidates the relationship between 

conditional probabilities and marginal 

probabilities in the probability distribution for a 

random variable. The calculation is performed 

using Equation (1). 
 

𝑃(𝐸1|𝐸2) =
𝑃(𝐸1|𝐸2) × 𝑃(𝐸1)

𝑃(𝐸2)
 (1) 

 

where the components of the formula as is 

defined below. 

 

Figure 1. Methodology used in this work 

• 𝐸1 and 𝐸2 are events.  

• The probabilities of events 𝐸1 and 𝐸2 , 

respectively, are represented by 𝑃(𝐸1) 

and 𝑃(𝐸2). 

• 𝑃(𝐸1|𝐸2) is the probability of event 𝐸1 

occurring when event 𝐸2 occurs. 

𝑃(𝐸2|𝐸1) is the probability of event 𝐸2 

occurring when event 𝐸1 occurs. 

 

The Naive Bayes classifier is based on the 

application of Bayes' theorem with the naive 

assumption that each pair of features will have 

a conditional dependency given the value of the 
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class variable. In other words, the classifier first 

creates a Naive Bayes probability model and 

then combines it with a typically maximum 

posterior decision rule. In conclusion, a Bayes 

classifier, represented by Equation (2), can be 

conceptualized as a function that assigns class 

labels to data item properties. 

 
𝑐𝑙𝑎𝑠𝑠 = arg 𝑚𝑎𝑥𝑐𝑙𝑎𝑠𝑠 × 

𝑃(𝑐𝑙𝑎𝑠𝑠) ∏ 𝑃(𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑖|𝑐𝑙𝑎𝑠𝑠)

𝑛

𝑖=1

(2)
 

 

The probability function P, the class label to be 

assigned, and the 𝑖𝑡ℎ att attribute of the data 

point are all shown in Equation (2). 

 

3.2 Dataset 

 

The "Migraine" dataset created by Sanchez-

Sanchez is publicly available on CodeOcean 

[21]. The data was collected during the course 

of a master's thesis research project.  In 2013, a 

medical professional maintained records at the 

Hospital Materno Infantil de Soledad. The 

dataset comprises 400 individuals' medical 

records and contains no personal data that could 

be used to identify the patients. The dataset 

comprises 24 variables, including both 

migraine symptoms and diagnoses. The 

variables are listed in Table 1 and have natural 

number values.  

 

Furthermore, the dataset is free of missing 

values. The diagnosis of the patient, as 

indicated by the variable "Type," is based on the 

patient's symptoms and medical history. One of 

the seven forms of migraines is indicated, 

including "1. Typical aura with migraine", "2. 

Migraine without aura", "3. Typical aura 

without migraine", "4. Familial hemiplegic 

migraine", "5. Sporadic hemiplegic migraine", 

"6. Basilar-type aura" and "7. Other". Figure 2 

presents the percentage of cases in the dataset 

by type of migraine. It should be noted that 

migraine types that can develop without 

headache, such as acephalgic migraine or silent 

migraine, are represented under other 

categories. Consequently, this particular type is 

not fully represented in the study.  

 

 
Figure 2. A pie chart illustrating the relative 

prevalence of different types of migraines within 

the dataset 

 

3.3 Measures for performance evaluation 

 

In this study, precision and accuracy metrics are 

employed to assess the performance of machine 

learning models. To facilitate comprehension 

of these measurements, it is essential to present 

a number of factors, including true positive 

(TP), true negative (TN), false positive (FP), 

and false negative (FN). These parameters are 

employed to assess precision, recall, and 

accuracy. As illustrated in Figure 3, a confusion 

matrix, which is a table for a binary classifier, 

is a valuable tool in the classification process, 

which allows for the comparison of actual 

values with predicted values by a machine 

learning model. 

 

 
Figure 3. A confusion matrix for assessing 

classification performance 
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True positives (TP) represent the number of 

outcomes that were correctly identified as 

positive by the machine learning model. True 

negatives (TN), on the other hand, refer to the 

number of outcomes that were correctly 

identified as negative. False positives (FP) are 

instances where a negative result was 

erroneously classified as a positive. Similarly, 

false negatives (FN) are instances where a 

favorable outcome was erroneously projected 

as a negative one. The metrics employed in this 

study for evaluating the performance of the 

model are outlined below. 

 

Precision is defined as the degree of agreement 

between the predicted and actual values. The 

precision of the learning model's positive 

predictions is evaluated by measuring its 

accuracy. Equation (3) specifies that this metric 

is calculated as the ratio of true positives to all 

positive predictions. This is calculated as the 

sum of the model's true positives and false 

positives. 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
  (3) 

 

Accuracy is a metric used to evaluate the quality 

of predictions. It determines the percentage of 

accurate predictions made by the machine 

learning model.   For instance, if 95% of the 

predictions are correct, the model's accuracy is 

95%. The accuracy of the model is calculated 

using the following equation: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

=
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑜𝑡𝑎𝑙 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
  (4) 

 

4. Results and Discussion 

 

In this study, we utilize the recommended 

methodology to categorize the migraine 

dataset. The dataset encompasses information 

on adults who have been diagnosed with 

migraines. The classification process makes use 

of every detected variable. To provide a fair 

comparison of Sanchez-Sanchez's work [19], a 

Table 1. Description of the Migraine dataset 

# Identified 

Variable 

Value 

Range 

Description 

1 Age 15-77 Age of the patient 

2 Duration 1-3 Duration of symptoms last episode in days 

3 Frequency 1-8 Frequency of episodes per month 

4 Location 0-2 Unilateral/bilateral pain location 

{0: None, 1: Unilateral, 2: Bilateral} 

5 Character 0-2 Throbbing or constant pain 

{0: None, 1: Throbbing, 2: Constant} 

6 Intensity 0-3 Pain intensity  

{0: None, 1: Mild, 2: Medium, 3: Severe} 

7 Nausea 0-1 Nauseous feeling {0: Not, 1: Yes} 

8 Vomit 0-1 Existence of vomiting {0: Not, 1: Yes} 

9 Phonophobia 0-1 Noise sensitivity {0: Not, 1: Yes} 

10 Photophobia 0-1 Light sensitivity {0: Not, 1: Yes} 

11 Visual 0-4 Reversible visual symptoms 

12 Sensory 0-2 Reversible sensory symptoms 

13 Dysphasia 0-1 Lack of speech coordination {0: Not, 1: Yes} 

14 Dysarthria 0-1 Disarticulated sounds and words {0: Not, 1: Yes} 

15 Vertigo 0-1 Dizziness {0: Not, 1: Yes} 

16 Tinnitus 0-1 Ringing in the ears {0: Not, 1: Yes} 

17 Hypoacusis 0-1 Hearing loss {0: Not, 1: Yes} 

18 Diplopia 0-1 Double vision {0: Not, 1: Yes} 

19 Visual_defect 0-1 Simultaneous frontal eye field and nasal field defect and in both eyes {0: 

Not, 1: Yes} 

20 Ataxia 0-1 Lack of muscle control {0: Not, 1: Yes} 

21 Conscience 0-1 Jeopardized conscience {0: Not, 1: Yes} 

22 Paresthesia 0-1 Simultaneous bilateral paresthesia {0: Not, 1: Yes} 

23 DPF 0-1 Family background {0: Not, 1: Yes} 

24 Type 1-7 Diagnosis of migraine type 
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Python 3 script utilizing the "Scikit-learn" [22] 

and "Pandas" [23] libraries was employed, as 

these were used in the implementation of 

Sanchez-Sanchez's work [19]. 

 

The precision and accuracy figures that 

Sanchez-Sanchez published for their studies, 

those of their opponents, and those that we 

empirically discovered for our work are 

presented in Table 2. 

 
Table 2. Comparative performance outcomes in 

terms of accuracy and precision 

Study Classifier 

Model 

Precision 

(%) 

Accuracy 

(%) 
Sanchez-

Sanchez 

[20] 

kNN 87.19 78.75 

CART 81.00 81.25 

SVM 95.31 86.25 

Logistic 

Regression 

95.63 87.50 

ANN 97.00 97.50 

Our 

Study 

Naive Bayes 99.00 98.75 

 

Table 2 presents the performance values for the 

same dataset when employing various machine 

learning classifier models. The weighted 

average of all migraine types was derived from 

precision calculations that were conducted 

independently for each form of migraine. 

 

One of the objectives of this study is to develop 

a rapid and automated classification system for 

migraine types. To demonstrate the efficiency 

of the Naïve Bayes classifier in comparison to 

other classifiers, we quantified the training 

times of the classifiers. This is because the 

majority of the time consumed by machine 

learning algorithms is spent on the training 

stage. Table 3 presents the average training 

time, in seconds, required by machine learning 

classifiers. Training times are expressed in 

seconds and represent the average of ten 

separate executions. For the purposes of the 

experimental analysis, a laptop with the 

following configuration was utilised: The 

processor is an Intel Core i7 CPU @ 2.30 GHz. 

The processor is 64-bit and runs on the 

Windows 10 operating system, which has 16 

GB of main memory. 

 

 

 

Table 3. Comparative outcomes for the 

classification models' training times 

Works ML Classifier Training Time 

(in seconds) 
Sanchez-

Sanchez 

[20] 

kNN 0.041 

CART 0.035 

SVM 0.026 

Logistic 

Regression 29.856 

ANN 5.216 

Our Study Naive Bayes 0.002 

 

Furthermore, this study does not encompass the 

full spectrum of migraine types, including 

vestibular migraine, menstrual migraine, 

abdominal migraine, and acephalgic migraine 

(or silent migraine), which are all classified as 

"others" in the dataset. Consequently, the 

dataset utilized in this study must be augmented 

in order to facilitate the identification of these 

migraine subtypes and other subtypes of 

migraines like retinal migraine. 

 

5. Conclusion 
 

It is a priori assumed that Naive Bayes may 

enhance the prediction accuracy on 

classification of the migraine dataset. This is 

based on the observation that Naive Bayes can 

perform well on relatively less data, can be 

trained in a short amount of time, and can 

provide highly accurate results on categorical 

variables, regardless of whether the variables 

are conditionally dependent or not. The 

objective of this study is to examine the 

potential of the Naive Bayes machine learning 

model to enhance the precision and accuracy of 

diagnosing the various types of migraine in 

migraine sufferers.  The outcomes demonstrate 

that, when compared to numerous models 

employed for the classification of migraine 

types in the literature, the Naive Bayes model 

outperforms all other reference works in terms 

of precision, accuracy, and model training time. 

 

Future studies may expand the dataset to 

include additional migraine types that are 

currently underrepresented, such as vestibular 

migraine, menstrual migraine, abdominal 

migraine, and acephalgic migraine (or silent 

migraine). These migraine types are all 

categorized as "others" in the dataset. 

Additionally, the dataset may be extanded by 

other migraine subtypes like retinal migraine. 
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It is known that people generally spend 90% of their time indoors. Therefore, indoor 

air quality is a major concern for many people. Building materials play an important 

role in indoor air quality. Therefore, this study evaluates the role of building 

materials in IAQ by conducting a bibliometric analysis of articles from the Web of 

Science Core Collection and utilizing VOSviewer software to analyze publications 

from 2010 to 2023, focusing on the citation, year, country, and keywords co-

occurrence. The analysis reveals key trends and gaps in the literature, highlighting 

the predominance of specific materials and pollutants. It also highlights that 

variability in building parameters makes attributing pollution sources difficult and 

underlines the need for context-specific assessments. These findings underscore the 

critical need to prioritize IAQ in building design and management to ensure safe and 

healthy indoor environments. This study manifests by methodologically mapping the 

research landscape on building materials and IAQ, guiding future empirical research. 

 

1. Introduction 

 

We all know that air quality greatly impacts our 

health and well-being. However, it is known that 

the building materials used in houses and 

buildings can also play a role in indoor air quality 

(IAQ). A successful building design requires a 

good indoor environment that not only impacts 

energy consumption but also affects the comfort 

of the inhabitants. Building environments vary in 

size, design, and function, influenced by the 

available building materials, climate, and culture. 

Building spaces are thermally conditioned to 

provide indoor and thermal comfort suitable for 

different weather conditions. The indoor 

environment is frequently contaminated with 

dangerous compounds and biological pollution 

sources, which can cause various health issues. 

IAQ is influenced by chemical, biological, 

building materials, furnishing, design, and 

mechanical systems. Poor IAQ can greatly 

impact occupant health. Figure 1 illustrates the 

various sources and types of contaminants 

(chemical, biological, and physical) that impact 

users, leading to a range of diseases. 

 

IAQ and the comfort of occupants are closely 

intertwined. The indoor environmental 

conditions include four major factors. These are 

thermal comfort, indoor air quality, visual 

comfort, and acoustic comfort. Frontczak et al. 

[2] found that IAQ significantly impacts 

occupants' satisfaction, with factors such as 

visual, thermal, acoustic, and indoor air quality 

contributing to overall satisfaction. Additionally, 

Astolfi and Pellerey [3] found that satisfaction 

with indoor environments is related to thermal, 

acoustic, visual, and air quality conditions.  
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Figure 1. The built environment to health effects pathway [1] 

 

Control of pollutant sources, removing 

contaminants from the air using effective filters, 

and dilution ventilation are important techniques 

for IAQ management. Architects must consider 

IAQ as a part of human-centered design 

strategies, requiring adequate ventilation 

systems, air filtration, humidity regulation, and 

temperature control [4]. Studies have shown that 

outdoor/indoor temperature, wind velocity, 

humidity, ventilation, and occupancy influence 

IAQ and thermal comfort.  

 

According to the literature, Indoor Air Quality 

(IAQ) is crucial in minimizing Sick Building 

Syndrome (SBS) symptoms. IAQ is a significant 

concern for human health, and many studies have 

been conducted to address this issue. Numerous 

studies have focused on indoor air pollutants' 

sources, concentrations, and health risks, such as 

VOCs, PM, and biological pollutants (Table 1). 

Experimental studies, such as those conducted by 

[5] and [6], have specifically examined the 

impact of certain pollutants like viruses. Both 

studies aimed to provide architects with solutions 

to reduce the risk of disease transmission through 

effective air disinfection techniques, engineering 

controls, and design methods. 

 

Related studies, such as Ma et al. [7], 

investigated the correlations among thermal 

comfort, IAQ, and human health and well-being 

factors. The study identified factors like outdoor 

and indoor temperature, wind velocity, relative 

humidity, physical features of the room, 

ventilation, and air exchange rates as 

contributing to IAQ. To improve IAQ and reduce 

exposure to pollutants, studies proposed using 

green materials, plants, and nanomaterials [8-

13]. For example, nanomaterials have been 

recommended to detoxify indoor air using 

heterogeneous photocatalysis [9]. In another 

case, houseplants reduced formaldehyde, a 

poisonous substance, in indoor air environments 

[13]. Green adhesives from renewable natural 

resources include tannin and cashew nutshell 

liquid. With the ability to have low formaldehyde 

release from wood products, they can hence 

boost indoor air quality [12]. 

 

Moreover, much better regulation is essential, 

enhancing the IAQ integrity [14]. Various 

researchers have indicated the importance of 

controlling of emission of volatile organic 

compounds (VOCs) due to their toxicity, 

especially from building material formaldehyde 

and other toxic substances [15-22]. 

 

Megahed et al. [23] studied design strategies in 

post-pandemic architecture to address IAQ 

challenges related to COVID-19. Their work 

aimed to provide architects with solutions to 

reduce the risk of disease transmission through 

effective air disinfection techniques, engineering 

controls, and design methods. Their conceptual 

model discusses the need for human-centered 

design through holistic IAQ management 

strategies like ventilation systems, air filtration, 

humidity control, and temperature regulation.  

 

Building materials can release various pollutants, 

which can cause indoor air-related health 

problems [24]. Kozielska et al. [25] monitored 
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indoor pollutants in a residential building in 

Poland and found that CO2 concentrations and 

BTEX were higher in homes with more people 

and fewer rooms, while NO2 levels increased 

during cooking. The highest exposure risks were 

associated with PM4 (with a diameter of ≤4 μm), 

which poses significant health risks. Poor 

ventilation contributed to high pollutant levels.  

 

Riaz et al. [8] explore the impact of microbial 

colonies in wet and damp indoor environments 

on human health. The authors discuss Building-

associated illness (BRI) and SBS as significant 

health issues caused by indoor biological 

pollutants or bioaerosols such as bacteria, fungi, 

and viruses like coronavirus. They argue for 

using nanomaterials in heterogeneous 

photocatalysis for indoor air detoxification. They 

also stress the importance of cost-effective and 

safer materials to address indoor air quality and 

public health issues. Aydoğan et al. argue that 

biological methods based on plants and their 

associated microorganisms offer a promising 

solution to eliminate toxins from indoor 

environments. They discuss the psychological, 

physiological, and cognitive benefits of 

incorporating vegetation into indoor 

environments and cleaning the air [26]. 

 

Radon gas exposure raises lung cancer risk. 

Community-level data is vital to prioritize testing 

and remediation, conserve public health 

resources, and involve building owners [27]. 

Popa et al. emphasize that because of inadequate 

ventilation and the widespread use of new 

building materials that emit organic chemicals, 

indoor environments risk human discomfort and 

harm to health. It notes that several VOCs, some 

of which are known to be hazardous, mutagenic, 

or carcinogenic, have been found in indoor air 

[14].  

 

To forecast PM2.5 conditions, Saini et al. suggest 

an IAQ monitoring system using Internet of 

Things-based sensors. The Vayuveda system was 

evaluated using a variety of datasets from both 

urban and rural areas, and updates were made 

available to users via an online portal. To 

establish the optimal model for real-time IAQ 

assessment, the authors evaluated various 

approaches at each stage of the development 

process [28]. When the relationships between 

PM concentrations are examined, it is 

emphasized that location affects the results and 

that a uniform approach cannot effectively 

combat air pollution [29]. 

 

A dangerous pollutant with a large global 

production and consumption rate, formaldehyde, 

is discussed by Wang et al. as a source of 

pollution in Chinese homes. The study aimed to 

assess home formaldehyde pollution in 11 cities 

and investigate potential contributing factors. 

The findings indicate that northern cities, 

bedrooms, and warm seasons had higher 

pollution levels [15].  

 

The BTEX group of hazardous organic 

chemicals, which includes benzene, toluene, 

ethylbenzene, and xylenes, is the paper's subject 

by Mokammel et al. The study evaluated the 

health hazards and factors of BTEX levels in 

indoor and outdoor air in rural communities in 

Ardebil, Iran. According to the findings, indoor 

air contained higher levels of BTEX than outdoor 

air. According to the report, tobacco smoke was 

a prominent temporary source of indoor BTEX, 

and using kerosene fuel for heating systems 

resulted in higher concentrations of BTEX [10].  

 

Alfuraty discusses using eco-friendly materials 

in the design of interior decorations. The paper 

explores the current issues of the decoration 

materials, the idea, and the value of 

environmental protection together with the 

analysis of relevant information on modern green 

design, providing sustainable development of 

environmentally friendly material for interior 

design. The study observes that environmental 

protection materials help improve IAQ and 

include outdoor spaces in continuity with indoor 

spaces [30].  

 

Mareş et al. evaluate the IAQ and energy 

efficiency of a single-family house in Cluj-

Napoca County, Romania. Past research studies 

have found that with increased energy efficiency, 

there is reduced IAQ due to more energy 

efficiency, and there tends to be less natural 

ventilation. The research also observed that their 

installation caused a higher IAQ at low energy 

costs and significant energy savings compared to 

conventional ventilation [31]. 
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The emissions of VOC and PAHs and their 

impact on IAQ were studied by Pineiro et al. The 

study looked at both primary and secondary 

emissions. The study found that an original coal-

tar membrane used to waterproof the terrace was 

a possible source of contaminants. The article 

suggested that the contaminated materials should 

be removed, and ventilation systems should be 

installed to force the emitted gases from the rest 

of the contaminated slab outside to remediate the 

emission problem [16]. 

 

Adam et al. researched personal exposure to 

particulate-bound black carbon (BC) in urban 

areas of Trivandrum, India. The study aimed to 

quantify the levels of exposure to BC in a home-

based and mobility-based scenario. The study 

found that BC concentrations were highest 

during transportation, such as using motorcycles 

and cars. The inhaled dose of BC was relatively 

larger in the mobility-based scenario. The study 

highlights the need to reduce personal exposure 

to fossil fuel-related particulate emissions in 

cities for public health reasons [11]. The article 

highlights the need for better legislation to 

improve household IAQ. It discusses sources of 

indoor air pollution, health impacts, and groups 

affected by COVID-19 and poor IAQ [17].  

 

The emissions of VOCs and SVOCs and the 

presence of mold were examined by Gallon et al. 

at various stages of construction. According to 

the study, the entire implementation process is 

closely linked to the future indoor air quality of a 

building. During construction, mold spore 

measurements can reach high levels. They argue 

that SVOC and VOC emissions must be 

regulated due to their toxicity [18]. 

 

Alenezi et al.'s study in Kuwait measured the 

precise concentrations of VOCs and the 

associated risks in homes near fuel dispensing 

stations. The study found that BTEX has 

mutagenic and carcinogenic characteristics, 

leading to high health risks for the neighboring 

community [32].  

 

In winter in Xi'an, China, Huang et al. measured 

harmful VOCs and carbonyls in typical 

apartments. The study discovered significant 

indoor levels of formaldehyde, acetone, 

naphthalene, methylene chloride, and 

acetaldehyde in Chinese households. According 

to the study, the main sources of indoor VOCs 

and carbonyls are household items, smoking, 

cooking, paints and adhesives, furniture and 

building materials, and paints and adhesives [33].  

Skaar et al. evaluated indoor emissions of toxic 

substances from products and their impact on 

human health, which is typically not considered 

in life cycle assessments (LCAs). They 

developed a method based on measured emission 

rates to calculate the impact on human health 

during the use stage of products that emit VOCs 

[34].  

 

Building materials are significant sources of 

VOCs and Formaldehyde, which can pose health 

risks to occupants. With the increasing use of 

composite wood products in Korea, efforts are 

being made to reduce formaldehyde emissions in 

indoor environments using green adhesives from 

natural materials [35]. Toxic substances like 

Formaldehyde and VOCs released from building 

materials and wood composite products can be 

the cause of SBS symptoms. The placement of 

indoor plants in newly built apartment houses in 

Seoul has been shown to reduce SBS symptoms 

and ventilation [13]. 

 

Fungal metabolites such as beta-D-glucan, 

mycotoxins, and VOCs that induce ill health in 

susceptible occupants are strongly associated 

with indoor humidity and IAQ [19]. The use of 

composite wood products in indoor 

environments in Korea has increased, causing 

problems related to human health due to the 

emission of toxic substances such as 

Formaldehyde and VOCs. Green adhesives from 

natural materials such as tannin and cashew 

nutshell liquids reduce formaldehyde emissions 

and improve IAQ [20]. 

 

When combined with ventilation, indoor plant 

placement in newly constructed apartment 

buildings in Korea was proven to improve the 

mental and physical health of the occupants. The 

planting of indoor plants alone proved 

insufficient to minimize indoor hazardous 

chemical compounds despite improvements in 

mental health and some physical parameters [21].  

This study used houseplants to examine the signs 

of SBS in 82 households in a recently constructed 

apartment building in Korea. The study proved 
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that houseplants positively impacted indoor air 

quality and formaldehyde levels. Some toxic 

chemical substances that cause SBS were 

quantitatively reduced by using houseplants [22]. 

 
Table 1. Overview of the past reviews 

Ref. Method Sources Pollutants 

[8] Review TiO2 nanomaterials-based air filters and building coatings Bioaerosols 

[10] 
Experimental 

Heating systems, paints, building materials, smoking, cooking 

appliances, furnishings, and cleaning products 

BTEX (benzene, toluene, 

ethylbenzene, and xylene) 

[11] Experimental Black carbon PM, PAHs 

[13] 

Experimental 

For VOCs: paints, varnishes, waxes, conservation materials, solvents of 

anti-mold agents, and detergents. 

For benzene: plastics, resins, and detergents 

For formaldehyde and acetaldehyde: chipboards, various resins, paints, 

disinfectants 

For Terpenes: household detergents and perfumes 

VOCs 

[14] Experimental Construction materials VOCs 

[15] 

Experimental+ Survey 

Household characteristics (building age, distance from a traffic road, 

residence duration, window glass layers, decoration, furniture, and type 

of AC) 

Formaldehyde 

[16] Experimental +Numerical Coal-tar membrane for insulation VOCs, PAHs 

[17] 
Analytical 

- Biological pollutants: 

Virus (COVID-19) 

[18] Experimental Construction material VOCSs, tVOCs 

[19] 
Analytical 

Building materials (mineral wool, plasterboard, cardboard), cigarette 

smoke 

Fungal metabolites, 

mycotoxins, and VOCs 

[20] 
Analytical 

The wood-based panel, furniture, engineered flooring, and construction 

adhesive 

Formaldehyde and VOCs 

[21] Experimental - Formaldehyde, CO, CO2 

[22] Experimental+ Survey - Toxic chemical 

[24] Experimental MDF VOCs, Formaldehyde 

[25] 

Experimental 

For NO2: gas-fired appliances (stoves, ovens, cookers, and water 

heaters)  

For VOCs: (installations, odors, room furnishings, furniture, carpets, 

electronics, etc.) 

CO2, VOCs, PM, NO2, 

and BTEX 

[21] Experimental - Formaldehyde, CO, CO2 

[26] Review -  - 

[27] Survey Bedrock-penetrates building foundation and cracks Radon 

[28] 
Experimental +IoT 

Biomass fuels such as wood, cow dung, and kerosene PM2.5, PM10, CO2, CO, 

NO2, and tVOC 

[30] 
Analytical 

Surface finishing, furnishing, lighting system, equipment, and electrical 

devices 

 - 

[31] Experimental +Numerical - Radon 

[32] 

Experimental 

Fuel dispensing station near the residential area VOCs and BTEXs 

(benzene, toluene, ethyl 

benzene and xylenes) 

[33] 

Experimental 

Furniture and building materials, paints and adhesives, household 

products, smoking, and cooking 

Formaldehyde, 

acetaldehyde acetone, 

naphthalene, and 

methylene chloride 

[34] Experimental+ Numerical Room furnishing VOCs 

[35] 
Numerical 

Building and furnishing materials (paint, coating, wood-based panels, 

plywood) 

VOCs, Formaldehyde 

[36] 

Experimental 

Floor/wall coverings, furniture, and the use of cleaning products, 

heating system 

VOCs, benzene, 

ethylbenzene, o-xylene, 

and formaldehyde 

[37] Analytical Indoor coal smoke Formaldehyde 

[38] 

Experimental 

House dust Macromolecular organic 

compounds (MOC) and 

VOCs 

 

Aldehyde compounds are the most common 

chemical group in the indoor air of atopy patients 

and control households in Korea. Atopic 

dermatitis and allergic asthma patients' homes 

had considerably higher indoor air benzene, 

ethylbenzene, xylene, styrene, and formaldehyde 

substances. Higher quantities of formaldehyde 

and other VOCs were associated with house age, 
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floor or wall coverings, and the type of heating 

system [36]. 

 

The article reviews energy-saving in building 

and IAQ-related standards in China. It discusses 

how the two systems of building energy-saving 

and IAQ-related standards have been established 

separately. The article also explains the 

importance of formaldehyde as a pollution index 

in the IAQ control strategy in China [37]. 

Molhave et al. describe the composition of floor 

dust from Danish offices collected and analyzed 

to be used in an exposure experiment. The study 

found that the dust contained microorganisms, 

microfungi, endotoxins, allergens, macro-

molecular organic compounds (MOD), and 

VOCs. The article emphasized that sediments of 

dirt and dust resulted in airborne dust, which 

causes exposure and soiling problems [38]. 

 

These studies discuss IAQ, focusing on 

pollutants, ventilation, humidity control, and 

temperature regulation. Several studies 

emphasize the correlations between thermal 

comfort and human health. The use of green 

materials and houseplants to improve IAQ is also 

discussed. Common pollutants such as VOCs and 

Formaldehyde, as well as their potential health 

risks, are explored in multiple studies. Many 

studies recommend the adoption of better 

legislation and building standards to promote and 

ensure healthy IAQ. Controlling IAQ is crucial 

for mitigating SBS. Effective ventilation can 

maintain IAQ below set pollutant limits, but 

perceptions of air quality and ventilation rates are 

correlated. Therefore, adequate ventilation 

should be central to design or remediation 

efforts. 

 

Although extensive research has investigated the 

impact of building materials on indoor air quality 

(IAQ), a gap exists in synthesizing this body of 

work through bibliometric analysis. This study 

was necessitated by consolidating and analyzing 

existing literature to identify common trends, 

methodologies, and gaps. Using a bibliometric 

approach using VOSviewer to review articles in 

the WoSCC systematically, this research 

provides a data-driven perspective on the impact 

of building materials on IAQ. Unlike previous 

reviews that qualitatively discuss the effects of 

specific materials, our study maps the research 

landscape quantitatively. It provides insight into 

the most frequently studied materials, 

contaminants, and their associated health effects. 

 

2. Methodology/Bibliometric Analysis 

 

This study aimed to conduct a thorough literature 

review on IAQ in residential buildings by 

searching for relevant articles on the Web of 

Science (WoS) using various keywords. All data 

were obtained from the Web of Science Core 

Collection between 2010 to 2023. English-only 

document types were articles, letters, and 

reviews from the following indexes: SCI-

EXPANDED, SSCI, ESCI and A&HCI, CPCI-S.     

Data from different sources were collected and 

analyzed. VOSviewer [39] software version 

1.6.18 was used to display the literature on 

indoor air quality and building materials. The 

relevant publications were selected based on 

specific criteria such as publication year, 

language, journal, title, author, institution, 

keywords, document type, abstract, and citation 

counts. The data from these publications were 

entered into the software manually in text format 

[4].  

 

In this software, analysis types such as citation 

analysis, co-citation analysis and bibliographic 

matching are frequently preferred. In addition to 

these traditional methods, this study incorporates 

an approach by analyzing keyword co-

occurrences, specifically within word mining, 

enhancing the understanding of the field's 

thematic structures and semantic networks. The 

types of analysis in Table 2 show the types of 

bibliometric analyses used in this study. In the 

study conducted with VOSviewer, 4059 

publications were found with the keyword 

"IAQ." In this analysis, the minimum frequency 

of occurrence of terms was chosen as 10, and 

there are 50,840 terms in total. 3264 of these 

terms meet the determined threshold value. As a 

rule of thumb in analysis, 60% of the terms were 

selected as the most relevant.  

 

A bibliometric study examined the development 

of IAQ within scholarly articles and its 

correlation with environmental factors, reflecting 

its increasing prominence in academic research. 

This study utilized a systematic bibliographic 

review of literature central to the theme, 
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following a structured methodology: (1) 

establishing search parameters, keywords, and 

timeframes; (2) utilizing the Web of Science 

database for data retrieval; (3) refining and 

adjusting the search criteria; (4) comprehensive 

exportation of the data; (5) analyzing the 

gathered data and discussing the findings with 

five analysis.  

 
Table 2. Types of bibliometric analysis used 

Analysis Type Characteristics Analyzed 

Citation 

Documents, Sources, 

Authors, Numbers, 

Countries 

Bibliographic coupling 

Publication numbers 

(year) 

Publication numbers 

(country) 

Keyword Co-occurrence 

 

2.1. Findings 

 

This section details the principal findings from a 

comprehensive examination of published 

articles, focusing on the correlation between 

various building materials and their contributions 

to IAQ. Advanced bibliometric tools have 

allowed for a nuanced data analysis, revealing 

key materials and pollutants that play pivotal 

roles in indoor air environments. The five 

analyses, which are citation analysis, publication 

number according to year and country, 

bibliographic analysis and keyword co-

occurrence analysis methods mentioned above, 

are examined below.  

 

2.1.1. Citation analysis 

 

Many researchers have made significant 

contributions to the field of indoor air quality. 

The analysis from WoSCC highlights the top ten 

authors with the most citations for their work and 

the titles of their publications. This 

comprehensive overview demonstrates the depth 

of research and the critical insights these 

scientists provide to understanding and 

improving indoor air quality. 

 

Table 3. Citation analysis of top ten publications between 2010 to 2023 

Ref. 

No. Authors Title 

Doc. 

Type 

Total 

Times 

Cited 

[40] 
Liu, C; Hsu, PC; Lee, HW; Ye, M; 

Zheng, GY; Liu, NA; Li, WY; Cui, Y 
Transparent air filter for high-efficiency PM2.5capture Article 816 

[41] 
Cao, XD; Dai, XL; Liu,  

JJ 

Building energy-consumption status worldwide and the 

state-of-the-art technologies for zero-energy buildings 

during the past decade 

Article 805 

[42] Rupp, RF; Vásquez, NG; Lamberts, R 
A review of human thermal comfort in the built 

environment 
Review 562 

[43] 

Sundell, J; Levin, H; Nazaroff, WW; 

Cain, WS; Fisk, WJ; Grimsrud, DT; 

Gyntelberg, F; Li, Y; Persily, AK; 

Pickering, AC; Samet, JM; Spengler, 

JD; Taylor, ST; Weschler, CJ 

Ventilation rates and health: multidisciplinary review of 

the scientific literature 
Article 510 

[44] 
Sarigiannis, DA; Karakitsios, SP; 

Gotti, A; Liakos, IL; Katsoyiannis, A 

Exposure to major volatile organic compounds and 

carbonyls in European indoor environments and associated 

health risk 

Review 434 

[45] 

Schober, W; Szendrei, K; Matzen, W; 

Osiander-Fuchs, H; Heitmann, D; 

Schettgen, T; Jörres, RA; Fromme, H 

Use of electronic cigarettes (e-cigarettes) impairs indoor 

air quality and increases FeNO levels of e-cigarette 

consumers 

Article 387 

[46] 
Schripp, T; Markewitz, D; Uhde, E; 

Salthammer, T 
Does e-cigarette consumption cause passive vaping? Article 374 

[47] Wolkoff, P Indoor air humidity, air quality, and health - An overview Review 366 

[48] Pacheco-Torgal, F; Jalali, S 
Earth construction: Lessons from the past for future eco-

efficient construction 
Review 348 

[49] 
Vakiloroaya, V; Samali, B; Fakhar, A; 

Pishghadam, K 
A review of different strategies for HVAC energy saving Review 331 
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Table 3 below lists these influential authors and 

their seminal work, demonstrating the scope of 

the study and the impact of their research on the 

academic community and beyond. The most 

cited publication was the most cited publication 

between 2010 and 2023, with 816 citations. This 

study is a study on PM2.5, a particularly 

important air pollutant. 

 

2.1.2. Bibliographic coupling 

 

In this analysis, there are five clusters with ten or 

more authors. This analysis does not generally 

represent all 11610 authors who contributed to 

this topic, but only those who contributed to the 

central research network. Accordingly, the total 

power of co-authorship resources with other 

authors was calculated for one of the 45 authors. 

Figure 2 shows a network map visualizing co-

author affiliations within 4059 publications with 

IAQ keyword search. The network map reveals 

collaborations and relationships among scientists 

conducting IAQ research. Clusters of different 

colors represent specific research groups or 

authors who collaborate extensively. While each 

link represents at least one joint publication 

between the two authors, the links' density and 

thickness indicate this collaboration's frequency 

and strength.  

 

The strongest connections within this central 

network of writers are Zhang Yinping, Wei 

Wenjuan, Li Baizhan, and Pawel Wargocki. 

Almost all of the strongest links are between the 

same authors. 

 

 
Figure 2. Network map visualization of IAQ keyword search 

 

2.1.3. Year analysis 

 

Figure 3 shows that there has been significant 

growth in research on indoor air quality over the 

years, reaching a peak in 2022, the highest 

number of publications at 1004, between 2010 to 

2023.  

 

 
Figure 3. Number of publications related to IAQ 

between 2010 and 2023 

 

The general trend shows a steady increase in 

publications, with some fluctuations, since 2010. 

This trend reflects the increasing awareness and 

importance of IAQ in recent years. 

 

2.1.4. Country analysis 

 

Figure 4 shows the number of publications on 

indoor air quality (IAQ) in different countries 

between 2010 and 2023. The USA is the country 

with the most publications in the field of indoor 

air quality, with 1605 publications. China ranks 

second with 778 publications. South Korea ranks 

third with 597 publications, while England ranks 

fourth with 550 publications. It is included in this 

ranking in Turkiye and ranks twenty-fourth with 

133 publications. 
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Figure 4. Number of publications on IAQ in 

different countries between 2010 and 2023 

 

2.1.3. Keyword Co-occurrence 

 

The distribution of the relationships between 

words or terms in documents based on indoor air 

quality is determined by keyword co-occurrence 

analysis. The color distributions on the map show 

that current and basic publications are clustered 

separately. 

 

Figure 5 shows the flowchart maps the structured 

process of bibliometric analysis, which focuses 

on examining the impact of building materials on 

indoor air quality (IAQ). The first phase begins 

with bibliometric analysis, in which a search is 

performed using specified keywords in the Web 

of Science database. After the search, the data is 

downloaded and carefully analyzed. 

 

Three different sets of keywords form the basis 

of our analysis: 

Figure 6a corresponds to articles on "Building 

Materials OR Construction Materials" and 

"Indoor Air Quality" OR "IAQ" representing the 

first broad search. In this figure a network with 

4059 references and related with 3264 keywords 

in WoS.   

 

Figure 6b narrows the scope by focusing on 

articles covering a more specific subset of the 

literature, 'Building Materials, Indoor Air 

Quality and Toxic Chemicals.' A search on WoS 

for "toxic chemicals" OR "chemicals" added to 

'Building Materials and Indoor Air Quality,' 

resulted in a network with 2160 references and 

2256 keywords, as seen in Figure 6b. 

 

Figure 6c represents a further refined search 

covering "Building Materials OR Construction 

Materials" and "Indoor Air Quality" OR "IAQ," 

"Toxic Chemicals" OR "Chemicals," 

"Residential," and "Health" targeting articles. In 

addition to the previous keywords, a search for 

"residential" and "health" produced a network 

consisting of 34 references and 50 keywords, 

displayed in Figure 6c.  

 

In Figures 6a, 6b and 6c, the size of the nodes in 

the graphs represents the frequency of 

occurrence, with keywords that commonly 

appear together and are linked by curves. The 

font size also indicates the prevalence of the 

keyword [50]. From this analysis, primary 

concepts like "environment," "health," and 

"building material" emerged as the most relevant, 

with secondary concepts closely linked to these 

primary ideas. These major themes emerge as 

focal points of research in the collected literature. 

 

 
Figure 5. Flowchart of the Bibliometric Analysis 
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Figure 6. (a) Building materials and IAQ keyword co-occurrence analysis network visualization, (b) toxic 

substances keyword co-occurrence analysis network visualization, (c) Network visualization based on 
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analysis of the co-occurrence of the keywords building materials, IAQ, toxic substances, residential, and 

health 

This bibliometric analysis helps understand 

IAQ's complex dynamics better and guides future 

research directions by highlighting under-

researched areas and emerging trends. This 

article, therefore, contributes to the field by 

providing a comprehensive, methodologically 

novel approach to assessing the role of building 

materials in influencing indoor air environments. 

This study has some inherent limitations that 

should be considered. First is the database. The 

analysis is limited to articles from the WoSCC. 

Studies published in languages other than 

English or journals not indexed by this database 

are not included in this analysis. The second is 

time. The study examines the literature of a 

specific period (2010-2023). This provides 

insights into the latest trends. And keywords the 

results obtained from this bibliometric analysis 

are based on the assumed relevance and accuracy 

of the data of the resulting keywords. Thus, the 

selected keywords reflect trends and patterns in 

the academic literature. 

 

 
Figure 7. Word cloud of the keywords in the 

selected papers 

 

The bibliometric analysis conducted here 

focused on the effects of building materials on 

indoor air quality and the most common and 

mentioned pollutants, and in particular, studies in 

the literature examined the prevalence of total 

volatile organic compounds (TVOCs) and 

formaldehyde (CH2O). Textometric analysis of 

the last 34 sampled articles reveals keywords 

repeated at least five times [51-52]. The word 

'IAQ' was the most frequently used keyword 19 

times. The word 'VOC' was the most frequently 

used keyword 12 times. This figure is graphically 

organized according to their frequency (Figure 7) 

in a word cloud obtained from an online word 

cloud generator – the size of each word is related 

to the frequency of its appearance. This analysis 

prominence of terms like "pollutants," "IAQ," 

"health," and "building material" visually 

conveys the focal points of the literature on IAQ. 

 

Analysis of scientific articles in the WoSCC, 

dating from 2010 to 2023, has led to some 

relevant discoveries outlined below: 

 

Building Material Emissions: The literature 

reviewed consistently reported that various 

building materials are significant sources of 

indoor air pollutants. TVOC and formaldehyde 

emissions, particularly from materials such as 

paints, adhesives, and insulation materials, are of 

great concern due to their prevalence and impact 

on IAQ. 

 

Health and Exposure Considerations: The 

relationship between exposure to indoor air 

pollutants from building materials and health 

outcomes is an issue addressed in all studies. 

Articles have highlighted the importance of IAQ 

management in residential environments, 

focusing on how pollutants such as formaldehyde 

and VOCs can affect health. 

 

Emerging Trends: Incorporating new 

methodologies, such as in-home measurements 

and detection, to enable home testing of 

pollutants such as formaldehyde, CO2, VOCs, 

etc., indicates a trend toward more accessible and 

user-friendly IAQ monitoring techniques. 

Legal and Regulatory Insights: The articles 

reviewed call for improved regulatory standards 

and legislation to reduce the impact of indoor 

pollutants. Some studies include using green-

certified materials and improved building 

practices for a healthier indoor environment. 

These findings highlight the impact of building 

materials, construction practices, and IAQ, 

affecting health, environmental policy, and 

material use. According to this analysis, it has 

been observed that some pollutants and several 

factors directly affect IAQ. These can be grouped 

under 3 main headings according to the literature 

review. 

 

Chemical pollutants 

These substances are released into the air from 

various sources, including household and 
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industrial chemicals. Some of the most common 

chemical pollutants that affect IAQ include 

cigarette smoke, VOCs found in interior paints 

and varnishes, chemicals used in cleaning 

products and furniture, and scented products such 

as incense and deodorizers [53]. VOC 

concentration in indoor environments can 

increase due to ventilation in areas with high 

traffic [54]. Studies have found that bedrooms 

have the highest levels of TVOCs compared to 

other areas, such as kitchens, living rooms, and 

workplaces, with emissions from furniture and 

carpeting being possible contributors [55]. 

 

Biological pollutants 

These living organisms can be found in the air 

and can cause allergic reactions, infections, and 

other health concerns. For instance, ultrafine 

particles were significant risk factors for dermal 

symptoms [56]. The most common biological 

pollutants that affect IAQ are mold, fungi and 

bacteria, pet dander and soil, pollen, and other 

allergens.  

 

Environmental factors 

The quality of air indoors can be affected by 

environmental factors. Air pollution from 

external sources can significantly impact indoor 

air quality. Polluted outdoor air will create indoor 

air pollution. Therefore, the IAQ affects the 

indoor environment, location, climate, 

temperature, and light. High temperatures cause 

mold and bacteria to grow, while low light levels 

create a suitable environment for them to thrive 

and multiply. Also, low humidity can cause 

respiratory problems, while high humidity can 

encourage mold growth and other biological 

contaminants. 

It is known that people, in general, spend 90% of 

their time indoors. This is why the IAQ is a major 

concern for many people. Building materials can 

adversely affect indoor air quality by releasing 

VOCs and Formaldehyde, which can cause 

respiratory irritation and trigger allergic reactions 

in some people. According to an article published 

by Artiola et al., all respiratory symptoms, such 

as coughing and throat irritation, are responsible 

for all VOC cases released by paint, carpet, 

furniture, insulation, and similar building 

materials [57]. VOC release can damage the 

respiratory system and affect immunity, leading 

to chronic diseases such as asthma or allergies 

later in life. 

 

Improving IAQ is important in creating a safe 

and healthy living space. It is necessary to know 

how the building materials used in the 

construction of buildings affect health and the 

precautions and requirements to be taken in this 

regard. 

 

2.2. IAQ requirements 

 

Ensuring that the quality of IEQ is good for the 

occupants' overall mental and physical well-

being is crucial. Achieving this involves 

considering factors such as IAQ, lighting, 

acoustics, and thermal comfort. National and 

international organizations have established 

building standards, regulations, and guidelines to 

promote good IAQ and thermal comfort. These 

standards ensure that occupants of indoor 

environments are healthy and comfortable. 

 

Indoor air that is of low quality can have negative 

effects on both health and comfort. It can also 

have a detrimental impact on performance in a 

variety of settings, from offices to schools and 

healthcare facilities. Global guidelines and 

standards exist for indoor air pollutants. Various 

studies have been conducted on the IAQ, 

following the regulations and standards of 

different countries. Information regarding the 

distribution of global deaths caused by indoor 

and outdoor air pollution, and annual CO2 

emissions can be found in Table 4. The table also 

provides data on the relative percentage 

contribution of publications in Indoor Air 

Quality for various countries.  

 

Most deaths per 100,000 people are due to indoor 

air pollution in India and China. India and China 

are the two countries that have the highest 

fatalities resulting from outdoor air pollution. 

Türkiye, South Korea, and Greece follow these 

countries. This information is based on statistics 

from 1990 to 2019. The United States 

contributed the most publications regarding IAQ, 

followed by China, the United Kingdom, Italy, 

South Korea, Canada, and India, according to a 

keyword search of the literature databases. The 

Scopus literature database identified 16.245 

papers between 2010 and 2023 when the term 
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"indoor air quality" was used in a search. 

Looking at the table , the highest contribution 

was made by the United States, 14.66%, and 

China, 13.14%, while the United Kingdom, 

South Korea, Italy, and Canada followed with 

5.31%, 4.28%, respectively, 4.27%, and 3.19%. 

 
Table 4. Compared mortality due to indoor/outdoor 

air pollution, annual tons of CO2, and contributions 

to the overall number of IAQ publications for the 

respective countries [58] 
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2.3. International standards for IAQ 

 

There are different standards for IAQ across the 

world, with some countries having national 

regulations or international standards and others 

having their own guidelines. The WHO and the 

EPA guidelines are generally followed in the 

European Community. IAQ is a major concern 

for many governments and health organizations 

due to its impact on human health, and the 

European Union has encouraged its members to 

act against air pollution. National organizations 

and the WHO have set standards and guidelines 

to reduce the air pollutants people are exposed to. 

Table 5 summarizes the indoor air contaminant 

standards and guidelines set by different 

international organizations. CO2 concentration is 

a crucial aspect of IAQ and is often used to 

indicate air exchange rates and whether fresh air 

is being provided sufficiently. Various 

organizations suggest different CO2 

concentration limit values, with ASHRAE and 

OSHA recommending no more than 700-1000 

ppm above outdoor concentrations, the EPA 

suggesting 800 ppm, and WHO and CIBSE 

suggesting 1000 ppm. 

 
Table 5. WHO and some national agencies stipulate 

the primary IAQ standards and guidelines 
Organization Reference 

American Society of Heating, Refrigerating, 

and Air Conditioning Engineers (ASHRAE 

Standard-55) 

[59] 

Chartered Institution of Building Services 

Engineers (CIBSE) 

[60] 

Occupational Safety and Health 

Administration (OSHA) 

[61] 

US Environmental Protection Agency (EPA) [62] 

World Health Organization (WHO) [63] 
 

2.4. Strategies to improve indoor air quality 

 

Ensuring good IAQ is crucial for maintaining 

good health and well-being. As most individuals 

spend around 90% of their lives indoors, it is 

important to prioritize indoor air quality. 

Therefore, you should be aware of the dangers 

indoors. As can be seen in the literature review 

above, building materials have a great impact on 

IAQ's various pollutants and VOCs. Improving 

IAQ is important in creating a safe and healthy 

living space. Construction, rebuilding, 

remodeling, extensions, collapse, infrastructure 

maintenance, and other activities generate 10 

billion tons of waste products annually [64]. As 
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these materials enter our air, their use adversely 

affects IAQ.  

 

Understanding the different building materials 

and how they affect IAQ is key to maintaining a 

healthy environment. IAQ can be adversely 

affected by the presence of various building 

materials. For example, wood is a common 

building material that releases PM over time. 

Building materials such as concrete, mortar, and 

stone emit particles over time. Certain building 

materials and chemicals can contribute to indoor 

air contamination, worsened by increased 

building airtightness. Petroleum distillates and 

VOCs are a particular concern as they continue 

to emit toxins after installation [65]. 

 

Strategies to improve indoor air quality include: 

Using ventilation and air filtration systems: A 

well-ventilated home or office can help minimize 

air pollutants. Using proper ventilation, fresh 

outdoor air can be circulated throughout the 

building. Air filtration systems can also help 

remove dust, pollen, and other airborne 

contaminants. In addition, more advanced 

innovative products can be used. Using 

decentralized ventilation systems [66] instead of 

central ventilation systems is a good choice both 

in terms of energy saving and improving indoor 

air quality. 

 

Banning the smoking of any tobacco product: 

Cigarette smoke contains various toxic chemicals 

that can harm smokers and non-smokers. 

Banning smoking in homes, workplaces, and 

public places can reduce the risk of respiratory 

and other health problems from second-hand 

smoke. 

 

Using low-emission materials in product 

selection: When choosing products for our 

homes or workplaces, it is essential to consider 

the impact of chemical emissions. Furniture, wall 

paint, flooring, etc., materials may contain 

chemicals that may cause eye and respiratory 

tract irritation. Studies have shown that some of 

the tested furniture has a high emission rate. It 

has been determined that some furniture used 

indoors can cause high concentrations of 

formaldehyde. Therefore, by choosing materials 

with low emissions, we can reduce the risk of 

indoor air pollution [67]. 

 

Regular maintenance of building damage: Proper 

maintenance of buildings can help prevent mold 

and fungus growth. Structural damage can create 

leaks and dampness, providing a breeding ground 

for bacteria, mold, or other harmful substances. 

Repairing any damage to the structure can 

prevent the increase of indoor pollutants. 

Using natural cleaning products: Many 

traditional cleaning products contain toxic 

chemicals that can cause skin and respiratory 

irritation and allergies. Natural cleaning products 

can be used as a good alternative for cleaning 

while affecting health less negatively [68]. 

 

Controlling the humidity level: High humidity 

levels can cause respiratory problems and 

allergic reactions. To prevent these problems, the 

growth of algae, mold and harmful mites can be 

prevented by preventing the increase in indoor 

humidity of houses and workplaces, especially in 

the bathroom and kitchen [34]. 

 

Providing natural light: While natural light 

positively affects people, especially 

psychologically, it is also important for health. 

Good lighting can reduce the risk of indoor air 

pollution and improve indoor conditions.  

 

Using plants: Plants are natural air filters that add 

a decorative touch while removing toxins. We 

can improve IAQ and support a healthy 

environment by including plants in our living and 

working spaces [25]. 

 

3. Conclusion 

 

IAQ has gained significant attention in the past 

few years due to various factors, such as the 

COVID-19 outbreak and increased awareness of 

the health hazards linked with inadequate IAQ. 

The need of the hour is to have efficient and 

effective solutions to improve IAQ to mitigate its 

associated health risks. That is why researchers 

and developers are working on several solutions. 

These include technologies such as ventilation 

systems, air cleaners, etc. In addition, various 

international organizations are developing 

guidelines and standards to meet the requirement.  

 

The extensive bibliometric analysis in this study 

has examined indoor air pollutants and their 
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health effects, as well as current standards and 

guidelines, and the studies in the literature and 

related keywords have been analyzed with 

VOSviewer with citation, bibliographic 

coupling, publication numbers (year), 

publication numbers (country) and keyword co-

occurrence analysis. According to these network 

visualizations that have been made, documents, 

sources, authors, numbers and countries with the 

keyword of building materials, which are 

especially related to the main issues such as 

health, emissions, viruses, and bacteria. The 

studies generally focus on parameters such as 

Formaldehyde, PM, volatile compounds, CO2, 

and CO. It has been emphasized that allergic 

reactions and respiratory problems are seen due 

to these pollutants. 

 

This study also emphasizes the necessity of 

considering furnishings and construction 

materials as potential sources of indoor air 

pollution. Additionally, since the parameters 

differ in each situation, it is impossible to identify 

the sources of pollution that are liable for every 

building. Every study needs to be judged on its 

terms, considering its environment. IAQ must be 

prioritized as a fundamental building design and 

management component to guarantee everyone a 

secure and healthy indoor environment.  

 

Considering the shortcomings illuminated by this 

comprehensive literature analysis study, future 

research efforts should focus on this topic: 

 

Development of Low Emission Building 

Materials: Research of new building materials 

that significantly reduce or eliminate the 

emission of harmful pollutants and the necessity 

of green-certified interior materials. 

 

Health Effect Studies: Conduct comprehensive 

studies to understand the health effects of 

continuous exposure to various IAQ pollutants, 

especially in different climatic situations. 

 

Technology-Assisted IAQ Monitoring: 

Development of real-time IAQ monitoring 

technologies to provide immediate and accurate 

assessments. 

 

Holistic IAQ Management Models: Creating 

models that integrate IAQ management with 

sustainable building practices, considering 

emerging phenomena such as climate change and 

urbanization. 

Policy Development and Regulatory 

Frameworks: Development of comprehensive 

policies and regulatory frameworks that can 

govern the selection, use and disposal of 

construction materials about IAQ. 

 

Harmonization of Global IAQ Standards: 

Considering the inequality in IAQ standards in 

different countries, achieving a global consensus 

by researching harmonizing international IAQ 

guidelines. 
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Various masonry wall organization techniques were used in ancient Anatolian 

buildings depending on the local characteristics and the kind of stone used in the 

region. Traces of iron clamps or dowels can be seen on numerous ancient walls. This 

study's main goals are to ascertain the impact of iron clamps and dowels on the 

vulnerability of various ancient wall organizations in Anatolia and investigate 

potential relationships between wall organization types and clamp or dowel usage. 

Another study objective is to gather information about using metal connectors for 

restoration or anastylosis studies in archaeological sites. 

First, a site analysis was performed on ancient cities to document various types of 

masonry. Four types of walls, namely isodomic, isodomic with header and stretcher, 

pseudo isodomic, and isodomic in alternation header and stretcher row were 

determined. Quasi-static tilt analysis was performed on 3D models of walls without 

clamps and dowels, with clamps, and with dowels to compare the failure mechanisms 

of the wall types.  

As a result, the wall type with the highest strength gain when metal connectors were 

utilized in the analysis was isodomic organization, which also includes numerous 

traces of clamps and dowels in ancient cities. This indicates that knowledge was 

gained because of experiences against lateral loads at that time. This information is 

not only significant in terms of understanding the history of architecture but also 

provides data to reinforce ancient walls during conservation work. 

 
1. Introduction 

 

In the past, builders were aware of the earthquake 

risks and had tried to develop techniques to 

minimize their impact on their constructions. 

They tried to use different methods to improve 

the resistance of masonry walls and prevent the 

horizontal shifting of blocks. For instance, they 

used iron elements such as dowels and clamps of 

various shapes between blocks. Iron clamps and 

dowels were typically used to fasten together the 

blocks of stone in ashlar dry masonry 

construction. 

 

Throughout history, various cultures and regions 

have given rise to a diverse range of masonry 

styles. Initially, walls were constructed with dry-

jointed stones, while for defensive purposes, 

such as polygonal Cyclopean structures. First, 

polygonal masonry became common, however, 

the processing of stones and construction of the 

walls in polygonal masonry had been difficult 

and time-consuming. Then, the Ashlar technique 

composed of finely cut and worked stones 

became common due to its advantage of simple 

construction.  

 

There were different Aslar technique 

applications. Isomodomum ashlar technique, 

involved uniform height courses in construction. 

These different techniques were illustrated in 

Figure 1. When rows had different heights but 

continuous horizontal joints, it was called 

Pseudisodomum.  Another way to arrange stone 

courses is by altering the block orientation, 

header, and stretcher position [1]. This header 
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and stretcher style of masonry was discussed by 

Vitruvius (1914) in his book "De Architectura" 

(first century B.C.) [1]. Headers were used to 

strengthen walls that were constructed with 

trapezoidal or rectangular masonry [2-3]. The 

headers, which are arranged perpendicular to the 

course wall, reinforce the wall, and hold the wall 

leaves together (Figure 1).   

 

 
Figure 1. Examples of masonry organizations 

(drawings were drawn and photos taken by the 

author in 2017) 

 

According to historical sources by Vitruvius 

(1914), Ceradini (1992), and Saner (1995) [1, 4, 

5], the wall's thickness increases as there is a gap 

between the parallel stretchers. For thicker walls, 

three leaves were used, with a space in the middle 

of two parallel stretchers. To fill this space, stone 

fragments were used, or it was left unfilled. In 

some cases, headers were used to provide 

flexibility in the block arrangement. Throughout 

the third century BC, alternating layers of 

headers and stretchers were favored in most of 

Greece. In these wall sections, stretchers 

alternate with headers in all courses [6]. 

The primary requirement for ashlar building 

techniques was the organization of the stones to 

provide integrity. This type of organization was 

commonly employed in classical studies by 

scholars [7-10].  

 

In the past, construction involved merely placing 

dry-jointed blocks together. However, the 

Romans also adopted the Greek technique of 

using metal or wooden clamps and dowels to 

strengthen the components of a stone block 

construction. These were designed to prevent 

joints from enlarging due to potential movements 

caused by shifts in foundation settlement or 

seismic shocks [11]. Various metallic 

connections, including dowels and clamps, were 

used between the stone blocks to prevent 

horizontal movement in ashlar dry masonry 

construction. Iron clamps and dowels were 

commonly used to fasten stone blocks together. 

The blocks were joined horizontally with an iron 

clamp that slid into grooves cut into the ends of 

the stone blocks. Similarly, iron dowels were 

used to fasten the drums of columns or blocks 

vertically to prevent sliding under shear. Clamps 

and dowels were also utilized to prevent any 

stone movements caused by earthquakes or 

foundation settlements [12-13].  

 

Due to their ability to provide the building with 

plasticity and allow for energy dissipation 

through plastic deformation, metal connectors 

decrease friction forces even before the blocks 

begin to move relative to each other [14]. 

Structural analysis, simulations, etc. have been 

used in conservation studies of cultural heritage 

in recent years [14-19]. Numerous studies have 

been conducted to examine the structural 

strength of various masonry arrangements, in 

addition to typological examinations [4, 16-20]. 

There are studies demonstrating types of iron 

connectors in historical buildings [20-21].  

 

Kurugöl, Küçük (2015) discuss the various forms 

and applications of iron in traditional 

architecture, as well as the production techniques 

and shaping methods used throughout history. 

The paper also highlights some of the problems 

that have arisen with iron materials over time 

[20]. Also, in some studies, the effect of the size 

and position of the iron clamps and dowels on the 

behavior of the masonry walls is investigated 
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[22-33]. Tanrıverdi, Çelik, Ural, Fırat (2022) 

investigated the effect of clamps with different 

widths on lateral load behavior and determined 

the ideal seam width [22]. The study by 

Tanrıverdi, Çelik, Ural, Fırat (2022) investigates 

the impact of clamp immersion points on the 

shear strength of stones [23]. In a study by Uslu 

(2013), walls that were constructed using metal 

clamps and dowels were subjected to the 

diagonal pressure effect to examine their 

behavior under the shear effect [24].  

 

Additionally, Smoljanovic, Nikolic, Zivaljic 

(2015) analyzed the seismic performance of a 

historical masonry structure strengthened with 

steel clamps and bolts [25].  Karabork, Kocak 

(2014) conducted a study on stone masonry walls 

supported by various iron clamps and dowels to 

test their structural integrity under diagonal 

compression and investigate failure modes [26]. 

Nikolić, Krstevska, Marovic (2017) investigated 

the behavior of the model of the stone masonry 

structure in Diocletian's Palace in Split, Croatia 

under lateral loading [27].  There are some 

studies discussing the development of the usage 

of iron clamps and dowels in ancient temples and 

monuments. The effect of iron connectors on the 

strength of the monuments and conservation 

studies were discussed [28-33]. 

 

These studies investigate the potential impact of 

the size, position, and type of clamps and dowels 

within the same masonry structure. However, 

considering the variety of masonry organization 

types found in Anatolia, figuring out the optimal 

size and placement of metal connectors has 

proven to be difficult. Although clamps and 

dowels have been used in various wall types, 

there is a need for research on how these metal 

elements contribute to the strength of different 

wall types and how they affect damage 

mechanisms. The primary objective of this study 

is to determine the effect of iron clamps and 

dowels on different ancient wall organizations in 

Anatolia and investigate if there is any 

correlation between wall organization types and 

the usage of clamps and dowels. The study 

explores whether iron clamps and dowels were 

used intentionally. Results should be used as a 

base for restoration or anastylosis applications in 

archaeological sites. 

 

1.1. Clamps and dowels 

 

The Egyptians were the first to use strong 

hardwood clamps shaped like double dovetails to 

provide integrity to masonry walls. Bronze 

clamps, shaped like a double T, were also used in 

pre-Columbian Andean construction in the 

eighth century AD. Roman builders used fewer 

double-T clamps than Greek architects, who 

extensively used them in Greek constructions up 

until the Hellenistic era. The double-T clamps 

were first utilized in Athens at the beginning of 

the fifth century BC. The stones in the course 

were firmly attached using clamps. Occasionally, 

and more frequently among the Greeks than the 

Romans, a vertical bonding was added to the 

horizontal bonding [34]. Clamps are typically 

made of iron flats that have tails, forks, and other 

shapes that are created through the shaping 

process. Types of clamps were demonstrated in 

Figure 2. To reinforce the connection, lead was 

poured on the curved ends that entered the holes 

made in the stone [20]. 

 

 
Figure 2. Clamp types [35] 

 

The clamping method involves placing two 

blocks side by side in the slots on the connecting 

edges, which are only 3-4 mm wide. Iron pieces 

are inserted, and molten lead is poured over them 

to secure the irons tightly into the stone slot and 

prevent rusting. To facilitate the lead flow, 

channels may be created that extend to the edge 

of the block, and the molten lead is poured into 

clay chambers at the end of these channels to 

cover the seam with lead.  Clamps and dowels 

were typically made of iron, rarely bronze, and 

placed in rectangular cuttings in stone. They 

were fixed with lead to ensure cohesion of 

courses, to prevent the connection from breaking 

due to any possible movement, and to isolate the 

metal element inside from air [13, 34] The size 

of the clamps used depends on the size of the 

stones being connected. 

Traces of iron connectors were widely observed 

in isodomic masonry structures consisting of 

single-walled stretcher blocks, such as Cnidus, 

Sard, Lairbenos, Pergamon, and Gölyazı, etc. in 

the site surveys. However, their use was rare in 
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isodomic structures with headers and stretchers 

and pseudoisodomic masonry. Clamps and 

dowels were primarily used in the walls of 

temples, bouleuterions, stadiums, etc., rather 

than in the city walls. Their use on the ground 

levels of buildings, such as the Priene Athena 

Temple and Theater, the foundation of a grave 

building in Pergamon was particularly 

noteworthy.  

 

The walls of the Sard Artemis Temple had 

clamps and dowels in both isodomic and 

isodomic with header and stretcher block wall 

types. In the ancient city of Cnidus, both 

pseudoisodomic and isodomic walls had traces of 

clamps and dowels. However, no clamps were 

found on the isodomic walls with alternating 

header and stretcher blocks, which are commonly 

used in Mediterranean ancient cities such as 

Perge and Side. The traces of clamps and dowels 

from Anatolian ancient cities were given in 

Figure 3. 
 

Figure 3. Traces of clamps and dowels in different 

ancient Anatolian cities (photos taken by the author 

in 2024) 

 

2. General Methods 

 

First, a site analysis was performed on ancient 

cities such as Perge, Side, Pergamon, Aigai, 

Sillyum, and Sardes, to document various types 

of masonry.  The relationships between stone 

blocks were examined. To analyze why they 

were employed or not, wall types with and 

without iron connecting traces have both been 

chosen. The study has focused on four types of 

walls, namely isodomic, isodomic with header 

and stretcher, pseudo isodomic, and isodomic in 

alternation header and stretcher rows. Only the 

isodomic wall with alternation header and 

stretcher rows exhibited no traces, whereas the 

other three types have traces.  Table 1 

demonstrates different wall types and usage of 

clamps and dowels in different ancient cities.  

 

In the second phase, 3D models were created for 

different types of walls. These walls are 500 cm 

tall and 560 cm long and were modeled with 

clamps and dowels separately. Connectors, 

clamps, and dowels were used to connect two 

blocks. Clamps have dimensions of 20 cm in 

length and 6 cm in width. They are arranged in 

the stones' center axes of width.   Dowels have 

dimensions of 5 by 5 cm. One dowel was placed 

in the center of the header blocks, and two dowels 

were placed on each stretcher block. The 

3Dmodels of the wall types and the position of 

metal connectors were given in Figure 4 and 5 

respectively. The clamps and dowels were 

modeled as Hinge Joint. 

 

Then, quasi-static analysis was performed on 

wall types with and without metal connectors, as 

well as those with clamps and dowels to analyze 

the effect of metal connectors on the lateral load 

behavior of the walls. Using SketchUp 2017, the 

walls were modeled as distinct rigid blocks 

arranged in a certain order without any 

connecting elements. Next, a quasi-static tilt 

analysis simulation based on the equilibrium 

state was conducted using MS Physics 1.0.3. 

This made it possible to simulate discrete 

elements physically in real time, giving each 

piece unique attributes like shape, density, and 

friction, among others. The equilibrium problem 

was solved using a static rigid body method 

(Figure 4). 

 

Initial analyses were performed to verify the 

accuracy of the MS Physics software. The 

literature's experimental results and the 

simulation's results were compared. Using 

SketchUp software, 3D models were generated 

based on the wall sizes and material properties 

reported by Restrepo Velez, Magenes, Griffith 

(2014) [36]. 
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Table 1. Wall types observed in ancient cities 

Ancient 

Cities 

Wall types Clamps Dowels 

Aigai Isodomic   

 Isodomic 

header and 

stretcher blocks 

  

Pergamon Isodomic   

Sillyum Pseudoisodomic   

Sard Isodomic   

 Isodomic 

Header and 

Stretcher blocks 

  

Lairbenos Isodomic   

Aiolis Isodomic   

Cnidus Isodomic 

header and 

stretcher blocks 

  

Isodomic   

Pseudoisodomic   

Perge Isodomic 

header and 

stretcher rows 

  

Side Isodomic 

header and 

stretcher rows 

  

Myndos Isodomic 

header and 

stretcher blocks 

  

Akkum Isodomic 

header and 

stretcher blocks 

  

 

 
Figure 4. Ashlar masonry types (drawn by the 

author via SketchUp 2017) 

 

The failure mechanisms were examined by tilting 

these models using a virtual table in MsPhysics. 

Using marble units, Restrepo Velez, Magenes, 

Griffith (2014) carried out an extensive quasi-

static testing program that considered 1:5 scale 

models of dry-joint stone masonry walls and 

structures [36]. Their marble blocks measured 80 

mm by 40 mm by 30 mm. Blocks' unit weight 

was 2680 kg/m3, and their friction coefficient 

was calculated to be 0.77 [37].  
 

 
Figure 5. Position of clamps and dowels (modeled 

by the author via SketchUp 2017) 

 

In this quasi-static testing regimen, 0.6 m, or 21 

courses, was the average height of a specimen. 

The examples featured a two-story building with 

openings, as well as one-, two, or three-sided 

walls with or without openings. The iterative 

value of 16 was selected, and an update time step 

of 1/120 was used to guarantee accuracy in the 

computer simulations of the 3D models. It was 

discovered that the real verses of the virtual 

models' damage mechanisms and collapse angles 

were nearly equivalent. The simulation results 

were compared in Figure 6. 

 

 
Figure 6. Wall behavior observed from 

experimental analysis [36] and simulation  

 

Rigid block, group, and component densities are 

provided by MS Physics software, which is based 

on physical simulations and connection states. 

The modulus of elasticity is disregarded in the 

simulations, but the friction coefficient is 

considered. Since a smaller update time step 

yields more accurate simulation results and keeps 

collisions from getting worse, 1/120 was chosen 

as the update time step. Given that the towers 

were made up of numerous movable blocks, 16 

was chosen as the iterative value [38]. 
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By tilting the ground plane of each 3D model, the 

lateral acceleration applied to each model could 

be changed. Until complete collapse, the tilt 

value was raised by one degree. The component 

that is parallel to the gravitational acceleration's 

tilted ground plane at the collapse level can be 

understood to represent the maximum ground 

acceleration that the structure must be able to 

withstand. According to DeJong (2009) and 

Jimenez (2011), the lateral component of the 

gravitational acceleration equals the horizontal 

acceleration (λ), where λ = mg × sin θ.  

 

Although the impacts of dynamics as shown by 

seismic loading are not represented by this 

equivalent static loading, it does allow one to 

quantify the structure's lateral load-bearing 

capability in terms of acceleration [39-40]. Every 

designed wall has an in-plane and an out-of-plane 

tilt. When evaluating, the smallest collapse angle 

was always considered. 
 

3. Results and Discussion 
 

When the damages of different wall 

organizations were compared, the wall with the 

highest structural strength was the isodomic wall 

with headers and stretchers, followed by the 

isodomic wall and pseudoisodomic walls, which 

had similar strengths. The walls alternating 

header and stretcher rows had the lowest strength 

under lateral loading. 

 

When the lateral load was in the in-plane 

direction, the use of clamps or dowels increased 

the strength of the wall significantly. Dowel 

additions improved resistance more than clamp 

additions. Moreover, in the isodomic wall, the 

contribution of both the clamps and the dowels to 

the structure strength was found to be the highest. 

The usage of clamps resulted in a 35% increase 

in strength, whereas using dowels resulted in an 

80% increase in strength. The analysis results 

were given in Table 2. 

 

The strength of the walls increased by about 25% 

when clamps were used, and by up to 60% when 

dowels were used.  But dowels, used in the 

walls alternating header and stretcher courses, 

contributed only 5% of the wall's strength.

 
Table 2. Collapse angles of walls under lateral force in the in-plane direction. 

 Without 

clamps 

With 

clamps 

Percentage of 

increase in 

resistance 

With 

dowels 

Percentage of 

increase in 

resistance 

Isodomic masonry 20°-collapse 28°-crack 

29°-collapse 

35 % 36°-collapse 80 % 

Isodomic with 

alternating header and 

stretcher courses 

18°-collapse 23°-collapse 28 % 19°-crack 

20°-collapse 

5.5 % 

Pseudoisodomic 

masonry 

20°-collapse 24°-crack 

25°-collapse 

20 % 35°-collapse 75 % 

Isodomic alternating 

header and stretcher 

blocks 

22°-collapse 27°-crack 

28°-collapse 

27 % 36°-collapse 68 % 

 

The contribution of clamps and dowels to wall 

strength was less when the lateral load occurred 

in an out-of-plane direction. The strongest wall, 

isodomic alternating stretchers and headers, 

increased in structural strength by 15% when 

dowels were used. On the other hand, the use of 

dowels did not affect the resistance of walls with 

alternating header and stretcher rows. The 

analysis results were given in Table 3.  
 

Four different types of failures were observed in 

the walls based on analysis results: flexural 

failure, diagonal/stair-stepped cracking, vertical 

cracking, and sliding failure (Figure 7), [41]. 

Diagonal cracks or stair-stepped cracks occurred 

in isodomic, isodomic alternating header 

stretcher, and pseudoisodomic walls when 

clamps or dowels were not used, and when the 

lateral load came in the in-plane direction. On the 

other hand, both vertical and diagonal cracks 

were observed on the walls alternating header 

stretcher rows.  
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Table 3. Collapse angles of walls under lateral force in the out-of-plane direction 

 Without 

clamps 

With clamps Percentage of 

increase in 

resistance 

With 

dowels 

Percentage of 

increase in 

resistance 

Isodomic masonry 13° -collapse 15° -collapse 15% 15° -

collapse 

15% 

Isodomic with 

alternating header 

and stretcher courses 

14° -collapse 15° -collapse 7% 14° -

collapse 

0% 

Pseudoisodomic 

masonry 

14° -collapse 15° -collapse 7% 15° -

collapse 

7% 

Isodomic alternating 

header and stretcher 

blocks 

18° -collapse 21° -collapse 17% 23° -

collapse 

28% 

 

When clamps were used, flexural failures and 

diagonal cracking were observed in the walls 

connected with clamps. The walls presented both 

sliding and cracking along the length of the wall. 

The study by Karabork, Kocak (2014) was 

supported by the results obtained. The study 

found that a failure mechanism like the isodomic 

wall developed with clamps when tested for 

shear strength under diagonal compression [26]. 

However, it is worth noting that block sliding in 

the upper parts was not observed since the walls 

were mortared. The failure mechanisms were 

given in Figure 8. 

 

The use of dowels did not result in flexural 

failure like clamps did. However, cracks 

(approximately 1 cm) were observed in isodomic 

and pseudoisodomic walls due to sliding, while 

partial collapse was seen in the isodomic walls 

that used alternating header and stretcher without 

any diagonal cracking. Dowels considerably 

strengthened the walls when headers and 

stretchers were used (Figure 8). 

 

Isodomic walls consist of alternating header and 

stretcher rows, wherein the vertical joints are 

situated close to each other in the upper and 

lower rows. The blocks on top of one another 

displayed a monolithic behavior and created 

vertical cracks when dowels were used to join 

them. Therefore, the use of dowels did not affect 

the structure's behavior and strength in the walls 

with alternating header stretcher courses. Clamps 

reduced the vertical cracking of the close-jointed 

blocks stacked on top of one another, hence 

increasing the strength of the walls. Stair-stepped 

cracks began to form in place of vertical 

cracking. The failure mechanisms were given in 

Figure 9. 

 

 
Figure 7. Determined failure types in the walls 

(drawn by the author via Autocad 2024) 

 

 
Figure 8. Failure types when the lateral load at the 

in-plane direction (modeled by the author via 

SketchUp 2017 and MsPhysics 1.0.3.) 

 

Similar failure mechanisms were observed in the 

models when the walls were tilted in an out-of-

plane direction. However, bending shear was 

observed when dowels were used in alternating 

header and stretcher rows. In cases where clamps 

and dowels were used in alternating header and 

stretcher blocks, bending shear formation was 

also observed. Shear cracking was observed in 

other wall types, as well as in dowel usage. The 

failure mechanisms were given in Figure 10. 
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Figure 9. Different behavior of walls alternating 

header and stretcher rows connected with dowels 

and clamps (modeled by the author via SketchUp 

2017 and MsPhysics 1.0.3.) 

 

 
Figure 10. Different behavior of walls connected 

with dowels and clamps (modelled by the author via 

SketchUp 2017 and MsPhysics 1.0.3.) 

 

4. Conclusion 

 

The impact of metal connections on different 

types of masonry walls was investigated through 

research. As a result, the wall type with the 

highest utilization of clamps and dowels in 

ancient cities was isodomic organization, which 

also offered the greatest strength gain when metal 

connectors were tested in the analysis. 

 

The use of dowels in isodomic, isodomic header 

stretcher blocks, and pseudoisodomic walls 

significantly increased the strength of the 

structure. However, it also caused shifts in 

horizontal rows between the blocks and changes 

in failure types. Stair-stepped cracks in the 

structure were reduced to a minimum.  

 

In isodomic alternating header and stretcher 

rows, the vertical joints in the upper and lower 

rows were near to one another thus, vertical 

cracks were seen. Clamps prevented vertical 

cracks by connecting blocks horizontally. Thus, 

using clamps was crucial to maintaining the 

structural integrity of walls with narrow vertical 

joint distances. However, the blocks, on top of 

each other, connected with dowels behaved 

monolithically, and vertical cracks were 

observed right away. In the site surveys, no traces 

of dowels were observed on the walls alternating 

header and stretcher rows commonly used in the 

Side and Perge regions.  This led to the question 

of whether stonemasons made a conscious 

decision regarding this.  

 

Consequently, results are crucial for 

comprehending the evolution of structural 

design, and they show which types of ancient 

walls should be supported by clamps or dowels 

while doing conservation works. Rather, distinct 

safety measures ought to be implemented to 

augment the structural robustness of disparate 

wall types. 
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In this study, a photovoltaic system with an installed power of 10 kWp, which was 

built on the roof of a school cafeteria in Gümüşhacıköy district of Amasya, was 

modeled using the PVsyst software and PVSOL software. The real-life data of the 

system and the production data calculated from the software used were compared. 

While the actual total electricity production data of this photovoltaic system for 2021 

was determined as 12.473 MWh, this value was obtained as 12.912 MWh using 

PVsyst software and 13.556 MWh using PVSOL software. While there was a 3.40% 

difference between the estimated production value and the real-life data with the 

PVsyst software, it was determined that there was a 7.99% difference between the 

estimated production value and the actual production value of the system as a result 

of the simulation made with PVSOL. From the production estimates made with two 

different simulation software, it was seen that the PVsyst software gave results closer 

to the real-life data.  

 

 

1. Introduction 

 

In today's conditions, countries are turning to 

renewable energy sources in electricity 

generation due to the limited fossil resources, 

geographical reserves only in certain regions, 

economic cost, supply security, use as a means of 

sanction between countries, and negative effects 

on the environment [1]. 

 

As in the rest of the world, Türkiye's increasing 

energy demand along with its growing 

population increases the demand for renewable 

energy [2]. To reduce external dependence on 

energy and energy imports, studies on 

determining the potential of renewable energy 

resources and expanding their use continue to 

increase [3]. Türkiye has a significant amount of 

renewable energy resources (wind, solar, water, 

geothermal, etc.) and the optimum use of these 

resources is of great importance [4]. Aware of 

these natural resources, Türkiye's share of 

renewable energy-based electricity generation is 

continuously increasing [4]. While in 2009, the 

electricity generated from wind, solar, and 

geothermal energy was quite low, according to 

December 2022 data, the total electricity 

generated from these three energy sources 

increased to 22 512.9 MW. According to March 

2024 Turkish Electricity Transmission 

Corporation (TEİAŞ) data, Türkiye's installed 

capacity reached 107 799 MW. While the 

installed wind capacity was 11 961 MW, the 

installed solar capacity increased to 12 639 MW 

[5]. 

 

In the study titled "Modeling and Simulation of 

30 kW Grid Connected Photovoltaic System with 
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PVsyst Software", modeling and simulation 

studies were carried out on a school roof in 

Batman province with PVsyst Software for a 30 

kW grid-connected photovoltaic system using 

300 Wp polycrystalline PV panels facing full 

south direction with 340 panel slope and 00 

azimuth angle. What kind of results will be 

encountered in case of realization of this PV 

system was evaluated with the PVsyst simulation 

program. As a result of the simulation, it was 

planned that 35.31 MWh/year of electricity could 

be generated at the school and 35.31 MWh/year 

of energy generated could be sold to the grid to 

generate income for the school. Considering the 

energy needs of the places where the system is 

designed, it is concluded that the system can meet 

how much of this need and cost analyzes can be 

made [6]. 

 

In their study titled "Analysis of the Lebit Energy 

Solar Power Plant with Pvsyst Program", 

Demiryürek et al. [7] analyzed the data of Lebit 

Energy solar power plant in Siirt province, which 

has an installed capacity of 200 kWp, by 

comparing them with PVsyst software. They 

compared the actual production values for one 

year with the simulation values obtained with the 

PVsyst program and observed that the program 

reflects the reality with a very small error margin 

of 0.56 %. As a result of the analysis and 

investigations, they concluded that more energy 

production can be achieved if regular dust and 

snow cleaning is carried out.  

 

In a study, the real-life data of 3 different solar 

power plants in Kilis province for the years 2018, 

2019, and 2020 were compared with the system 

data designed with PVsyst 7.1. software using the 

same system features.  As a result of the analysis, 

it was observed that the data obtained were close 

to each other, but the power plant energy 

production values were less [8]. 

 

Thailand is rapidly moving towards sustainable 

electricity generation using renewable energy 

systems, especially solar photovoltaic systems 

and wind turbines. Four renewable energy 

modeling tools (SAM, PVsyst, HOMER and 

RETScreen) were used to model solar 

photovoltaic systems (PVS), wind turbine 

systems (WTS) and solar photovoltaic-wind 

turbine hybrid systems (PVWHS) in different 

regions of Thailand. The results of the analysis 

using PVsyst software were reported to be close 

to the real data with an error rate of 6.9 % [9]. 

 

In the study conducted by Altınkök et al. [10], a 

3D photovoltaic system design was carried out 

on the roofs of Giresun University Faculty of 

Engineering in Türkiye using the PVSol 

program. When the analysis of the simulation 

results was evaluated, it was stated that the 

Faculty would contribute to the production of 

approximately 138.054 MWh of electricity and 

in this case, approximately 52% of the annual 

consumption could be met. 

 

Dirlik et al. [11] investigated the real data of 7 

solar power plants (SPP) in different 

geographical regions in Türkiye are compared 

with the results of PVSyst, PVSOL and HOMER 

software. As a result of the study, it was stated 

that the most suitable software for these analyzed 

power plants was HOMER. 

 

In this study, PVsyst V.7.1.0 DEMO and PVSOL 

Premium 2022 DEMO software were used to 

design an on-grid photovoltaic (PV) system with 

an installed capacity of 10 kWp on the roof of the 

cafeteria of a school in Gümüşhacıköy district of 

Amasya province. 

 

2. Material and Methods 

 

2.1. Solar energy potential of Amasya 

province 

 

Amasya province is located in the inner part of 

the Central Black Sea region (34° 57' 06" - 36° 

31' 53" East Longitude and 41° 04' 54" - 40° 16' 

16" North Latitudes). According to the data of the 

General Directorate of Meteorology, the solar 

energy potential of Amasya is given in Figure 1 

[12]. Compared to other regions, the solar energy 

potential of the Black Sea region is low. It is seen 

that the average solar radiation of the districts of 

Amasya province is between 1400-1550 

KWh/m2-year and this value is lower than 

Türkiye's average annual total irradiance of 

1527.46 kWh/m2 -year [13].  
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Figure 1. Solar energy potential atlas of Amasya 

province [12] 

 

Gümüşhacıköy district is located in the northwest 

of Amasya. The average daily sunshine duration 

of the district is 6.63 hours, which is lower than 

Türkiye's average daily sunshine duration of 7.5 

hours. When we look at the global radiation 

values of Gümüşhacıköy district given in Figure 

2, it is seen that the highest radiation intensity is 

reached in July with 6.19 kWh/m2-day. The 

lowest radiation intensity is observed in 

December with 1.34 kWh/m2-day.  

 

As seen in Figure 3, the highest efficiency per 

square meter is obtained from monocrystalline 

silicon PV panels. Monocrystalline panels are 

preferred in order to obtain more intense energy 

in a small area, especially where there is 

insufficient space to install panels. 

 

 
Figure 2. Gümüşhacıköy global radiation values 

(kWh/m2-day) [12] 

 
Figure 3. Comparison of energy densities of 

photovoltaic panel types (kWh/year) [12] 

 

2.2. Rooftop photovoltaic system 

 

In the photovoltaic system installed on the roof 

of the school cafeteria, 28 pieces of 395 Wp 

monocrystalline PV panels were placed 

according to the roof slope. Total installed power 

is 395 Wp x 28 = 11.060 kWp. Growatt 10000-

TL3-S brand inverter with 3-phase 2 MPPT input 

and 10 kW power is used in the power plant. PV 

panels are arranged in 2 strings (chains) with 14 

panels in each string (Figure 4). The roof slope is 

11° vertically (N-S). The azimuth angle of the 

roof where the PV panels are located is 40° in the 

south-east direction, not exactly south. The 

system is grid-connected (on grid) and fully 

supplies the electricity it generates to the grid. 

The electricity generated by the system is 

mutually offset by the distributor company.  

 

 
Figure 4. Installation of PV Panels on the roof in 2 

chains 
 

In this project, the orientation of the roof where 

the PV panels are located is deviated from south 

to east by 40°, so the azimuth angle is -40°. The 

azimuth angle can be easily found with various 

interactive maps and websites using satellite 

images. 
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2.3. PVsyst software 

 

One of the most preferred programs for designing 

PV solar systems is PVsyst software. PVsyst 

program is a simulation program developed by 

the University of Geneva, Switzerland, where 

solar energy systems such as PV field irrigation 

systems, grid-connected, off-grid PV systems 

can be designed in 3D and the results can be 

obtained as reports and graphics. PVsyst program 

provides the opportunity to make calculations 

using detailed specifications for the system [14]. 

 

The program allows us to obtain the solar 

radiation data of the region where we will apply, 

by entering the coordinates of the region where 

the solar power plant (SPP) will be established, 

through various software, or by entering it 

manually. PVsyst accesses the solar radiation and 

meteorological data of the selected location using 

Meteonorm, NASA or PVGIS databases. 

 

2.4. System design with PVsyst software 

 

When designing the photovoltaic system, factors 

such as panel orientations, panel properties, 

inverter properties and shading effect are fully 

entered into the system. If desired, an economic 

evaluation is made. After marking the 

geographical coordinates of the roof where the 

PV panel is installed on the interactive map, the 

meteorological data of Gümüşhacıköy district in 

the PVsyst database is retrieved via Meteonorm 

7.3. As a result, monthly global radiation, wind 

speed and temperature values falling on the 

horizontal plane of the location where the PV 

panels were installed were obtained. When Solar 

Energy Potential Atlas (SEPA) and Meteonorm 

7.3. data are compared, it is seen that the data are 

close to each other and while Meteonorm annual 

average is 3.86 kWh/m2/day, this value is 3.865 

kWh/m2/day according to SEPA [15]. 

 

Panel inclination and orientation directly affect 

the efficiency of the photovoltaic system. The 

roof on which the PV panels are installed does 

not face directly towards the south and faces 400 

east from the south. This caused the azimuth 

angle to deviate 400 from the south direction and 

this caused a decrease in efficiency. Again, the 

angle of the panels with the vertical is 110, which 

is considerably smaller than the optimum angle 

of 330 according to the latitude of the building. 

This causes a decrease in efficiency compared to 

the optimum slope. According to the slope and 

azimuth angles where the system is installed, the 

total loss is around 7.9 %. 
 

The values where the panel inclination is 33o and 

the panel direction is exactly facing south, i.e. the 

azimuth angle is 0o, give us the optimum 

situation. In this case, PVsyst shows 0 % losses. 

The surface radiation rate also increases from 

FT=1.06 to FT=1.15. If the panel slope was 33o 

and the azimuth angle was 0o in the photovoltaic 

system installed on the roof, the system would be 

operating at the highest efficiency. If the panel 

slope was 33o and the panel direction was in the 

same direction as the roof as in the real situation, 

that is, if the azimuth angle was -400, the loss 

would be 3.8 % compared to the optimum 

situation. This shows us how important the panel 

tilt alone is in the performance of the system. If 

the panel tilt is 11o as in the real photovoltaic 

system and we change the panel orientation and 

ignore the deviation of 400 and make the azimuth 

angle 00, the loss compared to the optimum case 

is 6.2 %. 

 

In roof applications, in sloping roofs, PV panels 

are generally installed according to the slope of 

the roof and additional construction costs are 

avoided. This way is used because the 

installation construction is a little more difficult 

and costly on sloping roofs. Determining the 

panel inclination and azimuth angle that can 

achieve maximum efficiency before starting the 

project and assembling according to these values 

will significantly increase the amount of energy 

produced by photovoltaic systems that will 

operate with a constant inclination for many 

years.  

 

In the real photovoltaic system, a total of 28 PV 

panels of 395 Wp were placed in 2 arrays and 

connected to several 14 panels per MPPT. The 

power of the system was selected as 11.06 kWp 

independently of the area since there is enough 

roof space (Table 1).  

 

Since the 10 kW Growatt 10000-TL3-S inverter 

used in the system is available in the Pvsyst 

program, inverter selection is made here (Table 

2). 
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Table 1. Characteristics of the PV panel used 
ELNPLUS6612M-395 

Characteristics Value 

Voc 49.12 V 

Vmpp 40.28 V 

Isc 10.14 A 

Impp 9.81 A 

Maximum power at STC (Pmax) 395 Wp 

Number of Panels Used 28 

 

Since the PV panel used in our study is not 

readily available in the database of PVsyst 

software, PV panel specifications were found in 

the manufacturer's catalogs and added to the 

component library of PVsyst program. 

 
Table 2. Specifications of the inverter used in the 

system 
GROWATT 10000-TL3- S Inverter 

Characteristics Value 

Max. Recommended PV Power 12000W 

Max. DC Voltage  1000V 

Start Voltage 160V 

Nominal Voltage 600V 

Max. Input Current 13A/13A 

Rated AC Output Power  10 kW 

Max. AC apperent Power 11kVA 

Max. Output Current 16.7A 

AC Nominal Voltage  

 

230V/400V; 

320V/438V 

 

2.5. PVSOL premium 2022 software 

 

Valentin Software Simulation Software, based in 

Berlin, Germany, launched PVSOL Photovoltaic 

Systems Design Software in 1998. PVSOL is a 

dynamic software that enables professional 

design for photovoltaic systems. It allows the 3D 

design of many photovoltaic systems such as 

grid-connected, off-grid, DC pumping, rooftop 

systems, battery storage systems and field 

applications. Single and dual-axis solar tracking 

systems can be designed. With PVSOL, the 

shading effect of field applications, rooftop 

parallel and elevated mounting angle systems can 

be designed in 3D and shading effects can be 

calculated. The software provides the 

opportunity to include satellite maps in 3D 

design [16]. 

 

2.6. System design with PVSOL software 

 

The system specifications installed on the roof 

were defined in the same way. Electrical 

parameters, temperature coefficient data and 

dimensions of 395 Wp panel specifications, 

which are not readily available in the PVSOL 

program, were entered into the panel data section 

in the system. The Growatt 10000TL3-S inverter 

used in the system was selected exactly as it is 

available in the software. In the system, a total of 

28 panels were placed in 2 arrays. The building 

location was selected from the map and the 

azimuth angle was automatically output and the 

roof slope value was entered as 11°. 

 

The main building and the tree near the power 

plant were placed in the field according to their 

exact location. Considering that the tree is a 

deciduous tree, solar transmittance values were 

selected. These choices are important in finding 

shading losses.  

 

3. Results and Discussion 

 

3.1.Design results with PVsyst software 

 

The system installed on the roof of the school 

was designed with PVsyst software together with 

the actual panel, inverter, tilt, location, angle and 

shading effect, and it was calculated that the total 

annual electrical energy to be supplied to the grid 

would be 12.91 MWh. The system performance 

ratio was found to be 78.74%. When the 

economic data for the system is entered, it is seen 

that the system covers the installation cost after 

approximately 6.64 years due to the effects such 

as the ownership of the land, rent expenses and 

the absence of taxes. 
 

As a result of the simulation made with PVsyst 

software without shading objects, it was 

calculated that the system would produce 13.650 

MWh of electricity annually, and because of the 

simulation using shading objects, it could 

produce 12.912 MWh of electricity annually. 

This result shows that there is an annual loss of 

738 kWh of electricity due to shading, causing a 

loss of 5.40 % in the system. Looking at the 

monthly estimated production results, it is seen 

that the highest production is reached in July and 

the lowest electricity production is realized in 

December (Figure 5). 
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Figure 5. Estimated monthly production amounts 

(kWh) of the design made with the PVsyst 

 

When the loss diagram obtained as a result of the 

simulation is examined, the annual global 

radiation amount coming to the horizontal plane 

in the area where the panels are installed is 1.408 

MWh/m² (Figure 6). As a result of azimuth angle, 

panel inclination and shading objects, the 

effective radiation amount hitting the panels 

decreased to 1.346 MWh/m². The radiation loss 

due to close shading objects is 4.68 % and the 

loss due to reflection is 3.77 %.  

 

When the contamination loss of the panels is 

accepted as 1%, the effective irradiation amount 

reaching the panels is 1.346 MWh/m² when the 

optical losses to the panels are subtracted. Since 

the area covered by the panels is 56 m2, the 

energy that can be produced with the total 

incoming 1.346 MWh/m² radiation will be 1.346 

MWh/m2 * 56 m2 = 75.376 MWh. Since the STC 

(Standard Test Conditions) efficiency of the PV 

panels used in the solar power plant is 20.01 %, 

the amount of energy converted will be 14.95 

MWh.   
 

The PV loss due to irradiance level is 1.12 % as 

the panels receive less radiation than they should. 

The loss in the panels due to temperature is 

7.95%, the main reason for this situation is that 

the panels are installed fully integrated on the 

roof without leaving enough air space. For the 

existing installed power plant, PVsyst calculated 

the estimated annual production result as 13.642 

MWh when we selected the installation type as 

"Free modules with air circulation" in the 

calculations made under the thermal parameters 

tab in the detailed losses section while keeping 

all system features the same. When "Semi-

integrated with rear air duct" is selected, the 

production value is calculated as 13.296 MWh. 

However, when the installation type of the 

photovoltaic system is selected as "Integrated 

with rear insulation", where the photovoltaic 

system is fully integrated on the roof, the 

estimated annual production is lower at 12.912 

MWh. This result shows us to what extent the 

roof mounting type affects the thermal losses.  
 

 
Figure 6. Loss diagram of the design with the 

PVsyst 

 

According to the module chains, the electrical 

loss due to shadowing is 1.19 %. According to 

the power tolerance and quality of the modules 

determined during production, no loss was 

observed. Additionally, a gain of 0.75% was 

observed. Mismatch losses due to the connection 

type of panels and arrays were calculated as 

2.10%. Mismatch losses also increase due to 

shadowing on the panels. The ohmic wiring loss 

was calculated as 0.89%. As a result of the array 

losses, the total energy at the panel outputs was 

13.15 MWh.  

 

The loss due to the inverter efficiency is 1.61%. 

The loss due to the inverter exceeding the 

required power limits is 0.15%. The loss due to 

the inverter's electricity consumption at night is 

calculated as 0.04%. In total, 1.80% loss is 

foreseen in the inverter. After the losses in the 

inverter, the energy generated by the 

photovoltaic system at the output of the inverter 

and supplied to the grid is calculated as 12.91 

MWh. 
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3.2. Design results with PVSOL program 

 

As a result of the calculations, while the PVSOL 

software finds the annual production amount to 

be 14.910 MWh without the shading effect of the 

main building and tree, it is seen that it decreases 

to 13.556 MWh when the shading effect is 

included. According to the PVSOL program, the 

shading effect causes an annual loss of 

approximately 9.08%. 

 

With PVSOL software, it was concluded that the 

system can generate 13.556 MWh of electrical 

energy per year. The performance of the system 

was calculated as 78.66%.  With the PVSOL 

software, it is estimated that the highest 

electricity production will occur in June and the 

lowest production will occur in December 

(Figure 7). 

 

 
Figure 7. Monthly production amounts (kWh) found 

as a result of the PVSOL design 

 

3.3. Economic analysis 

 

The photovoltaic system installed on the roof of 

the school cafeteria was installed in November 

2020 with an installation cost of approximately 

85 000 TL ($10 193 - dollar exchange rate: 8.34 

TL). A total of 28 panels cost $6 799.52, the 

inverter cost $1 798.56, and a total of $1595 was 

spent on project costs, metal rails, cabling, 

installation and labor costs. Since the system land 

belongs to the public, no rent or tax is paid. With 

PVsyst software, it was concluded that the 

system would operate for 25 years and generate 

12.9 MWh of electricity per year, and since the 

Renewable Energy Resources Support 

Mechanism (YEKDEM) solar energy purchase 

price is determined as 13.3 cents/kWh with a 10-

year purchase guarantee for Renewable Energy 

Resources (YEK) certified facilities that have 

entered into operation until 06.30.2021, when the 

sales tariff for the system installed in November 

2020 is entered as 13.3 cents/kWh, the system 

will pay for itself after approximately 6.0 years. 

However, since the photovoltaic system installed 

on the roof cannot meet the self- consumption of 

the school, the offset is realized in kWh, not in 

money. When the amount of electricity produced 

by the system is read and deducted from the two-

way meter, the remaining kWh amount is paid to 

the distributor company [17]. 

 

In November 2020, when the electricity bills 

received by the school are examined, the 

distributor company sells electricity to the 

institutional consumer with a tariff of 0.99154 

TL/kWh, including consumption cost, taxes and 

funds [18]. Considering that the PVsyst software 

will generate 12.912 MWh of electricity per year, 

the amount of the invoice that the school will pay 

to the distributor company will decrease by 12 

912*0.99154 TL= 12 802.76 TL per year. It is 

seen that the photovoltaic system will reduce the 

amount of electricity bills that the school will pay 

annually by 12 802.76 TL and will amortize the 

total installation cost of 85 000 TL in November 

2020 within 6.64 years. 

 

Due to the COVID-19 Pandemic, distance 

education was partially or completely switched 

to distance education in some months during the 

2019-2020 and 2020-2021 academic years. Since 

there were no students in the school during these 

periods, electricity consumption data for 2018 

was used to understand the full capacity of 

consumption. The school's electricity 

consumption in 2018 was 44. 072,73 MWh per 

year and the photovoltaic system produced a total 

of 12.473 MWh of electricity throughout 2021. 

This shows that the photovoltaic system alone 

cannot meet the electricity consumption. 

 

As can be seen in Table 3, production covered 

consumption only in July. In July and August, it 

was seen that the system could meet the 

consumption as a result of the decrease in 

electricity consumption due to the school's 

summer vacation, the department workshops not 

working, and the heaters not burning. 
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Table 3. Electricity consumption of the school by 

month 

 

It was observed that the difference between the 

production and consumption amounts increased 

with the increase in electricity consumption 

especially in winter months and the decrease in 

sunshine duration and solar radiation values. 
 

The photovoltaic system installed on the roof 

produced a total of 12.473 MWh of electrical 

energy during the 1-year in 2021. Table 4 shows 

the comparison of the amount of electricity 

generated by the system with the simulation 

results of the software. 
 

For 2021, it is seen that the production forecast 

values of the PVSOL software are higher than the 

real-life data of the system. It is seen that the 

closest forecast of the PVSOL software to the 

real-life data was realized in August 2021. For 

2021, the forecast values of PVSOL software 

deviated the most from the real-life data in June 

and December. 
  

PVsyst software, on the other hand, made its 

closest prediction for 2021 in September and 

October, and showed the most deviation from the 

real-life data in March and December for 2021. 

For 2021, the estimated production value of the 

software is generally higher than the real-life 

data. In 2021, the real-life data was lower than 

the production results predicted by both software 

(Table 4).  

 
Table 4. Monthly comparison of simulation results 

with the real-life data of the photovoltaic system 

 

During 2021, the rooftop photovoltaic system 

produced a total of 12.473 MWh of electricity. 

PVsyst software estimated the total amount of 

energy that can be produced for 2021 as 12.912 

MWh/year and PVSOL software estimated it as 

13.556 MWh/year. There was a difference of 

0.439 MWh with PVsyst software and 1.083 

MWh with PVSOL software between simulation 

results and the real-life data for 2021. There is an 

annual difference of 3.40% with PVsyst software 

and 7.99 % with PVSOL software.  

 

PVSOL software shows the annual average 

global solar radiation value of the region where 

the panels are installed as 1.504 MWh/m2 and 

makes calculations according to this value, while 

PVsyst software shows the annual global solar 

radiation value of the same region as 1.408,4 

MWh/m2 and makes production calculations 

according to this value. According to the SEPA 

map, the global solar radiation value of most of 

Gümüşhacıköy district is between 1400-1450 

kWh/m2.  

 

Months 

Electricity 

Consumption 

of the School 

in 2018 

(MWh) 

Production Values 

of Photovoltaic 

System in 2021 

(MWh) 

January 5.94159 0.460 

February 3.44331 0.664 

March 4.66566 0.924 

April 4.35849 1.181 

May 3.81063 1.451 

June 2.82501 1.520 

July 1.62702 1.633 

August 1.51572 1.501 

September 2.5617 1.252 

October 5.78322 0.939 

November 2.61693 0.559 

December 4.92345 0.389 

Total 44.07273 12.473 

Months 
PVsyst 

(MWh) 

PVSOL 

(MWh) 

The real-life 

data in 2021 
(MWh) 

January 0.512 0.6343 0.460 

February 0.689 0.7467 0.664 

March 1.016 1.0421 0.924 

April 1.232 1.2621 1.181 

May 1.465 1.5901 1.451 

June 1.561 1.7571 1.520 

July 1.620 1.6717 1.633 

August 1.542 1.5158 1.501 

September 1.254 1.1994 1.252 

October 0.935 0.9043 0.939 

November 0.627 0.6396 0.559 

December 0.458 0.593 0.389 

Total 

(MWh/year) 
12.912 13.556 12.473 
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The photovoltaic system installed on the 

examined roof does not work with optimum 

efficiency due to the low roof slope and the roof 

not facing exactly south. According to the 

calculations made with PVsyst software, the 

most suitable panel inclination for the location 

where the panels are installed is 33° and the panel 

directions are oriented exactly to the south 

(azimuth angle = 0°). However, the panel slopes 

of the fully integrated (non-ventilated) panels on 

the roof are 11o and the panel orientations are 

deviated from the south direction to 40o east 

direction. This significantly reduced the amount 

of electricity generated by the system.  

 

With the calculation made with PVsyst software, 

if the main building and the tree had remained in 

place and all photovoltaic features were used in 

the same way without changing the panels and 

inverters used in the system, if the azimuth 

direction had remained the same (azimuth =-40o) 

and only the panel vertical slope had been placed 

at 330, the estimated annual production of PVsyt 

software would be 13.317 MWh/year. This 

would be 0.405 MWh/year more than the 12.912 

MWh/year calculated by the PVsyst software 

with panel inclinations of 11o. If the panels were 

installed in the most optimum situation with the 

panel orientations facing full south and the panel 

slope was 33o, the PVsyt software estimated 

annual production would be 13.943 MWh/year. 

 

4. Conclusion 

 

In this study, the real electricity production data 

of the 10 kWp Photovoltaic Solar Energy System 

installed on the roof of the school cafeteria in 

Gümüşhacıköy district of Amasya province was 

compared with the results obtained using PVsyst 

and PVSOL software. Comparison of the real-

life data with the computational results given by 

the software is important data for measuring the 

degree of accuracy and analyzing the extent to 

which shading losses affect the photovoltaic 

system. At the same time, these comparison 

results can also be characterized as a feasibility 

study to understand whether solar power plants 

can be invested in Gümüşhacıköy district and for 

future photovoltaic applications. 

 

As a result of the evaluations made on the 10 

kWp Photovoltaic solar energy system, it was 

determined that the software used gave 

approximate results to the real production data. 

 

As a result of the calculations made by entering 

all the parameters of the system, it was concluded 

that a total of 12.912 MWh of electrical energy 

could be produced annually with the PVsyst 

software, and 13.556 MWh of energy could be 

produced annually with the PVSOL software. 

During 2021, the actual amount of energy 

produced by the photovoltaic system was 

determined as 12.473 MWh. The amount of 

electrical energy produced is lower than the 

simulation results with both software for 2021. It 

was observed that there was a total annual 

deviation of 3.40 % from the real-life data with 

the PVsyst software and 7.99 % annually with the 

PVSOL software. 

 

According to the Turkish National Electricity 

Grid Emission Factor Information Form prepared 

by the Ministry of Energy and Natural 

Resources, the system prevented 12.473 MWh * 

0.6482 tons = 8.085 tons of CO2 emissions for 

2021, considering that it prevented 0.6482 tons 

of CO2 emissions for every 1 MWh of electricity 

generated from solar or wind energy [19]. 

Considering that the system will operate for 25 

years, it is calculated that it will reduce a total of 

202.125 tons of CO2 emissions.  
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In the study, the levels of Cd, Pb, As, and Hg elemental impurities potentially present 

in coffee bean samples from Indonesia, Kenya, Colombia, Guatemala, and Türkiye 

were determined using chromatographic analysis, and the analysis results were 

utilized to assess the risks on human health. The risk assessment of coffee was 

calculated for one or three servings per day for 365 days a year. Exposure to coffee 

consumption was calculated according to age groups of young adults and middle-

aged adults (20-65 years). When Cd, Pb, As and Hg levels in coffee samples were 

analyzed, Cd in coffee samples was found to be in the range of approximately 3.70 - 

5.89 µg/kg, Pb in the range of 25.68-41.11 µg/kg, As in the range of 1.45-6.64 µg/kg 

and Hg in the range of 1.06-5.06 µg/kg. Hazard Index (HI) values for all elements in 

the assessment of non-carcinogenic risks were found to be <1.0. When the cancer 

risk (CR) value was calculated for Cd, Pb, and As, it was found that the CR value 

did not exceed the United States Environmental Protection Agency (USEPA) criteria 

in all coffee samples in both scenarios. Considering the assessment of the health risks 

of elemental impurities in five different coffee bean samples, it was concluded that 

all samples' CR and HI values did not exceed the USEPA criteria. 

 

 

1. Introduction 

 

The spread of coffee worldwide gained 

momentum with its origins in Northeast Africa, 

then transitioned to the Middle East in the 15th 

century and subsequently to Europe. Coffee 

consumption has become a part of daily life on a 

global scale. The average annual consumption 

per capita in America and Europe is 5.1 kg/year 

[1]. The botanical family of coffee plants 

comprises approximately 500 genera and over 

6000 species. The commercially most significant 

genus is Coffea (Rubiaceae family). Among the 

prominent species within this genus are Coffea 

arabica (Arabica) and Coffea canephora 

(Robusta) [2, 3].  

 

However, all types of coffee have 

pharmacologically bioactive ingredients [4]. 

Coffee serves as a significant source of essential 

elements required daily, such as copper (Cu), 

manganese (Mn), magnesium (Mg), calcium 

(Ca), iron (Fe), potassium (K), phosphorus (P), 

and zinc (Zn). However, some heavy metals 

found in coffee, such as cadmium (Cd), lead (Pb), 

arsenic (As), and mercury (Hg), can be harmful 

to health [5]. The type and level of elements in 

plants are directly related to factors such as the 

geographical area where the plant grows, 

climate, altitude, soil properties, and crop 

cultivation methods [5, 6].  

 

The accumulation of heavy metals in plants is 

also affected by these processes. Therefore, 

heavy metal levels in coffee content may vary 

depending on these factors. These heavy metals 

have the risk of being accumulated in coffee and 

reaching the consumer directly [6].  
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Various guidelines exist for the risk assessment 

of metal toxicity in foods like coffee [7, 8]. These 

guidelines direct the assessment of heavy metal 

content to ensure food safety and protect 

consumer health. For instance, the U.S. Food and 

Drug Administration (USFDA) provides specific 

guidelines (USP <232>, USP <233>) for 

assessing metal content in foods [9]. These 

USFDA guidelines establish permissible levels 

of toxic elements in foods and provide food 

producers with appropriate testing methods and 

monitoring strategies.  

 

The European Food Safety Authority (EFSA) 

also sets guidelines and standards for evaluating 

metal content in foods [8]. EFSA's guidelines 

rely on scientific data to identify risks of metal 

toxicity in foods and offer food producers 

suitable testing methods and monitoring 

strategies. These guidelines serve as fundamental 

sources used to assess metal toxicity in foods. 

Risk assessments conducted by these guidelines 

are crucial for ensuring consumers consume safe 

and healthy foods. Elemental impurities in foods 

are classified into specific categories based on 

their toxic effects and potential risks to human 

health. These classifications are often based on 

the type of element, its toxicity, and the routes of 

exposure to the human body.  

 

Organizations like the USFDA and EFSA 

generally use three classes when determining the 

permissible maximum levels of metal elements 

in foods. Class 1: This class typically includes 

elements with the highest toxicity and pose the 

greatest risk to human health. Elements such as 

Cd, Pb, As, and Hg may be included in this 

category. Class 2: This class includes elements 

that pose a lower risk to human health. Class 3: 

This class generally includes elements with low 

risk to human health. These elements typically do 

not have any significant toxic effects on human 

health at typical levels of food-related exposure 

or have very low toxicity [10].  

 

These classifications are used to assess the risk of 

elements for food safety and are monitored by the 

food industry, regulators, and researchers. The 

detection of one or more elemental impurities, 

such as Cd, Pb, As, and Hg, particularly in coffee 

ingredients consumed globally, and the 

evaluation of their potentially harmful effects on 

health have increased the importance of 

elemental impurity analyses and risk assessments 

in the literature [11-13]. Exposure to these heavy 

metals is a silent threat to human life. They have 

the potential to damage almost every organ and 

body system. Excessive Cd exposure causes 

kidney, lung, liver, skeletal structure damage and 

cancer [14].  

 

Target organs where Cd can accumulate in the 

body are bones, brain, blood, kidneys and thyroid 

gland. Pb exposure can cause high blood 

pressure, muscle weakness and headaches [15]. 

Inorganic As is acutely toxic and ingestion of 

large amounts can lead to peripheral vascular 

disease, severe central nervous system (CNS) 

disorders and cardiovascular disease. Long-term 

exposure to As increases the risk of lung, bladder 

and kidney cancer [16]. Long-term exposure to 

Hg compounds in humans and animals can cause 

toxic effects on the skin, cardiovascular, 

pulmonary, urinary, gastrointestinal and 

neurological systems [17].  

 

In order to minimize these risks, it is important to 

ensure the continuity of metal risk assessment 

studies on foods, to share analysis results on the 

necessary platforms, to support field-based 

experiments and tests, and to develop risk 

management strategies. Therefore, the detection 

of elemental impurities in coffee, which has an 

important place in food consumption, and the 

evaluation of their potential toxic effects on 

health are of great importance for consumer 

awareness and quality control processes in the 

coffee industry. 

 

In this study, it was aimed to determine the heavy 

metal concentrations in Turkish coffee, which is 

widely consumed in Türkiye, and coffees from 

Indonesia, Kenya, Colombia, Guatemala in the 

markets, to provide up-to-date data to the 

literature and to provide a perspective on the risk 

that coffee consumers may be exposed to through 

coffee consumption. Therefore, the levels of Cd, 

Pb, As, and Hg elemental impurities potentially 

present in coffee beans from Indonesia, Kenya, 

Colombia, Guatemala, and Türkiye were 

determined using chromatographic analysis, and 

the analysis results were used to evaluate the 

carcinogenic and non-carcinogenic risks on 

human health.  
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2. Materials and Methods 

 

2.1. Material 

 

Five different coffee beans (Coffea Arabica L.) 

samples were bought at grocery stores (Ozbek 

Kahvecisi, Çanakkale) in Türkiye, in April 2024.  

 

2.2. Chemical analysis 

 

Analyses were carried out by considering 

Inductively coupled plasma‒mass spectrometry 

(ICP-MS) methods used in the literature for 

heavy metal analysis [10, 13, 18-20]. 0.3 g 

sample was weighed into polytetrafluoroethylene 

(PTFE) tubes, followed by the addition of 8 mL 

nitric acid (60% HNO3) and 2 mL hydrogen 

peroxide (H2O2). After waiting for gas evolution 

for a while in a fume hood, the Teflon tubes were 

sealed, and the samples were digested for 30 

minutes using a microwave digestion system 

(Ethos Easy, Milestone Srl., IT) (Table 1). 

 
Table 1. The microwave digestion program 

Time (minute) Power (W) Temperature 

(°C) 

15  0 - 1800  30 - 200  

15  1800 200  

 

After the microwave digestion, the sample 

solutions were diluted to 30 mL with ultrapure 

water.  

 

2.3. Inductively coupled plasma‒mass 

spectrometry (ICP‒MS) parameter 

 

The ICP-MS analyses were conducted at İzmir 

Katip Çelebi University Central Research 

Laboratories Application and Research Center 

(İzmir, Türkiye). For the analyses, ICP‒MS 

instrument (7800, Agilent Technologies Inc., US, 

CA) combined with a chiller (Agilent G3292A), 

autosampler (Agilent SPS4), vacuum pump 

system, and Mass Hunter 4.4 software was 

utilized. The device parameters are provided in 

Table 2. 

 

2.4. Calculations 

 

The safety of coffee was assessed based on 

consuming either one serving or three servings 

daily throughout the year [11]. Exposure to 

coffee consumption was calculated according to 

age groups of young adults and middle-aged 

adults (20-65 years) [21]. One portion was 

defined as the amount of the instant product 

advised by the manufacturers, as stated on the 

packaging. For one cup of Turkish coffee, 0.007 

kg of Turkish coffee and 0.015 kg of coffee were 

prepared in 240 mL for other types of coffee. 

Calculations were made accordingly. The values 

utilized in assessing and evaluating carcinogenic 

and non-carcinogenic risks associated with 

elemental impurities are provided in Table 3. 

 
Table 2. The device parameters 

Parameter Value 

RF Power 1500 W 

RF Voltage 1.80 V 

S/C Temperature 2 ºC 

Skimmer 

Diameter 

10 mm 

Nebulizer Gas 

Flow Rate 

1 L/min 

Nebulizer Pump 0.10 rps 

Internal 

standards 

6Li, 45Sc, 72Ge, 89Y, 
115In, 159Tb, 209Bi 

Tune solution 7Li, 89Y, 205Tl 

 
Table 3. Oral Reference dose factor (RfD), 

maximum permitted dose (PDE), and the cancer 

slope factor (CSF) limits for elemental impurities 
Element RfD  

(mg/kg/day) 

PDE 

(mg/kg) 

CSF 

(mg/kg/day)−1 

Reference 

Cd 0.001 0.3 0.38 [12]  

Pb 0.0035 10.0 0.0085 [11, 12]  

As 0.0003 5.0 1.5 [12]  

Hg 0.0005 0.2 - [12]  

RfD; Oral reference dose; mg/kg/day, PDE; maximum permitted 

dose (mg/kg), CSF; the cancer slope factor values 

((mg/kg/day)−1) 

 

2.5. Health risks assessment 

 

Many studies have examined how humans may 

be exposed to harmful substances by consuming 

contaminated food [10, 13]. In this study, the 

estimated daily intake (EDI), the target hazard 

quotient (THQ), the hazard index (HI), and the 

target cancer risk (CR) were determined to 

quantify the potential adverse health effects. 

 

THQ was employed to assess the non-

carcinogenic health risks associated with 

elemental impurities in adult populations during 
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non-carcinogenic risk evaluations. To compute 

the THQ, the first step was establishing each 

element's EDI value. The EDI value was 

determined using Equation 1, assuming a body 

weight of 70 kg for a typical adult [10].  

 

EDI (mg/kg/day)=(EF x ED x IR x MC) x CF 

/(BW xAT)                                                      (1)  

 

EF: Exposure frequency (365 days/year) [22], 

ED: Exposure duration (45 years for young 

adults and middle-aged adults) [10, 21], IR: The 

amount of coffee recommended by the 

manufacturer when preparing one cup or one 

serving of coffee, MC: Amount of elemental 

impurity in the coffee; µg/kg, BW: Body weight; 

70 kg for adults [10], AT: Average time (days), 

which is ED × EF [22], CF: Conversion 

coefficient (from µg to mg; 10-3) 

 

The THQ value was determined by calculating 

each elemental impurity's EDI and RfD values 

(Equation 2), according to Winiarska-Mieczan et 

al. [11].  

 

THQ = EDI/RfD                                               (2)  

 

THQ: The target hazard quotient   

EDI: Estimated daily intake dose (mg/kg/day)  

RfD: Oral reference dose (mg/kg/day) 

 

The THQ ≥ 1 suggests that the exposed element 

risks human health [2]. 

 

Equation 3 calculated the HI of the combined risk 

related to the metals examined by totaling the 

THQs for Cd, Pb, As, and Hg in each sample 

[10].  

 

HI=THQ (Cd) + THQ (Pb)+THQ (As)+THQ 

(Hg)                                                                  (3)  

 

HI: The hazard index 

THQ: The target hazard quotient   

An HI value of 1 or lower indicates no harmful 

effects will occur due to metal exposure [2].  

 

Regular contact with certain substances that may 

cause cancer can raise the risk of cancer in 

individuals. Equation 4 can calculate the cancer 

risk (CR) from chronic exposure to toxic 

elements over a lifetime [23].  

CR= EDI x CSF                                                (4)  
 

CR: cancer risk  

EDI: Estimated daily intake dose (mg/kg/day)  

CSF: The cancer slope factor (mg/kg/day)−1  
 

CSF for carcinogenic metals, including Cd, Pb, 

and As, are 0.38, 0.0085, and 1.5 (mg/kg/day)−1, 

respectively (Table 3) [11, 12, 23]. According to 

the USEPA, human exposure to CR values 

within 1×10-6 to 1×10-4 is acceptable. However, 

it is imperative that the CR value does not exceed 

1×10-4 [10-12, 23]. 
 

2.6. Statistical evaluation 
 

The statistical analysis of the MC in coffee 

samples was analyzed three times using the IBM 

SPSS 23 software. A normality test was 

conducted, and all data showing a normal 

distribution underwent intergroup comparison 

using One-Way ANOVA followed by Tukey's 

post-hoc test at 0.05 significance level. 
 

3. Results  
 

3.1. Heavy metals and toxicity levels 
 

The microwave sample preparation method was 

used in the ICP-MS device to analyze four 

elemental impurities (Cd, Pb, As and Hg), 

classified as Class 1 elements in the USP <232> 

guideline. The samples were readied, assessed, 

and judged based on the standards outlined in the 

USP <232> and USP <233> regulations [9]. The 

quantification parameter data in Table 4 includes 

the calibration curve details for ICP-MS and the 

limit of detection (LOD) values derived from the 

calibration standards for the four elements. The 

method had a calibration range of 0.5-1000 µg/L 

for Cd, Pb, As. The range of calibration for Hg 

was 1.5-100 µg/L. The regression (R2) value for 

each element was R2≥0.9995. 
 

Table 4. Quantification parameters for elemental 

impurities 
Element Isotop LOD 

(µg/L) 

Calibration 

range 

(µg/L) 

Calibration 

curve 

regression 

(R2) value 

Cd 111 0.005 0.5-1000 1.0000 

Pb 208 0.02 0.5-1000 0.9996 

As 75 0.02 0.5-1000 0.9998 

Hg 201 1.168 1.5-100 0.9995 
LOD; Limit of dedection 
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When Cd, Pb, As and Hg levels in coffee samples 

were analyzed, Cd was detected in coffee 

samples in the range of approximately 3.70 - 5.89 

µg/kg. Colombian coffee beans were found to 

have the highest Cd level (Table 5). Colombia is 

followed by Indonesia, Kenya, Turkish, and 

Guatemala coffee beans. Statistically significant 

differences were observed among the Cd levels 

in all coffees (p < 0.05) (Table 5). 

 

The Pb level in the coffee samples was 

approximately 25.68-41.11 µg/kg. The coffee 

with the highest Pb levels was Indonesian coffee. 

The Pb levels in the other coffee beans ranged 

from highest to lowest in Türkiye, Guatemala, 

Colombia and Kenya, respectively. The Pb level 

in Indonesia was statistically different (p < 0.05) 

from Kenya, Colombia and Guatemala (Table 5). 

 

The As level in coffee samples was 

approximately 1.45-6.64 µg/kg. The highest As 

level was found in Indonesian coffee. Other 

coffees had trace levels of As. The As level in 

Indonesian coffee was statistically different (p < 

0.05) from the As level in Kenyan, Colombian 

and Guatemalan as well as Turkish coffees 

(Table 5).
 

Table 5. Levels of elemental impurities and carcinogenic and non-carcinogenic results in five different 

coffee beans 
Sample MC (µg/kg) (mean±std. dev.) 

Cd Pb As Hg 

Indonesia 4.95±0.02a 41.11±3.22a 6.64±0.71a 5.06±0.32a 

Kenya 4.38±0.03b 25.68±1.70b 1.99±0.03b 2.12±0.43b, c 

Colombia 5.89±0.02c 26.53±1.41b 1.45±0.02b 3.11±0.21b 

Guatemala 3.70±0.04d 30.05±1.70b 1.74±0.01b 1.06±0.02c 
Turkish 4.21±0.03e 33.85±1.00a, b 2.66±0.09b 2.05±0.30b, c 

Risk assessment 

Sample Element EDI 

(mg/kgbw/day
) 

THQ HI CR EDI 

(mg/kgbw/d
ay) 

THQ HI CR 

Indonesia Cd 1x10-6 11x10-4 104x10-4 6.7 x10-6 5x10-6 53x10-4 524x10-4 3.3 x10-5 

Pb 9x10-6 25x10-4 7.5 x10-8 44x10-6 126x10-4 3.7x10-7 
As 1x10-6 47x10-4 2.1 x10-6 7x10-6 237x10-4 1.1x10-5 

Hg 1x10-6 21x10-4 NC 5x10-6 108x10-4 NC 

Kenya Cd 1x10-6 9x10-4 48x10-4 5.9 x10-6 5x10-6 47x10-4 212x10-4 3.0 x10-5 

Pb 6x10-6 16x10-4 4.7 x10-8 28x10-6 79x10-4 2.3x10-7 

As 4x10-7 14x10-4 6.4 x10-7 2x10-6 71x10-4 3.2 x10-6 

Hg 4x10-7 9x10-4 NC 2x10-6 45x10-4 NC 

Colombia Cd 1x10-6 13x10-4 52x10-4 7.9 x10-6 6x10-6 63x10-4 233x10-4 4.0 x10-5 

Pb 6x10-6 16x10-4 4.8 x10-8 28x10-6 81x10-4 2.4 x10-7 

As 3x10-7 10x10-4 4.7 x10-7 2x10-6 52x10-4 2.3 x10-6 
Hg 1x10-6 13x10-4 NC 3x10-6 67x10-4 NC 

Guatemala Cd 1x10-6 8x10-4 42x10-4 5 x10-6 4x10-6 40x10-4 217x10-4 2.5 x10-5 

Pb 6x10-6 18x10-4 5.5 x10-8 32x10-6 92x10-4 2.7 x10-7 

As 3x10-7 12x10-4 5.6x10-7 2x10-6 62x10-4 2.8 x10-6 
Hg 2x10-7 4x10-4 NC 1x10-6 23x10-4 NC 

Turkish Cd 4x10-7 4x10-4 26x10-4 2.6 x10-6 2x10-6 21x10-4 134x10-4 1.3 x10-5 
Pb 3x10-6 9x10-4 2.9 x10-8 17x10-6 48x10-4 1.4 x10-7 

As 2x10-7 9x10-4 3.9 x10-7 1x10-6 44x10-4 2.0 x10-6 

Hg 2x10-7 4x10-4 NC 1x10-6 21x10-4 NC 

MC; Amount of elemental impurity in the coffee (µg/kg), EDI; Estimated daily intake dose (mg/kg/day), THQ; The target hazard 

quotient, HI; The hazard index, CR; Cancer risk, NC; Not calculated. The mean MC of samples followed by different letters in the 

same column are significantly different (p < 0.05). 

 

The Hg level in the coffee samples was 

approximately 1.06-5.06 µg/kg. Hg levels were 

highest in Indonesian coffee. Hg levels in the 

other coffees were trace levels. The Hg level in 

Indonesian coffee was statistically different from 

that in all other coffees. A difference was also 

found between Colombian and Guatemalan 

coffees (p < 0.05) (Table 5). 

 

 

3.2. The health risk assessment 

 

In the study, the age range covering young adults 

and middle-aged adults (20-65 years) was 

considered as the exposure age range, and 

according to two different coffee consumption 

scenarios (one cup or three cups per day), EDI, 

THQ, and HI values were calculated (Table 5). 

The HI for the combined risk related to the 

examined metals was computed by adding the 
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THQs for Cd, Pb, As, and Hg in every coffee 

sample (Equation 3). When examining the HI 

values for all samples considering both scenarios 

in Table 5; the HI values for the first and second 

scenarios were respectively 104x10-4 and 

524x10-4 in Indonesian coffee, 48x10-4 and 

212x10-4 in Kenyan coffee, 52x10-4 and 233x10-

4 in Colombian coffee, 42x10-4 and 217x10-4 in 

Guatemalan coffee, and 26x10-4 and 134x10-4 in 

Turkish coffee.  

 

Since the HI value was less than one for all 

coffees, consuming one or three cups of coffee 

between the ages of 20-65 is not expected to 

cause adverse non-carcinogenic effects due to 

metal exposure. However, Turkish coffee has the 

lowest HI value among all coffee types. It has 

been determined that Guatemalan and Turkish 

coffees are more reliable than others in terms of 

metal levels and HI values. The level of the HI 

value for each coffee sample is directly affected 

by the IR amount of the coffee samples (For one 

cup of Turkish coffee, 0.007 kg of Turkish coffee 

and 0.015 kg of coffee were prepared in 240 mL 

for other types of coffee). The IR level of Turkish 

coffee was almost half of the IR level of other 

coffees. 

 

When examining the carcinogenic risk 

assessment of the elements, it is observed that the 

CR values of Cd, Pb, and As elements in all 

samples are less than 10-4. Considering the 

criteria, as the metal levels in the samples are 

within acceptable limits, no carcinogenic risk 

seems to be present due to the heavy metal 

content. 
 

4. Discussion 
 

Elemental impurities, common in nature, can 

accumulate in plants through soil, water, air, or 

other means. Since these elemental impurities 

can cause various health problems in the human 

body, non-toxic limits for these elements are 

specified in the guidelines [13]. Assessing the 

accumulation of elemental contaminants in 

coffee samples, one of the most widely 

consumed foods is very important to ensure 

human safety due to its widespread global 

consumption [24, 25]. In our study, the amounts 

of Cd, Pb, As, and Hg heavy metals classified as 

Class 1 in USP <232> in five different ground 

coffee beans grown in different geographical 

regions were determined by ICP-MS, and risk 

assessments were made according to the values 

obtained. 

 

Monitoring elemental impurities potentially 

present in foods due to contamination is crucial 

for health purposes. Class 1 elements are toxic, 

and their levels should not exceed PDE limits. Cd 

is typically found at low levels in nature [10]. In 

our study, the range of Cd in all coffee samples 

was below the permitted limit set by the World 

Health Organization (WHO) of 0.3 mg/kg [12]. 

The mean Cd levels in the five different coffee 

beans included in the study ranged from 3.70 to 

5.89 µg/kg. Cd levels were found to be in the 

order of Colombia > Indonesia > Kenya > 

Turkish > Guatemala. Cd levels were statistically 

different among all coffee samples (Table 5).  

 

Our study showed a statistically significant 

difference in Cd levels between Colombia and 

Kenya coffee beans (Table 5). In the Albals et al. 

(2021) study, Cd levels in coffee beans 

originating from Colombia and Kenya were 

found to be 150 µg/kg and 140 µg/kg, 

respectively [24]. In the study by Kowalska 

(2021), Cd levels in eight different Arabica 

coffee bean varieties were found to be an average 

of 58 µg/kg [23]. In the study by Ali (2024), the 

average Cd level in 42 coffee samples collected 

from local markets in Iraq was 35 µg/kg [25]. 

Upon examination of the literature and our 

analysis results, it was determined that Cd levels 

are below the permitted range set by the WHO. 

 

Pb is considered a toxic environmental pollutant, 

and its toxicity in humans has been associated 

with mental disorders, behavioral abnormalities, 

seizures, and other health issues. This metal can 

accumulate in tea leaves and coffee plants, 

raising consumer concerns [25]. The mean Pb 

level in our study's five different coffee beans 

ranged from 25.68 to 41.11 µg/kg. Pb levels were 

found to be in the order of Kenya > Colombia > 

Guatemala > Turkish > Indonesia. While the Pb 

level in Indonesian and Turkish coffee beans did 

not show a statistically significant difference, the 

Pb level in Indonesian coffee beans was 

statistically different from that in Kenya, 

Colombia, and Guatemala coffee samples (Table 

5). In the study by Nędzarek et al. (2013), Pb 

levels in infusion coffee samples from Bosnia 
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and Herzegovina, Brazil, Lebanon, and Poland 

were found to be 710-1050 µg/kg [4]. In the 

Albals et al. (2021) study, Pb levels in coffee 

beans originating from Colombia and Kenya 

were 1040 µg/kg and 1380 µg/kg, respectively 

[24]. Similarly to the literature, our study did not 

find a statistically significant difference in Pb 

levels between Colombia and Kenya coffee 

beans (Table 5). In the study by Guadalupe et al. 

(2023), Pb levels in parchment coffee beans 

obtained from the Peru region were between 640-

670 µg/kg [2]. Our study and analytical data from 

the literature revealed that all samples contained 

low levels of Pb. These values were below the 

permitted limit of 10.0 mg/kg set by the WHO 

[12]. 

 

As is among the toxic elements capable of 

entering organisms via the consumption of water 

and food. As is a toxic element, and its chronic 

ingestion can cause many adverse health effects 

[10]. Among the coffee samples, As had 

concentrations ranging from 1.45-6.64 µg/kg, 

lower than the PDE (5 mg/kg) [12]. The mean As 

concentration in our study's five different ground 

coffee beans was determined to be in the order of 

Indonesia > Turkish > Kenya > Guatemala > 

Colombia. The As level in Indonesian coffee 

samples differed statistically from all other 

coffee samples (Table 5). In the study by Omer 

et al. (2019), the highest As level in coffee 

samples sold in Saudi markets was 0.107 mg/kg 

[26]. In the study by Taghizadeh et al. (2023), the 

highest As level among 29 different coffee 

samples was found to be 0.32 mg/kg [12]. Our 

study and analytical data from the literature 

revealed that all samples contained low levels of 

As. These values were below the permitted limit 

set by the WHO. 

 

Hg is commonly present in various forms in the 

natural environment. Metallic and inorganic 

mercury are commonly found in nature. Mercury 

salts are naturally occurring forms of inorganic 

mercury. Microorganisms generate organic 

mercury through biological processes. Inorganic 

mercury is frequently utilized in the medical 

field, as well as in disinfectants and ointments. 

All types of Hg can lead to harmful effects [10]. 

The mean Hg level in our study's five different 

ground coffee beans ranged from 1.06–5.06 

µg/kg. The Hg level was determined to be in the 

order of Indonesia > Colombia > Kenya > 

Turkish > Guatemala. The Hg level in Indonesian 

coffee beans differed statistically from all other 

coffees. The Hg level in Colombian and 

Guatemalan coffee beans was also statistically 

different (Table 5). In the study by Massoud et al. 

(2022), the Hg level in roasted coffee powder 

samples sold in Iran and Turkish markets was 

below 0.3 µg/kg [27]. In the study by Taghizadeh 

et al. (2023), the highest Hg level among 29 

different coffee samples was found to be 0.94 

mg/kg [12]. Our study and analytical data from 

the literature revealed that all samples contained 

low levels of Hg. These values were below the 

permitted limit set by the WHO [12]. 

 

Our study conducted carcinogenic and non-

carcinogenic risk assessments considering 

consumption scenarios of one or three cups of 

coffee per day for individuals aged 20-65. The 

EDI, THQ, HI, and CR calculations were 

performed for all investigated metals in coffee. 

The calculated EDIs for all examined metals 

through the consumption of one or three cups of 

coffee are summarized in Table 5. According to 

the results, the EDI values for all elements were 

below the RfD, indicating no health risk 

associated with our samples. The THQ values for 

all samples were less than one, indicating no 

potential consumer health effects. 

 

The HI, which represents the combined non-

carcinogenic effects of the investigated heavy 

metals in coffee, was less than one in our 

samples. HI values of less than one indicate no 

significant health risks related to our samples. 

However, the HI values for coffee samples were 

determined to be in the order of Indonesia > 

Colombia > Kenya > Guatemala > Turkish. In a 

study by Winiarska-Mieczan et al. (2023) on the 

elemental impurity analysis of coffee beans, the 

THQ and HI values were found to be less than 

one for Cd and Pb, indicating that the risk of 

disease due to Cd and Pb exposure through 

coffee consumption could be considered very 

low [11]. Similarly, in another study by 

Taghizadeh et al. (2023) on coffee and tea, the 

THQ and HI values for Cd, Pb, As, and Hg were 

below 1.0 [12], consistent with our findings. 

When the risk assessment of heavy metal 

exposure in terms of human health is associated 

with coffee consumption, it is clear that no health 



Fadime Canbolat 

873 
 

risk is associated with the consumption of one or 

three cups of the coffees in our study. 

Considering that the recommended doses in 

coffee consumption directly affect the HI value, 

it is predicted that any health risk that may occur 

due to heavy metal exposure will not occur for 

the coffee types included in the study if the usage 

dose is not exceeded. 

 

In our study, when the CR value was calculated 

for Cd, Pb, and As, it was found that the CR value 

did not exceed 1×10-4 in all coffee samples in 

both scenarios, meeting the USEPA criteria. 

Considering the risk assessment of elemental 

impurities in the five different ground coffee 

beans included in our study, it can be concluded 

based on our data that the consumption of 

Indonesia, Kenya, Colombia, Guatemala, and 

Turkish coffee varieties does not pose a health 

risk, as the CR and HI values for all samples did 

not exceed the USEPA criteria. 

 

5. Conclusion 

 

This study evaluated the risks associated with 

oral ingestion of four elemental impurities 

classified under Class 1 in USP<232> in five 

different ground coffee beans.  The levels of 

elemental impurities in each sample were 

determined by chromatographic means, followed 

by risk calculations. In the assessment of non-

carcinogenic risks, all elements had HI values 

<1.0. Therefore, elemental impurities in the 

coffee samples analyzed in our study do not pose 

non-carcinogenic health risks in terms of the 

heavy metals. For the carcinogenic risk 

calculation, the CR values of Cd, Pb and As 

elemental impurities were calculated and no 

health risks for coffee consumers were identified 

based on the CR values.  The results of our 

analysis show that the level of elemental 

impurities that can enter the human body with the 

consumption of one to three cups of coffee does 

not pose a health risk. However, the cumulative 

assessment of elemental impurity levels from 

other foods in the diet is important for expanding 

the risk analysis. For this reason, planning and 

conducting comprehensive risk assessment 

studies that take into account individual 

differences and the presence of metal levels in 

other consumed foods will contribute to the 

literature in order to determine the levels of 

heavy metals that may be exposed through diet 

and to perform risk calculations. 
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In this study, a plasma frequency selective surface (PFSS) was designed with an array 

of ordinary fluorescent lamps backed by a conducting plate. The proposed PFSS 

structure was used as a reflector with the spiral two arms Archimedean type Global 

Navigation Satellite System (GNSS) antenna to reduce the overall size of the antenna 

system. Characteristics and the performance of the proposed system were presented 

by using the results of simulations and experiments in the GNSS band. The optimum 

distance between antenna and PFSS was found to be around 35 mm to achieve a 

maximum gain in the simulation which is a lower profile than antenna with 

conventional conductive plate (66 mm at the GNSS center frequency). Experimental 

results show that the antenna system has mean values of around 6.7 dBiC gain, 1.27 

dB axial ratio and less than -10 dB return loss in the range of 1.14 and 1.61 GHz. All 

these results show that the proposed novel antenna system is suitable for the 

reception of the GNSS signals with the advantage of its low profile design.    

 

 
1. Introduction 

 

Global Navigation Satellite System (GNSS) has 

been a key element of significant technological 

devices and finds an important role in many areas 

of the life including navigation, transportation, 

mining, mapping, and road pricing [1-3]. This 

technology has been subject to research studies 

in terms of new antenna designs, anti-jamming, 

and improving positioning performance in recent 

years [4-6].  

 

The emergence of the multiple GNSS service 

providers GPS L1 (1575.42 ± 1.023 MHz), BDS 

B1 (1561.098 ± 5 MHz), and GLONASS L1 

(1602.5 ± 4 MHz) for the navigation systems has 

made antennas, covering all GNSS bands, to play 

an indispensable role [4]. All-band GNSS 

antennas should cover the range between 1146 

MHz-1610 MHz band, have high front to back 

ratio, and acceptable axial ratio with a large 

beam-width for a better satellite coverage [7-9]. 

In addition, high accuracies, and low profile 

characteristics are needed for many high 

precision applications [9]. Spiral antennas, which 

satisfy the necessary electrical properties,  are 

widely used in GNSS applications [10]. 

 

In general, one of the major factor which 

prevents designing low profile antennas is the use 

of high electric conductor materials. These 

materials are placed λ/4 away from the antenna, 

to increase the gain of the receiver and to 

improve the directivity of the radiating antennas. 

In this type of directive antennas, λ/4 value is the 

optimum distance between the antenna and high 

electric reflector, due to the (λ/2) out of phase 

reflected wave. There is no design flexibility in 
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such systems. However, the use of a modified 

reflector [9] or plasma frequency selective 

surface (PFSS), which was proposed in this 

study, can be used to decrease the λ/4 distance 

value. The PFSS is an artificial magnetic 

conductor that gives a design flexibility, and it 

can be used in many novel applications such as 

radar cross section reduction, wide band 

absorber, and photonic band gap devices because 

of its adjustable electrical characteristics [11-13]. 

 

PFSS structures can be formed by using 

energized fluorescent lamps which are also 

plasma medium. The fluorescent lamp has 

frequency dependent adjustable electrical 

conductor properties. In other words, by applying 

variable electric potential to the fluorescent 

lamps, collision and plasma frequencies can be 

changed. Consequently, the optical and the 

electrical properties can be adjusted. In this way, 

a band pass filter mechanism can be achieved to 

transmit and reflect some of the frequency band 

region of the radiation.  

 

For instance, in our previous study, the PFSS 

structure for GNSS frequency band with high 

impedance and in-phase reflection characteristics 

were presented [14]. Plasma antennas also are 

widely studied in research studies such as 

development of intelligent reflective surfaces 

[15-16], and corner reflectors [17] to improve the 

performance of the systems. Although the plasma 

and electromagnetic radiation interaction 

investigated in many studies as mentioned or 

used as reflector or antenna structures [14-17]. 

Best to our knowledge, the utilization of a plasma 

structure to minimize the antenna system size 

without compromising the radiation performance 

has not been published yet and we believe that 

the results of this study can contribute to the 

research on both plasma and electromagnetic 

wave interaction. 

 

In this paper, the design of a two arm 

Archimedean antenna with PFSS structure 

realized by fluorescent lamps array and a 

conductor plane was presented.  

 

The fluorescent lamp array, as a low cost plasma 

source, which is placed under the antenna 

behaves like a plasma frequency selective 

surface (PFSS) since its refractive index, and so 

reflectivity depends on the plasma parameters of 

the gas in the energized lamps. The simulation 

and the experimental measurement outcomes of 

the antenna for the parameters of the return loss, 

axial ratio, and gain were investigated by 

considering plasma properties of PFSS structure. 

To the best of our knowledge, this is the first time 

shown that such PFSS surfaces can be used to 

reduce the size of the system without 

compromising the radiation performance of the 

antenna. 

 

2. Theory and Experimental Results 

 

2.1. Experimental design 

 

The designed system consists of a GNSS 

antenna, a PFSS structure, assembled of the 

florescent lamp array and a metal reflector, is 

illustrated in Figure 1 (a). Circular polarized 

antennas are generally used with a reflector 

surface to detect the radiation especially by 

satellites in GNSS applications. The main reason 

to choose these types of antennas is that the 

circularly polarized signals are less affected 

while passing through the ionosphere. In this 

study, one of the circular polarized antennas, the 

two arm Archimedean type was used because of 

providing stable results in terms of gain and axial 

ratio values in a certain bandwidth.  

 

The parameters of the antenna were determined 

for the GNSS band of 1.146-1.610 GHz. The 

physical dimensions of the antenna were 

calculated using well known antenna equations 

[18]. Thereafter the antenna was simulated using 

CST software by using calculated parameters and 

the target parameters were found for the 

fabrication. The designed antenna was fabricated 

to have 12 turns of copper lines width of 1 mm 

and the line spacing of 1 mm by using 1 mm thick 

FR4 material of the relative dielectric constant of 

4.5 and the loss tangent of 0.02 (Figure 2 (a)). 
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Figure 1. a) The illustration of the proposed system, 

b) the illustration of fluorescent lamp array 

  

The PFSS structure was designed by integrating 

an array of easy access fluorescent lamps and a 

conducting surface. In the system, serially 

connected lamps were excited by a transformer 

system (Figure 1(b)). Alternative voltage of 220 

Vrms and 50 Hz was applied to the transformer 

input. The transformer primary and secondary 

windings were selected as 500 and 10000 turns 

respectively to obtain around 4400 Vrms. The 

plasma was formed in the lamps by applying this 

voltage to the lamp array. The PFSS structure 

was placed 35 mm (Figure 1 (a) and Figure 2 (b)) 

below the antenna. A network analyzer (Rohde 

Schwarz NWA ZVA-24) was used for the S 

parameters measurements, a signal generator 

(Rohde Schwarz model) (10 kHz-12 GHz) and 

Rohde Schwarz model spectrum analyzer (100 

kHz-30 Ghz) were used for the gain and axial 

ratio measurements. 

 

 
Figure 2. a) Radiator part of the GNSS antenna, b) 

the actual experiment setup 

 

The array was formed with 6 identical 

fluorescent lamps which emit white light and 

each has 6 W power (Global T5/6W, RPC). The 

diameter, length, and glass thickness of each 

lamp are 16 mm, 225 mm, and 0.8 mm 

respectively. These lamps were placed 5 mm 

apart from each other as shown in Figure 2(b). 
 

2.2. Plasma characteristics 

 

Dielectric constant is a parameter which 

determines the electrical properties of the 

materials in theoretical and experimental 

physics. Electrical and optical properties such as 

conductivity, reflection, transmission, and 

absorption can be calculated by using the 

dielectric constant.  The dielectric constant and 

optical properties can be tuned by using applied 

voltage in plasma mediums like fluorescent 

lamps. Relative dielectric constant εr of a plasma 

medium can be characterized by using the Drude 

model as given in equation (1). 

 

𝜀𝑟 = 1 +
𝑤𝑝

2

𝑗𝑤(𝑗𝑤+𝑣𝐶)
                                          (1)  

 

where w is electromagnetic wave frequency, 𝜈𝑐 

is collision frequency and  𝑤𝑝 is the plasma 

frequency. The plasma frequency is defined as: 

 

 𝑤𝑝 = √
𝑛𝑒ⅇ2

𝑚𝑒𝜀0
                                                    (2) 

                                                                    

Here, 𝑛ⅇ is the electron concentration, e is the 

charge of an electron, 𝑚ⅇ is the electron mass, 𝜀0  

is the dielectric constant of the vacuum. It can be 

seen in Eq (1), if an electromagnetic wave 

frequency is less than the plasma frequency, 

there will be a high reflection from the lamps. If 

 𝑤 > 𝑤𝑝, the reflectivity decreases and the 

transmissivity increases. Therefore, when the 

electromagnetic wave frequency ω is smaller 

than ωp, it will be reflected with a high 

reflectivity.  However, the phase difference 

between the incident and reflected waves will be 

different from π/2 when the reflected medium is 

the PFSS which is a combination of the 

dielectric, plasma and metallic components [19].  

This effect is exploited in our study to design a 

low profile antenna system. 

 

The summary of experimental antenna 

parameters and plasma simulation parameters are 

summarized in Table 1. 

 

3. Results and Discussion 

 

The Archimedean antenna and PFSS structure 

were designed and studied to present the 
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reduction the size of the system without 

compromising the radiation performance. 

 
Table 1. The antenna and plasma parameters 

Antenna 

Parameters 

 
Plasma 

Parameters 

 

r1 40 mm wp: 48.4 

GHz 

H (antenna 

height) 

35 mm νc: 287 

GHz 

Turn number 12 
  

Width of the 

arm 

1 mm  

  

Spacing between 

arms 

1 mm 
  

Distance 

between lamps 

5 mm 
  

 

The measurement and simulation results of the 

proposed antenna system were presented in this 

section. In order to analyze the influence of the 

plasma structure on the antenna characteristics, 

the return loss S11, the axial ratio AR, and the 

right hand circular polarized RHCP gain 

parameters were investigated. During all 

measurement and simulations, the two arm 

Archimedean spiral antenna and PFSS structure 

were used together. The study was first started 

with the simulation and measurement of the S11 

parameter to determine the signal ratio returning 

from the antenna and 50 compatibility.  

 

The return loss values in the range of 1.05 GHz -

1.70 GHz frequency band with the plasma and 

without the plasma cases were shown in Figure 

3. The number of the resonance frequencies and 

ripples were decreased in plasma cases. These 

results can be attributed to the change of the 

reflected electric field which affects the power on 

the antenna and input impedance in the presence 

of plasma. The S11 parameters were expected to 

be lower than -10 dB to satisfy the requirement 

of low return loss condition.  

 

All the results of the measurements of the 

antenna with and without plasma correlate this 

condition except some frequency bands in the 

simulation. The S11 parameter of the 

measurement results with plasma presented in 

Figure 3 show that the S11 lies between -10.32 

and -17.17 dB. Especially at GPS frequency 

1.575 GHz, the values were approximately -

17.00 dB. Measured and simulated results of S11 

parameters have differences as can be seen in 

Figure 3. The possible reasons for these 

differences can be SMA connector losses, 

fabrication tolerances and external disturbances 

which are not considered in the simulations. For 

this study these differences are ignored and only 

checked if S11 values are below -10 dB. The S11 

values below -10 dB in this frequency range 

indicate that the input impedance value of the 

antenna is compatible with 50  and the antenna 

system can be used in the GNSS band. 
 

 
Figure 3. The S11 parameter of antenna with PFSS 

 

The AR value gives the information about the 

polarization of an antenna. The axial ratio values 

were determined by measuring the difference of 

power values of two orthogonal components. The 

orthogonal components obtained by rotating a 

linearly polarized transmitter antenna in 90 

degrees in azimuth.  Figure 4 shows the measured 

and simulated AR characteristics of the proposed 

antenna system.  Although the axial ratio value 

was higher than 3 dB at low frequencies of the 

GNSS band in simulation, it was found that the 

AR value was observed to lie below the limit 

value of 3 dB in measurements. Hereby, it was 

understood that the deviation from circular 

polarization is less than 3 dB and the antenna can 

be assumed to be circularly polarized.   

 

Especially at the GPS center frequency (L1 

Band) that is the 1575.42 MHz, the measured 

axial ratio values were in the range between 0-1 

dB (measured with plasma 0.6 dB, measured 

without plasma 0.45, simulatated with plasma 

1.63, simulated without plasma 1.52). This 

means that the desired circularly polarized 

antenna characteristic was obtained very closely 

for the antenna at GPS L1 frequency band. 
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Figure 4. The AR of the antenna with PFSS 

 

The antenna gain, one of the most important 

parameter was measured and simulated with and 

without plasma conditions in Figure 5. When the 

plasma lamps were energized, it was observed 

that the gain value was highly increased in the 

whole in the GNSS frequency range both in 

experimental and also simulation cases. At the 

GPS center frequency (L1 Band), the measured 

gain values were as follows.  The measured 

plasma 7.01 dBic, the measured without plasma: 

3.94 dBic, The simulation plasma 6.97 dBic, the 

simulated no plasma 4.18 dBic. The obtained 

gain showed that the reflection from PFSS 

surface was near to the inphase component.  
 

 
Figure 5. The RHCP gain of the antenna with PFSS  

 

Radiation patterns in CST simulation of the 

proposed system are given in Figure 6. As it is 

seen that, when plasma is activated, the radiation 

pattern is changed for all degrees. Half power 

beam width (HPBW) of the radiation pattern of 

the antenna which has PFSS is 88.5 degree and it 

is larger than the no plasma version of the 

antenna which has the HPBW is 72 degrees. Both 

of them have hemispherical shapes that radiate 

toward the upper side of the atmosphere. In 

addition, there is a difference between radiation 

strength of the antennas because of the 

inconsistent heights of the radiation part of the 

antennas.  

 

The height must be 66 mm which is the quarter 

wavelength of the resonant frequency for the no 

plasma version. Because reflected waves from 

the reflector must be in phase with the radiation 

of the radiator. In the plasma case, PFSS behaves 

as a high impedance surface so reflected signals 

are not out of phase. So it does not need a larger 

air gap. Detailed information of the antenna 

without lamps can be found in [20]. 

 

 
Figure 6. Radiation patterns of the proposed system 

 

Several GNSS antennas dimensions and 

operating frequencies were presented in Table 2 

to compare them with the proposed antenna. 

Designed metamaterials were used as a reflector 

for the other antennas presented in Table 2 [21-

24]. As can be seen, except the single frequency 

antenna in reference [24] all the other ones have 

larger volume than our antenna. The antenna 

presented in this work, being wideband and also 

low profile has advantages over the antennas in 

Table 2.  

 

The simulation results show that the optimum 

distance of the conductor is around 66 mm. For 

the ideal case, when the conducting plate is λ/4 

(66 mm for 1.14 Ghz) apart from the antenna, the 

mean values of S11, axial ratio, gain are -17.50 dB 

(max: -26.70 dB, min: -11.80 dB), 1.20 dB 

(max:2.10 dB, min:0.25) and 6.90 dBic 

(max:7.05 dBic min:6.45 dBic) are obtained in 

GNSS band respectively.  The measured 

performance of the antenna without lamps and 

when a metal reflector is placed under the 

antenna (66 mm below) is summarized as 

follows: the S11 parameter was lower than -10 

dB, the gain was between 6.0 dBic and 6.2 dBic, 

axial ratio was between 0.9 dB and 1.4 dB at 1.1-

16 Ghz range [20]. The detailed results can be 

found in the study of Yiğit [20].  
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Table 2. The antenna and plasma parameters 

REF. Dimensions  Operating 

Frequency 

[21] 130 mm x 30 mm 

(RxH) 

Wideband (1.1-1.6 

Ghz) 

[22] 200  x 200 x55 mm 

(WxLxH) 

Single frequency 

(1.575 GHz) 

[23] 280x280x29 mm 

(WxLxH) 

L1 and L2 band 

[24] 44x44x19 mm 

(WxLxH) 

Single frequency 

(1.575 GHz)  

This 

work 

80x80x35 mm 

(WxLxH) 

Wideband (1.1-

1.6GHz)  

Reconfigurable 

*RxH: RadiusxHeight; WxLxH:WidthxLengthxHeight 

 

The mean values of S11, axial ratio, and gain are 

-12.86 dB (max: -17.08 dB, min: -10.35 dB), 

1.27 dB (max:2.37 dB, min:0.36) and 6.70 dBic 

(max:7.04 dBic min:6.29 dBic) are measured for 

the proposed system respectively. These results 

show that the system performance is close to that 

of the ideal case. It is worth mentioning that the 

proposed antenna system can be utilized in small 

GNSS platform applications when it is upgraded 

to a portable one.  It is possible to make the 

system portable with a miniature 36 W high 

voltage source since there are 6 lamps with 6W 

rating. This kind of high voltage source can be 

designed or commercially available ones can be 

used [25]. As a conclusion, the proposed wide 

band GNSS antenna system with low profile is 

realized with the proposed PFSS.   

 

4. Conclusion 

 

The performance of an Archimedean type GNSS 

antenna with a PFSS structure, formed via 

fluorescent lamp array as a plasma source and 

conducting plate, was investigated. The proposed 

antenna parameters showed promising results 

such as having a low axial ratio and a high gain 

in all GNSS band. In addition, a smaller size 

compared to the antenna with a single conducting 

plane was obtained by exploiting the reflection 

properties of the PFSS. 
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Cyprus is an island country located in the eastern Mediterranean, to the south of 

Türkiye and the western of Syria and Lebanon, and is a popular tourist destination. 

Due to being surrounded by seas on all four sides, meticulous planning of rescue, 

assistance, and evacuation plans is necessary in the face of disasters such as 

earthquakes and tsunamis. Tectonically, the southern part of the island is controlled 

by the Cyprus Arc, while the northern part is dominated by the Kyrenia Range. The 

demand for raw materials for construction and industry is met through controlled 

quarry blasting operations carried out by open-pit quarry companies in the districts 

of Kyrenia and Nicosia. As a result, both natural and artificial seismic events occur 

in the region, and these quakes are documented in seismic catalogs by seismology 

centers. However, due to the low energy content of micro-seismic events and the 

inadequacy of seismic stations on the island, the source types of these seismic events 

can be misidentified in the catalogs. In this context, the study focuses on 122 seismic 

events with magnitudes between 0.9≤Ml≤2.7 that occurred in Northern Cyprus 

during the January 2018 - December 2021 period (4 years). The seismic events 

recorded by the station LFK, operated by Boğaziçi University Kandilli Observatory 

and Earthquake Research Institute Regional Earthquake-Tsunami Monitoring Center 

(KOERI-RETMC), were classified using Linear and Quadratic Discriminant 

Functions based on complexity and corner frequency methods. According to the 

results obtained, 10 of the 122 seismic events were identified as natural, and 96 were 

determined to be artificial, resulting in a general success rate of 86.89%. However, 

classification results for 16 seismic events were inconclusive with the methods used. 

As a result, more detailed secondary analyses should be conducted to accurately 

determine the source types of micro-seismic events, and the seismic catalogs should 

be updated accordingly. 

 
1. Introduction 

 

Cyprus is an island country located in the 

Mediterranean, which is not only rich in 

historical and cultural heritage but also draws 

significant attention in terms of tourism. 

Particularly due to the impact of tourism, there is 

an increase in construction and, consequently, a 

demand for industrial raw materials driven by the 

expansion of the intra-island road transportation 

infrastructure. The provision of material needs 

from its own internal resources is facilitated by 

certain quarry operations located on the island. 

These quarry operations, where materials are 

obtained using explosive and combustible 

substances, exhibit micro-scale ground 

vibrations during their activities. These 

vibrations are recorded by seismic stations and 

documented in earthquake catalogs.  

 

The tectonic control of the region is mainly 

provided by the Cyprus Arc, which passes 

through the southern part of the island in general; 

it is also supported by the Kyrenia Range (Girne-
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Beşparmak Ridge) to the north and partially 

oblique-slip faults developing to the east and 

west. As a result, it is observed that not only 

micro-scale artificial vibrations but also tectonic 

events of similar scales are recorded in the 

region. The low energy content of these micro-

scale activities, the limited number of recording 

stations, their small size resulting in noisy 

recordings, and the fact that they are not 

subjected to detailed analysis by the seismology 

center responsible for cataloging, sometimes lead 

to their omission from earthquake catalogs, or 

they are inaccurately categorized under the 

wrong source type. Erroneous micro-seismic 

catalogs mislead researchers and can even result 

in secondary studies, causing both time and 

workload burdens. 

 

Due to these reasons, various methods have been 

employed to distinguish natural and artificial 

vibrations from the past to the present. The initial 

studies on this subject were conducted mainly in 

the United States [1-4]. While simple methods 

like amplitude ratio and complexity provide 

some direction, results obtained in the frequency 

domain also offer reliable information about 

source type identification based on signal 

characteristics. One of the first examples of the 

complexity method was conducted by [5] to 

differentiate underwater explosions. The same 

method was applied to short-period seismograms 

by [6]. In Türkiye, complexity analysis has been 

applied through earthquake stations located in 

various cities, such as Istanbul, Eastern Black 

Sea Region, Sakarya, Yalova-Bursa Gaziantep-

Kahramanmaras and Edirne [7-12].  

 

In the US, discrimination analysis using high-

frequency waves was conducted by [13], natural 

and artificial vibrations around the Vertes 

Mountains in Hungary were studied by [14], and 

seismic events of two different types in various 

regions of Egypt were analyzed using the 

complexity method by [15, 16]. Furthermore, in 

recent years, corner frequency methods are being 

employed worldwide to characterize natural and 

artificial vibrations. [17] determined source type 

using corner frequency-magnitude relationship 

on 2430 events at the Israel-Lebanon border. [18] 

discriminated earthquakes from controlled 

explosions near Mount St. Helens using corner 

frequencies of P and S waves. [19] applied a 

similar method in the western US. [20] tested 

tree-based machine learning methods using the 

complexity approach. [21] combined the corner 

frequency and magnitude relationship with deep 

learning for source type identification. In seismic 

active regions of Egypt, [22-24] applied 

discrimination analysis based on the spectra of P 

and S waves. 

 

In the study, complexity and corner frequency 

methods were employed using vertical 

components of events recorded at the seismic 

station LFK operated by the Boğaziçi University 

Kandilli Observatory and Earthquake Research 

Institute Regional Earthquake-Tsunami 

Monitoring Center (KOERI-RETMC) with local 

magnitudes of M≤2.7 that occurred in the 

northern part of Cyprus. In order to classify the 

obtained parameters, Linear Discriminant 

Function (LDF) and Quadratic Discriminant 

Function (QDF) were employed to determine the 

source types of these seismic events. The 

obtained results, along with statistical 

approaches, can be used to update the existing 

earthquake catalogs and will serve as a key in 

classifying future seismic events. Consequently, 

aiming for the emergence of more reliable 

earthquake catalogs, this will reduce the need for 

secondary analyses, leading to a decrease in time 

loss and workload. 

 

2. Geological and Tectonic Structure 

 

Northern Cyprus consists of three main 

geological belts from south to north, which are 

respectively Troodos Ophiolite, Troodos 

Surrounding Sedimentary Sequence, and the 

Besparmak Region [25]. While Quaternary 

alluvial forms shape the northern coast of the 

region, as one moves southward from the coast, 

the dominance of Oligocene sedimentary rock 

units belonging to the Degirmenlik Group, 

including sandstones, conglomerates, and 

mudstones, can be observed. Within this group, 

Eocene-aged carbonate deposits running parallel 

to the east/northeast-west Girne-Beşparmak 

Ridge (Degirmenlik Fault), Mesozoic-aged 

dolomitized carbonate rocks forming the main 

elevation of the Beşparmak Mountains, known as 

the Tripa Group, and Late Cretaceous-Eocene-

aged mudstones, limestone, and volcanics 
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forming the Lapta Group are present [26-29] 

(Figure 1).  

To fulfill the industrial raw material needs of the 

region, some open quarry operations in certain 

areas of these formations carry out their activities 

through controlled explosions. Thus, micro-scale 

ground vibrations are also documented in seismic 

centers' earthquake catalogs. 

 

The island is tectonically controlled by the 

Cyprus Arc, extend to the south, an area where 

the African and Anatolian Plates collide at a rate 

of 10 mm/year, generating both destructive and 

tsunami-generating earthquakes in the past [30-

33]. The northern part of the island, which is the 

study area, is dominated by the Degirmenlik 

Fault (Girne-Beşparmak Ridge), extending 

parallel to the Beşparmak Mountains and 

producing earthquakes on a smaller scale [29, 34] 

(Figure 1). 

 

 
Figure 1. Simplified geological map of Northern 

Cyprus (Adapted from [29]) 

 

In the study area, micro-scale natural and 

anthropogenic-induced vibrations are recorded 

and cataloged by seismology centers. However, 

due to their low energy content, difficulties can 

arise in determining both the epicenter and 

source types of these vibrations. As a result, 

incorrect identifications in catalogs become 

prominent, leading to erroneous outcomes in new 

endeavors such as seismology, seismotectonics, 

hazard analysis, and more. This can either result 

in misleading conclusions or necessitate 

secondary analyses, leading to time loss and 

added workload for researchers.  

 

3. Data Set 

 

In the study, a GURALP-3ESP sensor-equipped 

seismic station with the station code LFK, 

operated by KOERI-RETMC, located at 

coordinates 35.2832°N - 33.5335°E in the 

vicinity of Nicosia, at an elevation of 690 meters 

above sea level, and configured to sample at a 

rate of 100 samples per second was used. Vertical 

component seismograms of 122 seismic events 

with magnitudes ranging from 0.9≤Ml≤2.7, 

characterized by high signal quality, absence of 

digitization errors, and reliable phase readings, 

were employed for the analysis of micro-seismic 

activity (Figure 2). 

 

 
Figure 2. Tectonic structure of the study area and 

epicentral distribution of the seismic events. Faults 

are adapted from [34] 

 

The events exhibit distances to the station 

ranging from 1 to 30 km, surrounding the station 

LFK from various directions. The epicenters for 

the 122 seismic events obtained by KOERI-

RETMC are generally determined using 3 to 18 

seismic stations and 4 to 19 phase picks (P, S), 

with azimuthal gap values varying between 70 

and 349 degrees (Figure 3, Appendix A). 

Consequently, it has been determined that the 

low number of stations and phase readings, as 

well as the partially substantial azimuthal gap, 

play a role in locating micro-seismic activity. In 

the region where quarry blasts are frequent, 

records of a thorough analysis can be observed 

only for the station LFK, and a reliable 

assessment has been made with only one station. 

 

Therefore, taking into consideration the potential 

location and depth errors that could arise due to 

the low number of existing stations on the island 

and the low energy content of micro-seismic 

events, along with the possibility of unauthorized 

explosions, seismic records were examined over 

a 4-year period from January 2018 to December 

2021 (continuing in current open-pit quarry 

operations). 
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Figure 3. Azimuthal gap (GAP) along with the 

numbers of stations and phases used in the epicentral 

solution of the 122 events 

 

4. Method 

 

In the study, a total of 122 events with 

magnitudes ranging from 0.9≤Ml≤2.7, recorded 

at the seismic station LFK operated by KOERI-

RETMC, were analyzed using complexity and 

corner frequency methods. For both methods, 

Linear Discriminant Function (LDF) and 

Quadratic Discriminant Function (QDF) were 

employed to classify the results. 

 

In order to apply LDF and QDF analyses, the 

source types of the seismic events need to be 

initially defined. KOERI-RETMC determines 

the source type without resorting to technical 

analyses, solely based on observation and field 

knowledge. Therefore, the initial categorization 

was done on a case-by-case basis. As a result, 

preliminary information about source types was 

obtained through observational analyses such as 

amplitude of P and S waves, first motion 

direction of P waves, observation of Rg phase, 

and decay rate of coda waves, based on the 

vertical component seismograms recorded at the 

station LFK (Figure 4).  

 

Theoretically, the amplitudes of S-waves for 

quarry blast signals are significantly lower 

compared to P-wave amplitudes in vertical 

component seismograms, whereas for 

earthquakes, it is vice versa. The P-wave first 

motion direction generally tends to be positive 

for quarry blasts, while it is varies for 

earthquakes. In quarry blasts signals with a close 

epicentral distance, the emergence of the Rg 

wave phase is generally observed. The 

attenuation of tectonic events is characterized by 

a logarithmic decay and extended duration, 

whereas for explosions, it is vice versa [9, 10, 35, 

36].  

 

 
Figure 4. a) Vertical component seismograms of the 

earthquake on 23.01.2019 at 13:25:48.48 (Ml=1.6) 

and b) quarry blast on 13.01.2020 at 09:57:24.40 

(Ml=1.8) recorded at the station LFK 

 

In seismology, the complexity method, which is 

user-friendly and quick, is commonly employed 

to determine the source types of natural and 

anthropogenic vibrations. Within this method, 

two distinct parameters, namely complexity and 

spectral ratio, are computed and their 

relationships are compared graphically [5, 6]. In 

this approach, vertical component seismograms 

are divided into two separate time windows (to-

t1, t1-t2), and their powers (s2(t)) are calculated to 

determine the complexity (C) parameter 

(Equation 1). Subsequently, by considering the 

two windows holistically, a two-stage band-pass 

filter (h1-h2, l1-l2; high and low corner 

frequencies) is applied to calculate the spectral 

ratio-a(f) parameter, denoted as Sr (Equation 2). 

 

𝐶 = ∫ 𝑠2(𝑡)𝑑𝑡/
𝑡2
𝑡1

∫ 𝑠2(𝑡)𝑑𝑡
𝑡1
𝑡0

     (1) 

 

𝑆𝑟 = ∫ 𝑎(𝑓)𝑑𝑓/
ℎ2
ℎ1

∫ 𝑎(𝑓)𝑑𝑓
𝑙2
𝑙1

    (2) 

 

The low and high-frequency values are directly 

related to the frequency content of the signals and 

have been optimally determined for this study as 

5-10 Hz and 1-5 Hz, respectively. 
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It is known that earthquakes and quarry blasts 

exhibit differences in their spectra due to their 

source mechanisms. In explosions, signals 

dominated primarily by P-waves are obtained, as 

explosions are predominantly characterized by a 

single-point source. In contrast, even though 

earthquakes may have lower energy, they occur 

through a linear source mechanism, resulting in 

the generation of higher-amplitude S-waves [36]. 

Spectra of earthquakes recorded in close 

proximity show energy distributed over a broader 

frequency range and damping at higher corner 

frequencies. In contrast, this behavior is reversed 

in explosions [10, 17, 37, 38].  

 

Theoretically, there is a direct relationship 

between the corner frequency and the magnitude 

of a seismic event [39, 40]. Thus, corner 

frequency values (fc) for each event are 

calculated from vertical component seismograms 

due to the whole waveform (P to final), while 

local magnitudes (Ml) are directly obtained from 

KOERI-RETMC catalogs. 

 

Both complexity and corner frequency method 

parameters are represented on a graph. To 

determine the source type, a third group 

alongside the parameters corresponding to the 

horizontal and vertical axes is introduced, and 

Linear and Quadratic Discriminant Functions 

(LDF and QDF) are employed. These statistical 

approaches are based on classification techniques 

using the principle of calculating the smallest 

error for data from different groups generated 

from different normal distributions [41-44].  

 

For LDF, a single covariance matrix is 

determined for all groups, whereas for QDF, a 

separate covariance matrix is provided for each 

group [45]. The formulas for LDF and QDF are 

shown in Equation 3 and Equation 4. 

 

FLDF=K+L(1)*x+L(2)*y     (3) 

 

FQDF=K1+[x y]*L1+∑{([x y]*Q1)*[x y]}    (4) 

 

Here, the parameter K represents the constant 

value of the boundary equation, while the 

parameters L and Q respectively denote the linear 

and quadratic coefficients of the same equation 

system.  

 

 

 

5. Results 

 

In this study, vertical component seismograms of 

122 events recorded at the seismic station LFK, 

operated by KOERI-RETMC, and ranging in 

magnitude from 0.9≤Ml≤2.7, were subjected to 

complexity and corner frequency methods for 

analysis. Considering the errors in determining 

source types in KOERI-RETMC catalogs, the 

event types were initially determined through 

visual analysis. Of the 122 events in the KOERI-

RETMC catalogs, 87 were identified as artificial 

and 35 as natural. However, visual examination 

in this study revealed that these numbers were 

actually 109 and 13, respectively (Table 1, 

Appendix A). Accordingly, based on the 

aforementioned initial categorization, 

classification of seismic events using 

discriminant functions was performed. 

 

In general, it is observed that artificial events are 

more successfully discriminated compared to 

natural ones (Table 1). The signal characteristics 

of quarry blasts are known to be more consistent 

depending on the distance to the epicenter, while 

earthquakes exhibit a more complex distribution 

due to their different mechanisms. Therefore, 

artificial events are more effectively 

distinguished. While earthquakes were classified 

with full success using the corner frequency 

method, a discrimination rate of approximately 

95.41% for explosions in the complexity method 

and 85.21% for corner frequency method was 

observed. However, when examined based on the 

methods, the corner frequency method achieved 

a success rate of up to 87%, while the complexity 

analysis reached a success rate of up to 91% 

(Table 1). The QDF applied to the complexity 

method yielded a slightly higher success rate of 

90.98% compared to the LDF result of 90.16% 

(Table 1, Figure 5). Both discriminant functions 

achieved a source type classification success rate 

of 86.89% in the corner frequency method (Table 

1, Figure 6). Although similar results were 

obtained between the discriminant functions, it 

was observed that QDF provided slightly better 

results than LDF. Furthermore, as a second-

degree function, QDF demonstrated more 

reliable discriminant analysis compared to LDF, 
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which is a first-degree function. The parameters 

of the functions are shown in Table 2. 

 

Table 1. Analysis results based on method and statistical approach. LDF: Linear Discriminant Function, 

QDF: Quadratic Discriminant Function, E: Earthquake, B: Blast, M-E: Misclassified Earthquake, M-B: 

Misclassified Blast 

Method 
Statistical 

Approach 

Numbers Success Rate (%) 

E B M-E M-B E B Overall 

KOERI-RETMC 35 87 - - - - - 

Initial Categorization 13 109 - - - - - 

Complexity 
LDF 6 104 7 5 46.15 95.41 90.16 

QDF 7 104 6 5 54.85 95.41 90.98 

Corner 

Frequency 

LDF 13 93 - 11 100.00 85.21 86.89 

QDF 13 93 - 11 100.00 85.21 86.89 

Final Result 10 96 16 - - 86.89 

 

 
Figure 5. a) LDF b) QDF graphs for the Complexity 

method 

 

To determine the source types of seismic events, 

all methods and statistical analyses were jointly 

evaluated, resulting in the identification of 10 

events as earthquakes and 96 events as quarry 

blasts out of the analyzed 122 ground shaking 

events. Additionally, 16 events exhibited 

different outcomes when the aforementioned 

methods and discriminant functions were 

employed, hence they were classified as 

unidentified events after this study. As a result, a 

general success rate of 86.89% was achieved for 

the classification of the source types of 122 

events (Table 1, Figure 7, Appendix A).  

 

 
Figure 6. a) LDF b) QDF graphs for the Corner 

Frequency method 

 

 
Figure 7. Distribution of source types obtained after 

the analyses. Faults from Seyitoğlu et al., 2022, and 

locations of quarries obtained from Google Earth 

Pro 
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Table 2. The discrimination functions of station LFK 

Complexity 
FLDF=4.0098+[-7.8357 0.0239]* [

Sr

C
] 

FQDF=(1.1363)+[5.1763 0.0203]* [
Sr

C
]+[Sr C]* [

-17.0587 -0.0779

-0.0779 -0.0063
] * [

Sr

C
] 

Corner Frequency 
FLDF=15.5270+[-1.8324 -2.3743]* [

Ml

fc
] 

FQDF=(19.3113)+[8.0652 -6.0939]* [
Ml

fc
]+[Sr C]* [

-1.5012 -0.3523

-0.3523 -0.3711
] * [

Ml

fc
] 

 

5. Conclusion and Discussion 

 

In this study, source type determination analysis 

of 122 seismic events recorded in Northern 

Cyprus and cataloged by KOERI-RETMC was 

conducted using complexity and corner 

frequency methods, through Linear and 

Quadratic Discriminant Functions. The results 

reveal that the complexity method yields more 

successful outcomes compared to the corner 

frequency analysis, and similarly, the Quadratic 

Discriminant Function outperforms the Linear 

Discriminant Function. According to the 

obtained results, the source types of 10 

earthquakes and 96 quarry blasts were reliably 

identified, while the source types of 16 events 

could not be determined. As a result, the overall 

success rate was calculated as 86.89%. 

 

Seismic centers employ various seismic stations, 

algorithms, and crustal structures, and in user-

based studies, different phase picks are made. 

Therefore, differences in the determination of 

location, magnitude, depth, and particularly 

source type are observed for seismic events, 

especially at the micro-scale. KOERI-RETMC 

identifies the source type solely based on 

proximity to quarry blast areas and visual 

inspection, without resorting to technical 

analysis. 

 

Erroneous source type identification in micro-

seismic activity can be rectified by secondary 

analyses, resulting in more reliable catalog 

descriptions. Updating past catalogs and 

comprehensively examining future seismic 

events can minimize error margins, ensuring the 

presentation of the most reliable results. This 

approach can facilitate the creation of more 

reliable earthquake catalogs for studies such as 

seismology, seismotectonics, seismicity, and  

 

 

earthquake hazard analysis, while eliminating the 

need for researchers to engage in time-

consuming secondary analyses. 

 

Due to the limited number of stations across the 

island and the considerable distance from 

stations in Türkiye, the error rates in location 

solutions of seismic events increase, leading to 

challenges in determining the source types. 

Therefore, increasing the number of stations 

throughout the island, and even deploying 

seafloor seismometers in the surrounding waters, 

is recommended not only for identifying artificial 

events but also for revealing the region's active 

tectonic activity more clearly 
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Appendix A. The information of 122 seismic events and the results of the analysis. NoS: number of stations, NoP, number of phases, ST: source 

type, KOERI: Bogazici University Kandilli Observatory and Earthquake Research Institute Regional Earthquake-Tsunami Monitoring Center, IC: 

initial categorization, fc/CF: corner frequency, C: complexity, SR: spectral ratio, LDF: Linear Discriminant Function, QDF: Quadratic Discriminant 

Function, EQ: earthquake, QB: quarry blast, UI: unidentified event. 

Date 
Origin Time 

(GMT) 

Latitude Longitude 
NoS NoP GAP ML 

ST ST 
fc C SR 

Complexity Method CF Method Final 

(o) (o) (KOERI) (IC) LDF QDF LDF QDF Result 

03.01.2018 09:41:02.45 35.3228 33.4805 4 6 244 1.2 QB QB 6.116 6.831 0.719 EQ EQ EQ EQ EQ 

03.01.2018 10:42:48.37 35.3018 33.3923 5 8 190 2.2 QB QB 5.829 1.435 0.229 QB QB EQ EQ UI 

08.01.2018 09:53:34.29 35.3780 33.4477 6 8 177 2.1 QB QB 2.761 24.481 0.099 QB QB QB QB QB 

11.01.2018 09:26:06.74 35.2602 33.4828 7 8 122 1.9 QB QB 2.866 4.106 0.132 QB QB QB QB QB 

13.01.2018 13:43:12.65 35.3255 33.4597 6 10 113 1.6 QB QB 2.782 2.747 0.095 QB QB QB QB QB 

23.01.2018 09:56:10.96 35.2923 33.6063 4 6 301 0.9 EQ QB 6.142 1.670 0.836 EQ EQ EQ EQ EQ 

27.01.2018 10:14:39.81 35.2398 33.5498 5 6 214 2.2 QB QB 2.785 18.695 0.060 QB QB QB QB QB 

31.01.2018 10:26:38.11 35.2163 33.5715 6 9 146 1.4 EQ QB 2.756 11.272 0.039 QB QB QB QB QB 

06.02.2018 10:09:07.16 35.2210 33.5215 4 6 183 2.0 QB QB 9.053 10.778 0.390 QB QB EQ EQ UI 

09.02.2018 09:52:33.88 35.2763 33.5837 3 6 281 0.9 QB QB 4.403 2.459 0.304 QB QB QB QB QB 

16.02.2018 09:57:47.31 35.3443 33.5910 5 6 292 1.4 EQ QB 3.407 7.945 0.123 QB QB QB QB QB 

19.02.2018 14:23:22.51 35.2968 33.5287 5 9 254 1.5 QB EQ 6.843 21.596 0.283 QB QB EQ EQ UI 

20.02.2018 14:17:15.06 35.2713 33.6787 4 7 299 1.4 QB QB 2.991 25.184 0.056 QB QB QB QB QB 

26.02.2018 10:06:34.93 35.2908 33.4930 5 7 192 2.3 QB QB 4.409 12.836 0.217 QB QB QB QB QB 

08.03.2018 09:53:50.85 35.3015 33.5067 5 9 220 1.6 QB QB 2.789 9.804 0.129 QB QB QB QB QB 

10.03.2018 11:31:26.61 35.2797 33.5510 6 8 140 1.4 QB QB 2.798 7.074 0.053 QB QB QB QB QB 

15.03.2018 10:19:45.80 35.3513 33.4993 5 7 255 1.8 QB QB 2.818 10.156 0.016 QB QB QB QB QB 

20.03.2018 16:02:31.45 35.2803 33.5598 5 7 279 1.5 QB QB 4.244 3.920 0.160 QB QB QB QB QB 

27.03.2018 09:03:43.21 35.3542 33.4758 6 9 171 1.3 QB EQ 8.037 1.395 0.682 EQ EQ EQ EQ EQ 

28.03.2018 13:52:52.86 35.3603 33.6280 4 7 312 1.4 QB QB 5.376 5.147 0.133 QB QB QB QB QB 

29.03.2018 09:03:47.36 35.2967 33.4860 5 7 199 2.2 QB QB 2.789 5.725 0.080 QB QB QB QB QB 
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06.04.2018 08:30:10.64 35.3458 33.3905 5 7 217 1.4 QB QB 6.111 16.682 0.210 QB QB EQ EQ UI 

06.04.2018 09:23:46.01 35.2678 33.4518 9 11 162 1.7 QB QB 6.576 12.649 0.302 QB QB EQ EQ UI 

13.04.2018 09:26:47.65 35.2508 33.3508 3 5 191 1.6 QB QB 2.703 39.056 0.015 QB QB QB QB QB 

19.04.2018 12:27:39.18 35.2348 33.4922 5 5 151 1.5 QB EQ 6.406 6.026 0.184 QB QB EQ EQ UI 

24.04.2018 09:55:51.55 35.3512 33.6955 3 6 326 1.4 QB QB 3.071 0.336 1.071 EQ EQ QB QB UI 

25.04.2018 07:41:55.16 35.3017 33.5583 3 6 327 1.0 QB QB 4.926 2.248 0.266 QB QB QB QB QB 

30.04.2018 09:04:09.75 35.3030 33.4507 8 10 96 1.9 QB QB 2.865 3.615 0.079 QB QB QB QB QB 

30.04.2018 09:33:29.39 35.2848 33.5230 6 7 154 1.6 QB QB 3.186 30.331 0.044 QB QB QB QB QB 

30.04.2018 14:25:01.26 35.3363 33.5972 5 9 293 1.8 EQ QB 2.845 8.068 0.029 QB QB QB QB QB 

08.05.2018 08:09:51.62 35.3108 33.4287 5 7 200 1.4 QB QB 3.567 10.515 0.148 QB QB QB QB QB 

11.05.2018 15:03:48.71 35.3550 33.4483 3 5 302 1.5 QB QB 4.167 6.100 0.105 QB QB QB QB QB 

14.05.2018 09:03:39.46 35.3437 33.5060 4 8 256 1.2 QB QB 3.22 3.466 0.269 QB QB QB QB QB 

28.05.2018 09:08:44.65 35.3155 33.4175 6 8 100 1.5 QB QB 6.003 3.651 0.219 QB QB EQ EQ UI 

28.05.2018 09:14:05.84 35.2858 33.4847 5 5 112 1.2 QB QB 3.108 6.284 0.180 QB QB QB QB QB 

28.05.2018 09:17:09.07 35.3095 33.5353 6 7 176 1.3 QB QB 2.885 21.310 0.052 QB QB QB QB QB 

30.05.2018 07:53:53.46 35.3457 33.4898 3 5 311 1.3 QB QB 4.553 3.754 0.587 EQ EQ QB QB UI 

30.05.2018 08:59:27.73 35.2712 33.3935 7 8 94 2.3 QB QB 3.859 12.797 0.117 QB QB QB QB QB 

30.05.2018 12:20:48.09 35.4818 33.4648 3 5 332 1.6 EQ QB 3.434 13.666 0.146 QB QB QB QB QB 

31.05.2018 12:57:38.67 35.4520 33.5753 3 6 349 1.1 EQ QB 2.632 2.751 0.045 QB QB QB QB QB 

10.12.2018 14:42:15.44 35.3178 33.4060 8 12 98 1.7 QB QB 2.878 4.414 0.019 QB QB QB QB QB 

13.12.2018 09:44:04.94 35.3220 33.7060 4 6 305 1.8 EQ QB 3.991 2.751 0.149 QB QB QB QB QB 

18.12.2018 10:01:10.25 35.2242 33.5470 9 13 191 1.4 QB QB 3.094 2.781 0.048 QB QB QB QB QB 

18.12.2018 12:02:22.44 35.2980 33.4115 9 14 85 1.7 QB QB 2.81 7.105 0.042 QB QB QB QB QB 

21.12.2018 10:00:29.64 35.2395 33.6848 4 7 225 2.1 EQ QB 2.799 4.305 0.069 QB QB QB QB QB 

24.12.2018 09:52:13.16 35.2917 33.5225 9 12 125 2.3 QB QB 2.805 3.145 0.033 QB QB QB QB QB 

26.12.2018 10:12:29.02 35.4487 33.4470 5 7 178 2.5 EQ QB 6.526 4.800 0.367 QB QB EQ EQ UI 

27.12.2018 11:23:41.12 35.2907 33.4102 4 6 183 1.4 QB QB 2.799 1.512 0.076 QB QB QB QB QB 
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28.12.2018 09:47:27.72 35.2380 33.6078 5 8 234 1.5 EQ QB 6.581 4.199 0.526 EQ EQ EQ EQ EQ 

14.01.2019 10:40:10.76 35.2870 33.4993 3 6 206 1.3 QB QB 2.774 36.845 0.042 QB QB QB QB QB 

18.01.2019 09:48:35.06 35.2977 33.6610 7 9 207 1.6 EQ QB 2.774 1.931 0.042 QB QB QB QB QB 

21.01.2019 09:53:33.31 35.2982 33.5442 4 8 207 1.1 QB QB 2.797 4.396 0.068 QB QB QB QB QB 

23.01.2019 13:25:48.48 35.1935 33.3792 6 9 103 1.6 QB EQ 6.642 0.890 2.504 EQ EQ EQ EQ EQ 

24.01.2019 10:14:03.51 35.3012 33.4978 9 14 112 1.9 QB QB 2.691 17.951 0.018 QB QB QB QB QB 

25.01.2019 13:01:22.18 35.2507 33.3798 5 10 174 1.4 QB QB 2.761 1.297 0.053 QB QB QB QB QB 

31.01.2019 10:21:38.91 35.3410 33.4357 11 13 70 1.6 QB QB 4.88 4.796 0.126 QB QB QB QB QB 

04.02.2019 11:41:29.08 35.2895 33.1813 18 19 86 2.7 EQ EQ 7.99 0.245 1.023 EQ EQ EQ EQ EQ 

13.02.2019 10:43:59.88 35.3243 33.5037 5 8 243 1.4 QB QB 2.625 7.036 0.033 QB QB QB QB QB 

15.02.2019 08:45:41.67 35.2482 33.5108 5 6 161 1.7 QB QB 2.808 3.232 0.022 QB QB QB QB QB 

18.02.2019 09:56:13.77 35.3582 33.5747 5 7 291 1.1 QB QB 4.528 3.101 0.350 QB QB QB QB QB 

19.02.2019 10:10:42.48 35.3202 33.5438 3 6 346 1.2 QB QB 6.667 7.031 0.326 QB QB EQ EQ UI 

20.02.2019 08:51:46.79 35.2827 33.3763 4 8 97 1.7 QB QB 4.16 4.202 0.158 QB QB QB QB QB 

21.02.2019 08:14:46.47 35.3318 33.5740 5 7 162 1.2 QB QB 2.406 5.820 0.039 QB QB QB QB QB 

21.02.2019 11:52:25.42 35.2538 33.4973 7 8 123 1.3 QB QB 2.234 6.436 0.027 QB QB QB QB QB 

01.03.2019 10:41:37.98 35.2790 33.4780 8 9 97 1.6 QB QB 2.792 12.838 0.008 QB QB QB QB QB 

08.03.2019 08:56:47.97 35.3327 33.5000 4 8 245 1.1 QB QB 2.857 7.450 0.024 QB QB QB QB QB 

08.03.2019 12:53:31.77 35.3175 33.4383 4 7 227 1.5 QB QB 5.691 6.422 0.146 QB QB EQ EQ UI 

14.03.2019 09:54:59.35 35.2962 33.4055 7 8 104 1.5 QB QB 4.578 18.383 0.162 QB QB QB QB QB 

01.04.2019 09:00:56.14 35.2673 33.6948 6 9 216 1.8 QB QB 3.053 3.481 0.021 QB QB QB QB QB 

04.04.2019 08:50:51.65 35.3172 33.4480 6 9 155 1.4 QB QB 3.812 7.573 0.091 QB QB QB QB QB 

02.05.2019 08:49:00.89 35.2828 33.5233 5 6 118 1.8 QB QB 3.2 6.761 0.054 QB QB QB QB QB 

06.05.2019 09:29:38.13 35.2838 33.6630 5 8 209 1.7 EQ QB 3.196 4.947 0.057 QB QB QB QB QB 

07.05.2019 08:52:58.42 35.2540 33.5910 4 6 198 1.6 EQ QB 3.473 7.933 0.034 QB QB QB QB QB 

08.05.2019 12:16:15.58 35.2878 33.4763 4 6 169 1.6 QB QB 2.825 8.890 0.022 QB QB QB QB QB 

14.05.2019 09:38:19.31 35.2557 33.4552 7 10 132 1.5 QB QB 4.189 7.314 0.117 QB QB QB QB QB 
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17.05.2019 08:30:36.83 35.2340 33.5170 7 8 194 1.6 QB EQ 6.25 0.979 0.246 QB QB EQ EQ UI 

23.05.2019 09:28:17.29 35.2807 33.4968 4 6 165 1.5 QB QB 3.203 6.338 0.078 QB QB QB QB QB 

24.05.2019 10:14:01.41 35.3272 33.4620 5 7 116 1.5 QB EQ 6.834 4.859 0.390 QB QB EQ EQ UI 

24.05.2019 10:19:07.71 35.2825 33.4173 5 7 122 1.5 QB QB 2.855 5.205 0.035 QB QB QB QB QB 

29.05.2019 11:34:58.92 35.3128 33.5293 7 10 106 1.7 QB QB 2.846 9.309 0.019 QB QB QB QB QB 

12.06.2019 09:34:05.95 35.2753 33.5405 11 12 129 1.9 QB QB 3.835 13.907 0.168 QB QB QB QB QB 

01.07.2019 09:09:56.39 35.3087 33.7025 4 7 305 1.8 QB QB 3.91 3.462 0.079 QB QB QB QB QB 

08.07.2019 09:21:29.38 35.2917 33.4937 6 9 138 1.6 QB QB 2.641 6.476 0.041 QB QB QB QB QB 

15.07.2019 09:38:38.47 35.2202 33.3647 9 10 97 1.5 QB QB 4.236 0.390 0.449 QB QB QB QB QB 

22.07.2019 08:54:11.49 35.3393 33.5537 4 5 287 1.2 QB QB 2.714 10.747 0.081 QB QB QB QB QB 

23.07.2019 09:14:57.84 35.3060 33.3922 7 11 87 2.1 QB QB 2.649 5.680 0.042 QB QB QB QB QB 

01.11.2019 09:57:24.80 35.2507 33.6763 5 7 223 1.6 EQ QB 3.588 7.256 0.032 QB QB QB QB QB 

10.12.2019 09:54:00.21 35.2940 33.4030 5 7 154 1.5 QB QB 2.468 3.875 0.028 QB QB QB QB QB 

18.12.2019 10:27:20.90 35.2653 33.4952 7 8 144 1.4 QB QB 4.522 0.725 0.392 QB QB QB QB QB 

23.12.2019 09:57:57.74 35.2400 33.4582 4 7 146 1.1 QB QB 4.215 1.761 0.088 QB QB QB QB QB 

13.01.2020 09:01:04.55 35.2738 33.4717 6 8 121 1.4 QB QB 3.551 2.903 0.294 QB QB QB QB QB 

13.01.2020 09:57:24.40 35.3005 33.6465 6 8 215 1.8 EQ QB 3.007 7.831 0.019 QB QB QB QB QB 

17.01.2020 09:37:22.01 35.2703 33.5745 4 7 208 2.0 EQ QB 3.032 16.949 0.015 QB QB QB QB QB 

03.02.2020 10:27:39.42 35.2367 33.6597 3 6 222 1.5 EQ QB 3.502 6.837 0.042 QB QB QB QB QB 

19.02.2020 10:07:34.54 35.2668 33.6382 4 5 217 1.5 QB QB 3.514 6.729 0.075 QB QB QB QB QB 

20.02.2020 10:28:00.09 35.1742 33.5213 3 4 236 2.0 EQ EQ 5.836 1.100 0.511 QB EQ EQ EQ EQ 

02.03.2020 09:57:26.78 35.2657 33.6472 4 7 218 1.5 EQ QB 3.872 6.396 0.163 QB QB QB QB QB 

06.03.2020 10:09:16.08 35.2955 33.6460 6 7 217 1.7 EQ QB 3.477 6.949 0.044 QB QB QB QB QB 

13.05.2020 09:01:21.64 35.3010 33.4637 6 8 152 1.8 QB QB 4.537 5.320 0.320 QB QB QB QB QB 

09.06.2020 09:24:17.34 35.3495 33.4000 6 9 155 1.7 QB QB 2.715 13.195 0.059 QB QB QB QB QB 

03.07.2020 09:18:43.83 35.2643 33.4067 6 8 270 1.9 QB QB 4.48 3.900 0.422 QB QB QB QB QB 

15.07.2020 09:09:06.12 35.3792 33.4353 3 5 180 1.7 EQ QB 4.492 0.715 0.255 QB QB QB QB QB 
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16.07.2020 07:36:03.16 35.3180 33.3900 5 7 157 1.6 QB QB 2.714 12.123 0.033 QB QB QB QB QB 

24.07.2020 09:29:08.33 35.2447 33.5052 6 9 175 1.9 EQ EQ 6.002 2.917 0.297 QB QB EQ EQ UI 

12.08.2020 19:01:20.69 35.4863 33.4425 6 12 178 2.0 EQ EQ 5.972 1.713 2.576 EQ EQ EQ EQ EQ 

18.08.2020 08:59:38.13 35.2803 33.3675 5 9 133 1.4 QB QB 2.408 20.246 0.028 QB QB QB QB QB 

20.08.2020 01:38:24.70 35.3363 33.6803 11 13 153 2.1 EQ EQ 7.136 0.786 1.600 EQ EQ EQ EQ EQ 

04.09.2020 08:56:34.58 35.2488 33.6100 5 6 215 1.4 EQ QB 3.571 2.992 0.059 QB QB QB QB QB 

10.09.2020 09:14:00.90 35.4047 33.4838 3 6 266 1.4 EQ EQ 6.525 1.076 0.342 QB QB EQ EQ UI 

12.10.2020 08:07:49.53 35.1588 33.6025 3 6 177 1.6 EQ QB 2.904 14.782 0.035 QB QB QB QB QB 

14.10.2020 09:06:38.29 35.2378 33.4932 8 9 143 1.7 QB QB 2.878 4.368 0.082 QB QB QB QB QB 

01.12.2020 09:52:51.30 35.4087 33.6252 3 5 214 1.6 EQ QB 3.539 5.159 0.074 QB QB QB QB QB 

07.12.2020 10:17:01.83 35.2767 33.6998 4 7 223 1.7 EQ QB 3.838 6.367 0.079 QB QB QB QB QB 

26.01.2021 10:32:24.22 35.4007 33.4107 4 7 162 2.1 EQ QB 2.821 19.583 0.109 QB QB QB QB QB 

07.04.2021 09:35:24.63 35.3022 33.3643 6 10 162 1.8 QB QB 2.813 8.842 0.017 QB QB QB QB QB 

25.06.2021 09:32:57.48 35.3207 33.3958 3 6 243 1.4 QB QB 3.352 4.278 0.051 QB QB QB QB QB 

25.06.2021 09:39:55.31 35.2662 33.6273 5 8 159 1.4 EQ QB 3.713 6.590 0.019 QB QB QB QB QB 

09.07.2021 09:41:56.78 35.4075 33.2993 3 5 204 1.6 EQ QB 3.374 2.999 0.086 QB QB QB QB QB 

09.07.2021 09:49:58.75 35.2908 33.5200 3 5 163 1.0 QB QB 3.519 3.258 0.036 QB QB QB QB QB 

23.07.2021 23:39:17.44 35.3205 33.5113 7 11 136 2.0 EQ EQ 8.474 0.819 1.300 EQ EQ EQ EQ EQ 

20.09.2021 10:08:15.16 35.2710 33.4233 6 12 261 1.7 QB QB 4.184 11.961 0.069 QB QB QB QB QB 

02.11.2021 10:25:06.09 35.2613 33.6260 3 6 216 1.5 EQ QB 2.804 5.904 0.148 QB QB QB QB QB 
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Fog harvesting, also known as fog collection, is a sustainable approach to addressing 

water scarcity which captures water droplets from fog, providing a renewable water 

source for water-scarce regions. The aim of this study is to give more background 

about fog harvesting by introducing fog harvesting systems, their advantages and 

disadvantages, real world and laboratory projects and efficiency. This study 

emphasizes fog harvesting's potential in arid regions with frequent fog occurrence, 

discusses working mechanisms, and explores nature-inspired and nanotechnology-

based fog collectors. Local climate data's importance for feasibility assessment is 

highlighted, along with the vital role of community involvement for long-term 

success. Fog harvesting offers a promising and environmentally friendly solution to 

alleviate water scarcity challenges when combined with innovative strategies and 

community engagement. Real-world projects have shown that fog water collection 

can be an effective and sustainable solution, particularly in regions with persistent 

fog and limited water resources. However, more work is needed on innovative fog 

collectors and advanced materials to increase sustainability. 

 
1. Introduction 

 

In the modern world, there is an ever-increasing 

need for clean and sustainable water. 

Unfortunately, many regions struggle to meet the 

increasing demand for water, and in some areas, 

its inferior quality limits its usability [1]. There 

are several factors contributing to this global 

pressing issue, including rapid population 

growth, ineffective water management practices, 

and inadequate infrastructure. Moreover, the 

looming threat of climate change is expected to 

worsen the situation further [2, 3]. As a result, 

addressing the challenge of water scarcity and 

ensuring access to safe water for all is becoming 

increasingly critical. Sustainable water 

management practices and measures are urgently 

required to confront this growing crisis. 

Alternative water sources such as desalination, 

rainwater harvesting, groundwater collection, 

and fog harvesting are being studied and 

implemented worldwide to combat this issue [4, 

5]. 

 

Fog harvesting, also known as fog collection, 

provides a renewable and sustainable water 

source for regions with limited access to 

conventional water supplies [6]. This technique 

is particularly vital for communities in arid or 

semi-arid regions and mountainous terrains, 

where traditional water sources such as rivers, 

lakes, and underground aquifers may be scarce or 

unreliable and where fog is a frequent occurrence 

[7]. These systems are installed in coastal and 

mountainous areas where fog presence is 

naturally high. 

 

This technique involves the use of specialized 

nets or meshes, known as fog collectors or fog 

catchers, placed strategically in areas where fog 
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formation is prevalent. These structures capture 

tiny water droplets suspended in the fog, which 

then accumulate and drip down into collection 

troughs. The collected water is then directed into 

storage tanks or reservoirs for immediate use or 

future distribution [8]. The effectiveness of fog 

harvesting systems largely depends on the design 

and efficiency of fog collectors [9]. However, the 

most commonly used for collectors, such as 

vertical mesh nets, have certain limitations. 

These collectors often experience reduced 

efficiency due to issues such as water droplet 

runoff, clogging, and low collection rates [10]. 

Consequently, there is a need for innovative 

techniques and materials that can overcome these 

limitations and improve the overall performance 

of fog collectors.  

 

To address these challenges, researchers have 

explored various strategies to enhance fog 

collection efficiency [11–13]. Many researchers 

have focused on the optimization of the materials 

and coatings used in fog collection systems 

making it easy to harvest water under light fog 

conditions [14]. By developing hydrophilic-

hydrophobic pattern coatings or modifying mesh 

surfaces, researchers have aimed to increase 

droplet capture rates and minimize water loss 

through runoff or evaporation [15, 16]. 

 

Additionally, advancements in fog 

characterization techniques have provided 

valuable insights into the properties of fog. 

Studying parameters such as fog droplet size 

distribution, fog density, and fog water content 

enables researchers to better understand fog 

behavior and optimize fog collection systems 

accordingly [17]. 

 

With the improvement of materials science, 

technology, and understanding of fog dynamics, 

fog harvesting has evolved significantly over the 

past few decades. Numerous experimental 

projects and real-world applications have been 

implemented in diverse geographical locations, 

from foggy coastal areas in Chile and Peru to 

mountainous regions in Morocco and Nepal. 

These projects vary in scale, ranging from small 

community-based initiatives to larger-scale 

installations supporting entire towns [18]. By 

examining these ongoing initiatives, we can gain 

valuable insights into the adaptability and 

potential limitations of fog water collection in 

various settings. 

 

This study is aimed at exploring the principles, 

applications, challenges, and benefits of fog 

water collection, shedding light on its 

significance in addressing the global water crisis 

and promoting environmental conservation. The 

originality of this work is to raise awareness of 

the potential of fog harvesting as a sustainable 

and scalable solution to water scarcity problems 

by critically examining existing research, case 

studies, and real-world applications as well as 

literature. 

 

A Mini Database Based Review  

 

In this section, the Web of Science (WOS) 

database was reviewed in terms of publication 

year, origin, highly cited papers and their 

motivation, and disciplinary categories for the 

“fog harvesting” keyword. 

 

When the number of WOS publications is 

examined by year, it has been observed that 

interest in the subject has increased 

systematically in the last decade as seen in Figure 

1. 

  

 
Figure 1. Numbers of publications by year 

 

Considering the number of publications, the most 

published disciplinary categories (number of 

publications) according to WOS are as follows: 

Materials Science Multidisciplinary (206), 

Chemistry Physical (135), Chemistry 

Multidisciplinary (108), Nanoscience 

Nanotechnology (103), Physics Applied (85), 

Environmental Sciences (69), Water Resources 

(44), Engineering Chemical (42), Physics 

Condensed Matter (38), and Energy Fuels (37). 

As can be seen here, fog harvesting and 

0
20
40
60
80

100
120

N
u

m
b

er
s 

o
f 

p
u

b
lic

at
io

n
s

Years



Kadriye Oktor, Makoi Gai Riak Dhuol, Merve Ercan Kalkan   

 

901 
 

technologies are a versatile and multidisciplinary 

subject. 

 

The origins of the publications in the WOS 

database are listed as follow in the form of 

Country (publication number) as China (288), 

USA (122), England (42), South Korea (35), 

India (33), Germany (31), Australia (26), Saudi 

Arabia (23), France (22), and Canada (21). It can 

be concluded that significant parts of the studies 

are carried out by China and USA.  
 

Yu et al. (2022) have provided in-depth 

information about design basics and production 

technologies of fog harvesting devices [19]. Tu 

et al. (2018) comprehensively reviewed current 

developments in atmospheric water harvesting 

technologies [20]. Song et al. (2023) conducted a 

comprehensive study on the controlled 

wettability of surfaces [21]. Wu et al. (2021) 

reviewed the recent advances in special 

membranes, which include both hydrophobic and 

hydrophilic structures, to control surface 

wettability [22]. Shi et al. (2021) focused on the 

membrane technologies for water harvesting 

[23]. A (PVA)/polypyrrole (PPy) based hydrogel 

membrane, which is effective in both fog 

collection and purification stages, has been 

developed. Yin et al. (2017) obtained a hybrid 

superhydrophobic-hydrophilic surface by 

coating the copper network with 

polytetrafluoroethylene nanoparticles [24].  

 

Fathieh et al. (2018) designed a system to 

produce water from desert air [25]. LaPotin et al. 

(2019) and Zhou et al (2020) drew attention to 

absorbent materials that can be used in 

atmospheric water harvesting systems [26, 27]. 

Additionally, LaPotin et al. (2019) focused on 

modeling of a solar thermal water harvesting 

system in presence of adsorbent [26]. Kim et al. 

(2017) designed a metal-organic based porous 

framework that take up water from the 

atmosphere at ambient conditions [28].  

 

The most cited fog harvesting papers in the WOS 

database were also examined. These studies can 

be summarized as reviewing current knowledge, 

focusing on wettability and surface properties, 

designing a system/device and modelling 

operating conditions as in seen in Table 1.  

 

Table 1. The most cited papers and their motivations 

Author (Year) Reference Working 

area 

Yin et al. (2017) [24] Material 

Fathieh et al. (2018) [25] Design 

Tu et al. (2018) [20] Review 

LaPotin et al. (2019) [26] Modelling 

Kim et al. (2019) [28] Design 

Zhou et al (2020) [27] Material 

Wu et al. (2021) [22] Material 

Shi et al. (2021) [23] Material 

Yu et al. (2022) [19] Review 

Song et al. (2023) [21] Material 

 

2. The Principles of Fog Harvesting 

 

2.1. Fog harvesting system 

 

The principles of fog collection focus on 

capturing tiny water droplets from fog using 

specialized materials and surfaces. A basic fog 

harvesting system comprises fog collectors, 

collecting channels or troughs, storage tanks, and 

a distribution network. Depending on the 

intended use of the collected water, a treatment 

component may be included. The primary 

components of the system are the fog collectors, 

typically constructed from meshes made of 

materials like nylon, polyethylene, 

polypropylene, or high-density polyethylene. 

The material choice depends on factors such as 

cost, durability, and local availability [29]. 

 

The most common type of fog collector in fog 

water harvesting is the vertical, rectangular 

panel, offering dimensions of approximately 4 

meters in height and 10-12 meters in length, 

providing an extensive surface area for capturing 

fog droplets. For different applications, fog 

harvesting systems may use either standard fog 

collectors (SFC) or large fog collectors (LFC).  

 

The SFC, with a fog-collecting area of 1.0 square 

meter, is primarily utilized for research purposes. 

Conversely, the LFC, boasting a panel surface 

area of 40 to 48 square meters, is extensively 

employed in various fog harvesting projects [30]. 

Fog collectors exhibit flexibility in terms of 

installation options, as they can be affixed to 

various support structures such as wooden or    

metal poles, concrete pillars, or existing 

buildings as shown in fog harvesting system in 
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Figure 2 [18]. The choice of support structure 

depends on factors such as terrain conditions, 

material availability, and local considerations 

[31]. Additionally, certain fog collectors are 

designed to be collapsible or portable, facilitating 

easy transport and installation. This portability 

allows for their disassembly and reassembly at 

different locations, making them well-suited for 

temporary deployments or research ventures 

[32]. 

 

2.2. Fog collection mechanism  

 

The mechanism of fog collection involves two 

main stages: fog-capturing and liquid transport as 

shown in Figure 3 (a) and (b) respectively [33]. 

During the first stage, fog droplets are captured 

either during a fog event or through condensation 

on the solid mesh surface of the fog collector. 

This occurs through two mechanisms: capturing 

droplets from fog during a fogging event and 

collecting dew condensed on surfaces with 

temperatures below the atmospheric dew point 

[34].  

 

As wind-driven fog passes through the 

strategically positioned mesh, the water droplets 

present in the fog deposit on the mesh surface 

[35]. Over time, these deposited droplets 

accumulate and combine to form larger ones, 

which then fall under gravity into the trough 

below the panel. Alternatively, when the surface 

temperature drops below the dew point of the 

surrounding air, water vapor in the atmosphere 

condenses into droplets on the surface. Fog 

collectors designed to promote condensation 

effectively capture this dew, which eventually 

accumulates and flows into collection points [9, 

34]. 

 

In the second stage, the captured water droplets 

need to be efficiently transported from the mesh 

surface to a central collection point, such as a 

trough or gutter, from where they can be directed  

to storage tanks or reservoirs. This liquid 

transport is primarily achieved through gravity-

driven flow. As water droplets accumulate and 

coalesce on the mesh surface, they gain sufficient 

mass to overcome the surface tension and flow 

down the mesh under the force of gravity [9, 36]. 

The mesh is strategically designed to allow water 

to flow towards the collection channels, ensuring 

a steady and controlled movement of the 

captured water [37].  

 

The collecting channels or troughs are positioned 

below the fog collector panel to catch the falling 

water droplets. These channels are designed to 

efficiently channel the water towards a 

centralized point, where it can be collected and 

further directed for storage or distribution.

 

Figure 2. Fog harvesting system [18] 

 

The efficiency of fog collection depends on 

various factors, including the wettability and 

topography of the surface, the air-liquid fraction, 

and the drop mobility derived from the 

optimization of superhydrophobic properties 

[37]. Properly designing and managing these 
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aspects contribute to maximizing water yield and 

optimizing the overall performance of the fog 

harvesting system.  

 

 
Figure 3. Schematics of the two key steps of fog 

collection. (a) Fog capture process. (b) Captured 

liquid transport process [33]. 

 

3. Advantages of Fog Water Collection 

 

Fog water collection offers several compelling 

advantages as a viable and sustainable water 

resource, making it an increasingly popular 

solution in regions facing water scarcity 

challenges. One of its primary benefits is the 

provision of an alternative water source, reducing 

reliance on traditional sources such as 

groundwater. As climate change and increasing 

demand put pressure on conventional water 

supplies, fog water collection offers a 

complementary and reliable source, particularly 

in areas where fog is a frequent occurrence. 

 

The simplicity and low operating costs 

associated with fog water collection technology 

make it an attractive option for communities with 

limited financial resources. The infrastructure 

required is minimal, and the systems are easy to 

maintain, enabling cost-effective implementation 

and operation. This affordability enhances 

accessibility, making fog water collection a 

feasible option for marginalized communities 

and remote areas where establishing extensive 

water infrastructure may not be practical or 

economically viable [19]. 

 

Moreover, fog water's inherent cleanliness and 

freedom from pollutants make it a valuable 

resource for various applications, including 

domestic use, irrigation, and livestock watering. 

In comparison to other water sources that may 

require extensive treatment, fog water often 

meets high-quality standards directly after 

collection, saving costs and effort in purification 

processes. 

 

Fog water collection's suitability in arid and 

semi-arid regions is particularly advantageous, 

where rainfall is scarce, and traditional water 

sources may be unreliable. By harnessing fog, 

communities in these regions can enhance their 

water security, ensuring a steady supply even 

during prolonged dry periods [38]. 

 

The versatility of fog water collection is reflected 

in its diverse design options. From traditional 

mesh-based fog collectors to cutting-edge 

systems featuring advanced materials and 

technologies, fog water collection can be tailored 

to suit specific environmental conditions and 

water demands. The adaptability of these designs 

ensures efficiency and effectiveness across 

various geographical locations [39]. 

 

As a sustainable and environmentally friendly 

solution, fog water collection operates on natural 

processes without the need for energy-intensive 

infrastructure or chemical treatments [40]. This 

aspect aligns with global efforts towards 

sustainable water management and conservation, 

contributing to environmental preservation and 

reduced carbon footprints [29]. 

 

Fog water collection’s capacity to supplement 

existing water supplies, such as rainwater 

harvesting or groundwater pumping, adds an 

additional layer of resilience to water 

management strategies. By diversifying water 

sources, communities can better withstand 

fluctuations in rainfall patterns and other climate-

related uncertainties.  

 

Moreover, fog water collection supports 

reforestation efforts, providing water to ridge 

lines and mountainous regions where importing 

water from conventional sources may be 

impractical. This promotes forest growth and 

ecological restoration, contributing to ecosystem 

health and biodiversity conservation [35].  

 

Properly designed fog water collection systems 

can produce water that meets drinking water 

standards set by organizations like the World 

Health Organization (WHO) [41]. This ensures 
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that the collected water is safe for consumption, 

further enhancing its value as a reliable and 

potable water source for communities. 

 

4. Real-World Fog Harvesting Projects 

 

Real-world fog harvesting projects have 

demonstrated the practicality and potential of this 

technology in providing a sustainable water 

source in regions facing water scarcity. 

Governments, NGOs, and researchers 

collaborate to implement fog harvesting systems 

and study their effectiveness in different climatic 

conditions [34]. 

 
Table 2. Number of foggy days for some countries 

[18, 42] 

Countries  
Foggy days per 

year  

Cape Verde, Serra Malgagueta  365 

Peru, Mejia 210 

Canary Islands, Tenerife  354 

Chile, Alto Patache  365 

Eritrea, Arborobu  166 

Guatemala, Tojquian  210 

S. Africa, Lepelfontain  184 

Yemen, Hajja  121 

Ecuador, P. Grande  210 

Nepal, Pathivara  122 

Spain, Valencia  142 

Eritrea, Nefasit  90 

S Africa, Soutpansbergn  200 

Chile, El Tofo  365 

Chile, Padre Hurtado  365 

Colombia, Andres Mountain  210 

Chile, Falda Verde  365 

 

One notable project is the Fog Quest 

organization's initiatives, which have been 

successfully implemented in countries like Chile, 

Nepal, and Eritrea. Table 2 and Figure 4 show 

some of the countries that successfully 

established fog collection projects together with 

amount of fog collected per area per day. These 

projects have used from 10 to 100 fog collectors 

and have shown success even in areas with 

minimal annual precipitation, as low as 1 mm per 

year [18, 42]. 
 

In Chile, fog water collection has been 

instrumental in providing water for irrigation and 

reforestation projects in one of the world's driest 

regions, Cerro Talinay [43]. Similarly, in 

Morocco, the village of Boutmezguida has 

witnessed increased crop yields and improved 

livelihoods through fog water collection for 

irrigation and livestock watering [40]. Peru's 

village of Huancavelica has benefited from 

improved access to safe drinking water through 

fog water collection, enhancing the community's 

well-being [44]. 

 

 
Figure 4. Rate of fog collected (L/(m2.day)) for the 

countries that utilized the technology of fog 

collection. [18,42] 

 

Other real-world projects have showcased 

innovative approaches to fog water collection. 

For instance, the Warka Tower project in Ethiopia 

utilizes a unique fog collector design inspired by 

local flora, providing drinking water to rural 

communities and earning recognition for its 

ingenuity [32]. 

 

In addition to Fog Quest's efforts, various 

experiments and research projects in Chile, 

Spain, and Oman have explored different fog 

water collector designs and their feasibility in 

supplementing existing water sources [44].  

 

These studies have further demonstrated the 

potential of fog water collection as a sustainable 

and affordable solution, particularly in arid and 

semi-arid regions where fog is abundant. Figure 

5 shows a map of potential areas for fog 

harvesting in the world [45].
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Figure 5. The map illustrates areas where fog collection has been successful, currently successful, and 

potential for future success [45]. 

 

Croatia, in Southern Europe, has also 

successfully implemented fog water collection 

on Mount Velebit, highlighting the potential of 

fog as a significant water source, especially 

during dry summer seasons. Spain has 

maintained a fog collection network since 2003, 

covering a vast area along the eastern fringe of 

the Iberian Peninsula, further establishing fog 

water as a valuable resource in the western 

Mediterranean basin [44]. 

 

In summary, real-world fog harvesting projects 

have shown that fog water collection can be an 

effective and sustainable solution, particularly in 

regions with persistent fog and limited water 

resources. While challenges such as proper 

design, maintenance, and local climate 

conditions exist, the success of these initiatives 

underscores the importance of fog water 

collection in addressing water scarcity and 

improving the quality of life for communities 

worldwide. 

 

As technology and understanding continue to 

advance, fog water harvesting will likely play an 

increasingly vital role in water resource 

management and environmental conservation 

efforts. 

 

5. Challenges and Limitations 

 

Fog water collection, while holding significant 

promise as a solution to water scarcity, presents 

several challenges and limitations that must be 

carefully considered for successful 

implementation. One of the primary constraints 

of fog harvesting is its dependence on the 

availability of suitable fog. This technique 

thrives in regions with frequent and dense fog 

occurrences, limiting its applicability to areas 

with such favorable meteorological conditions. 

Consequently, fog water collection may not be 

viable in regions with low fog frequency, making 

it essential to carefully assess the feasibility of 

fog harvesting projects based on local climate 

data. 

 

Maintenance emerges as a critical challenge in 

sustaining efficient fog collectors. The delicate 

nature of fog-catching infrastructure exposes it to 

damage caused by strong winds, intense sunlight, 

and other environmental factors. Regular 

maintenance becomes imperative to ensure the 

longevity and effectiveness of fog collectors. 

However, the logistical difficulty and associated 

costs of maintaining fog collection systems can 

pose significant barriers, particularly for remote 

or economically challenged regions [40]. 

 

Moreover, the collection efficiency of fog 

harvesting systems can be influenced by multiple 

variables. The size and design of the mesh, wind 

speed and direction, and the presence of airborne 

pollutants and dust can all impact the rate at 

which water droplets are captured from the fog 

[6]. Consequently, achieving consistent and 

optimal collection rates may prove challenging, 
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necessitating careful design and monitoring of 

fog collectors. 

 

Water quality is another crucial aspect to 

consider in fog water collection. Fog water can 

be susceptible to contamination by airborne 

pollutants, including industrial emissions and 

particulate matter. The presence of pollutants can 

affect the suitability of the collected water for 

direct human consumption, requiring proper 

treatment before use. Ensuring water quality 

compliance becomes essential to safeguarding 

the health of the communities relying on fog 

harvesting as a freshwater source [41]. 

 

The cost of implementing and maintaining fog 

water collection systems poses a significant 

limitation to its widespread adoption. The initial 

investment and ongoing expenses associated 

with fog collectors may not be financially 

feasible for all regions, particularly in areas with 

limited resources or competing priorities. 

Addressing cost concerns may require innovative 

financing models and exploring partnerships 

with governmental, non-governmental, or private 

entities. 

 

Additionally, fog harvesting heavily relies on 

specific atmospheric conditions, necessitating 

high humidity and wind speeds for effective 

water droplet capture. This inherent reliance on 

environmental factors may limit the applicability 

of fog water collection in regions with 

comparatively lower humidity or calmer winds. 

Community involvement and education play a 

pivotal role in the success of fog harvesting 

projects. The motivation, training, and active 

participation of local populations are key factors 

in ensuring the long-term sustainability of fog 

collection initiatives. Inadequate engagement 

with the local community can undermine the 

effectiveness and acceptance of fog water 

collection systems [46]. 

 

Despite these challenges, successful fog 

harvesting projects have demonstrated their 

feasibility in regions with favorable climatic 

conditions, particularly in arid and semi-arid 

areas with persistent fog. Ongoing research and 

technological advancements aim to optimize fog 

collector designs and overcome limitations, 

making fog water collection a viable and 

sustainable option for addressing water scarcity 

challenges in select geographical locations. 

Careful planning, innovative approaches, and 

collaboration between stakeholders are essential 

to unlocking the full potential of fog harvesting 

as an environmentally friendly and locally 

appropriate water supply solution. 

 

6. Enhancing Fog Collection Efficiency 

 

Enhancing the efficiency of fog collection is a 

critical aspect of making fog water harvesting a 

reliable and sustainable source of fresh water. 

Researchers and engineers have explored various 

innovative approaches to optimize fog collectors 

and maximize water yield [47]. Some of these 

methods are inspired by nature, while others 

involve improved design configurations and 

material selection [48]. 

 

Bioinspired surfaces have been a focal point of 

research in enhancing fog collection efficiency. 

By emulating the fog-collecting characteristics of 

creatures like beetles, cacti, and trees, researchers 

have developed novel fog collector designs. 

Nanocones decorated with a 3D fiber network, 

beetle-inspired and cactus-inspired surfaces, and 

tree-shaped hierarchical cones on 

superhydrophobic films are some examples of 

bioinspired fog-collecting surfaces. These 

bioinspired structures promote water droplet 

condensation and facilitate more efficient water 

collection [49]. 

 

Moreover, nanotechnology has contributed to 

advancements in fog collection efficiency. The 

introduction of nanowire structures on cone tips 

and wettable gradient microchannels has shown 

promising results in improving water harvesting 

efficiency [7, 49]. By incorporating 

superhydrophobic nanowires, Sarracenia-

inspired microchannels, and spider-inspired 

wetting gradients, researchers have achieved a 

confined effect and ultrafast water transport, 

further enhancing the fog collection process. 

 

Integration of multiple bioinspired surfaces has 

also been explored to achieve high fog harvest 

efficiency. Combining the fog-collecting 

characteristics of various creatures in an 

integrated fog collector system maximizes water 
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droplet capture and enhances overall water yield 

[50]. 

 

In addition to surface design, fog collector 

placement plays a crucial role in optimizing 

water capture rates. Installing fog collectors 

perpendicular to the prevailing wind direction 

allows for the maximum interception of fog, 

ensuring efficient water collection [43, 51].  

 

Mesh material optimization is another key 

strategy. Selecting mesh material with a pore size 

of 0.2 to 0.4 mm strikes a balance between 

capturing fog droplets effectively and allowing 

sufficient air passage, reducing clogging and 

improving overall collection efficiency [52]. 

Furthermore, it has also been reported that fog 

harps demonstrate a significantly higher number 

of droplets sliding down the harvester compared 

to meshes [53]. This observation reveals a key 

advantage of fine-scale harps in avoiding the 

clogging problem frequently encountered with 

fine meshes. The increased number of droplets 

sliding down the harp's surface ensures a 

continuous and efficient fog water collection 

process. 

 

To mitigate the impact of wind on fog collectors, 

the installation of windbreaks has been proposed 

[30]. These barriers reduce wind speed and 

turbulence around the fog collector, creating a 

calmer environment that enhances water droplet 

capture rates during windy conditions. 

 

Furthermore, proper water storage and protection 

are essential to maintain water quality and 

quantity [46]. Storing the collected fog water in 

clean, covered containers shielded from sunlight 

prevents contamination and evaporation, 

ensuring the water remains suitable for various 

uses. 

 

Additionally, advancements in 3D printing 

technology have led to the development of new 

fog collectors with innovative designs as in seen 

in Figure 6. For instance, 3D-printed fog 

collectors with cactus-inspired spine structures 

and peristome-like arc-pitted grooves have 

shown impressive efficiency in capturing fog 

water [54]. 

 
Figure 6. Bioinspired 3D product design of the fog-

collection structure [54] 

 

By integrating these approaches and continually 

exploring advancements in materials, design, and 

fog characterization techniques, fog water 

collection can be significantly enhanced. Such 

improvements have the potential to make fog 

harvesting a more reliable and scalable solution 

for addressing water scarcity in foggy 

environments. 

 

7. Consclusion 

 

In conclusion, fog harvesting presents a 

promising solution to the pressing issue of water 

scarcity and the need for sustainable water 

sources. By capturing water droplets from fog, 

this renewable and eco-friendly technique offers 

a reliable water supply, especially in arid regions 

with frequent fog occurrences. 

 

Despite challenges such as fog availability, 

maintenance costs, and water quality concerns, 

ongoing research and technological 

advancements continue to enhance fog collection 

efficiency. Innovations inspired by nature, 

nanotechnology, optimized materials, and 

improved designs contribute to maximizing 

water yield and economic viability. 

 

Real-world fog harvesting projects and 

laboratory researches have demonstrated the 

effectiveness of this approach in providing 

sustainable water access to communities facing 

water scarcity. Collaboration between 

stakeholders and local community involvement 

are vital for successful implementation. 

 

Fog harvesting’s potential to shape a more water-

secure world is undeniable. By embracing this 

eco-friendly solution and fostering innovation, 

we can move towards a sustainable future where 

clean water access is a fundamental human right 

for all. 
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