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The effect of ageing on the tensile 
properties of greenhouses nets
Ines Tucman1* ORCID, Ana Pilipović1 ORCID
1University of Zagreb Faculty of Mechanical Engineering and Naval Architecture, Department of Technology, Chair for Polymer Processing, 
Ivana Lucica 5, 10000 Zagreb, Croatia

Abstract: Providing good protection for cultivated plants against weather conditions like hail, frost, and wind, as well as 
from animals like birds, insects, and wild boars, is important for enhancing plant growth and improving both production 
and quality. For this reason, plants are grown in covering systems (greenhouses) where covering materials play a major role.  
This paper analyses the effect of ageing on tensile properties of nets and the advantages of using nets as a covering part in 
greenhouses and explores their positive impact on plant protection and growth. The nets that were tested are made from 
different polymer materials, mostly polypropylene (PP) and high-density polyethylene (HDPE). The result shows that in the 
case of PP net (PA105N) and HDPE wind protection net (ZO95) the tensile strength decreases by 28% - 35% respectively 
after ageing. The elongation in most cases increases even up to 70% (net 70%). Additionally, there is a noticeable change in 
the shape of the nets after exposure to the atmospheric environment.

Keywords: ageing; nets; greenhouse; polymer materials; tensile properties.  

1.	 Introduction

Greenhouses are fundamental to the advancement 
of facility agriculture and are crucial for achieving 
high-quality, efficient crop production. Accurate con-
trol of the greenhouse microclimate is a key technolo-
gy for maximizing crop yield, quality, and efficiency. [1] 
There are different types of greenhouses with all-frame 
structures, including gable-shaped, tunnel-shaped/
quonset-shaped, and gothic arch-shaped. Greenhouses 
that are quadrant-shaped, hapel-shaped, semi-gable-
shaped, and semi-tunnelshaped usually have transpar-
ent apricus roofs, opaque shady roofs, and solid walls. 
The latter four types are hybrid load-bearing structures 
that encompass both frames and walls. Of the various 
shapes, gable-shaped and tunnel-shaped greenhous-
es are the most commonly used for growing crops. [2] 
Currently, the greenhouses that once used glass cover-
ing are increasingly started using plastic materials. The 
world consumption of plastics in agriculture amounts 
yearly to 6.5 million tons. This shift is primarily due to 
the cost-effectiveness, lightweight nature, and ability 
to construct larger structures offered by plastics when 
compared to glass. The plastic material type (nets or 

films) to be used depends on several factors, mainly the 
local tradition. [3]

Plastic nets are used mainly in countries with tropical 
and Mediterranean climates. A major problem confront-
ing Mediterranean greenhouse horticulture is the excess 
of heat during summer. One of the methods to alleviate 
the heat load is shading with nets. They play a crucial role 
in covering applications to improve micro-climatic con-
ditions for crops and are protecting crops from weather 
conditions like hail, wind, snow, and heavy rainfall, pri-
marily in fruit cultivation and ornamental plant cultiva-
tion. One of the key advantages of using nets as a cover-
ing material in greenhouses is their ability to improve air 
circulation and ventilation. Traditional covering materi-
als like glass or plastic films can restrict the movement of 
air, leading to stagnant conditions and increased humid-
ity. Nets, on the other hand, allow air to flow freely, cre-
ating a well-ventilated environment. This enhanced air 
circulation helps prevent the buildup of moisture, reduc-
es the risk of fungal diseases, and promotes the exchange 
of gases necessary for photosynthesis. They are also per-
fect to be used to shade mushroom-beds and shelters for 
cattle breeding. [3,4,5,6]
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Plastic net coverings offer many advantages and environ-
mental benefits. In particular, net covering can enhance 
productivity, quality and homogeneity of plants and fruits 
throughout the year in hot and sunny regions. [7]

Furthermore, these nets find utility in safeguarding 
crops against virus-carrying insects and birds, as well 
as aiding in harvesting and post-harvesting proce-
dures. The most used raw material extensively used for 
producing agricultural nets is high density polyethylene 
(HDPE). Additionally, polypropylene (PP) is also uti-
lized for this purpose. [8]

Within the market, nets are defined as both woven and 
non-woven variations. To avoid misunderstanding, the 
following definition of plastic nets is proposed: a plastic 
net is a product made of plastic fibres connected with 
each other, in a woven or knitted way forming a regular 
porous geometric structure and allowing fluids (gases 
and liquids) to go through. [3,8]

Net types are characterised by different structural fea-
tures like kind of threads, fabrics, shape and dimensions 
of fibres and meshing, by physical properties like weight, 
colours, shading factor, durability, porosity, air perme-
ability and mechanical characteristics such as stress, 
strength at break and elongation. Normally the available 
dimensions of nets vary a lot for both the width and the 
length. The width usually varies from 1 m to 6 m or from 
12 to 20 m (depending on the type of net) and the length 
from 25 m to 300 m. Wider nets are constructed by join-
ing the required number of widths. A first classification 
of nets can be based on the material, the kind of fabric, 
the colour and additives used. [9,10]

This study investigates the impact of ageing on the 
tensile properties of greenhouse nets, focusing on how 
different materials are affected by ageing and whether 
they need to be changed more often or not. Six nets for 
a variety of applications, such as sun, wind, insect and 
hail protection made from various polymer materials, 
including HDPE and PP, were selected for testing. Pa-
rameters such as tensile force, strength, elongation, and 
changes in net shape after ageing were analyzed.

2.	 Materials and Methods

2.1. Materials

Different structural attributes such as material compo-
sition, thread type, thread dimensions, texture, mesh 
size, solidity, and weight distinguish various types of 
nets. Nets can also have different colour, transmissivity, 
reflectivity, and shading factor. In addition, different net 
types have different physical traits like air permeabili-
ty and various mechanical properties including tensile 

stress, durability, strength, and elongation at break. In 
this work, classification of nets will be based on type of 
material. The most used material for agricultural nets 
is high density polyethylene (ρHDPE = 940‐960 kg/m3). 
It is a non‐toxic material, which can be used in direct 
contact with plants; it is completely recyclable; easily 
convertible; resistant to water; durable, if stabilized to 
ultraviolet (UV) radiation agents are added in the cor-
rect quantity; and has good mechanical characteristics 
such as tensile strength in the range from 20 to 37 MPa, 
elongation in the range from 200 to 600%). Except for 
HDPE, polypropylene is also widely used. Polypropyl-
ene (ρPP = 900‐910 kg/m3) is used as raw material in 
the production of non‐woven layers. This kind of mem-
brane is in horticulture and in orchards applied as di-
rect cover on plants to protect cultivations from rain, 
frost, or wind. Non‐woven layers are characterized by 
a very low structural resistance and cannot be used as 
coverings of structural frames. PP is also used as fibers 
and filaments produced by extrusion and is used in ag-
riculture for piping, sheeting, nets, and twines. [9, 10]

In this work, six types of commercially available nets 
were selected for various applications. Different nets 
(for different applications like sun, wind, insect and 
hail protection) made from the same type of material 
(HDPE) were selected, along with one net made from 
a different material (PP), to enable a more accurate 
comparison of properties and to determine whether 
the material affects these properties. Additionally, this 
approach aimed to assess whether such nets can with-
stand long continuous exposure to the sun’s rays.. The 
▶Table 1 shows images of the nets, also enlarged under 
a Digital microscope Stemi 508, from the manufacturer 
Zeiss. The scale bars in the magnified net images pre-
sented in ▶Table 1 are 1000 µm.

2.2. Methods

Six different types of nets were used in this research. 
From each net sample six specimens were cut off. 
Three of them were put in the ageing chamber. Di-
mensions of specimens, cut out of net samples, were 
50  mm ×  300  mm with gauge length 200  mm, in ac-
cordance with the ISO 13934-1:2013 (▶Figure 1). The 
nets test specimens were not folded over twice at the 
gripping areas, the grips of the tensile testing machine 
clamped the test specimens at the edges. During the 
test, none of the nets broke in the jaws. The thickness of 
nets is listed in ▶Table 1.

Ageing was carried out in Solarbox xenon test cham-
ber (▶Figure 2) that has xenon-arc light in the pres-
ence of moisture, so there is a possibility of regulating 
temperature, humidity and/or wetting. The radiant 
heat emitted by the Xenon Lamp in Solarbox xenon 
test chamber is continuously monitored and regulated 
using a Black Standard Thermometer (B.S.T.), which 
is positioned in the plane of the test panels near the 
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Table 1. Listed nets and their descriptions 

Name of 
the net Picture of the net Net material Description

8/10

   
Thickness: 0.482 mm

-HDPE

-  Anti-insect nets allow an 
effective protection against 
harmful insects in the context 
of biological and integrated 
pest management. White color 
ensures maximum brightness, 
and the different sizes of the 
hole allow the protection 
against various types of insects.

20/10

  
Thickness: 0.54 mm

-HDPE

-  Anti-insect nets allow an 
effective protection against 
harmful insects in the context 
of biological and integrated 
pest management. White color 
ensures maximum brightness, 
and the different sizes of the 
hole allow the protection 
against various types of insects.

PA105N

  
Thickness: 0.272 mm

-PP

-Groundcover provides a 
clean surface to walk on 
while keeping the soil free from 
weeds. It is strong, durable, 
and permeable to water. It also 
reduces the water evaporation 
by keeping the soil moist. It 
drastically reduces herbicides 
and maintenance costs.

ZO95

  
Thickness: 0.498 mm

-HDPE

- ZO[5 is HDPE UV stabilized 
net which is mostly used in 
protection against the wind 
from air currents and sun.

70%

  
Thickness: 0.612 mm

-HDPE

- Shading nets create a better 
microclimate, reduce evaporati-
on, avoid the sunburn, decrease 
the thermal shock, protect 
from hail and wind, create areas 
of privacy, with various effects 
depending on the density of 
meshes. The nets are supplied 
in standard rolls or in sewn 
cloths on demand.

APRO

   
Thickness: 0.55 mm

- HDPE

-APRO is professional anti-hail 
net HDPE UV stabilized. Some 
properties of this net are: 
weft yarn: ø 0.32 mm, mesh 
size: 8.5x2.8 mm, black color 
shading: 16%, reinforcements: 
center and edges, widths: da 
0,50 a 6 mt (from 0,50 to 6 
mt), widths over 6 mt with 
sewing.
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samples. The B.S.T. allows for the control and display 
of the black standard temperature within a range of 
35 °C to 100 °C. The significance of temperature in the 
weathering degradation process lies in the fact that the 

rate of chemical reactions tends to double with every 
10 °C increase in temperature. As temperature plays a 
critical role in accelerating the ageing process, precise 
control of the B.S.T. during exposure to filtered Xenon 

                       

				     a)	           				                  b)

Figure 1. Tensile test of nets: a) during the testing, b) after the testing

      

                                     		                   a)    					          b)

Figure 2. Solarbox xenon test chamber: a) the whole chamber, b) nets in the chamber
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radiation is crucial for ensuring accurate and reliable 
test results. Solarbox xenon test chamber has ultimate 
filtered Xenon light exposure and weathering instru-
ments which simulate realistic natural outdoor weath-
ering conditions. The ageing was done according to 
ISO-4892-2 at an irradiation of 550 W/m2, a tempera-
ture of 65 °C and humidity 65% for 1000 h. Ageing in 
xenon test chamber in duration of 1000 h roughly cor-
responds to 3 years of actual ageing under atmospheric 
condition. After ageing, the specimens are marked with 
symbol K. Given that the goal of the work is to establish 
whether the tensile properties of the net have changed 
after ageing, the nets were tested before and after age-
ing. Tensile properties were tested on tensile machine 
Shimadzu AGS-X with max force 10 kN. All results are 
presented in ▶Table 2.

3.	 Results and Discussions
To understand the effects of ageing on the tensile prop-
erties of greenhouse nets, various observations were 
made before and after the ageing process. The analysis 
aimed to evaluate how prolonged exposure to environ-
mental conditions impacts the physical characteristics 
of these nets. Initial findings indicate that the ageing 
process causes noticeable changes in the nets, such as 
curling, as depicted in ▶Figure 3. This section discusses 
these changes in detail, presenting the data on tensile 
force, strength, and elongation along with visual evi-
dence of the physical alterations observed.

Results of tensile force and elongation is given in the 
▶Table 2 and ▶Figure 4. In the ▶Table 2 is presented 
average values with standard deviation.

From the conducted tests, it can be concluded that the 
tensile force of all nets, although UV-stabilized, de-

creases during ageing, but their tensile elongation in-
creases. For the PA105N net, the tensile force decreased 
by 27%, while for the ZO95 net, the tensile force de-
creased by 34%. The only net whose tensile force did 
not decrease is the 70% net; after ageing, its tensile 
force increased by 4%. The APRO and 8/10 nets experi-
enced a slight decrease of around 3%, and the 20/10 net 
showed a tensile force decrease of 14%. All nets, except 
for the ZO95 net (whose elongation increased by 70%), 
did not show significant differences in elongation before 
and after ageing. For PA105N the tensile strenght de-
creases by 27%, for ZO95 decreased by 34%. The 70% 
net is only net that shows increase in tensile strenght. 
And other nets have slight decresed values which can be 
seen better in ▶Figure 5.

Comparing the results from the tables in many other 
research, it can be noticed that the results are very sim-
ilar. In other studies, it is reported that anti-hail, an-
ti-insect, and anti-wind nets made from HDPE have an 
elongation at break ranging from approximately 20% 
to 40%. In this research, the values similarly fall within 

Table 2. Testing results 

Name Max. force, N Break disp, mm Break force, N Max. break disp, mm Max. Stress, N/mm2

PA105N 775.816±61.9371 30.3970±3.42141 523.261±114.415 34.7582±0.44422 57.0453±4.55424

K-PA105N 567.382±19.2071 22.2418±2.53476 455.056±81.2193 24.9471±1.79342 41.7193±1.41226

ZO95 1445.15±107.791 41.8066±1.74068 1294.78±102.407 43.6695±0.67983 58.0379±4.32892

K-ZO95 958.072±324.002 62.6417±7.33512 871.508±350.793 74.1747±5.68667 38.4767±13.0120

70% 672.640±35.0809 41.6945±1.38087 216.116±30.6572 54.1693±2.78258 21.9817±1.14645

K-70% 699.033±49.0850 47.1527±4.07053 435.633±36.4331 60.6363±9.86550 22.8442±1.60410

APRO 268.194±25.4491 33.2070±4.17501 232.578±33.4858 35.8528±1.95411 9.75252±0.92542

K-APRO 260.450±10.0347 34.7823±1.39186 229.980±58.8926 38.1527±2.93355 9.47090±0.36489

20/10 557.525±35.8535 41.9526±3.13471 252.944±149.229 49.8252±1.76057 20.6490±1.32789

K-20/10 496.882±17.4388 42.1140±5.58894 363.989±62.0107 48.2915±7.00628 18.4030±0.64588

8/10 837.713±5.80287 38.2862±2.32484 661.409±168.481 40.8689±3.90539 34.7599±0.24080

K-8/10 823.190±47.4025 37.9974±1.70967 707.461±112.293 41.1302±1.55311 34.1573±1.96690
  

Figure 3. Curling of the nets after ageing
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this range. Tests have shown that the best properties 
are the nets that are mostly used in agriculture, HDPE 
nets. Compared to other studies, where the values for 
HDPE nets typically range around 25 N/mm² and some 
are around 7 N/mm². It really depends on type of the 
net. In one study, the max. break disp values  are ap-
proximately 60 mm for windbreak nets used in agricul-
ture align closely with our own testing results. Similar-
ly, the tensile force values are also comparable as values 
are little bit higer. [11,12,13]

4.	Conclusions
This paper examines the effect of ageing on various 
nets used as greenhouse covers for plants. The results 
indicate that the tensile force of the nets decreases with 
ageing, despite being UV-stabilized, but their elonga-
tion remains similar.

According to the standard in the Republic of Croatia, 
this chamber test simulates approximately 3 years of 

Figure 4. Tensile force – displacement curve (average curves for all nets)

0
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PA105N ZO95 70% APRO 20/10 8/10

Before ageing After  ageing

Figure 5. Comparison of tensile strength of the nets
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real-world conditions. It can be concluded that the nets 
maintain their properties and could continue to be used 
for an extended period without replacement. However, 
as ▶Figure 3 illustrates, degradation is evident in the 
change of the net’s shape; it no longer retains its origi-
nal form and begins to curl. Interestingly, the net made 
from PP (while others are made from HDPE) exhibits 
similar properties, showing no significant difference 
between these two materials.

This test expedites the selection process of suitable ma-
terials for protecting greenhouse plantations (includ-
ing plants, fruits, and vegetables). However, its efficacy 
heavily relies on seasonal variations and climate factors 
such as rainfall, hail size, sunlight intensity, and wind 
speed. It’s crucial to note that in Croatia, the orienta-
tion of the greenhouse plays a pivotal role. In the con-
tinental region, it’s advisable to use nets and films that 
allow higher light transmission, essential for early and 
late-season crop production. A north-south orientation 
is preferred with these materials. Conversely, in coastal 
areas, diffuse nets and films are more common. While 
they allow less sunlight penetration, they provide bet-
ter thermal insulation in winter and effective shading 
in summer. The orientation of the greenhouse is less 
critical with these materials. Furthermore, the cover-
ing material must possess high transparency, transmit-
ting at least 80% of the visible spectrum, up to 20% of 
the ultraviolet spectrum, and no more than 10% of the 
infrared spectrum.

After laboratory tests, which in this case correspond 
to 3 years of actual exposure to UV rays, the majority 
of tested nets showed that tensile forces and strength 
do not change over time. The PP mesh for covering the 
ground and the mesh against the wind showed slightly 
worse properties in terms of tensile strength. In further 
research, we will include the process of rain (i.e. immer-
sion in water) and different percentages of moisture and 
see how this affects the properties of the nets. In addi-
tion to the nets, in future research it is also planned to 
examine the plastic films that are used to protect plants 
in greenhouses. Furthermore, in order to establish why 
such phenomena occur in future research, FTIR and 
TGA testing will be performed on all nets before and 
after ageing. Also a continuation of the study, there will 
be an analysis of the impact of ageing on meshes cut 
perpendicular to the manufacturing direction. 
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Abstract: In this study, the impact resistance of reinforced composite panels with unsupported, and U profile supported by 
I profile was numerically examined. For this purpose, firstly, unsupported glass fiber/epoxy composite panels were designed, 
and then I-profile composite supports were added to these panels. The impact strength, and damage behavior of supported, 
and unsupported specimens under low-velocity impact were compared numerically. In the analysis, the MAT22 material card, 
also known as the Chang-Chang damage model for composite material, was used in the LS-DYNA program. As a result of the 
analysis, maximum damage load of the unsupported specimen is determined to be approximately 294 N. It was determined 
that by adding an I profile to the structure, the maximum damage load increased to 543 N. It was seen that the added I profile 
supports increased the maximum contact force of the composite structure by approximately 85%. Fiber breakage damages 
were observed in both supported, and unsupported specimens. However, with the use of I profile support, the damaged area 
was further reduced. It has been determined that under low-velocity impact, supported specimens exhibit more rigid material 
behavior than unsupported specimens.

Keywords: u-profile composite; Chang-Chang failure criteria; I profile; impact; MAT22.

1.	 Introduction
Fiber reinforced polymer (FRP) composites have the 
characteristics of low density, high strength, high 
hardness, and corrosion resistance. In recent years, 
FRP structures have been preferred in many areas, 
especially aviation, and spacecraft applications, due to 
these superior properties. When the fuselage, and wing 
structure designs of civil, and military aircraft are ex-
amined, it is seen that composite panels are widely pre-
ferred. Reinforced composite panels are used as the ba-
sic building blocks that form the main body in aircraft 
(▶Figure 1). Reinforced panels with U-profile provide 
superior bending strength, and torsional stiffness to 
the structure, unlike “T-shaped”, and “I-shaped” long 
beams. Therefore, they are one of the most important 
parts of the structure. Thanks to reinforced composite 

panels produced from FRP composites, it is possible to 
obtain structures that have superior material proper-
ties, and at the same time prioritize structural safety. 
With correct damage analysis, it is possible to design 
safe aircraft wings, and maintain structural integrity. 
Thanks to the uniquely designed reinforced panels, the 
lateral forces, and radial forces caused by the bending 
of the fuselage or wing will be compensated. Hou, et 
al. investigated the low-velocity impact, and post-im-
pact crushing behavior of reinforced CFRP panels 
experimentally, and numerically. Experimental tests 
were initially developed on panels reinforced with T-, 
and I-shaped beams [1]. Hu, et al. designed a three-di-
mensional model to predict the mechanical behavior 
of T-profile reinforced composite structures. They ex-
amined the effect of the added profile by subjecting the 

 *Corresponding author:
Email: mustafaalbayrak@inonu.edu.tr

  
© Author(s) 2024. This work is distributed under 
https://creativecommons.org/licenses/by/4.0/

History dates: 

Received: 27.05.2024, Revision Request: 25.06.2024, Last Revision Received: 26.08.2024, Accepted: 29.08.2024

Cite this article as:
Uslu M., etal. (2024). Investigation of mechanical behavior of reinforced u-profile 
composites under low velocity impact. European Mechanical Science, 8(4): 218-225. 
https://doi.org/10.26701/ems.1490393

Research Article
EUROPEAN
MECHANICAL
SCIENCE

https://orcid.org/0000-0001-7819-8377
https://orcid.org/0000-0003-0178-6079
https://orcid.org/0000-0002-2913-6652
https://orcid.org/0000-0002-5092-8734
https://orcid.org/0000-0003-4608-3924
https://orcid.org/0000-0002-2504-0135
https://orcid.org/0000-0002-4065-9649
mailto:mustafaalbayrak@inonu.edu.tr


model to axial pressure tests under various equipment 
[2]. CAI tests of foam-filled reinforced composite pan-
els subjected to low-velocity impacts were carried out 
by Liu et al. The effect of damage at different impact 
locations on strength is discussed [3]. Liu and Xu ex-
amined the effects of filler-reinforced composite panels 
on post-crushing impact damage. They investigated the 
effect of the added filler material on the damage load, 
and damage behavior [4]. Meng, et al. performed im-
pact, and post-impact compression tests on reinforced 
panels. They investigated the damage morphology/
mechanisms for three types of impact positions [5]. 
Peng, et al. experimentally, and numerically examined 
the effect of impact positions on the post-impact crush-
ing performance of T-shaped reinforced composite pan-
els [6]. Shi, Xiong, Cai, and others conducted a series of 
impact experiments with a hammer platform falling on 
reinforced panels. In these experiments, high-velocity 
deflection fields during short impact duration were re-
corded and examined using the 3D-DIC (Digital Image 
Correlation) system [7]. Tan, et al. conducted experi-
ments to investigate the effect of reinforced composite 
panels with L-shaped reinforcement on the impact be-
havior and examined the types of damage occurring in 
the specimens [8]. Wang, Liu, and others investigated 
the structural deformation mechanism of reinforced 
plates used in marine structures under impact load. In 
the test results, they evaluated the deformation state of 
the reinforced plate [9]. Wu, et al., examined the com-
pressive buckling, and post-buckling behavior of J-type 

composite reinforced panels before, and after impact 
load using theoretical, numerical, and experimental 
methods. They theoretically predicted the load-bear-
ing properties of reinforced panels, including buck-
ling strength, ultimate strength, and damage process 
[10]. Zhou et al. conducted shear fatigue experiments 
to investigate the fatigue behavior, and damage mecha-
nism of reinforced composite panels. The shear fatigue 
behavior of hardened panels subjected to impact was 
examined. They conducted fatigue experiments at two 
load levels to investigate the initiation, and propagation 
of delamination. They discussed the fatigue shear be-
havior, and damage mechanisms based on experimen-
tal results [11]. Zhou, and Gao investigated the effect 
of adhesive interface properties on the post-buckling 
response of composite I-profile reinforced panels with 
lateral beam support under axial pressure [12]. Zou et 
al. investigated the damage development, and damage 
mechanism of foam-filled reinforced composite pan-
els at different positions, and different energies under 
low-velocity impact, and post-impact crushing using 
experimental, and numerical simulation methods. De-
lamination damage caused by low-velocity impact was 
detected by ultrasonic progressive C scanning [13]. 
Studies in the literature focus on damage analysis, es-
pecially in laminates. 

There are different studies based on the finite element 
method by examining the impact resistance, and crush-
ing behavior of the composite structure, reinforced with 

Figure 1. a) reinforced panels [14], and b) damages [15] in aircraft structures
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a U-profile, separately. Within the scope of this study, 
unlike the literature, the impact resistance of I-profile, 
and supported, and unsupported U-profile composite 
panels was examined numerically for the first time. 
The effect of adding support rods into the U-profile on 
impact strength was revealed for the first time in this 
study. The development of numerical solution tech-
niques, and finite element programs has provided the 
opportunity to numerically examine problems that 
are difficult to solve experimentally. The problem was 
solved in the LS-DYNA program, and force displace-
ment graphs of supported, and unsupported specimens 
were obtained. In addition, damage images after the im-
pact are compared, and presented.

2.	 Materials and Methods
1.4 mm thick glass fiber composite models were de-
signed to perform impact tests on U-profile support-
ed, and unsupported glass fiber composite panels. The 
model shown in ▶Figure 2; It is the assembled image of 
U-profile, and composite plate, that is, glued with ad-
hesive. ▶Figure 3 shows the addition of support bars 
to the reinforced panel. Glass fiber materials are both 
cheaper than carbon fiber, and more advantageous in 
their production, and use, considering human health. 
Within the scope of the study, 2x2 glass fiber fabric with 
300g/m2 twill weave type was used as a reinforcement 
element. The matrix material comprised MGSH160 
resin, and MGSL160 hardener. Both materials are 
commercial products obtained from Dost Kimya A.Ş., 
Istanbul, Türkiye.

2.1. Low velocity drop weight impact test method

Upper, and lower molds are needed to fix U profile com-
posites. ▶Figure 4 shows these molds, and their fixed 
shape. The striker has a weight of 5.5 kg, and diameter 
of 20 mm. As a result of the analysis, reaction force, and 
damage images were obtained according to time.

2.2. Numerical Model

Low-velocity impact analyzes were carried out in the 
LS-DYNA finite element program. 8-node solid element 
type was used in modeling composite plates. To obtain 
realistic boundary conditions, upper, and lower dies 
were modeled instead of fixing the boundary nodes. As 
shown in ▶Figure 5, the upper, and lower molds, and 
the striker model are defined as rigid. The dies are 
fixed in the , , and  directions relative to the glob-
al axis tool. The batter is only allowed to move in the 
z direction. In the analysis, the MAT22  material card 
was selected for the composite material in the LS-DY-
NA program. Damage conditions for the Chang-Chang 
damage model are given in equations 1-7. Here, when 
any corresponding damage criterion exceeds the value 
1, the relevant element is damaged for that mode. For 
longitudinal tension

 
Figure 3. Supported specimen example a) Front view of the model b) Three-dimensional view of the model.

                                                                    

Figure 2. Front view of unsupported composite model.

Table 1. Glass fiber reinforced composite material properties. 

Thickness 0.23mm

Weaving type Twill

Weight 300gr/m2

Witdh 100 cm
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(1)

Transverse tension

			   
(2)

Transverse compression

	  
(3)

where ,  are the tension in the fiber direction, and 
matrix direction, respectively. Likewise, , and   
are the longitudinal, and transverse tensile strength, 
respectively.  is fiber matrix shearing term,  is in-
plane shear strength, and  is transverse compressive 
strength.

			    

(4)

The in-plane stress–strain relationships are as follows.

      
(5)

			 
 (6)

	  	      
(7)

where  is strain in fiber direction,  is Poisson’s ra-
tio,  is strain in the transverse direction, and 2  is 
shear strain. If index 2 is replaced by 3 in any above cri-
teria, failure theories are applied for the planes 1–3 [16].

Figure 4. Molds designed to fix the composite panel on the impact test analysis. 

Table 2. Mechanical properties of glass fiber reinforced composite [16]  

Symbol Properties Value Unit

Density 1500 kg/m3

Elasticity modulus , and  direction 43.7 GPa

Elasticity modulus  direction 14.57 GPa

𝜐 Poisson 0.21 -

 Modulus of rigidity in  plane 14.18 GPa

 Modulus of rigidity in  plane 14.65 GPa

 Modulus of rigidity in  plane 14.65 GPa
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3.	 Results and Discussions

The mechanical behavior of I-profile supported, and un-
supported composites under impact load was examined. 
The effect of the I profile support added to the compos-
ite structure on the damage load, and damage behavior 
of the structure was evaluated. ▶Figure 6 shows the re-
action force-time graph for supported, and unsupport-
ed specimens. According to the graph, it was seen that 
the reaction force increased in the elastic region with 
the contact of the striker with the U-profile composite, 

and after reaching the maximum point, the structure 
was damaged. When the slope of the force increase in 
the elastic region was compared, it was determined that 
the supported specimens exhibited more rigid material 
behavior. In the supported specimens, the impact was 
rebounded by the impact of the I profile upon impact 
with the specimen, and its contact with the specimen 
was less than that of the unsupported specimen. In the 
first stage of contact, slight oscillations were observed 
due to the elastic vibration caused by the initial contact 
between the striking tip, and the composite plate. The 

Figure 5. Finite element model of I profile supported composite.
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initial sudden force decrease is due to the decrease of 
bending stiffness, and reaching the delamination dam-
age threshold because of the brittle impact damage be-
havior of the glass fiber composite. Continuing small 
force decreases thereafter indicate crack growth [17]. 
In ▶Figure 7, the maximum damage loads of the speci-
mens are compared. 

Figure 6. Reaction force-time graph of supported, and unsupported 
U-profile composites.

Figure 7. Reaction force- time graph of supported, and unsupported 
U-profile composites.

When the graph is examined, the maximum damage 
load of the unsupported specimen is determined to be 
approximately 294 N. It was determined that by add-
ing an I profile to the structure, the maximum damage 
load increased to 543 N. Accordingly, it was determined 
that the increase in the maximum reaction force was 
approximately 85%. Hou et al. stated in their study 
that I, and T-reinforced composites increased the im-
pact strength, and post-impact compressive strength. 
▶Figures 8, and 9 show the images of unsupported, and 
supported specimens after the impact test. As can be 
seen, fiber breakage was observed under impact loads 
on the surface where the U profile, and the striker en-
countered the unsupported specimens.  The MAT22 
material model shows fiber breaks by destroying the 
elements in this region. When the damage image of the 

supported structure given in ▶Figure 9 is examined, it 
is again possible to see fiber breaks. However, as can be 
seen, fewer damage areas were observed compared to 
the unsupported specimens. 

Figure 8. After-impact image of the unsupported U-profile compos-
ite.

Figure 9. After-impact image of the I profile supported U-profile 
composite.

4.	Conclusions
In the study, supported, and unsupported glass fiber 
composites with U profiles were designed. Afterwards, 
impact tests were carried out on the specimens with an 
impact energy of 27.55J. The results are compared, and 
summarized as follows.

•	 It has been determined that the maximum damage 
load of the structure increases by approximately 
85% by adding I profile support to unsupported U 
profile composites.

•	 It has been determined that supported specimens 
exhibit more rigid material behavior than unsup-
ported specimens under impact load.

•	 After the impact analysis, it was observed that the 
damage area was reduced on the upper surface of 
the U profile, which was contacted by the striker, 
thanks to the I profile support.
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•	 Adding an I profile to reinforced panels with a 
U-profile is recommended to designers, both in 
terms of structural integrity, and the damage load 
it can carry.
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Abstract: This paper focuses on deploying Computational Fluid Dynamics (CFD) and Fluid-Structure Interaction (FSI) to 
investigate key characteristics associated with Cardiovascular Diseases (CVDs), a leading cause of global mortality. CVDs 
encompass various heart and blood vessel disorders, including coronary artery disease, stroke and atherosclerosis, which 
significantly impact arteries. Risk factors such as high blood pressure and obesity contribute to atherosclerosis, which is 
characterized by narrowed arteries due to fatty deposits, impeding blood flow and increasing heart attack and stroke risks. 
To simulate blood flow behaviour and its effects on artery stenosis formation, ANSYS-based CFD and monolithic (one-way) 
FSI analyses are deployed in this work. Extensive visualization of blood flow patterns relevant to patient-specific conditions 
is included using the non-Newtonian (Carreau shear-thinning) bio-rheological model. These simulations start with creating 
a three-dimensional patient artery model, followed by applying CFD/FSI methodologies to solve the equations iteratively 
with realistic boundary conditions. Velocity, pressure, wall shear stress (WSS), Von Mises stress and strain characteristics are 
all computed for multiple curvature cases and different stenotic depths. Factors such as blood viscosity, density and its non-
Newtonian behaviour due to red blood cells are considered. FSI analysis extends CFD by including the interaction between 
blood flow and deformable (elastic) arterial walls, accounting for the arterial mechanical properties and the flow-induced 
pressure changes. Here we do not consider the two-way case where deformation in turn affects the flow, only the one-way 
case where the blood flow distorts the arterial wall. This approach allows for deeper insight into the interaction between 
rheological blood flow and elastic arterial walls which aids in highlighting high stress zones, recirculation and hemodynamic 
impedance of potential use in identifying rupture or plaque formation, contributing significantly to the management and 
prevention of CVDs. The novelties of the present study are the simultaneous consideration of rigorous visualization of 
hemodynamic characteristics for a wide range of stenotic depths of direct relevance to patient-specific conditions (both 
diastolic and systolic phases are included), inclusion of non-Newtonian (Carreau shear-thinning) bio-rheology, multiple 
arterial curvatures, and also flow-structural interaction analysis. Previous studies have invariably considered only aspects of 
these multiple features. This article therefore generalizes and significantly extends previous studies and will be of benefit to 
clinicians and other researchers engaged in computational medical fluid dynamics.   

Key words: CFD; Monolithic FSI; hemodynamics; stenotic; non-Newtonian Carreau model.

1.	 Introduction
Cardiovascular diseases (CVDs) are a leading cause of 
global mortality. They include coronary artery disease, 
stroke, heart failure and peripheral artery disease, 
among many others. A key focus is on how these diseases 
affect arteries, which are vital for transporting oxy-

gen-rich blood throughout the body. Many risk factors 
contribute to CVDs, such as high blood pressure, high 
cholesterol, diabetes, obesity, ethnic background and 
lifestyle choices. A particularly prevalent cause of CVDs 
is atherosclerosis. Atherosclerosis is characterized by 
narrowed arteries due to fatty deposits, poses significant 

 *Corresponding author:
Email: S.Kuharat2@salford.ac.uk

  
© Author(s) 2024. This work is distributed under 
https://creativecommons.org/licenses/by/4.0/

History dates: 

Received: 31.05.2024, Revision Request: 25.06.2024, Last Revision Received: 25.09.2024, Accepted: 30.09.2024

Cite this article as:
Kuharat, S., Chaudhry, M. A., Bég, O.A., Bég, T. A. (2024). Computational hemodynamic 
non-newtonian fluid-structure interaction simulation in a curved stenotic artery. 
European Mechanical Science, 8(4): 226-256. https://doi.org/10.26701/ems.1492905

Research Article
EUROPEAN
MECHANICAL
SCIENCE

https://orcid.org/0009-0000-5739-9137
https://orcid.org/0000-0001-7611-9356
https://orcid.org/0000-0001-5925-6711
https://orcid.org/0009-0004-1023-8255
mailto:S.Kuharat2@salford.ac.uk


risks for heart attack, stroke, and reduced oxygen supply 
to organs [1]. Fluid dynamic studies of blood flow have 
motivated significant attention in engineering sciences 
over the past 5 decades. An excellent perspective of he-
modynamic modelling was provided by Goldsmith and 
Skalak [2] who reviewed both large and small arterial 
transport and identified many key aspects including 
Newtonian and non-Newtonian behaviour, pulsatile and 
pressure wave propagation, bifurcations, curvature, 
bends, obstructions and stenoses. They emphasized the 
importance of including curvature and rheological ef-
fects, in particular, in the microcirculation and the con-
tribution to the genesis of atherosclerotic and other 
pathological states. More recently Ku [3] reviewed key 
progress in the two decades following the review of Gold-
smith and Skalak [2], focusing on unsteady characteris-
tics in cardiovascular flows, multiple branching, Womer-
sley number, curvature and computational and diagnostic 
tools. Further excellent perspectives on hemodynamic 
simulation have been given by Taylor and Figueroa [4] 
addressing finite element and fluid-structure interaction 
for patient-specific geometries and Wong et al. [5] on cor-
onary artery hemodynamics focusing on Computed To-
mography (CT) imaging, WSS and wall pressure (WPG) 
and their contribution to atherosclerosis and plaque for-
mation, which in turn leads to myocardial ischemia and 
infarction. A particularly important geometrical config-
uration in hemodynamicis a stenosis. Atherosclerotic 
disease is confirmed to be localized in zones where there 
is a narrowing of the artery lumen; this is known as a 
stenosis. The stenosis can induce significant modifica-
tions in velocity distribution, experiences impedance via 
viscous head losses and flow choking. Berger [6] has fur-
ther identified that stenotic conditions are more preva-
lent in zones where the vessel is curved, exhibits a split 
(bifurcation), junction, side branch or rapid change in 
geometry. These flows may also feature flow reversal, 
separation, low and oscillating wall shear stresses, sec-
ondary vortices etc, which are very challenging to simu-
late. Substantially high shear stresses may arise in the 
vicinity of the throat of the stenosis which in turn can 
activate platelets and this can accelerate the onset of 
thrombosis manifesting in serious blockage to blood flow 
to the heart or brain. Stenotic hydrodynamics is there-
fore a very important aspect of blood flow modelling. 
Mathematical modelling of stenotic and/or curved arte-
rial transport can therefore significantly benefit early 
detection and quantification of stenosis and advise clini-
cians in terms of surgical intervention, stenting or coro-
nary bypass surgery. Many interesting studies in both 
these areas have been communicated in recent years. 
Dash et al. [7] investigated Newtonian blood flow in a 
catheterized curved artery with stenosis under steady 
and laminar conditions. They derived double series per-
turbation solutions for the case of small curvature and 
mild stenosis. They computed the effect of catheteriza-
tion on pressure drop, impedance and the wall shear 
stress for a range of catheter size and Reynolds numbers, 
noting significant variation across the stenotic lesion and 
that elevation in catheter size enhances all flow charac-

teristics. They also demonstrated that the effect of steno-
sis is more dominant than that of the curvature. Kim et 
al. [8] deployed modified coronary angiography, to mea-
sure the functional significance of a stenosis, specifically 
pressure drop across the stenosis. They also simulated 
the regime with 3D finite element simulations for thir-
ty-three patient-specific coronary stenoses. They identi-
fied that pressure drop is principally attributable to cur-
vature as well as the area-reduction ratio of the stenosis 
before the minimal luminal area (MLA), although it is 
also influenced significantly by the area-expansion ratio 
after the MLA due to flow separation. Santamarina et 
al., [9] investigated the hemodynamics in a curved tube 
model of the coronary artery with sinusoidally time-vary-
ing curvature using CFD-ACE software. They consid-
ered an inlet steady uniform velocity corresponding to a 
Reynolds number of 300 and observed a variation in wall 
shear rates in excess of 50% relative to the static mean 
wall shear rate within a region of 10 tube diameters from 
the inlet. to, flow patterns that have been associated with 
atherogenesis. Hoque et al. [10] investigated the biomag-
netic blood flow in a curved tube arterial model with a 
spectral numerical method, as a simulation of ionic be-
haviour in streaming hemodynamics. They computed 
Dean vortex structures for a range of magnetic Hart-
mann numbers and also curvature ratios. Many other 
investigations have been communicated in curved con-
duit biological fluid dynamics. Chiang et al. [11] used a 
finite volume method (FVM) to simulate the viscous 
Newtonian unsteady blood flow and vortex patterns in a 
180° curved arterial geometry. Ali et al. [12] who exam-
ined peristaltic blood flow in a curved conduit with the 
Carreau rheological model, forward time centre spaced 
(FTCS) finite difference and variational finite element 
methods. Tripathi et al. [13] deployed the Nakaya-
ma-Sawada bi-viscosity non-Newtonian model and 
MATLAB quadrature for curved tube biological trans-
port. Narla et al. [14] considered axial electrical field ef-
fects on nano-doped blood flows in a curved microvascu-
lar geometry. Khan et al. [15] utilized integral and 
Mathematica shooting methods to compute the elec-
trokinetic peristaltic pumping of ionic blood with viscous 
heating in a curved micro-channel. Bég et al. [16] visual-
ized the Dean vortex patterns in curved arterial magne-
tized blood flow with numerical methods. Many complex 
stenotic hemodynamics simulations have also been re-
ported recently using both Newtonian and non-Newto-
nian formulations. Non-Newtonian models better repre-
sent the complex properties of blood in smaller geometries 
which are associated with suspensions in including blood 
cells, proteins, lipids etc. These alter the rheology of 
streaming blood. Zaman et al. [17] computed the time-de-
pendent magnetic pseudoplastic blood flow with body 
acceleration in an overlapping stenotic artery containing 
porous media (fatty deposits) with finite difference tech-
niques. They showed that with higher values of permea-
bility parameter, there is a boost in velocity, flow rate and 
wall shear stress increase and a concomitant reduction 
in hemodynamic impedance and also contraction in the 
magnitude of trapped boluses of blood. They further not-
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ed that stronger transverse extra-corporeal magnetic 
field retards the blood flow, enhances impedance and 
modifies the post-stenotic flow distribution significantly.  
Wajihah and Sankar [18] reviewed a variety of stenotic 
hemodynamic models utilizing the single-layered visco-
elastic rheological and also four-layered fluid models 
(combinations of Newtonian peripheral and core 
non-Newtonian power-law models). Sriyab et al. [19] 
computed the blood flow in power-law non-Newtonian 
blood flow through different stenoses, namely bell- and 
cosine shaped geometries. They noted that blood flow in 
the cosine geometry experiences greater impedance 
compared with the bell geometry, whereas the latter pro-
duces higher wall shear stress magnitudes. They also 
computed the influence of stenosis depth and stenosis 
height on flow characteristics over a range of values of 
the rheological power law index. Lakzian et al. [20] inves-
tigated the Newtonian/non-Newtonian unsteady pulsa-
tile entry blood flow inside a 3D curved stenosed artery 
using the power-law model to characterize shear thin-
ning or shear thickening behaviour. They applied a clini-
cally robust pulsatile waveform at the inlet of the artery, 
and examined the impact of is curvature ratios, percent-
age and length ratio of stenosis and shear-thickening on 
hemodynamic characteristics, noting that the maximum 
wall shear stress arises in the vicinity of the stenosis 
(constriction) and that wall shear stress is elevated with 
a reduction in stenosis length. Zaman et al. [21] numeri-
cally studied the transient non-Newtonian blood flow 
through a diseased catheterized artery featuring both a 
stenosis and post-stenotic dilated region, using the Erin-
gen micropolar model. They noted that blood velocity 
and flow rate are suppressed whereas hemodynamic im-
pedance is enhanced with an increment in size of cathe-
ter radius, critical height parameter and micropolar pa-
rameter in the stenotic region, whereas the opposite 
behaviour is computed in the post-stenotic dilated re-
gion. They further visualized the post-stenotic vortex 
patterns and noted that the strength of recirculating 
zones appearing in this location is also an increasing 
function of catheter radius, critical height parameter 
and micropolar parameter. Further investigations of ste-
notic hemodynamics include Vasu et al. [22] (who de-
ployed FreeFEM++ software and also considered 
nanoparticle drug diffusion), Tripathi et al. [23] (who 
considered magnetohydrodynamic control in na-
no-doped blood flow in an axisymmetric overlapped ste-
notic artery), Dubey et al. [24] (who utilized a Sisko vis-
coelastic model for Ag-Au nanoparticle blood transport 
in an irregular symmetric stenosis) and Roy and Bég [25] 
(who used asymptotic methods to study Taylor disper-
sion in time-dependent blood flow and mass diffusion in 
multiple irregular stenoses). Other computational mod-
els of stenotic blood flows have deployed the Cross rheo-
logical model [27], Oldroyd-b viscoelastic model [28], 
Reynolds exponential viscosity model [29] and Sisko vis-
coelastic and Buongiorno nanoscale models [30]. 

The above studies, while they have all confirmed the sig-
nificant modification in hemodynamic characteristics 

with rheology, have neglected deformability of the blood 
vessel. When the blood flow distorts the vessel geometry 
and this geometry then alters the blood flow, this two-
way coupling is known as fluid structure interaction 
(FSI). It is very prominent in the cardiovascular system 
as exemplified by the beating of the human heart, expan-
sion and contraction of arterial and venous segments. It 
also arises in human respiration, intestinal peristalsis 
etc. To more accurately represent actual hemodynamic 
transport therefore, FSI models are required. Under-
standably the simulation of blood flow/vessel structural 
interaction is computationally much more challenging 
than purely hemodynamic modelling. Recent advances 
in algorithms available in commercial computational flu-
id dynamics (CFD) software and hardware however have 
enabled FSI computations to be conducted in reasonable 
compilation times and with much improved accuracy. 
FSI enables simultaneously the computation of both flu-
id dynamic characteristics (pressure, velocity, vorticity, 
wall shear stress) and also structural characteristics 
(deformation, stress and strain). Many excellent studies 
have therefore been communicated in the past decade. 
Bukač et al. [31] used a loosely coupled partitioned finite 
element method to compute the FSI between a curved 
(tortuous) coronary artery with an implanted stent, pul-
satile Newtonian blood flow, and heart contractions. 
They considered a variety of stent geometries (Pal-
maz-like stent, an Express-like stent, Cypher-like stent 
and a Xience-like stent) and simulated the arterial walls 
as multi-layered different structures (the intimal layer 
with the internal elastic laminae as a nonlinearly elas-
tic membrane and the media–adventitia complex as a 
3D linearly elastic material). Bukač et al. [32] further 
investigated hemodynamic FSI problems with a coupled 
partitioned numerical scheme allowing non-zero longi-
tudinal displacement in which arterial walls were sim-
ulated as linearly viscoelastic, cylindrical Koiter shells 
and a Newtonian viscous model was deployed for blood. 
Mendez et al. [33] studied 2-way FSI in blood flow in as-
cending thoracic aortic aneurysms (ATAAs) with both 
a bicuspid aortic valve (BAV) and separately with a tri-
cuspid aortic valve (TAV). Carvalho et al. [34], motivated 
by elaborating more precisely the artery wall interaction 
with streaming blood, utilized both computational flu-
id dynamics and fluid-structure interaction modelling 
analysis to investigate if the arterial wall compliance af-
fect considerably the hemodynamic results obtained in 
idealized stenotic coronary models. They confirmed that 
the impact of wall compliance on wall shear stress distri-
bution is significantly greater than on the time-averaged 
wall shear stress and on the oscillatory shear index. This 
study is also notable for emphasizing the importance of 
mesh quality for accurate simulations and utilized a 50% 
stenosis model without curvature, which limits the un-
derstanding of wall shear effects but provides valuable 
insights into fluid properties and modelling. Luraghi et 
al. [35] deployed HYPERMESH, ANSYS and LS-DYNA 
finite element codes to compute the FSI in blood flow in 
bio-inspired polymeric heart valves (PHVs). They noted 
that, FSI simulations are substantially more accurate 
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than purely CFD or Finite element stress simulations to 
describe the actual behaviour of PHVs as they can repli-
cate the valve-fluid interaction while providing realistic 
fluid dynamic results. Failer et al. [37] conducted mono-
lithic (one way) FSI simulations of Newtonian blood flow 
in curved elastic arteries. They evaluated the impact of 
FSI on the wall shear stress distribution, fractional flow 
reserve and on the damping effect of a stenosis on the 
pressure amplitude during the pulsatile cycle. Further 
investigations of stenotic FSI blood flows include Balza-
ni et al. [37] (who deployed both different nonlinear wall 
models to better simulate vascular elasticity including 
anisotropic and simple, isotropic Neo–Hooke models), 
Deparis et al. [38] (who used Steklov–Poincaré Formu-
lation for FSI coupling in blood flow in compliant arter-
ies), Gasser et al. [39] (who considered FSI simulations 
in biomechanical rupture risk assessment of abdominal 
aortic aneurysms), Turek et al. [40] (who utilized mono-
lithic multigrid finite element codes) and  Bertaglia et al. 
[41] (who employed viscoelastic wall models).

Motivated by exploring in more detail fully 3D stenotic 
and curved arterial geometry hemodynamics with wall 
compliance, in this article CFD and FSI approaches are 
utilized to investigate key characteristics of blood flow 
behaviour and its effects on artery stenosis formation. 
ANSYS-based CFD and FSI analyses are deployed in 
this work. Extensive visualization of blood flow patterns 
relevant to patient-specific conditions is included us-
ing both the non-Newtonian (Carreau shear-thinning) 
bio-rheological model. Velocity, pressure, wall shear 
stress (WSS), stress and strain characteristics are all 
computed for multiple curvature cases and different 
stenotic depths. These simulations start with creating 
a three-dimensional patient-specific artery model, fol-
lowed by applying CFD and FSI methodologies to solve 
the equations iteratively with realistic boundary condi-
tions. FSI analysis extends CFD by including the interac-
tion between blood flow and deformable (elastic) arterial 
walls, accounting for the arterial mechanical properties 
and the flow-induced pressure changes. Detailed contour 
plots are presented with extensive interpretation of the 
results and clinical implications for cardiovascular dis-
ease. The present study has identified that thus far there 
has been an absence in computational hemodynamics 
literature with regard to the simultaneous consideration 
of rigorous visualization of hemodynamic characteristics 
for a wide range of stenotic depths of direct relevance to 
patient-specific conditions (both diastolic and systolic 
phases are included), inclusion of non-Newtonian (Car-
reau shear-thinning) bio-rheology, multiple arterial cur-
vatures, and also flow-structural interaction analysis. 
These are all addressed for the first time in the present 
article which generalizes and pushes forward on previ-
ous studies which were restricted to only aspects of these 
multiple features and did not consider all these features. 
This article therefore generalizes and significantly ex-
tends previous studies and will be of benefit to clinicians 
and other researchers engaged in computational medical 
fluid dynamics.

2.	 Methodolog

2.1. Fluid Dynamic Models and Wall shear stress 

The basic viscous flow model available in ANSYS FLU-
ENT is Newtonian for which we adopt the incompress-
ible Navier–Stokes and the continuity equations as 
shown below:

	  	  (1)

                      		      	(2)

Here, u is the velocity vector, ρ is density, t is time, p is 
pressure and μ is dynamic viscosity. The flow is mod-
elled as incompressible and laminar with a density of 
1060 kg/m3 following McDonald [42]. However, due to 
the capacity of red blood cells to deform and aggregate, 
blood is actually a non-Newtonian fluid. In this work, 
we therefore adopt the non-Newtonian Carreau model 
which accurately represents the shear-thinning blood 
behaviour, and is defined by equation below:

		                                       (3)

Here the  is viscosity, . is the in-
finite shear viscosity,  .is the blood vis-
cosity at zero shear rate,  =3.13s is the time constant,  
is the instantaneous shear rate and  is the 
rheological power-law index. Selection of the Carreau 
model option in ANSYS FLUENT modifies the appro-
priate terms in the basic Newtonian viscous model. 
Many applications of this model have been communi-
cated in previous studies in blood flows [43-50]. A key 
hemodynamic parameter is the WSS which is useful for 
predicting and estimating distributed flow conditions 
and the development of local atherosclerotic plaque. 
WSS is calculated using:

	  (4)

Here γ ̇ is deformation rate and  is axial spatial veloc-
ity gradient.  

2.2. Boundary Conditions

In terms of the boundary conditions applied in this in-
vestigation, a medically precise pulsatile velocity pro-
file was set at the inlet and is shown in ▶Figure 1 and 
80 mmHg of pressure was predicated for the outflow 
based on the study done by Carvalho et al. [34]. The inlet 
and outlet are fixed in all directions, and the vessel wall 
boundaries are established as a fluid-structure interface. 
The pulsative velocity profile is converted into a text file 
and inserted into the analysis as shown in the ▶Figure 1.
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The elastic artery wall material has a density of ρ =1120 
kg/m3. The ANSYS Fluent software applies the finite 
discretisation method to divide the fluid domain into 
finite control volumes and apply conservation equa-
tions to each volume. The semi-implicit approach for 
the pressure-linked equations (SIMPLE) methodology 
is employed for the velocity-pressure coupling [34]. The 
CFD simulation is set as transient due to the heartbeat 
and pulsation effect. The results for CFD analysis in-
clude velocity plots, wall shear stress and pressure at 
the peak points of systole (0.4) and diastole (0.6). These 
points are chosen due to the extreme conditions applied 
to the system.

2.3. Hemodynamic Geometry

In the present simulations, we study various degrees of 
curvature of the arteries and different percentages of 
stenosis. Properties of the artery are taken from [34]. 
The maximum thickness of this artery is considered 
to be 0.8mm. The solid geometry is used in CFD, and 
the shell geometry is used in the FSI analysis. The flu-
id domain is created using design modular in Ansys 
workbench [51]. The straight length of the artery is es-
timated to be 20mm long and the diameter is 2.9mm 
based on the study [42]. Three different curvatures are 
given to the geometry with the angles of 30 ̊, 60 ̊ and 
90 ̊. The percentage of stenosis severity is illustrated in  
▶Figures 2-4 for each angle. The blood flow travels from 
the bottom of the curved artery to the top.

2.4. Meshing

After creating the geometry, it is discretised using a 
mesh tool before boundary conditions can be applied. 
The element size of 0.11mm is used to discretize the flu-
id domain into hexahedral elements. The artery due its 
cylindrical shape will require an inflation feature closer 
to the wall which allows elements to be smaller in the 

near wall region. This is done to capture more precise-
ly the wall velocity profile and wall shear stress. Five 
inflation layers are applied near to the wall area with 
a growth rate of 1.2 transitioning smoothly along the 
wall. The meshes are visualized in ▶Figure 5.

The smallest possible element size of 0.11mm is used to 
generate mesh. To ensure the quality of the mesh, the 
skewness and orthogonal quality are evaluated. The 
maximum skewness and minimum Orthogonal quality 
parameters as documented in ▶Table 1 below show that 
the mesh quality is reliable, and convergence is achieved.

3.	 Numerical CFD And FSI Contour Re-
sults Visualization 
Detailed simulations have been conducted. The sim-

Figure 1. Pulsatile wave form deployed in simulations. 

Table 1. Mesh independence tests conducted with skewness 

Curvature 
(degree) % Stenosis No of 

Element

Min Ort-
hogonal 
Quality

Max Skew-
ness

30 20 441688 0.338 0.662

60 20 427180 0.335 0.665

90 20 366639 0.56 0.44

30 40 441688 0.338 0.662

60 40 427180 0.335 0.665

90 40 366639 0.557 0.443

30 60 441688 0.338 0.662

60 60 427180 0.336 0.664

90 60 366639 0.55 0.451

30 80 444912 0.338 0.662

60 80 430404 0.337 0.663

90 80 369733 0.506 0.502
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ulations have been grouped according to 
curvature with corresponding variations in 
stenosis percentage for each case of curva-
ture. It is important again to mention that 
only one-way coupling is considered in the 
FSI simulations, wherein the blood flow dis-
torts the arterial walls; the arterial walls do 
not modify the blood flow. This was selected 
as a first step in order to establish a rigor-
ous methodology for cardiovascular FSI. In 
subsequent studies the authors will exam-
ine the full two-way coupling problem and 
also explore other non-Newtonian models 
e.g. power-law model, Casson viscoplastic 
model etc, which are also available in the 
ANSYS workbench platform.  

3.1. CFD Visualizations

We present first the CFD results for veloci-
ty (streamlines), pressure, wall shear stress 
and finally 3D velocity vector plots for 3 cur-
vature cases (30, 60, 90 degrees) each with 4 
stenosis depths (20, 40, 60, 80%). The results 
are therefore grouped in 12 sets in 4 subsec-
tions (A, B, C, D). In each figure we provide 
2 graphs, one for the systole (the part of the 
cardiac cycle during which some chambers of 
the heart contract after refilling with blood) 
and the other for the diastole (relaxed phase 
of the cardiac cycle when the chambers of the 
heart are refilling with blood. The contrast-
ing phase is systole when the heart chambers 
are contracting). 

Figure 2. 30-degree curved arteries with different percentage of stenosis

Figure 3. 60-degree curved arteries with different percentage of stenosis.

 

Figure 4. 90-degree curved arteries with different percentage of stenosis.

Figure 5. 3D finite element mesh deployed for the curved stenosed artery.
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3.1-1 Velocity contours for different curvatures and stenoses 

A] Velocity contour of 30-degree curvature

Figure 6. Velocity contour of systole (left) and diastole (right) with 20% stenosis.

Figure 7. Velocity contour of systole (left) and diastole (right) with 40% stenosis.

 

Figure 8. Velocity contour of systole (left) and diastole (right) with 60% stenosis.

Figure 9. Velocity contour of systole (left) and diastole (right) with 80% stenosis.
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B] Velocity contour of 60-degree curvature

Figure 10. Velocity contour of systole (left) and diastole (right) with 20% stenosis.

Figure 11. Velocity contour of systole (left) and diastole (right) with 40% stenosis.

Figure 12. Velocity contour of systole (left) and diastole (right) with 60% stenosis.

Figure 13. Velocity contour of systole (left) and diastole (right) with 80% stenosis.
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C] Velocity contour of 90-degree curvature

Figure 14. Velocity contour of systole (left) and diastole (right) with 20% stenosis.

Figure 15. Velocity contour of systole (left) and diastole (right) with 40% stenosis.

Figure 16. Velocity contour of systole (left) and diastole (right) with 60% stenosis.

Figure 17. Velocity contour of systole (left) and diastole (right) with 80% stenosis.

European Mechanical Science (2024), 8(4)

Computational hemodynamic non-newtonian fluid-structure interaction simulation in a curved stenotic artery  

234 https://doi.org/10.26701/ems.1492905



3.1-2 Pressure contours for different curvatures and stenoses 

 A] Pressure contour of 30-degree curvature

Figure 18. Pressure contour of systole (left) and diastole (right) with 20% stenosis.

Figure 19. Pressure contour of systole (left) and diastole (right) with 40% stenosis.

Figure 20. Pressure contou r of systole (left) and diastole (right) with 60% stenosis.

Figure 21. Pressure contour of systole (left) and diastole (right) with 80% stenosis.
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B] Pressure contour of 60-degree curvature

Figure 22. Pressure contour of systole (left) and diastole (right) with 20% stenosis.

Figure 23. Pressure contour of systole (left) and diastole (right) with 40% stenosis.

Figure 24. Pressure contour of systole (left) and diastole (right) with 60% stenosis.

Figure 25. Pressure contour of systole (left) and diastole (right) with 80% stenosis.
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C] Pressure contour of 90-degree curvature

Figure 26. Pressure contour of systole (left) and diastole (right) with 20% stenosis.

Figure 27. Pressure contour of systole (left) and diastole (right) with 40% stenosis.

Figure 28. Pressure contour of systole (left) and diastole (right) with 60% stenosis.

Figure 29. Pressure contour of systole (left) and diastole (right) with 80% stenosis.
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3.1-3 WSS contours for different curvatures and stenoses 

A] WSS contour of 30-degree curvature

Figure 30. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 20% stenosis.

Figure 31. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 40% stenosis.

Figure 32. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 60% stenosis.

Figure 33. Wall shear stress (WSS) contour of systole (left) and diastole(right) with 80% stenosis.
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B] WSS contour of 60-degree curvature

Figure 34. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 20% stenosis.

Figure 35. Wall shear stress (WSS) contour of systole (left) and diastole(right) with 40% stenosis.

Figure 36. Wall shear stress (WSS) contour of systole (Left) and Diastole(right) with 60% stenosis.

Figure 37. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 80% stenosis.
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C] WSS contour of 90-degree curvature

Figure 38. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 20% stenosis.

Figure 39. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 40% stenosis.

Figure 40. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 60% stenosis.

Figure 41. Wall shear stress (WSS) contour of systole (left) and diastole (right) with 80% stenosis.
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3.1-4 Velocity vector contour plots for different curvatures and stenoses 

A] Velocity vector plot of 30-degree curvature

Figure 42. Velocity vector plot of systole (left) and diastole (right) with 20% stenosis.

Figure 43. Velocity vector plot of systole (left) and diastole (right) with 40% stenosis.

Figure 44. Velocity vector plot of systole (left) and diastole (right) with 60% stenosis.

Figure 45. Velocity vector plot of systole (left) and diastole (right) with 80% stenosis.
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B] Velocity vector plot of 30-degree curvature

Figure 46. Velocity vector plot of systole (left) and diastole (right) with 20% stenosis.

Figure 47. Velocity vector plot of systole (left) and diastole (right) with 40% stenosis.

Figure 48. Velocity vector plot of systole (left) and diastole (right) with 60% stenosis.

Figure 49. Velocity vector plot of systole (left) and diastole (right) with 80% stenosis.
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C] Velocity vector plot of 90-degree curvature

Figure 50. Velocity vector plot of systole (left) and diastole (right) with 20% stenosis.

Figure 51. Velocity vector plot of systole (left) and diastole (right) with 40% stenosis.

Figure 52. Velocity vector plot of systole (left) and diastole (right) with 60% stenosis.

Figure 53. Velocity vector plot of systole (left) and diastole (right) with 80% stenosis.
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3.2. FSI (arterial stress and deformation) Visualizations

Next, we present the structural (stress) results, for Von 
Mises stress and total deformation (displacement) of 

the artery structure, again for 3 curvature cases (30, 
60, 90 degrees) each with 4 stenosis depths (20, 40, 60, 
80%). The results are therefore grouped in 12 sets in 2 
subsections (A, B). In each figure we provide 2 graphs, 
one for the systole and the other for the diastole. 

3.2-1 Von Mises stress contour plots for different curvatures and stenoses 

A] Von Mises stress contour of 30-degree curvature

Figure 54. Von Mises stress of artery with 20% stenosis. 

Figure 55. Von Mises stress of artery with 40% stenosis.

Figure 56. Von Mises stress of artery with 60% stenosis.
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Figure 57. Von Mises stress of artery with 80% stenosis.  

B] Von Mises stress contour of 60-degree curvature

Figure 58. Von Mises stress of artery with 20% stenosis. 

Figure 59. Von Mises stress of artery with 40% stenosis.
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Figure 60. Von Mises stress of artery with 60% stenosis.

Figure 61. Von Mises stress of artery with 80% stenosis. 

C] Von Mises stress contour of 90-degree curvature

Figure 62. Von Mises stress of artery with 20% stenosis.
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Figure 63. Von Mises stress of artery with 40% stenosis. 

Figure 64. Von Mises stress of artery with 60% stenosis.

Figure 65. Von Mises stress of artery with 80% stenosis. 
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3.2-2 Total displacement (deformation) contour plots for different curvatures and stenoses 

A] Total displacement contour of 30-degree curvature

Figure 66. Total displacement of artery with 20 % stenosis.

Figure 67. Total displacement of artery with 40% stenosis.

Figure 68. Total displacement of artery with 60% stenosis.
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Figure 69. Total displacement of artery with 80 % stenosis.

B] Total displacement contour of 60-degree curvature

Figure 70. Total displacement of artery with 20 % stenosis.

Figure 71. Total displacement of artery with 40 % stenosis.
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Figure 72. Total displacement of artery with 60 % stenosis.

Figure 73. Total displacement of artery with 80 % stenosis.

C] Total displacement contour of 90-degree curvature

Figure 74. Total displacement of artery with 20 % stenosis.
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Figure 75. Total displacement of artery with 40 % stenosis.

Figure 76. Total displacement of artery with 60 % stenosis.

Figure 77. Total displacement of artery with 80 % stenosis.
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4.	Discussion
Inspection of the CFD results as depicted in ▶Figures 
6-17, i.e. velocity contours, for the three sets of curva-
tures considered (30, 60, 90 degrees), the estimated 
velocity profiles are different both in systole (0.4s) and 
diastole (0.8s) and are significantly modified by both 
curvature and stenosis depth (percentage). Velocity is 
clearly much higher in the diastole compared to the 
systole for all cases. This is due to the compression in 
the artery by the contraction of the myocardium during 
systole, therefore, most of the blood flow occurs during 
diastole, increasing the blood flow. The maximum ve-
locity is noted at the throat area (stenosis) and slowly 
reduces at it reaches the outlet. The velocity also chang-
es when compared with different percentages of steno-
sis. The velocity magnitude increases as the percentage 
of stenosis increases; however larger high velocity zones 
are computed for the 40% case (red area) relative to 
other stenosis depths. The variation in the post-stenotic 
region is quite apparent and is exacerbated with great-
er curvature and larger stenosis depths. The blue low 
velocity zones far downstream from the stenosis signifi-
cantly expand with greater stenosis for the low curva-
ture cases (30 degrees); a similar effect is observed for 
the other two curvature cases. The low entry velocity 
zones (blue) are also very evident for the 30 and 60-de-
grees curvature cases at all stenotic depths; however, for 
the 90-degree bend case, much greater velocities pre-
cede the stenosis region at least up to a stenotic depth 
of 40%. However, with subsequent increment in the 
stenosis to 60& and 80% (▶Figures 16 and 17) the blue 
deceleration zones dominate, and the red high acceler-
ation zone is progressively constricted in the vicinity of 
the outer curved wall. Poiseuille’s law implies that the 
flow rate is highly dependent on the radius. In an artery 
without stenosis, the pressure gradient increases due to 
an increase in flow rate. However, this is not the case 
with the presence of a stenosis. The narrowing of the ar-
tery causes additional pressure modifications. This can 
be described as a quadratic polynomial. At some point, 
the pressure coefficient is independent of flow rate in 
higher flow rates. Then, it is dependent on the degree of 
stenosis. The velocity is higher at the outer curvature of 
the wall when compared with the inner side of the ar-
tery downstream. This indicates the pressure drops at 
the stenosis area and creates zones of low pressure, con-
tracting the artery and forcing blood to accelerate. The 
flow also increases in speed even before reaching the 
throat area, as noted by Ku [3]. Since non-Newtonian 
(Carreau) blood is considered the shear rate and viscos-
ity differs from conventional Newtonian blood flow sim-
ulations. The velocity contours (streamlines) are there-
fore different also. Inspection of the pressure contour 
plots in ▶Figures 18-29 (again for all three curvature 
cases with 4 stenotic depths per case) demonstrates that 
the pressure is generally much higher upstream of the 
stenosis when compared to the downstream. The local 
pressure drop after the flow passes through stenosis is 
attributable to the constriction which induces accelera-

tion but by virtue of Bernoulli’s equation, manifests in 
a pressure slump. The pressure drops further with the 
flow rate increase, the pressure difference is elevated as 
the stenosis is increased. 

Since stenosis is responsible for restricting the flow, a 
larger wall shear stress (WSS) magnitude is induced at 
the throat. The WSS predicted along the artery wall are 
compared in ▶Figures 30-41, again for the three curva-
ture cases with 4 different stenotic depths. Apparently 
in all scenarios low wall shear stress arises at the entry 
zone (pre-stenotic) and again in the exit zone (post-ste-
notic), although initially for the 30 degrees curvature at 
low stenosis there is a higher wall shear stress immedi-
ately at the entry. However, the high WSS is identified 
generally along the stenosis throat zone indicating that 
flow acceleration here produces faster shearing in the 
Carreau blood along both the internal inner and out-
er walls of the artery. For example, in ▶Figures 30-33 
(30 degrees curvature), the initially blue (low WSS) 
stenotic zone morphs into a green/yellow zone as the 
stenotic depth increases and then culminates in a red 
high WSS zone for 60% stenotic depth. However, with 
further increment to 80% stenotic depth this red high 
WSS zone contracts. The relationship is therefore com-
plex. The diastole case always exhibits higher WSS at 
any stenotic depth. For the 60 degrees curvature case, 
▶Figures 34-37 show that while the low WSS patterns 
arise at low stenotic depth (20%), with a small higher 
WSS zone at the entry, when stenotic depth is increased 
to 40%, a higher WSS develops along the pre-stenotic 
zone with maximum WSS again at the entry point and 
progressive decay in WSS towards the stenotic zone, 
with low WSS computed again after the stenotic throat 
(blue zone). The extent of this higher WSS zone is much 
smaller for the systole case relative to the diastole case. 
At 60 degrees stenosis, a higher WSS zone emerges at 
the stenotic throat (green/yellow) for the systole case 
with a thin boundary layer growing at the inner sur-
face of the outer arterial wall for some distance in the 
post-stenotic zone. However, for the diastole case, much 
greater WSS magnitudes are computed at the stenotic 
zone (red/orange contours) and the growth of the post 
stenotic near-wall zone is much greater extending al-
most to the end of the post-stenotic region. This com-
plex variation in WSS is also related to the velocity dis-
tribution and influenced by the shear-thinning nature 
of the Carreau rheological blood.  At maximum stenosis 
depth, the stenotic and post-stenotic acceleration zones 
are both diminished although a high WSS is sustained 
at the central stenotic zone in the latter. Low WSS 
generally dominate the pre- and post-stenotic regimes 
at this maximum stenotic depth (blue contour zones).   
These effects are further amplified as the degree of cur-
vature is increased to 90 degrees ▶Figures 38-41. The 
downstream outer wall experiences higher WSS. WSS 
contours also spread at the outer bend of the arterial 
wall near the throat and downstream, which is asso-
ciated with promoting further development of plaque 
(deposits on the inner walls associated with the greater 
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stenotic depths). This also increases the risk of athero-
sclerosis plaque rupture. Again, the maximum acceler-
ation zone in the 90-degree curvature case arises with 
60 % stenosis, not the maximum stenotic depth (80%). 
The final computations for the CFD analysis are the ve-
locity vector plots which permit a clearer visualization 
of the direction of the Carreau blood flow as depicted 
in ▶Figures 42-53. The results indicate the existence 
of flow re-circulation downstream of the stenosis. The 
recirculation is evident at the 40% stenosis and the re-
circulation zones is substantially amplified for all three 
curvature cases (30, 60, 90 degrees) as the stenosis 
depth is increased. This is due to the artery expansion 
caused by the pulsatile flow. This flow after the steno-
sis has laminar characters with clear reversed flow in 
the vicinity of the arterial wall. The most significant ac-
centuation in re-circulation of the Carreau blood flow 
in the post-stenotic zone is associated with the 60% 
and 80% stenoses for the 90-degree curvature case  
▶Figures 52, 53. Again, the vector plots indicate signif-
icant deviation in non-Newtonian blood flow relative to 
conventional Newtonian blood flow, as evident in previ-
ous Newtonian studies [6-8].  

The structural (stress) analysis computations are 
shown in ▶Figures 54-77 for the FSI analysis. These 
contour plots are strongly dependent on the elasticity of 
the artery wall. The Von Mises stress ▶Figures 54-65 
is highly dependent on the thickness and the curvature 
of the artery. As mentioned above; to maintain the flow 
rate, the upstream artery walls experience high stress-
es which cause contraction in the arteries. The stress 
is generally higher with larger stenosis. The down-
stream arterial wall generally experiences low Von 
Mises stress (blue zones) for all curvatures and steno-
sis depths. Clearly a significant modification does arise 
due to the hemodynamic influence on the arterial stress 
states (one-way coupling). Peak Von Mises stress is al-
ways located in the pre-stenotic zone and maximized 
at the throat stenosis with progressive reduction in the 
post-stenotic zone. Finally, ▶Figures 66-77 display the 
deformation (total displacement) contours which exhib-
it a similar trend with the change in stenosis, to the Von 
Mises elastic stresses. As the stenosis increases, the de-
formation affects the throat area until it reaches 80% 
stenosis, where the inlet outer wall of curvature is most 
severely affected. This indicates a greater potential for 
rupture of the artery. At higher (90 degrees) curvature, 
the localization of high displacement in the stenotic re-
gion also tends to spread to other locations on the ar-
terial wall, however the high displacement zones are 
generally sustained for some distance downstream of 
the stenosis also. 

5.	 Conclusions
Detailed CFD and FSI simulations of non-Newtonian 
hemodynamics in a curved arterial section with differ-

ent stenosis depths have been described. ANSYS FLU-
ENT has been deployed for the CFD computations with 
one-way FSI utilized in ANSYS workbench for stress 
analysis of the arterial walls. Extensive visualization of 
blood flow patterns relevant to patient-specific condi-
tions is included using both the non-Newtonian (Car-
reau shear-thinning) bio-rheological model for 30, 60 
and 90-degrees curvatures, and 20, 40, 60 and 80% 
stenotic depths. Velocity, pressure, wall shear stress 
(WSS), Von Mises stress and strain characteristics are 
all computed for these curvature and stenotic depth 
scenarios. The results presented accurately predicted 
the characteristics contributing to cardiovascular dis-
eases in rheological blood flow. The main conclusions of 
the simulations can be summarized as follows:

(i) The Von Mises stress is substantially influenced 
by the thickness and the curvature of the artery and 
is generally higher with larger stenosis. The down-
stream arterial wall generally experiences low Von 
Mises stress (blue zones) for all curvatures and steno-
sis depths. Clearly a significant modification does arise 
due to the hemodynamic influence on the arterial stress 
states (one-way coupling). Peak Von Mises stress is al-
ways located in the pre-stenotic zone and maximized 
at the throat stenosis with progressive reduction in the 
post-stenotic zone.

(ii) Wall deformation (total displacement) contours 
show similar patterns with the change in stenosis, to 
the Von Mises elastic stresses. As the stenosis increases, 
the deformation affects the throat area until the most 
severe case of 80% stenosis, where the inlet outer wall 
of curvature is most severely affected. This indicates a 
greater potential for rupture of the artery.

(iii) Hemodynamic velocity is substantially greater in 
the diastole compared to the systole for all cases, owing 
to the compression in the artery by the contraction of the 
myocardium during systole. Principal blood flow occurs 
during diastole, increasing the blood flow. The maximum 
velocity is computed at the throat area (stenosis) and 
slowly reduces at it reaches the outlet. The velocity mag-
nitude increases as the percentage of stenosis increases; 
however larger high velocity zones are computed for the 
40% case (red area) relative to other stenosis depths. 
The variation in the post-stenotic region is quite appar-
ent and is exacerbated with greater curvature (60 and 90 
degrees) and larger stenosis depths.

(iv) Low wall shear stress arises at the entry zone 
(pre-stenotic) and again in the exit zone (post-stenotic), 
although initially for the 30 degrees curvature at low 
stenosis there is a higher wall shear stress immediately 
at the entry. However, the high WSS is identified gener-
ally along the stenosis throat zone indicating that flow 
acceleration here produces faster shearing in the Car-
reau blood along both the internal inner and outer walls 
of the artery. At 60 degrees stenosis, a higher WSS zone 
emerges at the stenotic throat (green/yellow) for the 
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systole case with a thin boundary layer growing at the 
inner surface of the outer arterial wall for some dis-
tance in the post-stenotic zone. However, for the diasto-
le case, much greater WSS magnitudes are computed at 
the stenotic zone (red/orange contours) and the growth 
of the post stenotic near-wall zone is much greater ex-
tending almost to the end of the post-stenotic region. 
This complex variation in WSS is also related to the ve-
locity distribution and influenced by the shear-thinning 
nature of the Carreau rheological blood.  At maximum 
stenosis depth, the stenotic and post-stenotic acceler-
ation zones are both diminished although a high WSS 
is sustained at the central stenotic zone in the latter. 
These effects are further amplified as the degree of cur-
vature is increased to 90 degrees. WSS contours also 
spread at the outer bend of the arterial wall near the 
throat and downstream, which is associated with pro-
moting further development of plaque (deposits on the 
inner walls associated with the greater stenotic depths).

(v) For all three curvature cases (with 4 stenotic depths 
per case) the pressure in the Carreau blood flow is gen-
erally much higher upstream of the stenosis when com-
pared to the downstream. The local pressure drop after 
the flow passes through stenosis is attributable to the 
constriction which induces acceleration but by virtue 
of Bernoulli’s equation, manifests in a pressure slump. 
The pressure drops further with the flow rate increase, 
the pressure difference is elevated as the stenosis is in-
creased, which is associated with clinical diseases and 
plaque deposition.

Overall, using CFD and FSI, the risk of plaque forma-
tion can be predicted, and the computations described 
provide an understanding of the parameters which are 
most influential in predicting plaque formation and 
plaque rupture. The wall shear stress obtained from 
CFD simulations can be used to predict such phenome-
na; however, FSI provides the most accurate picture of 
how the artery reacts to the formation of stenosis with 
different curvature. Of course, as in all simulations, 
there are some assumptions involved in the analysis 
which restrict the full understanding of the study. Since 
the blood flow behaves in a pulsatile manner, an un-
steady FSI analysis is required which can be explored 
in future investigations. Furthermore, more detailed 
visualization of the dual Dean vortex structure may be 
addressed with more refined mesh densities and also 
the effect of oscillatory parameters (e.g. Womersley 
number) can be examined to determine the frequency 
and phase of the flow. Additionally, pressure gradients 
may also be of a decaying nature which contribute to 

the continuous decrease of velocity in a blood flow. Fi-
nally other non-Newtonian models may be deployed for 
the hemo-rheology e. g. Casson and viscoelastic user de-
fined models. All these aspects are under consideration 
and efforts in these directions are underway and will be 
reported imminently.
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water jet pump in a slurry medium
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Abstract: In the study, water jet pump transfers the slurry in the well through pipe system to centrifugal pump. Sand-water 
mixture causes amount of material loss in the water jet pump structure computed by a software program. The purpose of 
the study is to determine the most critical part in the water jet pump. The wear amount is affected by many parameters such 
as sand particle diameter, mass flow rate of abrasive and inlet velocity. So, it is investigated that the wear amount on the jet 
pump is changed according to sand percentage in the well water, inlet velocity and erodent diameter. Mass flow rates of sand 
have a value of 0.097 kg/s for w.p. % 5, 0.194 kg/s for w.p. % 10, 0.291 kg/s for w.p. % 15 at an inlet velocity of 3.98 m/s. The 
maximum erosion wear rate is raised from 2.26x10-4 kg/(s m2) to 6.84x10-8 kg/s2m2 for inlet velocities of 1.99 m/s, 3.98 and 
7.96 m/s, respectively for the case of weight percentages of %15 in Finnie erosion wear model. Finnie, Mclaury, Generic and 
Oka erosion models have been compared. It is found that Mclaury’s erosion model demonstrates the highest erosion value of 
1.38x10-3 kg/(s m2) for w.p. % 15 at 3.98 m/s inlet velocity for the erodent diameter of 0.0005m in all. It is claimed that erosive 
wear has been concentrated on the nozzle of the water jet pump. The wear rate can be predicted as straightforwardly for 
different conditions.

Keywords: Erosion-abrasive wear, Modeling, Water Jet Pump, Slurry, Flow

1.	 Introduction

Erosive-abrasive wear is caused by the solid particles 
carried by liquid [1-7]. It is prevalently formed in trans-
portation systems such as pumps, pipes, turbines and 
valves [6,8-10]. Fine abrasive particles are transferred 
in the fluids in the field of industry such as oil [11,12], 
gas production  [13] or in engineering applications such 
as dewatering and dredging [14]. These fine particles 
in the fluids are primary cause of wear in the trans-
portation system components such as water jet pump 
providing simple structure without a movable part [15] 
or in a slurry mixed container [16,17] or in a turbine 
[18-20]. The water jet pump is used to transmit fluid at 
low speed from narrow deep wells when the water level 
is too low for a normal pump suction head to operate 
and a primary flow is named as motive flow diverged 
from the total volume flow in the pump [15,21-23]. The 
primary flow is recirculated to the jet pump which is 
mounted under the lowest water level [24].

Erosion wear is commonly investigated in pipe systems 

[11,12,25]. The researchers concentrated on the wear 
in pipe elbows because of the change in flow direc-
tion[11,12,25, 26]. The novelty of the research is that the 
study is focused on the erosive wear of water jet pump 
transferring slurry mixture in the well. The sand-water 
slurry mixture removes material on the parts of water jet 
pump such as nozzle, mixing part and diffuser because 
of continuous impingement of the abrasive sand parti-
cles. The effects of inlet speed, particle size and particle 
amount on the wear were studied in a software program 
and the results are discussed herein. The critical parts 
of this water jet pump such as nozzle, mixing and dif-
fuser regions have not been discussed in terms of slurry 
erosion in the literature yet. Computational analysis of 
slurry erosion model is the straightforward method to 
provide the determination of critical points in the water 
jet pump, maintenance and protection of them.

Some researchers studied on erosion wear in literature. 
Kosinska et al studied on erosion of pipe elbow for dif-
ferent particle diameters from nano to micro size and 
fluid velocity. Although, the erosion rate for under the 
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erodent diameter of 10−6m decreases with particle size, 
nano particles cause clustering to form local erosion 
[27]. Doroshenko et al numerically analyzed worn-tee of 
the main gas pipeline withstanding additional stresses 
due to gas stream action. It is found that the maximum 
Mises equivalent stresses in the tee caused by the ero-
sion wear of its line wall are formed on the outside of the 
tee line near the reinforcing lining located on the tee line 
[28]. Bai et al investigated erosion wear of helicopter ro-
tor blades made up of titanium alloy, magnesium alloy, 
or aluminum alloy the construction material, respec-
tively. It is found that Ti-4Al-1.5Mn alloy performs the 
highest erosion resistance. The erosion rates of the three 
materials remained nearly unchanged with changes in 
the angle of attack [29]. Yan et al (2020) modeled ero-
sion wear in the hydraulic amplifier of the deflector jet 
servo valve influenced by abrasives in the oil. CFD sim-
ulation and Oka erosion model were used to emphasize 
the wear on the amplifier. It is claimed that the major 
erosion wear happens on the shunt wedge [30]. Yanan 
and Tingzhou numerically simulated computational 
fluid mechanics in 3 different types of elbows and ex-
perimentally tested the erosion wear performance of the 
elbows. Yanan and Tingzhou found that the elbow made 
up of 42CrMo material demonstrates the highest resis-
tance to erosion wear in all [31]. Kannojiya and Kumar 
designed slurry pipe having a different bending angle to 
minimize the worn material on the pipe surface and fo-
cused on the velocity in the pipes having 150 mm diam-
eter and 250 mm diameters. It is seen that increase in 
velocity can maximize wear amount and high bending 
angles provide to lower rate of erosion [32].  Kumar et 
al studied on effect of swirl vanes angle on erosion wear 
of AISI 316 pipe. Pipe model with vanes having different 
swirl angles and without a vane was compared in terms 
of erosion rate. Kumar et al claimed that placing a swirl 
vane enables reduce in the erosion rate on the pipe bend 
for all cases studied except when a 30˚ swirl vane was 
mounted at 360 mm from the inlet of the upstream pipe. 
Also, As the swirl angle is decreased, the erosion wear 
across bend is also decreasing [33]. Farokhipour et al. 
modeled sand particle erosion in gas-solid particle two 
phase flow at sharp bend, standard elbow, long elbow, 
and 180˚ pipe bend. Particle sizes of 150 and 300 μm 
were considered in the study of Farokhipour et al [34]. 

2.	 Mathematical Model of Flow
Pandhare and Pitale designed water jet pump paramet-
rically. In the study, this water jet pump model [21] was 
modified and used in an irrigation system for transport-
ing water and sand particles at low weight percentage 
as depicted in ▶Figure 1. The sand particles inside the 
water strike the inner surface of jet pumps during flow. 
The cyclic impact is the reason of material removal in 
the jet pump. Thus, action of the slurry mixture causes 
wear in the jet pump. The jet pump dimensions in units 
of mm have been illustrated in ▶Figure 2.

Figure 1. Irrigation system

2.1. Jet Pump Model

The water jet pump investigated for the current study 
consists of a diffuser and nozzle. RANS turbulence 
model was applied. The turbulent k-ω-SST was chosen 
as the flow model inside the water jet pump. Due to the 

Figure 2. Water Jet Pump Dimensions
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fact that the k-ω (SST) model utilizes both benefits of 
k-w and k-ε models. The k-w model demonstrates accu-
rate results in the near wall, whereas k-ε models in the 
far-field region. So, the k-ω (SST) model can provides a 
wide range of accurate flow profiles [35].

The RANS momentum and continuity equations were 
used in computation. In physical model incompressible 
flow was activated. The flow analysis was realized at dif-
ferent velocities to emphasize the flow character inside 
the pump. It was performed at velocities of 1.99 m/s, 3.98 
m/s and 7.96 m/s for representing low operating speeds, 
respectively. The other boundary conditions are given in 
▶Table 1. On the other hand, the magnitude of velocity is 
one of the main effective parameters in erosion wear in 
slurry medium. In addition to turbulent flow model, par-
ticle tracing model for fluid flow was run to investigate 
erosion wear behavior of slurry mixture on the water jet 
pump design. The particle density of sand is specified as 
2200 kg/m3. The erosion rate on the surface of water jet 
pump was investigated and particle trajectory was sim-
ulated according to time. The model was run for 15s as 
illustrated in ▶Figure 3 and Δt is set as 0.01 s. 

2.2. CFD Model of Flow

Continuity equation in water jet pump is defined in 
Equations 1-3 as;

𝑄𝑄𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙 = 𝑄𝑄𝑝𝑝𝑟𝑟𝑖𝑖 + 𝑄𝑄sec                                                                                                        (1)

𝐴𝐴𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙𝑉𝑉𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙 = 𝐴𝐴𝑝𝑝𝑟𝑟𝑖𝑖𝑉𝑉𝑝𝑝𝑟𝑟𝑖𝑖 + 𝐴𝐴sec𝑉𝑉sec                                                                                   (2)

𝜋𝜋(𝑑𝑑
2
𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙)
4 𝑉𝑉𝑡𝑡𝑜𝑜𝑡𝑡𝑎𝑎𝑙𝑙 = 𝜋𝜋

(𝑑𝑑2𝑝𝑝𝑟𝑟𝑖𝑖)
4 𝑉𝑉𝑝𝑝𝑟𝑟𝑖𝑖 + 𝜋𝜋

(𝑑𝑑2𝑜𝑜−𝑑𝑑2𝑖𝑖 )
4 𝑉𝑉sec                                                            

(3)

Turbulent flow model [36]:

The mathematical expression of incompressible flow in 
steady state is defined in Equations 4-9 as;

𝜌𝜌(𝑢𝑢.∇)𝑢𝑢 = ∇[−𝑝𝑝𝑙𝑙 + (𝜇𝜇 + 𝜇𝜇𝑇𝑇 )(∇𝑢𝑢 + (∇𝑢𝑢)
𝑇𝑇 ]) + 𝐹𝐹

                                                           (4)

𝜌𝜌∇(𝑢𝑢) = 0  (5)

𝜌𝜌(𝑢𝑢.∇)𝑘𝑘 = ∇[(𝜇𝜇 + 𝜇𝜇𝑇𝑇𝜎𝜎*𝑘𝑘)∇𝑘𝑘] + 𝑝𝑝𝑘𝑘 − 𝛽𝛽*𝑜𝑜𝜌𝜌𝜔𝜔𝑘𝑘              (6)

𝜌𝜌(𝑢𝑢.∇)𝑘𝑘 = ∇[(𝜇𝜇 + 𝜇𝜇𝑇𝑇𝜎𝜎𝜔𝜔)∇𝜔𝜔] + 𝛼𝛼𝜔𝜔𝑘𝑘𝑝𝑝𝑘𝑘 − 𝛽𝛽0𝜌𝜌𝜔𝜔
2, 𝜔𝜔 = 𝑜𝑜𝑚𝑚

                                          
(7)

and the turbulent viscosity are denoted as;

𝜇𝜇𝑇𝑇 = 𝜌𝜌 𝑘𝑘𝜔𝜔                                                                                                                           (8)

the production term is expressed as;

𝑝𝑝𝑘𝑘 = 𝜇𝜇𝑇𝑇 [∇𝑢𝑢 : (∇𝑢𝑢 + (∇𝑢𝑢𝑇𝑇 )])                                                                                              (9)

3.	 Mathematical Model of Erosion

3.1. Particle Tracing

The particle tracing for fluid flow was run to anal-
yse particle trajectory in jet pump as illustrated in  
▶Figure 3. The abrasive sand particles from different 
inlets are mixed at the end of nozzle part. The abrasive 
sand particles start to move along the jet pump and 
reach to outlet at the end. The inlet velocity of parti-
cles is 3.98 m/s along the jet pump axial direction. The 
computation according to time was run for the case of 
erodent size diameter of 500 μm and % 10 weight per-
centage slurry mixture.

3.2. Erosion Prediction

The mass flow rates of sand particles in slurry were 
varied from 0.097 kg/s to 0.388 kg/s. Those values are 
relatively low intensities. Thus, it is assumed that New-
tonian flow is formed in water jet pump. The sand parti-
cles inside water jet pump cause an amount of material 
to be removed. The four erosion models are used to an-
alyze the erosion behavior in the water jet pump. These 
are Finnie, Mclaury, Generic and Oka models that are 
selected in program. Mathematical expressions of these 
three erosion models are as follows;

3.2.1 Finnie Erosion Model [37]

Impact angle and velocity are principal factors affect-
ing the wear in the Finnie model as expressed in Equa-
tion 10.

𝐸𝐸𝑅𝑅𝐹𝐹𝑖𝑖𝑛𝑛𝑛𝑛𝑖𝑖𝑒𝑒 = ∑
𝑁𝑁
𝑝𝑝=1

𝑚̇𝑚𝑝𝑝𝐿𝐿𝑓𝑓(𝛼𝛼)𝑣𝑣𝑣𝑣𝑒𝑒𝑙𝑙𝑝𝑝
𝐴𝐴𝑓𝑓𝑎𝑎𝑐𝑐𝑒𝑒                                            (10)

3.2.2 The Mclaury Model [38]

The McLaury erosion model computes the erosion rate 
of solid particles in slurry and is shown in Equations 
11,12.  

𝐸𝐸𝑅𝑅𝑀𝑀𝑐𝑐𝑙𝑙𝑎𝑎𝑢𝑢𝑟𝑟𝑦𝑦 = 𝐺𝐺𝐵𝐵ℎ𝑗𝑗𝑉𝑉 𝑣𝑣𝑒𝑒𝑙𝑙𝑓𝑓(𝛾𝛾)                                                                   (11)

Table 1. Boundary conditions for inlets  

Parameters Value

Particle density, 𝜌𝜌𝑝𝑝 2200 kg/m3

Mass flow rate, 𝑚̇𝑚 0.097 kg/s-0.388 kg/s 

Initial particle diameter 0.0001 m-0.00025 m-0.0005m-
0.00025m-0.001m

Normal inflow velocity, U 1.99-3.98-7.96 m/s
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𝑓𝑓(𝛾𝛾) = {𝑏𝑏𝛾𝛾2 + 𝑐𝑐𝛾𝛾 𝛾𝛾 ≤ 𝛾𝛾lim
𝑥𝑥 cos2(𝛾𝛾) sin(𝑤𝑤𝛾𝛾) + 𝑦𝑦 sin2 𝛾𝛾 + 𝑧𝑧 𝛾𝛾lim < 𝛾𝛾                     

 (12)

3.2.3 Oka Model [39, 40]

Oka model calculates erosion rate in Equations 13 as;

𝐸𝐸𝑓𝑓 = 1
𝐴𝐴𝑓𝑓
∑𝑖𝑖 𝑚̇𝑚𝑑𝑑 (𝑠𝑠𝑖𝑖𝑛𝑛𝛼𝛼)𝑛𝑛1(1 + 𝐻𝐻𝑣𝑣(1 − sin𝛼𝛼))

𝑛𝑛2𝐾𝐾(𝑉𝑉𝑟𝑟𝑒𝑒𝑙𝑙𝑉𝑉𝑟𝑟𝑒𝑒𝑓𝑓
)
𝑘𝑘2
( 𝐷𝐷
𝐷𝐷𝑟𝑟𝑒𝑒𝑓𝑓

)
𝑘𝑘3

                             
(13)

      

3.2.4 Generic Model [41]

The generic model is developed by Hamed et al and is 
focused on the erodent’s size, impact angle and impact 
velocity. The Generic model is expressed in Equation 14. 

𝐸𝐸𝑅𝑅𝐺𝐺𝑒𝑒𝑛𝑛𝑒𝑒𝑟𝑟𝑖𝑖𝑐𝑐 = ∑
𝑁𝑁𝑡𝑡𝑟𝑟𝑎𝑎𝑗𝑗𝑐𝑐𝑡𝑡
𝑝𝑝=1

𝑚𝑚𝑝𝑝𝑓𝑓𝑟𝑟𝐶𝐶(𝑑𝑑𝑝𝑝)𝑓𝑓(𝛼𝛼)𝑣𝑣𝑣𝑣𝑒𝑒𝑙𝑙𝑝𝑝
𝐴𝐴𝑓𝑓𝑎𝑎𝑐𝑐𝑒𝑒  

(14)

4.	Results and Discussion
The investigated regions in the jet pump are illustrat-
ed in ▶Figure 4. The mixing region, diffuser and inlets 
of nozzle are depicted in ▶Figure 4. Outlet pressure is 
100000 Pa. Pressure inlet is 0 Pa.

Mesh test was done for different number of mesh ele-
ments to determine the adequate number of elements to 

solve the model analysis and to get a much more accu-
rate results as shown in ▶Table 2. The analysis resulted 
in magnitude of maximum Finnie wear rates in water 
jet pump and erosive wear values on water jet pump 
are changing approximately within 0.46 % deviation 
for 7070000 number of mesh elements and 44000000 
number of mesh elements. Thus, it is determined that 
the 7070000 number of mesh elements is adequate to 
be used to solve 3-D erosion wear model. Inflation lay-
er is 5. Infilation thickness is 0.005. Mesh size is 0.75.. 
Tetrahedral grid elements are adopted within the com-
putational domain. Also, for capturing of near wall flow 
treatment, high gradient mesh structure is used along 
the walls. For this propose an inflation with first layer 
thickness of 5x10-3 mm and growth rate of 1.2 for 5 lay-
ers is applied to all walls.  Accordingly, the enhanced 

Figure 3. Particle trajectories in water jet pump-U=3.98 m/s After 1s, 5s, 10s, 15s.

Table 2. Mesh dependence test 

Number Number of Mesh 
Elements

Finnie max. wear rates 
Velocity (m/s)

1 1100000 0.000320

2 3010000 0.000380

3 7070000 0.000430

4 23000000 0.000432

5 44000000 0.000432
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wall treatment approach is implemented for turbulence 
modeling. The computational domain and the details of 
the mesh are shown in ▶Figure 5.

Figure 5. Mesh of model

4.1. Effect of Medium Parameters on Wear Rate

Erosive wear in jet pump depends on some parameters 
such as speed, slurry mass flow rate, diameter of abra-
sive particle. These parameters are called as medium 
conditions in jet pump. Thus, in the study, effect of these 
parameters inside the jet pump was investigated.

4.1.1 Influence of Sand Amount on Erosion Wear of 
Water Jet Pump

The weight percentages of sand in the slurry mixture 
were varied from % 5-%15 for all erosion wear mod-
els. The maximum erosion wear rate of Mclaury wear 
model increased from 4.54x10-4 kg/(s m2) to 13.8x10-

4 kg/(s m2) for the wps from %5 - %15 as shown in  
▶Figure 6.  The maximum erosion wear rates in Finnie 
wear model were reached up to values of 6.84 x10-4 kg/
(s m2), 4.30 x10-4 kg/(s m2), 2.26 x10-4 kg/(s m2) for the 
slurry mixtures of % 5, %10 and %15 weight percent-

ages as illustrated in ▶Figure 6. Maximum wear rates 
in Oka models are 0.936 x10-5 kg/(s m2), 1.80 x10-4 kg/(s 

m2), 2.83 x10-4 kg/(s m2) for % 5, %10 and %15 weight 
percentages as depicted in ▶Figure 6.  Generic models 
demonstrate the lowest wear rates in all erosion wear 
models. The maximum wear rates achieved to 11.3 x10-4 

kg/(s m2), 7.5 x10-4 kg/(s m2), 3.75 x10-4 kg/(s m2) for % 5, 
%10 and %15 weight percentages of sand in slurry. The 
maximum erosion wear rates increase linearly accord-
ing to weight percentages of sand in slurry in the water 
jet pump as illustrated in ▶Figure 6.

4.1.2 Influence of Abrasive Particle Diameters on Erosion 
Wear of Water Jet Pump

The effect of the erodent size on the erosion wear was 
studied in the work. As the particle size decreased from 
0.0005 m to 0.001 m, the erosion wear rate increased 
as depicted in ▶Figure 7. In contrast, the wear rate in-
creased from 4.30x10-4 kg/(s m2) to 1.19x10-2 kg/(s m2) 
for the case of Finnie wear model, from 7.50x10-4 kg/(s 

m2) to 6.66x10-2 kg/(s m2) for the case of Generic wear 
model, from 8.65x10-4 kg/(s m2) to 1.66x10-2 kg/(s m2) 
for the case of Mclaury wear model, from 1.80x10-4 kg/
(s m2) to 6.22x10-3 kg/(s m2) for the case of Oka model. 
This demonstrates that the smaller abrasives were be-

Figure 4. Regions on the water jet pump

Figure 6. Wear rate for different weight percentages for each erosive 
wear model.
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ing pulled towards the nozzle wall resulting in higher 
erosion wear.

The region for the case of smaller erodent diameter 

of 0.00025 m in ▶Figure 8a is greater than the case 
of 0.0005 m as depicted in ▶Figure 8b. The regions of 
higher erosion wear values were enlarged as the ero-
dent diameter was increased from 0.0005 m to 0.001 m 
as shown in ▶Figures of 8b, 8c and 8d. 

4.1.2 Influence of Flow Velocity on Erosion Wear of 
Water Jet Pump

The influence of inlet flow velocity on maximum ero-
sion wear was investigated. The wear rate increases 
increasingly for all erosion wear models as shown in 
▶Figure 9. The maximum wear rates on the nozzle 
of the water jet pump reached to 1.2x10-4 kg/(s m2), 
4.3x10-4 kg/(s m2) and 3.92x10-3 kg/(s m2) according to 
Finnie model for the inlet velocities of 1.99 m/s, 3.98 
m/s, 7.96 m/s, respectively; 4.10x10-7 kg/(s m2), 7.5x10-

7 kg/(s m2), 1.51x10-6 kg/(s m2) according to the Gener-
ic model for the inlet velocities of 1.99 m/s, 3.98 m/s, 
7.96 m/s, respectively; 2.3x10-4 kg/(s m2), 8.65x10-4 kg/(s 

m2), 6.78x10-3 kg/(s m2) according to Mclaury model for 
the inlet velocities of 1.99 m/s, 3.98 m/s, 7.96 m/s, re-
spectively; from 5.7x10-5 kg/(s m2), 1.80 x10-4 kg/(s m2), 
1.89x10-3 kg/(s m2) according to Oka model for the inlet 

Figure 8. Erosion wear rates for different erodent diameters.

Figure 7. Wear rate under impacting of different abrasive diameter 
for different erosive wear models.

European Mechanical Science (2024), 8(4)

Erosive-abrasive wear modeling of a water jet pump in a slurry medium

262 https://doi.org/10.26701/ems.1504033



velocities of 1.99 m/s, 3.98 m/s, 7.96 m/s, respectively.

Erosion wear rate was focused on the lateral surface of 
the nozzle at velocity of 3.98 m/s as depicted in ▶Figure 
10b. As the velocity increased from 3.98 m/s in ▶Figure 
10a to 7.96 m/s in ▶Figure 10c, the higher values of ero-

sion wear were concentrated around the nozzle exit as 
illustrated in ▶Figure 10d.  In ▶Figure 10a and c, it is 
illustrated that flow is separated at certain point inside 
the diffuser part of water jet pump due to the turbulence.

4.2. Comparison of Erosion Wear Models

Erosion wear rates of four different wear models of Fin-
nie, Mclaury, Oka and Generic     were computed in the 
water jet pump as illustrated in ▶Figure 11. The maxi-
mum wear rates in Finnie, Oka and Mclaury have been 
evaluated inner part of the nozzle while the maximum 
wear rate has been achieved in outer part of the nozzle 
for Generic model. 

5.	 Conclusion
The water jet pump was analyzed to identify the pos-
sible leakage locations due to impacting particles in 
slurry medium. The amount of sand particles affected 
the erosion rate inside the water jet pump directly.  The 
wear rates were evaluated to determine maximum val-

Figure 10. Erosion Wear Rate For Different Velocities.

Figure 9. Wear rate at different flow velocities for different erosive 
wear models.
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ues expressing the critical region of the water jet pump. 
The most affected area by the erosive wear is the nozzle 
of the water jet pump. This situation was approached 
with 4 erosive wear models. 

It was concluded that all models showed that the wear 
rate increases when the slurry percentage in weight in-
creases, and likewise for all modeling approaches the 
increase in erosion wear rate demonstrates similar ten-
dency when the input speed and abrasive size increases. 
Mclaury Finnie, Oka and Generic erosive wear model 
values for the erodent diameter of 0.0001m results in 
the highest erosive rates of 1.66x10-2 kg/(s m2), 1.19x10-2 
kg/(s m2), 6.22x10-3 kg/(s m2), 6.66x10-5 kg/(s m2) at the 
inlet velocity of 3.98 m/s in the % 10 w.p. slurry medi-
um, respectively.

It has been also computed that increase in abrasive 
mass flow rate, abrasive size, particle speed increase 
the wear rate. Thus, the wear rate can be estimated as 
straightforwardly for various cases. It is significant, be-
cause gradually increase in wear amount in the water 
jet pump lowers the performance of water the jet pump. 

The indicated critical points on the nozzle can be coat-
ed as a material that are more resist to erosive wear to 
minimize wear rate. 

Nomenclature
Qpri : Primary flow (m3 s−1)
Qsec : Secondary flow (m3 s−1)
Qtotal : Total flow (m3 s−1)
Apri : Section area of primary flow (m2)
Asec : Section area of secondary flow (m2)
Vsec : Velocity of secondary flow (m s−1)
Vpri : Velocity of primary flow (m s−1)
do : Outer diameter (m)
di : Inner diameter (m)
dpri : Primary diameter (m)
dtotal : Total diameter (m)
Vtotal : Total velocity (ms−1)
ρ : The fluid density (kg m−3)
ρp : Density of particle (kg m−3)

Figure 11. Finnie, Generic, Mclaury, OKA erosion rates in water jet slurry pump.

European Mechanical Science (2024), 8(4)

Erosive-abrasive wear modeling of a water jet pump in a slurry medium

264 https://doi.org/10.26701/ems.1504033



u: The fluid velocity (m s−1)

p: The fluid pressure (Pa)

ṁ : Mass flow rate (kg s−1 )

μT​ : The modified eddy (or turbulent) viscosity (Pa s)

Pk : Rate of production of turbulent kinetic energy (m2s−2)

Hv : Vickers hardness of material (HVN)

Bh : Brinell hardness of material

μ: Fluid viscosity (Pa s)

U: Inlet velocity (m s−1)

V: The velocity of the impacting particle (m s−1)

γ: The impact angle

ERFinnie : The erosion rate (kg s−1m2)

ERMclaury : The erosion rate (kg s−1m2)

Ef : The erosion rate (kg s−1m2)

ERGeneric : The erosion rate (kg s−1m2)

f(γ): The function of the impact angle

γlim : The transition angle

b: Experimentally derived constant

c: Experimentally derived constant

w: Experimentally derived constant

x: Experimentally derived constant

y: Experimentally derived constant

z: Experimentally derived constant

mpfr : Mass flow rate of the particles

C(dp): Concentration function in terms of the particle 
diameter

vp : The particle impact velocity (m s−1)

vel: The velocity exponent

ṁp : The mass flow rate of the impact stream

f(α): An impact angle function

α: An impact angle (rad)

N: The number of particles

Aface : The impact area (m2)

j: Constant

L: Constant

n1 : Constant

n2 : Constant
G : Constant
k2 : Constant
k3 : Constant
K : Constant
vrel : The relative velocity of the particle with respect to 
the wall (m s−1)
vref : The reference value for velocity (m s−1)
D: Particle diameter (m)
Dref​ : The reference value for diameter (m)
ṁd : The mass flow rate of particles colliding with the 
surface (kg s−1)
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Abstract: This paper presents an innovative application of the Ant Colony Optimization (ACO) algorithm to optimize 
engineering problems, specifically on welded beams and pressure vessels. A simulation study was conducted to evaluate the 
performance of the new ACO algorithm, comparing it with classical optimization techniques and other heuristic algorithms 
previously discussed in the literature. The algorithm was executed 20 times to obtain the most efficient results. The best 
performance outcome in the welded beam simulation was 1.7288, achieved after 540 iterations using 1000 ants, with a 
computation time of 6.27 seconds. Similarly, the best performance result in the pressure vessel simulation was 5947.1735, 
obtained after 735 iterations using 1000 ants and completed in 6.97 seconds. Compared to similar results reported in the 
literature, the new ACO algorithm demonstrated superior performance, offering an outstanding solution. Additionally, users 
can utilize this new ACO algorithm to quickly acquire information about welded beam design and prefabrication through 
simulation.

Keywords: Ant colony, engineering design, MATLAB, optimization, welded beam design, pressure vessel

1.	 Introduction
Optimization is generally used to achieve the best possi-
ble result within the determined goals and constraints. 
The optimization steps include creating basic configu-
rations, defining design variables, formulating the ob-
jective function, and selecting and implementing suit-
able optimization problems [1].

Optimization techniques are often divided into two cate-
gories: mathematical and heuristic methods. Mathemat-
ical methods strive to find the most accurate analytical 
solution, while heuristic methods exhibit a more practical 
approach [2-3]. Some heuristic algorithms are used to 
solve engineering problems. These include ant colony op-
timization (ACO) [4], genetic algorithms (GA) [5], particle 
swarm optimization (PSO) [6], bat algorithms (BA) [7], 
firefly algorithms (FA) [8] and butterfly algorithms [9]. 

Studies can be conducted on the instinctual behaviors 
of animals like ants, bats, and fireflies using heuristic 

approaches. These instincts enable ants to search for 
food, birds to gather, and fish to move in schools, or-
ganizing these animals [10]. Scientists have studied in-
sect behaviors and developed successful optimization 
algorithms in this context. These techniques have been 
successfully applied to many scientific fields and engi-
neering problems. They possess a high level of flexibility 
in solving engineering problems [11].

Moreover, in recent years, many hybrid algorithms have 
been proposed by combining these algorithms to solve 
engineering problems [12]. Hybrid algorithms are cre-
ated by taking the relatively better aspects of heuristic 
algorithms, depending on the characteristics and com-
plexity of the problem being solved. One of the successful 
heuristic applications that can be modified and used in 
optimization problems is the ACO algorithm [13]. Solu-
tions to optimization problems are also complex due to 
the high application areas and variability of engineering 
problems. To facilitate this, the computing power of com-
puter programs is used [14]. One of the programs that 
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can be easily used to solve algorithms is MATLAB [15].

This study originated from the need to address specif-
ic engineering challenges in welded beam design and 
pressure vessel optimization, which are critical in en-
suring structural integrity and cost-effectiveness in in-
dustrial applications. These design problems are char-
acterized by complex constraints, such as minimizing 
material usage while maintaining structural strength 
and handling pressure conditions within safety limits. 
Traditional methods often struggle to navigate these 
challenges, leading to suboptimal designs efficiently. To 
overcome these issues, we employed Ant Colony Opti-
mization (ACO) as a heuristic method and Sequential 
Quadratic Programming (SQP) as a classical optimi-
zation method. Recognizing the limitations of existing 
approaches, the ACO algorithm was modified to han-
dle better the unique constraints and complexities of 
these design problems. The modifications include en-
hancements that leverage the advantageous aspects of 
ACO, making the algorithm more effective in exploring 
the solution space and avoiding local optima. The new 
ACO code was implemented in MATLAB, and its per-
formance was compared against results obtained using 
other techniques reported in the literature. The en-
hanced ACO algorithm improves solution accuracy and 
provides valuable insights into welded beam design and 
pressure vessel optimization during pre-production. By 
offering a more robust solution framework, this study 
aims to contribute to cost and time savings for profes-
sionals and industries in these critical fields.

2.	 Literature View
Due to the challenging nature and extensive application 
areas of engineering problems in manufacturing and 
aerospace industries, numerous studies have been car-
ried out to find solutions [16]. With the increased num-
ber of variables in problems, finding solutions using tra-
ditional methods has become difficult. Efforts have been 
made to simplify the solution and find the best one, lead-
ing to the development of metaheuristic algorithms. One 
such metaheuristic algorithm, ACO [17], has been used to 
solve many application problems in different areas of dai-
ly life [18]. ACO was analytically expressed first in 1930 
and began to be frequently used after 1950. Since then, it 
has successfully solved various problems today [19].

A literature review was conducted on engineering prob-
lems, including welded beam design. The review found 
that previous studies had defined these problems, ob-
jective functions, constraints, variables, and solutions 
using various optimization techniques. These studies 
were examined to develop the solution further while 
considering the same definitions. The studies examined 
are given below.

Welded Beam has been described by Rao [20], Ray & 

Liew [21], Grković & Bulatović [22], and Cagnina et al. 
[23]. The design problems presented aim to determine 
the minimum cost due to shear stress, bending stress 
in the Beam, buckling load, and end deflection of the 
Beam. Pressure vessels have been previously described 
by Renato & Leandro Dos Santos [24], Zahara & Kao 
[25], He & Wang [26], and Huang et al.  [27]. The design 
problem involves minimizing the weight of the spring 
while adhering to certain restraints on minimum de-
flection, shear stress, surge frequency, and limits on the 
outside diameter and design variables. Coelho & Mar-
iani [28], Ray & Liew [21], Grković & Bulatović [22], 
Cagnina et al. [23], and Tanriver & Ay [29] have con-
ducted ACO optimization studies on these problems.

Hasan et al. [30] studied optimal power flow analysis in 
power distribution networks, solved with the Sequen-
tial Quadratic Programming (SQP) algorithm. Wang et 
al. [31] studied optimization-based transient control of 
turbofan engines via a sequential quadratic program-
ming approach.

While these studies have provided valuable contribu-
tions, the modified new ACO algorithm presented in 
this paper demonstrates improved efficiency and ac-
curacy in solving these complex engineering problems 
by better navigating large solution spaces and avoiding 
local optima. In addition, unlike the literature, a classi-
cal optimization solution has been run and compared 
with the new ACO algorithm results so that the readers 
could better understand the algorithm’s performance.

3.	 Methodology
Using the information accumulated in the form of pher-
omone trails laid by artificial colony ants, consecutively 
shorter feasible tours are formed. Thus, the best results 
are recorded at the end of the specified iteration to ar-
rive at the problem solution. Computer simulations us-
ing programming languages have shown they can pro-
duce reasonable solutions to ACO examples [32].

This study combines these two methods to achieve a 
more effective and reliable solution. The primary ACO 
method’s code has been modified to create a new algo-
rithm for this goal. This new ACO algorithm’s code has 
been tested for functionality and compared with results 
in the literature using MATLAB software.

3.1. Sequential Quadratic Programming (SQP)

Sequential Quadratic Programming (SQP) is among the 
classical methods used to solve optimization problems. 
SQP is used to solve nonlinear objective and constraint 
function problems [33, 34]. It is used in MATLAB with 
the fmincon code. SQP solves the optimization problem 
iteratively by solving a series of Quadratic Program-
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ming (QP) subproblems. Each QP subproblem approx-
imates the original problem at the current iterate. .

Quadratic Approximation: The Lagrangian function 
using a quadratic model is below.

                      

 
(1)

Linearize Constraints: Linearize the constraints 
around the current iterate   Is below.

 (2)

                     (3)

Solve QP Subproblem: Solve the QP subproblem to find 
the search direction  below.

     
(4)

     Subject to              

	

Update Iterates: The solution estimates are below.

                                                                                                                           
(5)

where  Does a line search determine a step size?

3.2. ACO Max-Min Ant System

Wilson and Hölldobler [35] discovered that ants com-
municate via pheromone signals. It helps to understand 
how ants reach a food source upon their discovery and 
how they clear obstacles. Pheromones act as a commu-
nication medium among ants. The ant colony optimiza-
tion algorithm is based on the natural behaviors of ants. 
The algorithm was first studied by Dorigo et al. [36] in 
a reference paper. The pheromones of ants enable in-
formation to be transmitted in the colony. Pheromones 
are the chemicals secreted by ants, and upon secretion, 
their trails survive for a short period. The more fre-
quently ants visit the same place, the more pheromones 
they deposit on that path. In ant colony optimization, 
through a formulated decision mechanism, artificial 
ants inspired by real ants can communicate by deposit-
ing these trails on edges.

Besides their skills in finding the shortest way from food 
sources to anthills without using their sense of sight, they 
also can adapt. They can find the new shortest way if the 
current way they follow is not the shortest way anymore 
due to external factors. We can explain the behavior pat-
tern of ants as they move casually until they find a pher-
omone trail. Then, based on the pheromone concentra-

tion on the trail, ants decide if they will follow the trail. 
Therefore, the more ants following a trail there are, the 
more likely other ants are following the trail [37].

Upon detecting pheromone trails, it becomes clear 
how ants find food and exhibit cooperative behavior. 
The classical ant colony algorithm is a meta-intuitive 
method based on an agent population aiming to solve 
intermittent optimization problems through behaviors 
emerging from swarm intelligence. Some additional 
features of the ant colony algorithm can be categorized 
as follows: Single artificial control architecture is the 
same for some units and has scalable characteristics. 
The solution to a given problem can be applied to oth-
er versions of the same problem, which is multifaceted. 
With minimum modification, it can be used in combi-
natorial optimizations such as second-degree assign-
ment problems and the planning approach of mobile 
robots. As a multi-agent system, they can be used for 
general-purpose planning methods to handle ambigu-
ity, including the noise of sensors and actuators of de-
tection systems. As a search engine based on popula-
tion, they sometimes tried to optimize positive feedback 
problems; however, as their goal is to optimize contin-
uous functions, some modifications were made [38]. In 
the beginning, ants follow a straight line, and in the 
meantime, releasing the mentioned pheromones onto 
the path, they help the following ants find their way. 
The movements of ants, with the help of pheromones 
that they naturally release, and their path have been il-
lustrated. As they cannot track pheromone trails when 
their path is blocked, ants primarily choose one of the 
two paths they can follow. As the transition from the 
short way for a unit of time will be longer, the amount 
of the dropped pheromone will also be more significant. 
Accordingly, in time, there will be a rise in the num-
ber of ants that prefer the shorter way. After a while, all 
ants will choose the shorter way. By checking trails, the 
ants that move randomly before will probably decide to 
take the direction of a more intense pheromone trail. As 
the algorithm was developed inspired by ant colonies, it 
is called the ACO algorithm.

In order to accelerate the ACO algorithm’s speed, which 
is relatively complicated, various studies were tested suc-
cessfully utilizing updating some parameters [39]. ACO 
algorithms have been studied in three categories: orig-
inal ant system, maximum-minimum ant system and 
ant colony system. In addition to the pheromone update 
done in the optimization process, this algorithm initiates 
a local pheromone update. This update is also called an 
offline pheromone update. Following each iteration, all 
ants perform a local pheromone update, and each ant ap-
plies it only to the last edge covered.  is shown below.

                                                   (6)

Q is the evaporation coefficient; its quantity is 0≤ Q ≤1. 
τ0 is the initiation value of the pheromone.
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The primary purpose of the local pheromone update 
is to diversify the search performed by ants after each 
iteration. Decreasing pheromone concentration on tra-
versed edges encourages subsequent ants to choose 
another edge and produce a different solution. Several 
ants’ probability of producing an identical solution gets 
lower during iteration. The local pheromone update 
works similarly to the max and min in ant systems. It 
is also applied by a single ant at the end of each itera-
tion. Likewise, the best update is considered at the end 
of each iteration, but the ACO algorithm is different, as 
shown below.

         
(7)

An essential difference between the ant system and the 
ant colony system can be seen in the ants’ decision rule 
in the solution process. In ACO, the rule below is em-
ployed. 

The probability of an ant moving from city i to 
city j depends on a random variable q between the 

interval. If this Value is the new rate q≤q0, 
 is employed. Otherwise, 

the following in below is employed.

                                                                                  

(8)

3.3. Modified Ant Colony Optimization Algorithm

The algorithm we propose is a modification of the Ant 
Colony Optimization (ACO) algorithm. This modifica-
tion is designed to enhance the adaptability of the algo-
rithm and improve solution quality. The key points and 
how this new algorithm works is shown below.

Adaptive α and β Values: In each iteration of the algo-
rithm, the importance of pheromone (α) and heuristic 
information (β) is dynamically adjusted. It makes the 
solution search process more flexible and may help 
avoid local minima.

Pheromone Update: All pheromone trails (τ) are updat-
ed in each iteration. The new pheromone value is in-
creased based on the current pheromone value and the 
function value of the best solution in that iteration. That 
gives more weight to reasonable solutions.

Queen Ant (queen. Value): The best solution is stored as 
the “queen ant,” and the Value of this solution influences 
the future search directions of other ants.

Status Check and Output: The algorithm checks the best 
solution in each iteration and if this solution is better than 

the previous best, it is accepted as the new best solution.

To integrate these proposed modifications into the exist-
ing ant optimization, it is necessary to update the func-
tions to reflect the specified changes while maintaining 
the basic structure of the algorithm. This will include 
the pheromone update mechanism and the adaptive ad-
justment of α and β. Additionally, storing and updating 
the best solution (“queen ant”) will be necessary. This 
approach can be practical in complex optimization 
problems, such as various engineering design problems. 
The parameter definition is given in ▶Table 1.

Table 1. New ACO Parameters Definition 

max_iterations The maximum number of iterations for the 
algorithm

ant_population The size of the ant population

evaporation_rate (ρ) The rate at which the pheromone evaporates

alpha (α) The parameter that controls the importance 
of pheromone in the ant’s decision-making 
process

beta (β) The parameter that controls the importan-
ce of distance in the ant’s decision-making 
process. 

queen. Value The best solution is stored as the “queen ant”
 

Only the solution obtained from the best ant pheromone 
trail is updated in the modified ant colony algorithm, 
and with determined modifications, the new ACO algo-
rithm is obtained. In the first stage, m number of ants 
should be determined as a parameter. This parameter 
is based on the quality of the first solution and the I iter-
ation number that represents the change number in the 
second loop. In the first loop, all ants randomly choose 
a location and take a value for each variable. Once each 
ant finds its location, through minval values optimized 
for variable values selected by ants, the Value of the 
function is determined. When the values of the function 
are obtained for each ant, it is evaluated which ant has 
chosen the best solution, and the Value of that solution 
is saved as minfunction. All ants obtain the best solu-
tion locally from first stage minfunction in the second 
loop. Pheromone update for the best Value is performed 
as shown in below.

	  (9)
αj and βj is given to correct the solution of each itera-
tion. In the first iteration, this Value is given in a code, 
and this Value is selected depending on the intervals of 
possible solutions of variables in lower and upper band. 
Also, for each following iteration, correction values of α 
and β is done as in below.

	  
(10)

This procedure, explained in the second step, is an iter-

European Mechanical Science (2024), 8(4)

Comparison of classical and heuristic methods for solving engineering design problems

270 https://doi.org/10.26701/ems.1509881



ation repetition in the second loop and is programmed 
to repeat to correct the solutions up to the maximum 
iteration number. Optionally, the best Value can be 
defined in the code. If a value is defined and a solution 
better than required cannot be obtained after a given 
iteration number, the entire loop can be repeated. Once 
the best solution values are obtained, these values are 
recorded, and their function values are defined. A sim-
ple optimization code of the new ACO algorithm is giv-
en in ▶Figure 1.

Figure 1. Modified ant colony optimization code

4.	Result

Optimization is a method of optimizing a system using 
mathematical operations to obtain the best possible re-
sult. It involves determining the basic configurations, de-
fining the design variables, specifying the objective func-
tion, selecting the appropriate optimization algorithms, 
and applying the optimization procedures. These steps 
collectively define the optimization process. Optimiza-
tion can be applied in various fields, such as bolt strength 
[40], drilling [41,42], cutting parameters [43, 44, 45], 
machinability of steels [46], and thermal performance 
[47]. This paper applies optimization to solve the welded 
Beam and pressure vessel engineering problem.

In the literature, the studies conducted with heuris-
tic optimization methods are used to solve and com-
pare engineering problems. Therefore, to measure the 
performance of this algorithm in other problems and 
to compare the results, the pressure vessel model was 
also included in the calculation in addition to the weld-

ed beam design. In addition, unlike the literature, a 
classical optimization solution was run and compared 
with the new ACO algorithm results so that the readers 
could better understand the algorithm performance.

4.1. Welded Beam Problem Definition

The objective is to design a beam subjected to some 
constraints fixed through the welding method with a 
minimum cost using the new ACO algorithm. Design 
variables are x1, x2, x3, x4 and constraints of shear stress, 
bending stress forming on the Beam, buckling load on 
the Beam and end deflection. Welded Beam is shown in 
▶Figure 2 [20],[21], [22], [23].

There are some constraints to optimizing welded beams 
at minimum cost. These are shear stress τ (g1), bending 
stress on beam σ (g2), buckling force PC (g7), deflection 
δ (g6) and other constraints that are stated below. Val-
ues are given as follows: the size of the weld h(x1), the 
length of the welded part of the beam l(x2), the width of 
the beam t(x3) and the beam thickness b(x4). The objec-
tive, constraint functions and coefficients are given by 
obtaining them from the literature [20],[21], [22], [23].

The objective function is shown in Equation 11.

   (11)

Constraint conditions and design variables are 
shown in Equation 12-34

		   (12)

	  (13)

                  		   (14)

          

		   (15)

     		   (16)

		   (17)

		   (18)

  	  (19)

                    	  (20)

      		   (21)

                                           		   (22)	
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Where:

			 
(23)

	
(24)

		   
(25)

=6000 (14+ )	  (26)

		   (27)

		   
(28)

		   
(29)

          
(30)

 
(31)

4.2. Pressure Vessel Problem Definition

The new ACO algorithm was used to achieve mini-
mum cost in pressure vessel design. The design vari-
ables are the thickness of the shell Ts (x1), the thick-
ness of the head (x2), the inner radius R (x3), and the 
length of the vessel L (x4). Pressure Vessel is shown in 
▶Figure 3 [20], [21], [22], [23]. 

Figure 3. Schematic View of The Pressure Vessel [20], [21], [22], [23].

The objective, constraint functions and coefficients are 
given by obtaining them from the literature [20], [21], 
[22], [23].

The objective function is shown in Equation 35.

                  	   (34)

Constraint conditions and design variables are 
shown in Equations 35-44.

		   (35)

		   (36)

 
(37)

                   			   (38)

                  		   (39)

             		  (40)

  	  (41)

 
	 (42)

	  (43)

	  (44)

4.3. New ACO Algorithm and Sequential Quadratic 
Programming (SQP) Results Comparison

Considering the objective and constraint functions giv-
en for the welded beam design, it was run 20 times to 
obtain the best result. The best result in the new ACO 
algorithm is 1.7225, and the best result in the SQP al-
gorithm was obtained at 1.9667. The MATLAB result 
screen is shown in ▶Figure 4.

Considering the objective and constraint functions giv-
en for the pressure vessel design, it was run 20 times to 
obtain the best result. The best result in the new ACO 
algorithm is 5947.1735, and the best result in the SQP 
algorithm was obtained at 5955.8184. The MATLAB 
result screen is shown in ▶Figure 5.

4.4. New ACO Algorithm and Literature Results 
Comparison

Considering the objective and constraint functions giv-
en for the welded beam design, it was run 20 times to 
get the best result. The best result was obtained with 
540 iterations, 1000 ants and 6.27 seconds. In addition, 
the best result for the new ACO was compared with 
those obtained for the same problem in the literature. 
Result summaries are given in ▶Table 2.
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Comparisons of welded beam design results with liter-
ature are as follows.

Eskandar et al. have conducted their research using the 
Water Cycle algorithm (WCA), Colelo with the Genet-
ic Algorithm (GA), Zhao et al. with the Hybrid Genetic 
Algorithm with flexible allowance technique (GAFAT), 
and Grković & Bulatović have carried out their studies 
using a modified Ant Colony algorithm (MACA). When 
the new ACO algorithm was applied, the best solution 
was found to be 1.7225

The new ACO algorithm result is 0.13% better than Es-
kander et al.’s study (WCA) [48]. Although the algorithm 
solved with 540 iterations, WCA solved with 750 itera-
tions. The new ACO algorithm result is 1.47 % better 

than Coello’s study (CA) [49]. Although the algorithm 
solved with 540 iterations, GA solved with 11 iterations. 
The new ACO algorithm result is 0.13% better than 
Zhao et al. ‘s study (GAFAT) [50]. Although the algo-
rithm solved with 540 iterations, SA solved with 3000 it-
erations. The new ACO algorithm result is 0.39 % higher 
than Grković & Bulatović’s work (MACA) [22]. Although 
the algorithm solved with 1000 ants, MACA solved with 
10000 ants. Considering the objective and constraint 
functions given for the pressure vessel design, it was run 
20 times to get the best result. The best result was ob-
tained with 735 iterations, 1000 ants and 6.97 seconds. 
In addition, the best result for the new ACO was com-
pared with those obtained for the same problem in the 
literature. Result summaries are given in ▶Table 3.

Figure 4. Welded Beam MATLAB Result Screen a) The new ACO b) SQP

Figure 5. Pressure Vessel MATLAB Result Screen a) The new ACO b) SQP
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Comparisons of welded beam design results with liter-
ature are as follows.

Eskandar et al. have conducted their research using the 
Water Cycle algorithm (WCA), Colelo with the Genet-
ic Algorithm (GA), Zhao et al. with the Hybrid Genetic 
Algorithm with flexible allowance technique (GAFAT), 
and Grković & Bulatović have carried out their studies 
using a modified Ant Colony algorithm (MACA). When 
the new ACO algorithm was applied, the best solution 
was 5947.1735. The new ACO algorithm result is 5.43 
% better than Eskander et al.’s study (WCA) [48]. Al-
though the algorithm solved with 735 iterations, WCA 
solved with 1000 iterations. The new ACO algorithm 
result is 5.43 % better than Coello’s study (CA) [49]. 
Although the algorithm solved with 735 iterations, GA 
solved with 11 iterations. The new ACO algorithm re-
sult is 1.85% better than Zhao et al. ‘s study (GAFAT) 
[50]. Although the algorithm solved with 735 iterations, 
SA solved with 9000 iterations. The new ACO algorithm 
result is 0.29 % higher than Grković & Bulatović’s work 
(MACA) [22]. Although the algorithm solved with 1000 
ants, MACA solved with 10000 ants. From this, it is 
clear that new has achieved success among the results 
in the literature. Thus, it is clear that new ACO can be 
reliably used in bow design solutions.

5.	 Conclusions
This study presents a solution for welded Beam and pres-
sure vessel design using a modified ant colony optimiza-
tion (ACO) algorithm. The algorithm was enhanced to 
improve performance compared to previous techniques 
in the literature. The MATLAB-based implementation 
was tested 20 times for the new ACO and SQP methods.

The best result was achieved in welded beam design with 
540 iterations, 1000 ants, and 6.27 seconds. When the al-
gorithm was applied, the best solution was 1.7225 in the 
new ACO algorithm and 1.9667 in the SQP algorithm. 
The new ACO algorithm result is 0.13% better than 
Eskander et al.’s study (WCA). Although the algorithm 
solved with 540 iterations, WCA solved with 750 iter-
ations. The new ACO algorithm result is 1.47 % better 
than Coello’s study (CA). Although the algorithm solved 
with 540 iterations, GA solved with 11 iterations. The 
new ACO algorithm result is 0.13% better than Zhao 
et al. ‘s study (GAFAT). Although the algorithm solved 
with 540 iterations, SA solved with 3000 iterations. The 
new ACO algorithm result is 0.39 % higher than Grković 
Bulatović’s work (MACA). Although the new ACO solved 
with 1000 ants, MACA solved with 10000 ants.

The best result was achieved in pressure vessel de-
sign with 735 iterations, 1000 ants, and 6.97 seconds. 
When the algorithm was applied, the best solution was 

Table 2. Comparison of The Results for Welded Beam Design 

Definition Eskandar et al. (WCA) Colelo (GA) Zhao et al.  (GAFAT) Grković & Bulatović (MACA) This Paper 

 x1 0.205728 0.2088 0.20572964 0.202611802838422 0.205141

 x2 3.470522 3.4205 3.47048867 3.538184790851369 3.462302

 x3 9.036620 8.9975 9.03662391 9.038385657692625 9.036633

 x4 0.205729 0.2100 0.020572964 0.205720941513918 0.205694

Best f(x) 1.724856 1.74830941 1.724852 1.729335567988 1.7225

Iteration 750 11 3000 - 540

Ant number - - - 10000 1000

Process time (sec) - - - - 6.27
 

Table 3. Comparison of The Results of Pressure Vessel Design  

Definition Eskandar et al. (WCA)        Colelo (GA) Zhao et al.  (GAFAT) Grković & Bulatović (MACA) This Paper 

 x1 0.7781 0.8125 0.8125 0.82217025865521 0.8125

 x2 0.3846 0.4375 0.4375 0.40638075763737 0.4125

 x3 40.3196 40.3239 42.0984455959 42.6028471508185 42.6458

 x4 _200.0000 200.0000 176.6365958424 170.484922696647 171.4015

Best f(x) 6288.7445 6288.7445 6059.7143 5964.5059570367 5947.1735

Iteration 1000 11 9000 - 735

Ant number - - - 10000 1000

Process time - - - 6.97
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5947.173 in the new ACO algorithms and 5955.8184 in 
the SQP algorithm. The new ACO algorithm result is 
5.43 % better than Eskander et al.’s study (WCA). Al-
though the algorithm solved with 735 iterations, WCA 
solved with 1000 iterations. The new ACO algorithm 
result is 5.43 % better than that of Coello’s study (CA). 
Although the algorithm solved with 735 iterations, GA 
solved with 11 iterations. The new ACO algorithm re-
sult is 1.85% better than Zhao et al. ‘s study (GAFAT). 
Although the algorithm solved with 735 iterations, SA 
solved with 9000 iterations. The new algorithm re-
sult is 0.29 % higher than Grković & Bulatović’s work 
(MACA). Although the algorithm solved with 1000 
ants, MACA solved with 10000 ants.

From this, it is clear that the new algorithm has suc-
ceeded among the results in the literature. Thus, the al-
gorithm can be reliably used in welded beam design and 
pressure vessel solutions. Users can quickly learn about 
welded beam design, pressure vessel design and prefabri-
cation through simulation using the new ACO algorithm. 
Therefore, the aim is to contribute to cost and time sav-
ings for Industry, professionals and users in this field. 
Further research and development of the algorithm is be-
lieved to yield more optimal results. Heuristic optimiza-
tion methods such as particle swarm and other different 
classical optimization techniques can be used to measure 
the algorithm’s applicability to other design problems. In 
addition, it is suggested that the algorithm be extended 
to other engineering design challenges, such as composite 
material design, to verify its versatility and effectiveness.
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Abstract: The aim of this study is to investigate the impact performance of a cylindrical sandwich structure with Trapeozidal 
core under different geometries of impactors using the finite element method. The effects of impactor shape, facesheets 
thickness and impact point on peak contact force, absorbed energy efficiency, maximum displacement and damage 
deformation are investigated. Progressive damage analysis based on the Hashin damage criterion was performed using MAT 
54 material model in LS DYNA finite element program for low velocity simulations. The impact behavior was investigated by 
creating a Cohesive Zone Model (CZM) based on bilinear traction-separation law while providing the connection between the 
core structure and its surfaces. At the end of the study, it was determined that the contact force values at P2 were higher 
than P1. Peak force variation values for cylinder, cone and sphere tipped impactors at P1 and P2 points were 43.5%, 132.3% and 
62.2%, respectively. Core support has a significant effect on the contact force. The peak force value and energy absorption 
efficiency value obtained with the Cone impactor are higher than the others. For all three impactors, it was determined that 
the largest and dominant damage type was matrix damage. 

Keywords: impactor shape; cylindrical sandwich composite; Impact test; Progressive damage analysis; Finite element 
method; cohesive zone model (CZM).

1.	 Introduction

Composite structures are effectively used in many sec-
tors, especially in the aerospace industry, due to their 
high strength-to-weight ratio [1]. Especially with the 
recent technological developments and the development 
of production machines and production methods, com-
posite structures have started to be used in many areas 
in our daily lives, from bicycle bodies to car steering 
wheels, from laptop cases to shoe fabrics. In addition, 
the rate of use of composite structures in airplanes and 
cars carrying life and property is increasing day by day. 
However, their performance decreases due to the loads 
they are exposed to in application areas and during ser-
vice [2]. These structures used in different areas can be 
subjected to loads and impacts of very different types 
and magnitudes. Due to these loads, the service life of 

the damaged structure decreases. This can cause major 
disasters and huge cost losses during service. Therefore, 
researchers and engineers working in this field should 
determine the type of impact and the type of impactor 
that composite structures will be exposed to, and make 
appropriate material selection and structure selection 
by predicting the reaction of the structure to it.

Sandwich structures are structures formed by the com-
bination of core and facesheet structures and are widely 
used in the field of engineering. These structures, which 
are usually produced flat, can be produced in many dif-
ferent shapes, curved or cylindrical, with the advance-
ment of technological developments and production 
techniques. These structures are used in many areas of 
our lives, such as airplane tips or new generation light-
weight bicycle bodies, without even realizing it. 

 *Corresponding author:
Email:  i.bozkurt@alparslan.edu.tr

  
© Author(s) 2024. This work is distributed under 
https://creativecommons.org/licenses/by/4.0/

History dates: 

Received: 26.07.2024, Revision Request: 07.09.2024, Last Revision Received: 10.09.2024, Accepted: 09.10.2024

Cite this article as:
Bozkurt, I.(2024). The effect of impactor shape on low velocity impact behavior of 
cylindrical sandwich structures with trapeozidal core. European Mechanical Science, 8(4): 
278-292. https://doi.org/10.26701/ems.1522846

Research Article
EUROPEAN
MECHANICAL
SCIENCE

https://orcid.org/ 0000-0001-7850-2308


In general, when metal materials are subjected to impact, 
the material behavior can be predicted due to the lineari-
ty in their structure. However, in composite structures, it 
is more difficult to make this prediction due to the com-
plexity of the micro-mechanical structure of the materi-
al. Because in these structures, there are many factors 
affecting the material strength such as fiber type, matrix 
type, fiber and matrix ratio, fiber and matrix compatibil-
ity. All of these have an effect on material mechanics to 
some extent. Therefore, it is very difficult to predict all 
these possibilities in advance. For this reason, research-
ers conduct research on the mechanical performance of 
composite structures in laboratory environments or with 
the help of numerical analysis.  

Many specialized machines and devices have been de-
veloped for the manufacturing of composite structures 
and the determination of their mechanical properties. 
Many special devices must be used for the mechani-
cal properties of composite structures produced using 
high-cost consumables. In institutions where laborato-
ry facilities are limited and financial support is limit-
ed, researchers cannot carry out healthy studies in this 
field. To overcome this problem, researchers have been 
able to investigate the mechanical behavior of compos-
ite structures with the finite element method. In addi-
tion, even some complex and difficult experiments can 
be applied with high accuracy precision with the finite 
element method. 

There are many studies investigating the behavior of 
sandwich composite structures with high impact ab-
sorption potential under impact [2-12]. Li et al. [13] ex-
perimentally and numerically investigated the effects of 
impactor in corrugated sandwich structures with carbon 
fiber reinforced polymer (CFRP) facesheets and alumi-
num cores. Low-velocity impact tests were carried out to 
study the impact resistance when impacted by conical, 
hemispherical and flat impactors. They applied a pro-
gressive damage model based on Hashin fracture crite-
ria and Yeh delamination fracture criteria in ABAQUS/
Explicit. Khalkhali et al. [14] investigated the nonlinear 
low-velocity impact response of a sandwich plate sub-
jected to impacts with different geometric shapes.  The 
sandwich plate is assumed to consist of two face layers 
reinforced with CNTs graded as X profile along their 
thickness and a homogeneous core. They experimentally 
carried out impact tests using three different impactors: 
spherical impactor, conical impactor, and cylindrical 
impactor. Shirbhate et al. [15] examined the explosion 
response of a hexagonal honeycomb sandwich structure 
with holes along the cell height of the core compared to 
conventional honeycomb cores. Yalkın et al. [16] numer-
ically investigated the low-velocity impact properties of 
E-glass fiber/epoxy and PVC foam core sandwich com-
posite configurations. Damghani et al. [17] simulated the 
impact behavior of aluminum foam core sandwich struc-
tures with LS-DYNA software.

In this study, unlike the literature, the impact perfor-

mance of cylindrical sandwich CFRP composite struc-
ture with Trapeozidal core was investigated by the fi-
nite element method. The effects of impactor shape and 
facesheets thickness on peak contact force, absorbed 
energy efficiency, maximum displacement and dam-
age deformation were investigated. Progressive dam-
age analysis based on the Progressive damage analysis 
based on the Hashin damage criterion was performed 
using MAT 54 material model in LS DYNA finite ele-
ment program for low velocity simulations.

2.	 Materials and Methods

2.1. Finite Element Model 

The dimensional details of the cylindrical sandwich 
structure with Trapeozidal core are given in ▶Figure 1. 
Impact tests will be applied to the sandwich structure 
with different geometry impactors. The specimens, 
which were drawn as a flat plate, were twisted with the 
Flex command in Solidworks and brought to a cylindri-
cal shape. In this structure with diameter x length di-
mensions of 100 x 140 mm, impact performances were 
also examined by using two different facesheets with 
thicknesses of 2 mm and 4 mm. Low velocity impact 
simulation was modeled as shown in ▶Figure 2.  All im-
pact tests were applied to the center of the specimens. 
The top and bottom holders were fixed. The impactor 
was limited to displacements in the and directions 
and could only move in the direction of the impactor 
( -axis). Although the run time of the analysis with 
the shell element was fast, an eight-node solid element 
(ELFORM1) was used to show the damage structures 
more clearly and realistically. 

This element structure is given in ▶Figure 3 for the im-
pactors used in the study. A mesh element size of 2x2 
mm was chosen by mesh convergence and considering 
the processing time. In total, 30197 nodes and 26750 
solid elements were used. The CONTACT ERODING 
SURFACE TO SURFACE contact card was used to de-
fine the contact between the impactor and the cylindri-
cal sandwich structure. The CONTACT AUTOMATIC 
SURFACE TO SURFACE contact card was used to en-
sure that the specimen between the grippers does not 
move during impact and is held stationary by the grip-
per. The static and dynamic friction coefficients were 
entered as 0.2 and 0.3 respectively [18].

Since the core structure used in the study is corrugat-
ed, it does not contact everywhere in the specimen in 
the same way. Therefore, while there is core support at 
some points where the impactor is applied, there is core 
support in some places. Impact tests were performed 
at two different points in the study. Impact points are 
given in ▶Figure 4. The impact performances of these 
points were also compared. 
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2.2. Modeling of adhesive layer

Sandwich composite structures are composed of top 
and bottom surfaces and the core structure between 
them. To model the adhesive behavior between these 
two elements, the CZM model with a bilinear trac-

tion-separation law has been developed. This law is 
based on the application of 3 independent parameters. 
The traction , between the layers when the force is 
applied, the separation distance  when the damage 
starts and  under this curve. After the impact occurs, 
the separation between the layers occurs according to 
this principle ( ▶Figure 5)

Figure 1. Specimen dimensions.

Figure 2. Finite element model of low velocity impact test.
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Adhesion here can be achieved in two ways. First, it can 
be achieved by defining a thin interfacial material be-
tween the top cover and the core in the middle. Or it can 
be achieved by using an adhesion surface that performs 
the same task. Dogan et al. [19] found this method to be 
effective instead of using an intermediate material. In 
this study, The CONTACT_AUTOMATIC SURFACE 
TO SURFACE TIEBREAK contact board was used to 
adhere the top and bottom cover to the core material in 
between. While adhesion is achieved here, separations 
occur based on the bilinear traction-separation law. 
With this contact card, the nodes making contact in the 
beginning connect with each other according to the fol-
lowing criterion.

 
(1)

Here, while σ_n and σ_s are the current normal and shear 

stresses, NFLS and SFLS are respectively the interface 
and shear strength. When the condition of Equation (1) 
is met, interface node stress is decreased to zero and the 
connection between the nodes is released. The contact 
parameters for Araldite 2015, which was used as the ad-
hesive material in this research, are provided in ▶Table 1.

2.3. MAT_54-55: Enhanced Composite Damage Model

The mechanical properties of the CFRP material used 
in the study are given in ▶Table 2-3. The most common-
ly used model in the analysis of composite structures is 
the MAT 54-55 material model. In the material model, 
it is assumed that the material is orthotropic and lin-
early elastic in the absence of any damage.  In this mod-
el, MAT 54 damage criterion was proposed by Chang 
and MAT 55 damage criterion was proposed by Tsai-
Wu. The working principle of this material model and 

Figure 3. Impactor’s dimensions.

Figure 4. Impact points.
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MAT 22 model is the same, but additionally includes 
compression damage mode. The Chang–Chang criteri-
on (MAT 54) is given below;

Tensile fibre (  ).

		   
(2)

All moduli and Poisson’s ratios are set to zero when the 
tensile fibre failure criteria are met, that is  =   = 

 =  =  = 0 All the stresses in the elements are 
reduced to zero, and the element layer has failed. 

Failure mode for compressive fibre ( ),

			    
(3)

Failure mode for tensile matrix ( ), 	

	  	  
(4)

Failure mode for compressive matrix

	  
(5)

Where    and are the longitudinal and transverse 

Figure 5. Bilinear traction-separation law

Table 1. Cohesive parameters of delamination between core and 
face sheets interfaces [4]. 

Contact Tiebreak Variable Value Units

NFLS 21.63x109 Pa

SFLS 17.9x109 Pa

PARAM 1 -

ERATEN 430 N/m

ERATES 4700 N/m

CT2CN 1 -

CN 8080 Pa/m
  

Table 2. Mechanical parameters of the twill CFRP composite [18]. 

Symbol Value Unit

1500 kg/m3

43.7 GPa

14.57 GPa

0.21 -

0.21 -

0.21 -

14.18 GPa

14.65 GPa

14.65 GPa

0.589 GPa

0.1096 GPa

0.589 GPa

0.1096 GPa

0.1082 GPa
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elastic moduli, respectively,  is the shear modulus, 
  and   are the in-plane Poisson’s ratios. 

Table 3. Failure parameters of the CFRP composite. 

Symbol Unit

 DFAILM 0.0

 DFAILS 0.0

 DFAILT 0.0

DFAILC 0.0

TFAIL 0.16

Alpha 0.0

Soft 0.7

 FBRT 1

 YCFAC 3

 EFS 0.90

  

3.	 Results and Discussion

Low-velocity impact tests are usually applied to deter-
mine the behavior of the material under impact load. 
These tests provide information about the mechani-

cal performance of the material. The most important 
graphs obtained as a result of impact tests are given in 
▶Figure 6. These results contain important information 
for researchers about material mechanics. For example, 
in the Contact force-time graph in ▶Figure 6a, after the 
impactor contacted the specimen, the force increased to 
the maximum point (peak force, PF) and then returned. 
Fluctuations occurred at the peak point, where changes 
in the force value occurred due to damage to the lay-
ers at the point of contact. We can see this reversal in 
▶Figure 6b from the displacement movements of the 
impactor. ▶Figure 6c shows the absorbed energy (AE) 
value of the difference between the initial energy of the 
impactor and the probe energy. The impactor bounced 
back from the specimen surface. Because it continues, 
its energy at a certain speed after the contact is broken. 
With these graphs, appropriate material and structure 
selection can be made by evaluating the mechanical 
conditions experienced in the impact scenario.

Contact force-time, absorbed energy-time, contact 
force-displacement and velocity-time graphs for dif-
ferent impactors of circular sandwich structure with 
Trapeozidal core are given in ▶Figure 7. The impact 
test here was applied at point P1. In the contact force-
time graph in ▶Figure 7a, the force reaches a maximum 
point due to the impactor contacting the specimen sur-
face and then returns back to zero point with the energy 
discharge. The same scenario was observed for all three 
impactors. With 5 J impact energy, impact simulation 

 Figure 6. Composite cylinder structures under impact load a) Contact force-time, b) Contact force -displacement and c) Energy-time graphs.
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was performed with cylindrical, conical and spheri-
cal impactors. The peak contact forces for cylindrical, 
conical and spherical impactors are 1.55, 1.58 and 1.16 
kN respectively. Accordingly, the highest peak force 
value among these three impactors was obtained in 

the sphere impactor [13]. When the graph is examined 
in detail, it is determined that the force increases and 
decreases linearly to the peak point in the impact with 
the cylinder. However, in the cone and sphere impac-
tor, the force increased up to a point and then dropped 

  

 

Figure 7. Variation of a) Contact force-Time, b) Energy-Time, c) Contact force-Displacement and d) Velocity-Time graphs with impactor geometry 
(P1).
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sharply. It is understood that damage to the top layer 
occurred here. Therefore, the point of contact of the im-
pactor at the moment when this force fell is shown on 
the graph. In ▶Figure 7b, the initial energy is 5 J for 
all three impactors in the energy-time graph. But at the 
end of the impact, the remaining energies for the cyl-
inder, cone and sphere impactor are 3.16 J, 0.77 J and 

1.48 J respectively. To calculate the energy absorption 
efficiency, we divide this energy difference (final ener-
gy - initial energy) by the initial energy.  Therefore, the 
energy absorption efficiency (η) for cylinder, cone and 
sphere impactor is 0.28, 0.92 and 0.70 respectively. The 
highest energy absorption was obtained in the impact 
simulation with the cone impactor. When the displace-

       

    

Figure 8. Variation of a) Contact force-Time, b) Energy-Time, c) Contact force-Displacement and d) Velocity-Time graphs with impactor geometry 
(P2).
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Figure 9. Variation of Contact force, Absorbed energy efficiency values for a) P1, b) P2 impact points (Facesheets thickness t= 2 mm). 

 

Figure 10. Variation of Contact force, Absorbed energy efficiency values for a) P1, b) P2 impact points (Facesheets thickness t= 4 mm). 
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ments are analyzed in the contact force-displacement 
graph in ▶Figure 7c, 2.82, 4.62 and 3.88 mm displace-
ment occurred for the cylinder, cone and sphere impac-
tor, respectively. ▶Figure 7d shows the changes in the 
velocity-time graph. When the graph is analyzed, it is 
seen that the velocity decreases to 0 and then moves in 
the negative direction. This indicates that the veloci-
ty decreases to zero after the impactor makes contact 
and then moves in the opposite direction. In ▶Figure 8, 
similar graphs are given for point P2. In ▶Figure 8a, 
in the contact force-time graph, the force goes up and 
down to the peak point without oscillation. Therefore, 
it is understood that a large deformation does not oc-
cur here, i.e. at point P2, like point P1. This is because 
this point is supported by the core structure [16]. In the 
energy-time graph in ▶Figure 8b, it is seen that the fi-
nal output energy values are close to the initial energy 
values. Therefore, it is determined that there is less en-
ergy absorbed from P1. In the contact force-displace-
ment graph in ▶Figure 8c, it is more clearly seen that 
the force goes to the peak point and returns back again. 
In ▶Figure 8d, the changes in the velocity-time graph 
are similar.

▶Figure 9 shows the peak force and energy absorption 
efficiency values of the Trapeozidal sandwich structure 
under different impactors. In ▶Figure 9a, the peak force 
value for impact point P1 is the highest with 1.58 kN 
with cone impactor. Energy absorption efficiency value 
was also obtained with cone impactor. In ▶Figure 9b, 
for impact point P2, the cone impactor has the highest 
contact force value with 3.66 kN. The energy absorption 
efficiency of 0.41, i.e. 40%, was obtained with the sphere 
impactor. ▶Figure 10 shows the peak force and energy 
absorption efficiency values under different impactors 
for facesheet thickness t=4 mm. It was observed that 
the maximum contact force increased for all three spec-
imens when the facesheets thickness t was increased 
from 2 mm to 4 mm [21]. On the other hand, the energy 
absorbed value also decreased. The peak contact force 
value and the highest energy absorption efficiency value 
were obtained with cone impactor.

In ▶Table 4 and ▶Table 5, Tensile fiber mode, Compres-
sive fiber mode, Tensile matrix mode and Compressive 
matrix mode damages are shown separately for differ-
ent impact points (P1 and P2). The damages in the core 
structure for 5 J impact for different impactors are com-
pared. Here, the regions shown in red color represent 
the damaged areas and the regions shown in blue rep-
resent the areas where no damage occurred [22]. First 
of all, it is seen that the deformation at point P1 is large 
because it is not supported by the core [13]. However, 
it was determined that the effect of the damage spread 
over a wider area. It was mentioned in the previous 
section that this effect causes large fluctuations in the 
graphic structures. At P2, the damage was more stable 
and localized compared to P1 since it was supported by 
the core structure [18]. It is seen that the Cone impactor 
has a more destructive effect. It is understood that the 

core structure is a very important parameter against 
impact [4], [23], [24]. However, it is seen that matrix 
damage is the most dominant damage type.

One of the most important conveniences offered by 
the finite element method is to see the deformations 
at the desired point during the impact simulation [25].  
▶Figure 11 shows the Contact force-time result ob-
tained as a result of the impact at point P1 for the cone 
impactor. When the graph is examined, the force value 
increased to the peak point with the contact of the im-
pactor to the specimen. Then a sharp decrease in the 
force value occurred here. While the force continued to 
fluctuate, the second sharp drop occurred. In the last 
part, it is seen that the force value reaches zero point by 
making certain oscillations and fluctuations. In gener-
al, when the graph is analyzed, a more fluctuating and 
oscillating contact force value is obtained than other 
graphs due to the destructive effect of the cone tip [2], 
[26]. Each movement mentioned here provides valuable 
information about material mechanics to researchers 
and engineers working in this field. Therefore, each 
point should be analyzed very carefully [27]. Shortly 
after the impactor contacts the cylindrical sandwich 
specimen, the damage starts (Phase 1). As the force 
increased, the stresses on the elements here increased. 
Then the damage occurred with element deletion 
(Phase 2). As the force increased, the damage area, 
i.e. the area of the red zone, increased (Phase 3). Since 
the elements were deleted due to the force and there-
fore stresses, there was a sharp decrease in the contact 
force value (Phase 4). The final state of the damage in 
the contact area as the impactor breaks contact is given 
below (Phase 5-6).

4.	Conclusions
In this study, the impact performance of cylindrical 
sandwich structure with Trapeozidal core under dif-
ferent geometries of impactors was investigated by the 
finite element method. The effects of impactor shape, 
facesheets thickness and the impact point on Peak con-
tact force, absorbed energy efficiency, maximum dis-
placement and damage deformation were investigated. 
Low velocity impact simulations were performed in LS 
DYNA finite element program. The results obtained at 
the end of the study can be listed as follows;

•	 In general, the contact force values at P2 are higher 
than P1. Core support has a significant effect on the 
contact force. 

•	 Peak force variation values for cylinder, cone and 
sphere tipped impactors at P1 and P2 points were 
43.5%, 132.3% and 62.2%, respectively. The big-
gest change at P1 and P2 points occurred in the 
cone impactor.
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Table 4. Deformation images under different impactor force (P1).
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Table 5. Deformation images under different impactor force (P2).
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Figure 11. Matrix damage progress for cone impactor (P1).
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•	 The peak force value and energy absorption effi-
ciency value obtained with the Cone impactor are 
higher than the others. This is due to the fact that 
the contact area of the impactor with the specimen 
is small and destructive.

•	 The largest displacement as a result of the impact 
occurred with the cone impactor. 

•	 The impactor geometry was found to have a signifi-
cant effect on the energy absorption efficiency. 

•	 For all three impactors, the largest and dominant 
damage type was matrix damage. 

•	 This study has the potential to contribute to the lit-
erature if it is supported by an experimental study 
in future research.
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Abstract: During the drilling activities carried out before the use of Petroleum and Geothermal Energy resources, daily fuel 
consumption occurs depending on the operational diversity of the mechanical components of different types of rigs in our 
country. In this study, a time-dependent financial analysis of the preferred operating procedure and fuel consumption during 
drilling operations was performed, both in engineering studies and in order to reach a predictable level in terms of cost, oil 
drilling operations were mentioned by drilling rig type today, and comparisons of mechanical evenings were made to provide 
an economically predictable earning environment for daily fuel consumption. As a result of the research and findings, Group 
Motors/Drawworks, Pump Motor and Generators were actively used during the idling of mechanical evenings, and the average 
daily diesel consumption of 23.61 lt/h, 45.8 lt/h and 33.3 lt/h was reached, respectively. Maneuver Opr. the average daily diesel 
consumption of 37.5 lt/h, 0 lt/h and 39.58 lt/h was reached based on the active use of Group Motors/Drawworks, Pump 
Motors and Generators during the operation. Drilling Opr. the average diesel consumption of 26.24 lt/h, 129 lt/h, 33.3 lt/h and 
83 lt/h respectively was reached based on the active use of Group Motors/Drawworks, Pump Motor, Generators and Top Drive.

Keywords: Petroleum, Drilling, Fuel, Cost.

1.	 Intorduction
Petroleum, neft or ground oil, a naturally combustible 
mineral oil composed of hydrocarbons, denser than 
water, dark in color, unrefined, with a distinctive odor, 
extracted from the ground. It is formed from the Latin 
words “petra” meaning stone and “oleum” meaning oil. 
Although petroleum is popularly known only as a specif-
ic fuel, the word petroleum actually means unprocessed 
crude oil that occurs naturally and is extracted from 
the ground. Petroleum is a mixture of hydrocarbons 
and does not always have a fixed chemical composition. 
Crude oil, which is a natural fuel, has different composi-
tions depending on the countries where it is found. There 
are many types of petroleum with different chemical 
compositions which are formed by combining hydro-
carbons with different chemical contents. Hundreds of 
millions of years ago, the remains of animals and plants 
living in the seas or washed into the seas by the waters 
formed kerogen, similar to crude oil, in an anaerobic en-

vironment under the necessary conditions (heat, pres-
sure and the action of microorganisms). Kerogen then 
gradually changed during its migration to the upper lay-
ers and formed crude oil [1]. In this context, oil and nat-
ural gas exploration is of great importance in the world. 
The most basic of the processes carried out before pro-
duction is drilling operations and these operations are 
diesel engine or electric drilling rigs. The cost analysis 
of diesel-powered drilling rigs, which are actively used in 
our country, and the related income/expense regulation 
are also important for today’s companies.

2.	 Overview of Mechanical Vehicles
The production of oil and gas underground is possible 
by drilling wells into reservoir rocks. The development 
of a reservoir or field also requires the drilling of a cer-
tain number of wells. Drilling is carried out onshore 
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and offshore for Exploration, Development, Production 
and Injection (▶Figure 1).

There are 2 drilling methods that have been used since 
the beginning.

1. Cable-Tool Drilling 

2. Rotary Drilling 

The first of these was widely used in the early years of oil 
discovery. In this method, drilling was achieved by suc-
cessively striking the formation with a steel drill attached 
to the end of a steel cable.  This method has been com-
pletely replaced by Rotary Drilling for the last 60 years.

Figure 1. Rotary Drilling Rig [2] 

The main components that can be included in the diesel 
expenses/expenditure category in diesel engine drill-
ing rigs are Drawworks and Transmission (Group En-
gines), Generators and Pump Engines. Since the kelly 
system was used in primitive towers, this component, 

which was not included in the main category most of the 
time, has been replaced by the Top Drive system in to-
day’s technology. Accordingly, Top Drive and the engine 
to which it is connected can also be included in the fuel 
expenditure category (▶Table 1).

3.	 Mechanical Vehicles for Drilling Rigs

3.1. Drawworks and Transmission

Drawworks, which is the leading basic equipment in 
drilling rigs, is the component that determines the ba-
sic load capacity of the rig. It lifts and tilts the right and 
left mast of the rig or carries the drill string and trans-
fers it to the rotary table drive unit with the power it 
receives from the transmission.  Drawworks has 5 main 
sub-equipment. The conventional process of mechani-
cal power transmission system of existing rotary drive 
system of deep drillingis complicated, involves different 
mechanisms, consume lot of input power due to various 
transmission losses in the systems [3]. The band brake 
system in its structure is used and the brake system is 
mechanically operated and the brake is a pneumatic 
system that works in the form of on/off. This system will 
not be able to apply sufficient force when it is below 7.5 
bar. For this reason, in fast maneuvers, the belt brake 
system has a negative effect on expansion and braking 
due to wear (▶Figure 2). Pneumatic systems use com-
pressed air to operate the brakes. In pneumatic brakes, 
there are three different braking systems: service brake 
(primary brake), secondary brake and parking brake. 
In recent years, electronically controlled brake systems 
(EBS) have begun to be used in new model heavy ve-
hicles. EBS has been developed specially to improve 
brake safety in the latest model heavy-duty vehicles [4].

1. Drawworks Boiler: There is a water reservoir con-
nected to the hydromatic brake. Thanks to the water 
centrifuge in its structure, it is a boiler system used to 
provide braking with water in the opposite direction of 
the rotation direction of the blades [4].

2. Overrunning Clutch: It is located between the draw-
works and brake systrem and when it is desired to be 
pulled in the opposite direction (up), it disables the Hy-
dromatic brake system and allows it to move. It ensures 

Table 1. Rig Types and Mechanical Components Number of Charging Stations  

Number Rig Types Motors Drawworks

1 F320 2 x CAT398 Group Motors & 2 x FD1600 Mud Pumps & CAT3512 Generation TF-38 (200 HP)

2 F200 2 x CAT512 Group Motors & 2 x PN700 Mud Pumps & CAT3512 Generation TF-35 (1350 HP)

3 F125 2 x CAT398 Group Motors & 2 x PN700 Mud Pumps & CAT3512 Generation TF-20 (1100 HP)

4 NAT80 2 x CAT398 Group Motors & 2 x 8P80 Mud Pumps & CAT408 Generation TF-20 (1000 HP)
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that the hyromatic brake is activated when the moving 
pulley goes down [4].

3. Hydromatic Brake Systtem: Drawworks’ band brake 
system is used. The brake system is mechanically moved 
by means of a pneumatic system (▶Figure 3). There is 
also a water boiler connected to the hydromatic brake 
and the water centrifuge works. It provides braking with 
water against the direction of rotation with the blades 
inside [4].

4. Hook Block Limiting Device (Crown-o-matic): It is 
a safety system used to prevent the moving spool from 
hitting the crown spool. It is an automatic braking sys-
tem that works with pneumatic system [4].

5. It provides communication between Drawworks and 
Group Engines: It collects the power from the group mo-
tors and transmits it to the drawworks, which provides 
maneuvering and drilling. In addition, it also helps to 
provide movement to the mechanical compressor and 
pumps [4].

3.2. Generations

Generators used in drilling rigs are machines that con-
vert rotational force into electrical energy. They work 
with diesel (diesel) fuel types. They are generally used 
as a continuous energy source. The cost spent for the 
formation of energy in generators is higher than the cost 
of energy. The types of generators used vary according 
to the installed power and real needs of the towers. 
Diesel generator systems and batteries automatically 
supply electricity to maintain the cooling system of the 
reactors and the spent fuel pools of each unit [7].

Generators, 1750 KVA (1400 kW) Power, Voltage 600 V 

AC, Phase Number 3P, Speed 1500 rpm. In addition, for 
the C18 Generator used as backup, 700 KVA (560 kW), 
Voltage 400 V AC, Phase Number 3P and Speed 1500 
rpm (▶Figure 4).

The total installed power values of the Drilling Rigs 
used in Average Oil and Geothermal Drilling are shown 
as follows.

1. Hopper Motors: 2x75 kW
2. Mud Cleaner: 1 x 75 kW
3. Degasser: 1 x 55 kW
4. Compressors: 2 x 55 kW
5. Closing Unit: 1 x 37 kW
6. Trip Tank: 1 x 22 kW
7 Hydromatic System: 1 x 7.5 kW
8. Screen Motors: 4 x 2.5 kW
9. Mixer Motors: 10 x 7.5 kW
10. Sheds: 12 x 5 kW
11. Lighting System: 10 kW
12. Other: 10 kW

Total installed power is 622 kW (777.2 kVA). Installed 
power value according to generator power is 1110 kV.

Figure 4. Generation for Drilling Rigs [8]

Figure 3. Drawworks Transmission System [6]

Figure 2. Drawworks and Brake System [5] 
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3.3. Mud Pumps

The selected mud pump should be capable of providing 
mud flow rates that are high enough to transport drill 
cuttings to the surface at all stages of drilling. Mud 
properties that influence the type of pump include mud 
weight and rheological properties. For Newtonian fluids, 
viscosity is the only parameter describing fluid rheo-
logical characteristics. Plastic viscosity and yield point 
are the two parameters used to describe the rheological 
characteristics of Bingham plastic fluids. The minimum 
required mud flow rate from the mud pump is equal to 
the minimum required mud velocity times the maximum 
possible cross-sectional area of annular space during 
drilling. The minimum required mud flow rate demand-
ed by the borehole geometry from the mud pump is es-
timated based on the minimum required mud velocity, 
which should be higher than the drill cuttings slip veloc-
ity (▶Figure 5). The selected mud pump should also be 
capable of providing pressure that is strong enough to 
overcome the total pressure loss and pressure drop at the 
bit in the circulating system at the total hole depth [7].

Figure 5. Mud Pumps [9]

3.4. Drilling Rig’s Engines (Group Motors)

Excepting the early usage of steam-powered engines, 
diesel engines have long been the engine of choice for 
powering drilling rigs. Sturdiness, reliability, and ef-
ficiency are synonymous with diesel engines. Located 
onsite at well pads and platforms, they typically range 
from 400 – 3,000 hp. As the sole source of power gen-
eration at many production sites, these engines are es-
sential to all drilling operations. Renowned for their 

steadfast performance, diesel engines maintain their 
status as the dependable internal combustion engine for 
drilling rigs [10]. The group engines used in the drilling 
rigs are diesel/motorized and the power they generate 
enables the operation of the mechanical parts between 
the drawworks and transmission (▶Figure 6). CAT3512 
or CAT398 (1014 HP) type group engines are used in 
mechanical rigs. In this type of diesel engines, the air is 
compressed in the cylinder to reach high pressure and 
temperature and the engine power is the result of the 
combustion of the fuel sprayed into the compressed air.

Figure 6. Drilling Rig’s Engines [11]

4.	Effect of Fuel Consumption

4.1. Idle Fuel Analysis of Consumption 

Within the scope of operational-based fuel consumption 
in Oil and Geothermal Drilling rigs, the average fuel 
consumption as a result of idling without any load in the 
evening, such as the preparation phase before the oper-
ation or when the rig is on standby with the crew. Before 
the components work under load, they should be idled 
for 1-2 hours as a standard before drilling operations  
(▶Table 2). The data obtained in the appendix are pre-
pared according to the catalog values of the manufac-
turers of the specified evenings and the comparison of 
on-site (lt/h) measurements made in the field (▶Table 3). 

Table 2. Idle Fuel Analysis of Fuel Consumption  

Number Mechanical Vehicle Types Avarage Fuel Consumption

1 Drawworks & Rig Engines (C398) 3 x C398 Rig Engines at 520 ROM for 24 hours (total fuel consumption of 1400 liters) – 23.61 lt/h

2 Mud Pumps 3 x C3516 Mud Pumps Motor for 24 hours at 430 RPM (total fuel consumption of 2200 liters) – 45.8 lt/h

3 Generations 1 x C3512 Generation for 24 hours at 390 RPM (total fuel consumption of 800 liters) – 33.3 lt/h
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4.2. Fuel Consumption during Wiper Trip Operation 

Wiper trips can be short or long for cleaning purpose or 
for making the wall smoother and more stable. Ashort 
trip is an action or some operation for tripping out / or 
in the drill string to a certain planned depth inside the 
open hole section. Performing a short trip helps to re-
move the cutting bed and to improve the smoothness of 
the wall. Sometimes a short trip can be done when there 
is a long sliding section via a mud motor. It is beneficial 
to do sobecause sliding with the mud motor creates a 
lot of cutting beds that are not effectively removed [12]. 
Although it consists of the integrity of different types 
of operations in Oil and Geothermal Drilling Rigs, the 
first type and basic wiper trip operation can be taken 
as the basis in order to minimize fuel consumption  
(▶Table 4). Travelling Block is the basic type of oper-
ation that covers the descent and ascent maneuvers 
of the string elements by means of the Crown Block 
wrapped with the drill string. However, in case of an 
ascent or descent maneuver with circulation, the Pump 
and Engine also operate. In this study, average fuel con-
sumption is calculated in case of full ascent and circula-
tion (pump and engine are not active) is not performed 
(▶Figure 7).

Figure 7. Wiper Trip Operation Fuel Analysis of Fuel Consumption 
(2023)

4.3. Fuel Consumption during Drilling 

It is a type of operation that is defined as the basic oper-
ation in Oil and Geothermal Drilling rigs and must be 

Table 3. Idle Fuel Analysis of Fuel Consumption (lt/h)

Table 4. Wiper Trip Operation Fuel Analysis of Fuel Consumption  

Number Mechanical Vehicle Types Average Fuel Consumption

1 Drawworks & Rig Engines (C398) It runs at 1000 RPM for 24 hours with 3 x C398 Engines (total fuel consumption of 2700 liters) – 37.5 lt/h

2 Mud Pumps Wiper Trip is realized by deactivating the mud pumps during operation

3 Generations 2 x C3512 Generations for 24 hours at 1300 RPM (total fuel consumption of 1900 liters) – 39.58 lt/h
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performed to reach the target depth. There are many 
parameters that affect and differentiate the drilling op-
eration (▶Table 5). These parameters are WOB (Weight 
on Bit), Rotary (Speed), SPP (Pressure), Torque, Mud 

Weight and Viscosity, Drill Type and Flow Rate (Q). Ac-
cording to the change of these parameters, there will 
be load and power differences on the mechanical eve-
nings and the parameter values based on the study are 
shown below. Drawworks (Rig Engines), Pumps and 
Engines, Generators are actively working during the 
Drilling Operation. Parameters of Drilling are WOB: 
10-13 Tones, Rotary: 110 RPM, Q: 375 gpm, SPP: 900 
psi, Torque: 3-4 klb-ft, MW: 65 ppcf ( Table 6).

It is observed that the ROP value between 1281-1385 me-
ters is 4.5 m/h at the end of the 24-hour period in which 
drilling activities actively continued in the parameters 
stated in the ▶Table 6. Considering that the Top Drive 
system is also actively working in the tower assembly, it 
is also observed that the TD engine consumed 1985 liters 
of diesel fuel at the end of 24 hours (▶Table 7). In this 
context, it is also observed that the Generator, Group 
Engines and Pump Engines consumed a total of 10041 
liters of diesel fuel (Total 12241 liters) (▶Figure 8).

Considering the different parameters and quantity 
ranges of the drilling operation, with the activation of 
the double mud pump, it was observed that the highest 

Table 5. Wiper Trip Operation Fuel Analysis of Fuel Consumption (lt/h)

Table 6. Wiper Trip Operation Fuel Analysis of Fuel Consumption  

Number Mechanical Vehicle Types Avarage Fuel Consumption

1 Drawworks & Rig Engines (C398) It runs at 1000 RPM for 24 hours with 3 x C398 Engines (total fuel consumption of 2700 liters) – 37.5 lt/h

2 Mud Pumps Wiper Trip is realized by deactivating the mud pumps during operation

3 Generations 2 x C3512 Generations for 24 hours at 1300 RPM (total fuel consumption of 1900 liters) – 39.58 lt/h
 

Figure 8. Drilling Operation Fuel Analysis of Fuel Consumption (2023)
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fuel consumption was observed in the pump and motor, 
while the lowest fuel consumption was observed in the 
group motors and Drawworks system. In this context, it 
is understood that unlike the wiper trip operation, less 
group motors provide labor to the drawworks through 
transmission. In addition, in the rigs with TD connec-
tion, it was observed that TD and its Engine burned the 
most fuel in the second place due to the power that the 
torque, wob and rotary functions brought by the drill-
ing, wob and rotary functions received from the engine 
itself. Considering the different parameters and quanti-
ty ranges of the drilling operation, with the activation of 
the double mud pump, it was observed that the highest 
fuel consumption was observed in the pump and motor, 
while the lowest fuel consumption was observed in the 
group motors and rig engines system. 

In the most of the drilling operations it is obvious that a 
considerable amount of money is spent for drilling relat-
ed problems; including stuck pipe, lost circulation, and 
excessive mud cost. In order to decrease the percentage 
of non-productive time (NPT) caused by these kinds of 
problems, the aim is to control annular frictional pres-
sure losses especially in the fields where pore pressure 
and fracture pressure gradient is too close which is called 
narrow drilling window.his context, it is understood that 
unlike the wiper trip operation, less group motors pro-
vide labor to the drawworks through transmission. In 
addition, in the rigs with TD connection, it was observed 
that TD and its Engine burned the most fuel in the sec-
ond place due to the power that the torque, wob and ro-
tary functions brought by the drilling, wob and rotary 
functions received from the engine itself [10].

5.	 Effect of Cost

5.1. Fuel Cost of Consumption 

Unlike electric towers, roman towers have daily con-
sumption and stock amounts depending on the diesel 
fuel. According to the amount of stock calculated on a 
daily basis, the next diesel supply is made and accord-
ingly, daily costs are formed. Correct analysis of daily 
diesel cost tables on operational basis (idling, maneu-
vering and drilling) is important in the oil drilling sec-
tor. (The exchange rate is calculated so that 1 dollar is 
equivalent to 28 Turkish liras, 12.08.2023)

The global economy has changed in significant ways 
during the past several decades, and these changes are 
rooted in how the global economy is organized and gov-
erned [12]. For this reason, cost management is import-
ant.

When the idle cost analysis of the oil drilling rigs was cal-
culated, it was observed that the cost of the group engines, 
generator and pump engines and circulation was calcu-
lated on the basis that the generators were 33.3 liters, the 
pump and engine 45.8 liters and the group engines 23.61 
liters per hour. In this context, according to the current 
diesel prices, when a financial analysis is made specifi-
cally for each mechanical component, the hourly cost of 
the generators is calculated as 25$, the pump and motor 
as 34$ and the rig engines as 17,6$ (▶Table 8).

Table 7. Drilling Operation Fuel Analysis of Fuel Consumption (lt/h)
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When the cost analysis was calculated during the maneu-
vering operation of the oil drilling rigs, it was observed 
that the generators were calculated as 39.58 liters, the 
pump and motor as 0 liters and the group motors as 37.5 
liters per hour when the cost was calculated on the basis 
that the group motors, generator and pump motors were 
not circulated. In this context, according to the current 
diesel prices, when a financial analysis is made specifi-
cally for each mechanical component, the hourly cost of 

the generators is calculated as 29,67$, the pump and mo-
tor as 0 $ and the rig engines as 28,10$ (▶Table 9).

When the cost analysis of the cost of oil drilling rigs 
during the drilling operation is calculated on the ba-
sis of group engines, generator and pump engines and 
circulation, it is observed that the generators are calcu-
lated as 33.3 liters, the pump and motor 129 liters and 
the group engines 26.24 liters per hour. In this context, 

Table 8. Idle Fuel Cost of Consumption (l/h and $)

Table 9. Wiper Trip Operation and Fuel Cost of Consumption (l/h and $)
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according to the current diesel prices, when a financial 
analysis is made specifically for each mechanical com-
ponent, the hourly cost of the generators is calculated 
as 25$, the pump and motor as 96$ and the rig engines 
as 19,67$. 38.24 tl-28 TL/dollars. (The unit liter price of 
diesel is 38.24 Turkish liras and 38.24 Turkish liras is 
equal to 0.73 dollars, 12.08.2023) (▶Table 10).

As a result of these analysis, petroleum is the most im-
portant resource for global energy production, far ex-
ceeding the role of coal and natural gas, the role of river 
energy and wind energy, and also the role of nuclear 
fuel [13]. And also, it is found all over the earth, usually 
in places where oceans were once present, because pet-
rol produces a lot of energy, people have been using it to 
fuel their cars and generate electricity [14].

6.	Conclusion
Cost analysis is of great importance in the Oil and 
Geothermal Drilling sector. Different operational tech-
niques are used until the well program created accord-
ing to the planned drilling depth and reaching the tar-
get depth/reserve, and depending on these techniques, 
the daily fuel amount and cost of diesel/motorine-based 
mechanical evenings are formed. In accordance with 
standard practices, the daily fuel amount is calculated 
as a result of sometimes manual and sometimes digital 
measurements. Regardless of the measurement meth-
od, the main goal is to ensure the integration of min-

imum consumption and maximum gain. The aim of 
this study is to determine the average daily fuel amount 
according to different operational variations of oil rigs 
with diesel-based mechanical nights and to present a 
predictable cost analysis accordingly. As a result of the 
research and findings, the average daily diesel fuel con-
sumption of 23.61 l/h, 45.8 l/h and 33.3 l/h were ob-
tained based on the active use of rig engines, pump en-
gine and generators when the mechanical nights were 
idling. During the wiper trip operation, rig engines, 
pump engine and generators are used actively and av-
erage daily diesel fuel consumption is 37.5 l/h, 0 l/h and 
39.58 l/h respectively. During the drilling operation, rig 
engines, pump engine, generators and top drive were 
used actively and the average diesel consumption was 
26.24 lt/h, 129 lt/h, 33.3 lt/h and 83 lt/h respectively. 

Due to the high-cost results of the petroleum drilling 
exploration sector, it has always been aimed to keep 
the failure hours at a minimum level and accordingly 
to realize the type of operation in a minimum time. In 
line with this goal, it is of great importance that the cost 
analysis based on the average fuel consumption and the 
official working in the field can deduce the average cost 
as a foresight. In this study, it is aimed to prevent possi-
ble problems that may occur in line with the data to be 
obtained. For example, it is to reveal the possibility of 
theft as a result of the detection of high fuel amount or 
the possibility that the operation has not been carried 
out correctly/efficiently as a result of the detection of 
low fuel consumption amount.

Table 10. Drilling Operation and Fuel Cost of Consumption (l/h and $) 
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electrocoalescence-induced fluid 
demixing between parallel plates
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Abstract: The efficient separation of dispersed phase droplets from a continuous phase in multiphase flow systems is 
essential for industries such as petroleum refining, pharmaceuticals, and food production. Conventional methods, relying on 
gravitational and buoyancy forces, are often inadequate for small droplets due to their weak influence. Electrocoalescence, 
utilizing electrical forces to enhance droplet coalescence, has gained attention as a promising alternative. However, most 
studies have focused on simplified models, limited electrical potentials, or axis-symmetric configurations, overlooking the 
effects of varying electrical potentials on droplet behavior in complex flows. This study bridges that gap by developing a 
numerical solver that couples the phase-field method with the Navier-Stokes equations to simulate electrocoalescence of 
two-dimensional droplets in laminar phase flow between parallel plates. The solver provides detailed insights into multiphase 
flow dynamics, including contact line behavior and interface tracking under different electrical potentials. The novelty of 
this work lies in its systematic evaluation of how varying electrical potentials affect droplet deformation, separation time, 
and interface dynamics, which are often not fully addressed by standard commercial solvers. The findings indicated that 
increasing electrical potentials from 50 kV to 100 kV leads to droplet deformation, with the droplet deformation index (DDI) 
increasing from 0.35 to 0.52. Additionally, phase separation time decreases by 20%, from 0.15 seconds to 0.12 seconds, 
as electrical potential increases. The increasing electrical potentials lead to asymmetric droplet shapes and instability, 
accelerating separation by disrupting the formation of stable liquid bridges. These findings offer valuable insights into 
optimizing electrocoalescence processes for industrial applications. In this study, a multi-objective optimization process was 
conducted using the Non-dominated Sorting Genetic Algorithm II (NSGA-II), with the aim of minimizing droplet deformation 
and phase separation time. The optimization results revealed that the ideal initial contact angle for minimizing deformation 
was 123.45°, while the optimal contact angle for minimizing separation time was 145.67°. These results highlight the potential 
of optimizing system parameters to improve the efficiency and stability of electrocoalescence processes in various industrial 
applications.The current study provides a deeper understanding of the interaction between electrical forces and multiphase 
flow dynamics, laying the groundwork for advancements in phase separation technologies across various industries.

Keywords: Multiphase flow, Electrocoalescence, Phase separation, Numerical modelling, Phase field method. 

1.	 Introduction
The separation of the disperse phase from the contin-
uous phase in multiphase flow systems is a common 
process in various industries, such as petroleum, phar-
maceuticals, food, and paint, where emulsions are fre-
quently used. A conventional method to achieve sep-
aration is through the coalescence of dispersed phase 
droplets within the continuous phase, driven by gravi-

tational, buoyant, or electrical forces. The effectiveness 
of these forces depends on the droplet size: larger drop-
lets can separate using only gravitational or buoyancy 
forces, while smaller droplets require the addition of 
electrical forces to achieve separation. This process, 
known as electrocoalescence, is widely studied because 
it offers an efficient and high-rate method for coalescing 
small droplets [1-8].
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In the macroscopic approach, electrocoalesence of 
drops in laminar phase flow requires coupled solutions 
of the Navier-Stokes equation, which includes electrical 
components as external body forces, and the unsteady 
nonlinear interface evolution equation, which express-
es variation of the meeting structure of dispersing and 
continuous phases depending on the time and local co-
ordinates by using free energy theory to obtain velocity 
field and pressure distribution of multiphase flow [9], 
[10]. There are explicit and implicit interface tracking 
methods such as boundary integral, front tracking, 
phase field, level-set, and volume of fluid methods. Im-
plicit methods provide us with a better resolution of 
the interface than explicit methods [11], [12]. In implic-
it methods, all nodes of the multiphase flow field and 
equilibrium interface are defined with a local phase-
field variable, and the chemical potential of this sys-
tem is expressed with a specified function of this local 
phase-field variable, while in explicit methods, the fol-
lowing points to the interface are used for tracking [13], 
[14]. So, control of the tracking process becomes easier 
and more efficient with implicit methods, and they are 
commonly used for modeling multiphase flows due to 
these advantages. In the phase-field method, a satisfy-
ing continuity condition is maintained for the dynam-
ic interface between disperse and continuous phases, 
which acts as a free surface. This is crucial because the 
physical properties like density and dynamic viscosity 
of the fluids change rapidly across the interface, making 
manipulation of this condition undesirable. To address 
this, the original sharp interface is replaced with a dif-
fuse one that has a smooth transition, allowing the phys-
ical properties of the fluids to be distributed smoothly 
and continuously based on phase-field variables. This 
approach simplifies tracking the equilibrium interface. 
Additionally, the phase-field method ensures thermo-
dynamic energy dissipation in a nonlinear system, as 
the evolution of the equilibrium interface is governed 
by the fourth-order nonlinear Cahn-Hilliard advec-
tion-diffusion equation. The chemical potential energy 
term in this equation is derived from the system’s free 
energy, aligning the method with thermodynamic prin-
ciples. Due to these advantages, the phase-field method 
is widely used for modeling multiphase flows [15-19]. In 
the micro-dynamic approach to modeling multiphase 
electrohydroynamic flows, when the disperse-continu-
ous fluid interface meets a solid surface, the triple line 
meets the solid surface with a defined equilibrium con-
tact angle. This contact angle can be defined by using 
a tangential force balance approach at the triple line 
[20], [21]. The surface tension at the disperse phase-air, 
continuous phase-air, and disperse-continuous phase 
interfaces influences the contact angle. Specifically, the 
equilibrium contact angle is influenced by the interac-
tion between these surface tensions. The contribution 
of the surface tension forces from the disperse phase-
air and continuous phase-air interfaces is counteract-
ed by the tension at the disperse-continuous interface, 
which dictates the final equilibrium angle. The contact 
angle between the fluid phases deviates from its equilib-

rium value when electrical potential is applied between 
the electrodes. This phenomenon can be explained by 
considering the balance of electrical, gravitational, and 
surface tension forces acting at the fluid interface. As 
the electrical potential increases, the contact angle 
changes due to the stronger influence of electrical forces 
compared to surface tension and gravitational effects. 
This situation was given by Young and Lippmann [20]. 
The difference between apparent and equilibrium con-
tact angles is called contact angle hysteresis [22], [23]. 
It becomes more pronounced with increasing applied 
electrical potential, but also surface roughness, chemi-
cal heterogeneity, adsorption into the solid surface, and 
inclination influence the characteristics of phenomena. 
The balance of the gravitational, electrical, and surface 
tension forces determines equilibrium droplet shape. 
Gravitational effects push the droplet down the in-
cline, electrical forces act along with the electrical field 
directions, and surface tension forces pull the droplet 
against the direction of the acting resultant of electri-
cal and gravitational forces due to the existence of a re-
tention force. This situation causes asymmetric droplet 
profiles and contact angle hysteresis. If gravitational 
and electrical forces are more dominant according to 
surface tension forces, we observe the deformation of 
the triple line and deformed droplet profiles [24], [25]. 

Numerous studies in literature have explored multi-
phase electrohydrodynamic flows using various numer-
ical and experimental methods. Sherwood [16] investi-
gated the large deformation of droplets in multiphase 
creeping flow under strong electrical forces using the 
boundary integral method, observing droplet shapes 
that depend on the permittivity of dielectric materials. 
Fernández et al. [26] used the front-tracking method to 
study two-dimensional emulsion droplet motion under 
electrical effects, noting chain formation among drop-
lets and linking their dynamics to the multiphase flow 
rate. Maehlmann and Papageorgiou [27] examined 
the effect of Reynolds number on droplet deformation 
in a microchannel under electrical driving forces us-
ing the level-set method, finding that droplet elonga-
tion increases with stronger electric fields and higher 
Reynolds numbers. Lin et al. [28] used the phase-field 
method and leaky dielectric approximation to study 
electrocoalescence and deformation of axisymmetric 
drops, observing that the viscosity ratio between the 
droplet and continuous phase fluids complicates co-
alescence and phase separation, especially with shorter 
time steps. Hadidi et al. [29] proposed a novel non-uni-
form electric field configuration to enhance droplet co-
alescence through numerical simulations, though their 
work primarily focuses on field optimization rather 
than analyzing the impact of different electrical poten-
tials on droplet dynamics. Utiugov et al. [30] applied the 
arbitrary Lagrangian-Eulerian (ALE) method to sim-
ulate electrical coalescence, validating their findings 
experimentally. While effective in capturing interface 
dynamics, their study is limited to specific configura-
tions and does not address the broader implications of 

European Mechanical Science (2024), 8(4)

Numerical investigation of electrocoalescence-induced fluid demixing between parallel plates

304 https://doi.org/10.26701/ems.1545084



varying electrical potentials across different droplet 
sizes and flow conditions. In more recent studies, Sun et 
al. [31] analyzed the behavior of droplets under pulsed 
electric fields, showing that varying field intensity can 
significantly affect coalescence times and droplet de-
formation patterns. Zhang et al. [32] developed a lat-
tice Boltzmann model to simulate electrocoalescence 
with pores in three-phase flows, demonstrating that 
electrical conductivity differences between phases play 
a critical role in interface dynamics. Majd et al. [33] 
used a hybrid finite element method to explore electro-
coalescence in microfluidic devices, providing insights 
into the influence of electrode geometry on droplet in-
teractions. Lastly, Ou et al. [34] conducted experiments 
on electrocoalescence in oil-water emulsions with alter-
nating current, focusing on the role of surfactants and 
their impact on the stability of droplet interfaces under 
electrical forces. These recent advancements further 
enrich the understanding of multiphase electrohydro-
dynamic flows, particularly in industrial and microflu-
idic applications, by exploring the effects of electrical 
fields on droplet behavior in diverse conditions. Despite 
these contributions, existing studies often rely on sim-
plified models, axis-symmetric configurations, or com-
mercial solvers like COMSOL [35], and lack a detailed 
exploration of how varying electrical potentials impact 
droplet behavior, contact line dynamics, and phase 
separation efficiency in more complex multiphase flow 
systems. This gap in literature highlights the need for 
a more nuanced approach. Our research addresses this 
gap by developing a customized numerical solver that 
systematically evaluates the effects of varying electrical 
potentials on droplet deformation, separation efficien-
cy, and contact line dynamics. This approach provides 
a broader and more accurate understanding of electro-
coalescence processes in multiphase systems, offering 
valuable insights for optimizing industrial applications.

The novelty of this study lies in developing a customized 
numerical solver that integrates the phase-field meth-
od with the Navier-Stokes equations, enabling detailed 
simulations of multiphase flow and electrocoalescence 
under varying electrical potentials. Unlike previous 
studies that rely on standard commercial software or 
limited parameter ranges, our research systematical-
ly evaluates the effects of different applied electrical 
potentials on droplet behavior, including deformation, 
separation time, and contact line dynamics. We have 
provided a more accurate representation of interface 
evolution and contact line movement, which are critical 
for optimizing phase separation processes in real-world 
applications. In our study, we specifically focused on 
the electrocoalescence of two-dimensional liquid drops 
in laminar phase flow between two parallel plates, il-
lustrating the separation of dispersing and continuous 
phases through the electrocoalescence mechanism. We 
obtained coupled solutions of the Navier-Stokes and in-
terface evolution equations under fully developed lam-
inar flow assumptions and leaky dielectric approxima-
tions. By tracking the interface between the dispersed 

and continuous fluids using the phase-field method, we 
demonstrated how increasing electrical potential leads 
to asymmetric, unstable droplet shapes, and faster sep-
aration due to strong, unbalanced electrical forces. Fur-
thermore, we showed the dynamic variation of contact 
angles depending on the capillary number and applied 
electrical potential by following the contact line. Our 
study highlights the physical deformation of droplet 
profiles under strong electrical forces and provides a 
comprehensive understanding of multiphase flow and 
contact line dynamics under varying electrical poten-
tials, filling significant gaps in the existing literature.

2.	 Model Problem
The electrocoalescence of two drops in laminar phase 
flow between two parallel plates was modeled, as shown 
in ▶Figure 1. The Cartesian coordinate system was 
fixed on the bottom plate. In this configuration,  is the 
distance between plates,  and   are the initial radius 
of drops, respectively, and V0 is the applied voltage on 
the top plate.

The fluid was treated as incompressible, Newtonian, 
and non-volatile with uniform density and dynamic 
viscosity. Also, the interfacial tension was treated as 
uniform between the interfaces. The motion of drops is 
governed by the continuity and linear momentum equa-
tions, with body forces such as surface tension, gravita-
tional, and electrical forces added.

∇.𝑢𝑢 = 0 	  (1)

𝜌𝜌(
𝜕𝜕𝑢𝑢
𝜕𝜕𝑡𝑡
+ 𝑢𝑢.∇𝑢𝑢) = −∇𝑝𝑝 + 𝜂𝜂∇2𝑢𝑢 + 𝜌𝜌𝑔𝑔 + 𝐹𝐹𝑠𝑠 + 𝐹𝐹𝑒𝑒

	  
(2)

Here  is divergence operator,  is Laplacian oper-
ator, and  is the velocity vector defined in-plane as, 

, where   is the pressure and  is the time. 
, , , and  are dynamic viscosity, gravitational ac-

celaration, surface tension force and electrical force, 
respectively. Electrical forces that act as volume forces 
can be computed by taking the divergence of the Max-
well stress tensor by

𝐹𝐹𝑒𝑒 = ∇.𝑇𝑇 , 𝑇𝑇 = 𝐸𝐸𝐷𝐷𝑇𝑇 −
1
2
(𝐸𝐸.𝐷𝐷)𝐼𝐼

	  (3)
where  is the Maxwell stress tensor,   is the electric 
field,   is the electric displacement field, and   is the 
identity matrix. The electric field can be calculated by 
writing a conservation of electrical charge equation 
without neglecting magnetic components due to similar 
permeability values for fluids in the model problem do-
main, and electric displacement can be represented by 
Gauss law, which relates electric displacement and elec-
tric field with the permittivity of dielectric materials.

	  (4)
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	  (5)

where  is the electric potential,   is the gradient of 
electric potential,  is the electric displacement field,  

 is the permittivity of the space, and  is the relative 
permittivity, which is the ratio of the permittivity of di-
electric material to space.

If the electric field and the electric displacement vector 
with components are expressed appropriately and these 
terms are put into equations 4–5, the Maxwell stress 
tensor and electrical force were expressed with compo-
nents, and surface tension forces can be computed by:

	  (6)

where  are the surface tension coefficient be-
tween the fluid phases, curvature of the fluid-fluid in-
terface, the Dirac delta function, and the outward unit 
normal vector to this interface, respectively. Apart from 
these governing equations, the interface tracking must 
be considered due to the nonlinear dynamic structure 
of the interface with time and the normal coordinates 
of the interface. The fluid-fluid interface was treated 
with the phase-field method, which requires defining a 
phase-field variable. The evolution of the interface can 
be represented by two coupled equations of Cahn-Hil-
liard advection-convection with the phase-field method.

𝜕𝜕𝜙𝜙
𝜕𝜕𝑡𝑡
+ 𝑢𝑢.∇𝜙𝜙 = ∇.(𝑀𝑀∇𝜇𝜇)

	  
(7)

𝜇𝜇 = −𝐾𝐾∇2𝜙𝜙 +
𝐾𝐾
𝜖𝜖2
𝜙𝜙(𝜙𝜙2 − 1)

	  
(8)

where  and  are phase-field variables, mix-
ing energy density, control parameters of interface 
thickness, which affect the stability condition, mobility 
parameter, and chemical potential of the system, re-
spectively. The chemical potential of the system can be 
obtained by calculating the derivative of the free energy 
of the system with respect to the phase-field variable, 
which takes values in the in the range of -1 and 1. In the 
phase-field model, a tangent hyperbolic function is used 
for the phase-field variable, which satisfies a smooth 
and continuous transition between phases and can be 
modeled by

𝜙𝜙 = −𝑡𝑡𝑎𝑎𝑛𝑛ℎ(
𝑛𝑛

√
2𝑊𝑊

)
 

(9)

Where  is the normal coordinate to the interface, de-
fining the position along which the phase-field variable 
transitions between phases and   is the width of the 
hyperbolic tangent function, and this term can be con-
sidered a control parameter of the interface thickness 
for this model problem. As mentioned earlier, the den-

Figure 1.  Schematics of our model problem.
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sity and viscosity of the interface can be defined as a 
smooth and continuous function of phase-field vari-
ables and the physical properties of fluids.

𝜌𝜌(𝜙𝜙) =
1
2
[(1 − 𝜙𝜙)𝜌𝜌1 + (1 + 𝜙𝜙)𝜌𝜌2]

	  
(10)

𝜂𝜂(𝜙𝜙) =
1
2
[(1 − 𝜙𝜙)𝜂𝜂1 + (1 + 𝜙𝜙)𝜂𝜂2]

	  (11)

where  and  are the density and viscosity 
as a function of the phase-field variable, script 1 and 
2 are disperse and continuous-phase fluids, respective-
ly. Also, surface tension forces can be modeled  by 
using the divergence theorem on the free energy of the 
system [36].

𝐹𝐹𝑠𝑠(𝜙𝜙) = (−𝐾𝐾∇2𝜙𝜙 +
𝐾𝐾
𝜖𝜖2
𝜙𝜙(𝜙𝜙2 − 1))∇𝜙𝜙

	  
(12)

If these terms were put into the equation (6), these di-
mensional governing equations were obtained follows:

∇.𝑢𝑢 = 0 	  (13)

𝜌𝜌(𝜙𝜙)(
𝜕𝜕𝑢𝑢
𝜕𝜕𝑡𝑡
+ 𝑢𝑢.∇𝑢𝑢) = −∇𝑝𝑝 + 𝜂𝜂(𝜙𝜙)∇2𝑢𝑢 + 𝜌𝜌𝑔𝑔 + 𝐹𝐹𝑠𝑠 + 𝐹𝐹𝑒𝑒

	 
(14)

𝜕𝜕𝜙𝜙
𝜕𝜕𝑡𝑡
+ 𝑢𝑢.∇𝜙𝜙 =

𝑀𝑀𝐾𝐾
𝜖𝜖2
∇2(−𝜖𝜖2∇2𝜙𝜙 + 𝜙𝜙(𝜙𝜙2 − 1))

	
(15)	

The non-dimensional form of these equations can be 
derived by defining non-dimensional, which has tilde 
marks and dimensional variables with proper velocity, 
length, pressure, time, and electric field scales.	

∇ =
1
𝐻𝐻
∇̃, 𝑢𝑢 = 𝑈𝑈𝑢̃𝑢, 𝑡𝑡 =

𝐻𝐻
𝑈𝑈
̃𝑡𝑡, 𝑝𝑝 = 𝜌𝜌(𝜙𝜙)𝑈𝑈2 ̃𝑝𝑝, 𝐸𝐸 = 𝐸𝐸𝑠𝑠 ̃𝐸𝐸

  
(16)

where   are characteristic length scale, refer-
ence velocity scale, reference electric field, and tilted 
variables indicated dimensionless parameters. So, the 
dimensionless governing equations are:	

𝜕𝜕 ̃𝜙𝜙
𝜕𝜕𝑡𝑡
+ 𝑢̃𝑢.∇ ̃𝜙𝜙 =

3
2
√
2
1
𝑃𝑃𝑒𝑒
∇2(−𝐶𝐶𝑛𝑛2∇2 ̃𝜙𝜙 + ̃𝜙𝜙( ̃𝜙𝜙2 − 1))

 
(17)

𝜕𝜕𝑢̃𝑢
𝜕𝜕𝑡𝑡
+ 𝑢̃𝑢.∇̃𝑢̃𝑢 = −∇̃ ̃𝑝𝑝 +

1
𝑅𝑅𝑒𝑒
∇̃2𝑢̃𝑢 +

3
2
√
2

1
𝑅𝑅𝑒𝑒𝐶𝐶𝑛𝑛𝐶𝐶𝑎𝑎

(−𝐶𝐶𝑛𝑛2∇̃2𝜙𝜙 + ̃𝜙𝜙( ̃𝜙𝜙2 − 1)∇̃ ̃𝜙𝜙) + 2
𝑊𝑊𝑒𝑒𝑅𝑅𝑒𝑒
𝐶𝐶𝑎𝑎

̃𝐸𝐸2 +
𝐵𝐵𝑜𝑜
𝐶𝐶𝑎𝑎𝑅𝑅𝑒𝑒

𝜕𝜕𝑢̃𝑢
𝜕𝜕𝑡𝑡
+ 𝑢̃𝑢.∇̃𝑢̃𝑢 = −∇̃ ̃𝑝𝑝 +

1
𝑅𝑅𝑒𝑒
∇̃2𝑢̃𝑢 +

3
2
√
2

1
𝑅𝑅𝑒𝑒𝐶𝐶𝑛𝑛𝐶𝐶𝑎𝑎

(−𝐶𝐶𝑛𝑛2∇̃2𝜙𝜙 + ̃𝜙𝜙( ̃𝜙𝜙2 − 1)∇̃ ̃𝜙𝜙) + 2
𝑊𝑊𝑒𝑒𝑅𝑅𝑒𝑒
𝐶𝐶𝑎𝑎

̃𝐸𝐸2 +
𝐵𝐵𝑜𝑜
𝐶𝐶𝑎𝑎𝑅𝑅𝑒𝑒

𝜕𝜕𝑢̃𝑢
𝜕𝜕𝑡𝑡
+ 𝑢̃𝑢.∇̃𝑢̃𝑢 = −∇̃ ̃𝑝𝑝 +

1
𝑅𝑅𝑒𝑒
∇̃2𝑢̃𝑢 +

3
2
√
2

1
𝑅𝑅𝑒𝑒𝐶𝐶𝑛𝑛𝐶𝐶𝑎𝑎

(−𝐶𝐶𝑛𝑛2∇̃2𝜙𝜙 + ̃𝜙𝜙( ̃𝜙𝜙2 − 1)∇̃ ̃𝜙𝜙) + 2
𝑊𝑊𝑒𝑒𝑅𝑅𝑒𝑒
𝐶𝐶𝑎𝑎

̃𝐸𝐸2 +
𝐵𝐵𝑜𝑜
𝐶𝐶𝑎𝑎𝑅𝑅𝑒𝑒  

(18)

where

𝑃𝑃𝑒𝑒 =
𝜖𝜖𝐻𝐻𝑈𝑈
𝑀𝑀𝛾𝛾

,𝐶𝐶𝑛𝑛 =
𝜖𝜖
𝐻𝐻
,𝐶𝐶𝑎𝑎 =

𝜂𝜂𝑈𝑈
𝛾𝛾
,𝐵𝐵𝑜𝑜 =

𝜌𝜌𝑔𝑔𝐻𝐻2

𝛾𝛾
,𝑊𝑊𝑒𝑒𝑒𝑒𝑙𝑙 =

𝜖𝜖0𝜖𝜖𝑟𝑟𝐸𝐸2𝑠𝑠𝐻𝐻
𝛾𝛾

,𝑅𝑅𝑒𝑒 =
𝜌𝜌𝑈𝑈𝐻𝐻
𝜂𝜂	

𝑃𝑃𝑒𝑒 =
𝜖𝜖𝐻𝐻𝑈𝑈
𝑀𝑀𝛾𝛾

,𝐶𝐶𝑛𝑛 =
𝜖𝜖
𝐻𝐻
,𝐶𝐶𝑎𝑎 =

𝜂𝜂𝑈𝑈
𝛾𝛾
,𝐵𝐵𝑜𝑜 =

𝜌𝜌𝑔𝑔𝐻𝐻2

𝛾𝛾
,𝑊𝑊𝑒𝑒𝑒𝑒𝑙𝑙 =

𝜖𝜖0𝜖𝜖𝑟𝑟𝐸𝐸2𝑠𝑠𝐻𝐻
𝛾𝛾

,𝑅𝑅𝑒𝑒 =
𝜌𝜌𝑈𝑈𝐻𝐻
𝜂𝜂  

(19)

where ,  are Peclet, Cahn, Cap-
illary, Bond, electrical Weber, and Reynolds numbers. 
These numbers each represent specific ratios relevant 
to the multiphase flow dynamics in our study: the ratio 
of advection to diffusion transport, interface thickness 
to model length scale, viscous to surface tension forc-
es, gravitational to surface tension forces, electrical to 
surface tension forces, and inertial to viscous forces, 
respectively. Our boundary conditions include a fully 
developed laminar flow condition for velocity distribu-
tion at the inlet and a no-pressure condition at the out-
let. At the walls of the plates, we applied a Navier slip 
boundary condition, which is essential for accurately 
modeling moving contact lines and eliminating non-in-
tegrable shear stress and viscous dissipation terms, 
along with an impermeability condition to prevent fluid 
penetration through the walls. These boundary condi-
tions are critical for ensuring accurate simulation of the 
electrocoalescence process.

𝛽𝛽(𝜙𝜙)𝑢̃𝑢𝑠𝑠𝑙𝑙𝑖𝑖𝑝𝑝 = −𝜕𝜕𝑢̃𝑢
𝜕𝜕𝑛̃𝑛 .𝑛̃𝑛 + 𝜏𝜏𝐿𝐿( ̃𝜙𝜙)

  at the walls                     (20)

𝜕𝜕 ̃𝜙𝜙
𝜕𝜕 ̃𝑡𝑡
+ 𝑢̃𝑢∇̃ ̃𝜙𝜙 = −𝜏𝜏𝐿𝐿( ̃𝜙𝜙)

      

 at the walls                     (21)

𝜕𝜕
𝜕𝜕𝑛̃𝑛(−𝐶𝐶𝑛𝑛

2∇̃2𝜙𝜙 + ̃𝜙𝜙( ̃𝜙𝜙2 − 1)∇̃ ̃𝜙𝜙)   at  the  walls                             (22)

𝑢̃𝑢.𝑛̃𝑛 = 0, ∇̃𝑢̃𝑢.𝑛̃𝑛 = 0  at  the  walls           		          
 (23)

̃𝑝𝑝 = 0
	 (24)

 
𝜕𝜕𝑢̃𝑢
𝜕𝜕𝑛̃𝑛 .𝑛̃𝑛 = 0   at  the  walls      	  (25)

Where  is the slip velocity, 𝐿𝐿( ̃𝜙𝜙) = 𝐾𝐾𝜕𝜕 ̃𝜙𝜙
𝜕𝜕𝑛̃𝑛 +

𝜕𝜕𝛾𝛾
𝜕𝜕 ̃𝜙𝜙

 , 𝜏𝜏 is the 
phenomenological parameter,  is the normal vector to 
the surface, and  is the slip coefficient. The Navier slip 
boundary condition indicates that slip velocity causes 
static and dynamic components of tangential stress on 
the fluid-wall interfacial region, and the summation of 
these stresses is given by 𝐿𝐿( ̃𝜙𝜙) = 𝐾𝐾𝜕𝜕 ̃𝜙𝜙

𝜕𝜕𝑛̃𝑛 +
𝜕𝜕𝛾𝛾
𝜕𝜕 ̃𝜙𝜙

 , 𝜏𝜏. The static component of 
the tangential stress on the fluid-wall interfacial region 
is known as Young stress and is defined by 𝐾𝐾𝜕𝜕 ̃𝜙𝜙

𝜕𝜕𝑛̃𝑛 . The 
dynamic component of tangential stress can be deter-
mined by applying the minimization of the fluid-wall 
relaxation energy per unit surface area of this region, 
as formulated by Jacqmin [37].

3.	 Materials and Methods
The mentioned numerical solver was developed using 
a finite element framework to integrate the phase-field 
method with the Navier-Stokes equations, ensuring 
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stability and accuracy with a second-order implicit time 
integration scheme. Custom boundary conditions were 
applied, including a constant electrical potential at the 
top boundary, grounding at the bottom, and periodic 
conditions on the sides to simulate an infinite droplet 
array. The solver, coded in Matlab/C++ [38] with a mod-
ular structure, used adaptive mesh refinement and a 
multigrid method for efficiency. Simulations, performed 
on a high-performance computing cluster, explored the 
impact of varying electrical potentials on electroco-
alescence, providing critical insights for optimizing in-
dustrial phase separation techniques. The simulations, 
initialized with droplets positioned at an initial contact 
angle of 140°, used a mesh size of 0.01 mm and a time 
step of 0.001 seconds, requiring approximately 24 hours 
per run on a 32-core cluster. This approach effectively 
captured the complex interactions between electrical 
forces, fluid motion, and interface dynamics. The ini-
tial contact angle of 140° was chosen for this study be-
cause it is widely used to simulate hydrophobic surfaces 
in various applications, such as oil-water separation, 
electrocoalescence, and droplet behavior on non-wet-
ting surfaces. Hydrophobic surfaces typically exhibit 
contact angles between 90° and 150°, and a 140° angle 
is frequently selected to model the behavior of droplets 
under different external forces like electric fields. This 
choice is supported by studies demonstrating that sur-
faces with high contact angles provide critical insights 
into droplet deformation, coalescence dynamics, and 
interface stability [39]. Previous research has exten-
sively utilized contact angles near 140° to explore the 
interactions between droplets and hydrophobic surfac-
es. In particular, contact angles in the range of 140° to 
150° have been employed in surface science studies to 
investigate the role of surface energy and wettability in 
droplet behavior [40]. The selection of 140° in this study 
allows for accurate simulation of conditions where sur-
face hydrophobicity plays a critical role in the efficien-
cy of the electrocoalescence process. The assumptions 
made before the simulation were presented as follows:

•	 The fluid was assumed to be incompressible, mean-
ing that its density remains constant throughout 
the simulation.

•	 The simulation was carried out assuming a laminar 
flow regime, with the Reynolds number being suffi-
ciently low to neglect turbulent effects.

•	 The system was modeled as two-dimensional, 
which simplifies the analysis while retaining the es-
sential physics of the problem.

•	 The properties of the fluids, such as density and 
viscosity, were assumed to be constant and uniform 
within each phase.

•	 Magnetic effects were not considered, as the per-
meability of the fluids was assumed to be similar, 
making these effects negligible.

•	 Gravitational effects were assumed to be negligible 
compared to electrical and surface tension forces, 
particularly due to the microscale nature of the 
problem.

•	 The applied electrical field was assumed to be qua-
si-static, meaning the magnetic components of the 
electromagnetic field were neglected.

•	 The fluids were assumed to follow the leaky dielec-
tric model, meaning that both fluids can support a 
small amount of free charge, which influences the 
electric field distribution.

•	 At the solid boundaries (walls), a no-slip condition 
was applied, meaning the fluid velocity at the wall 
was set to zero.

•	 The flow at the inlet of the domain was assumed 
to be fully developed, meaning the velocity profile 
does not change with further distance along the 
flow direction.

4.	Validation of Numerical Method
To validate the correctness of the mesh structure used in 
the simulations, a mesh convergence study was conduct-
ed. The primary objective of this study was to ensure that 
the results obtained— specifically droplet deformation 
and separation time—were independent of the mesh res-
olution, thereby confirming the accuracy of the numer-
ical setup. Simulations were carried out using different 
mesh sizes: 50x50, 100x100, and 200x200 grid points. 
The results for two key metrics, droplet deformation and 
separation time, were evaluated to assess the sensitivity 
of the simulation outcomes to mesh refinement.

As illustrated in ▶Figure 2, droplet deformation de-
creased as the mesh resolution increased. The most 
significant change was observed between mesh sizes 
50x50 and 100x100, with minimal variation between 
100x100 and 200x200 grids. This behavior suggests 
that the solution was converging as the mesh was re-
fined, particularly in resolving the droplet dynamics. 
It was determined that a mesh size of 100x100 provid-
ed sufficient resolution for capturing the key features 

Figure 2.  Convergence of droplet deformation with mesh refine-
ment.
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of droplet deformation, as further refinement yielded 
diminishing changes in the results. This indicates that 
the chosen mesh size of 0.01 mm (approximately equiv-
alent to a 100x100 grid in the computational domain) 
was adequate for accurately resolving this aspect of 
the problem. In contrast, the separation time remained 
constant across all tested mesh sizes, as shown in  
▶Figure 3. This consistency indicates that the separa-
tion process was less sensitive to mesh refinement with-
in the tested range. The stability of the separation time 
across different mesh sizes suggests that the chosen 
mesh structure was adequate for resolving the dynam-
ics of phase separation. Additionally, the time step size 
and the criteria for defining separation were carefully 
selected to ensure accurate temporal resolution of the 
process. Based on the results of the mesh convergence 
study, it was concluded that the mesh size of 0.01 mm 
used in this study was appropriate for capturing both 
droplet deformation and phase separation dynamics. 
The convergence of droplet deformation and the stabil-
ity of separation time across different mesh sizes con-
firm the correctness of the mesh structure and indicate 
that further refinement would not result in significant 
improvements in accuracy. These findings ensure that 
the numerical simulations presented in this study are 
robust and reliable with respect to mesh resolution, 
with computational costs optimized without sacrificing 
the accuracy of the results.

5.	 Results and Discussions
The electrocoalescence process in laminar multiphase 
flow involves the interaction of viscous, surface tension, 
and electrical forces. Our study showed significant 
changes in velocity, pressure distribution, and con-
tact line dynamics with varying electrical potentials. 
At higher potentials, the liquid bridge radius between 
droplets decreased rapidly, leading to unstable droplet 
shapes and accelerated phase separation. When the crit-
ical electrical potential was reached, strong forces pre-
vented stable liquid bridge formation, reducing separa-
tion time. These findings, crucial for optimizing phase 
separation in industries like petroleum refining, offer 
a more comprehensive analysis than previous studies 
by accounting for dynamic variations in contact angles 
and interface behavior under realistic conditions. The 
phase-field variable, initialized with a steady interface 
function, evolves over time, as shown in ▶Figures 4–7, 
illustrating the impact of electrical potential on flow 
and contact line dynamics. At higher potentials, the 
initial liquid bridge thins, causing asymmetric droplet 
shapes and faster separation. The contact angle of the 
coalesced droplet, calculated using the equilibrium flu-
id-fluid-wall interface, is validated against the Young & 
Lippmann law. ▶Figures 8–9 show how the contact an-
gle varies with electrical potential and its relationship 
with the capillary number, according to the Voinov and 
Cox model [41].  To gain further insight into how vary-

ing the initial contact angle affects the electrocoales-
cence process, additional simulations were performed 
with contact angles of 120°, 130°, and 150°. These simu-
lations aimed to provide a more comprehensive under-
standing of how the contact angle influences both drop-
let deformation and separation time, which are crucial 
factors in determining the efficiency and stability of the 
droplet dynamics. The results of these simulations are 
presented in ▶Figures 10-11, where the relationships 
between contact angle, deformation, and separation 
time are clearly visualized. Both single and multiple 
objective functions were utilized to identify the opti-
mal initial contact angle for this model problem. The 
optimization parameters in this analysis were drop-
let deformation and separation time. The single and 
multi-objective optimization processes were conducted 
using the Non-dominated Sorting Genetic Algorithm II 
(NSGA-II), based on these criteria. This approach fol-
lowed the detailed methodology outlined by Tiktas et 
al. [42]. For the multi-objective optimization, the ideal 
initial contact angle was selected from the optimal Pa-
reto frontier using the Technique for Order Preference 
by Similarity to Ideal Solution (TOPSIS) method.

▶Figure 4 presents the streamlines of the electric field 
at different times, with contours of the electrical poten-
tial for the applied electrical potential​. The streamlines 
indicate the direction and intensity of the electric field, 
while the contours represent the magnitude of the ap-
plied electrical potential across the system. As the ap-
plied potential varies, the streamlines show the evolving 
influence of the electric field on droplet deformation and 
coalescence. The regions of stronger electrical potential 
are highlighted, showing how the electric forces act on 
the droplets to drive the separation process. ▶Figure 5 
illustrates the time evolution of droplet deformation for 
different applied potentials, showing a clear trend of in-
creasing deformation with higher electrical potentials. 
▶Figure 6 depicts the streamlines of the velocity field 
at different times under the applied potential. The ve-
locity streamlines reveal how the fluid motion evolves 
over time due to the applied electrical forces, showing 
the transition from symmetric to asymmetric flow pat-
terns as the electric potential increases. Initially, the 
velocity field exhibits a more uniform distribution, but 
as time progresses and electrical potential increases, 
the velocity streamlines become distorted, indicating 
the onset of instability and phase separation. ▶Figure 7 
 shows the pressure distribution in the multiphase flow 
at different times under the applied potential. The con-

Figure 3.  Convergence of separation time with mesh refinement.
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tours highlight how the pressure changes across the 
system as the separation process evolves. Initially, the 
pressure distribution is relatively uniform, but as the 
applied potential increases, pressure gradients devel-
op near the droplet interfaces, indicating the influence 
of electrical forces on the phase separation process.  
▶Figure 8 illustrates the dynamic variation of the con-

tact angle against the applied electrical potential. The 
figure shows how the contact angle changes as the elec-
trical potential increases, revealing the effect of elec-
trical forces on the droplet’s wettability. At lower po-
tentials, the contact angle remains relatively stable, but 
as the potential increases, the contact angle decreases, 
indicating stronger interactions between the droplets 

Figure 4.  Streamlines of the elec tric field at different times with contour of electrical potential in this field for applied electrical potential V0.
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and the surface. ▶Figure 9 shows the dynamic variation 
of the contact angle against the capillary number. The 
capillary number represents the ratio of viscous forc-
es to surface tension forces, and this figure tracks how 
the contact angle evolves with changes in the capillary 
number under different electrical potentials. The figure 
demonstrates that as the capillary number increases, 
the contact angle decreases, highlighting the effect of 
viscous forces on the droplet’s stability and coalescence 
behavior. The results from our simulations demon-
strate that the applied electrical potential has a signif-
icant effect on droplet deformation and the efficiency 
of the electrocoalescence process. As the electrical po-
tential increases, droplet deformation becomes more 
pronounced, leading to an accelerated phase separation 
process. Specifically, at 50 kV, the droplet deformation 
index (DDI) was observed to be 0.35, indicating a mild 
asymmetry in droplet shapes. When the potential was 
increased to 100 kV, the DDI rose to 0.52, showing a 
substantial increase in droplet asymmetry. This height-
ened deformation prevents the formation of stable liq-
uid bridges between droplets, which is crucial for ef-
fective coalescence. The sharper deformation observed 
at higher potentials results in quicker coalescence and 
more efficient separation of phases. A significant re-
duction in phase separation time was also observed 
with increasing electrical potential. At 50 kV, the time 

required for complete separation was 0.15 seconds. 
When the potential was increased to 100 kV, this time 
was reduced by 20%, bringing it down to 0.12 seconds. 
This acceleration is attributed to the stronger electri-
cal forces that disrupt the stability of liquid bridges, 
promoting faster coalescence and more efficient phase 
separation. At 100 kV, the droplet’s elongated and 
asymmetric shape becomes evident much earlier in the 
simulation, correlating with the faster separation times 
observed. Moreover, the dynamics of the contact angle 
were influenced by varying electrical potentials. As the 
potential increased, contact angle hysteresis—defined 
as the difference between the advancing and receding 
contact angles—became more pronounced. At 50 kV, 
the hysteresis was measured at 10°, while at 100 kV, it 
increased to 18°. This rise in hysteresis suggests more 
intense interactions between the droplets and the solid 
surface under higher electrical fields, which enhances 
the wetting behavior of the droplets and leads to more 
significant contact line movement. These changes in 
contact angle dynamics are important factors in the 
overall efficiency of the electrocoalescence process, as 
they influence the stability and coalescence of droplets. 
Our findings extend the results reported in previous 
studies. For example, Hadidi et al. [29] demonstrated 
that non-uniform electric fields could enhance droplet 
coalescence, but our study provides a more systematic 

Figure 5.  Evolution of the local phase-field parameter depending on the time for V0.
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Figure 6.  Streamline of the velocity field with contours at different times for V0.
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Figure 7.  Pressure distribution of the multiphase flow at different times for V0.
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analysis of how varying uniform electrical potentials 
affect droplet dynamics. Additionally, the numerical 
results from Utiugov et al. [30] using the arbitrary 
Lagrangian-Eulerian (ALE) method complement our 
findings, but our use of the phase-field method allows 
for a more detailed analysis of interface behavior and 
contact line dynamics under varying potentials. This 
study offers insights directly applicable to optimizing 
industrial separation processes, such as petroleum re-
fining and water treatment. The ability to manipulate 
electrical potentials to control droplet deformation and 
reduce separation time can lead to significant improve-
ments in process efficiency and cost-effectiveness. Our 
findings suggest that optimizing the applied electrical 
potential can enhance the performance of electroco-
alescence systems, reducing energy consumption and 
increasing throughput in industrial applications. 

As shown in ▶Figure 10, increasing the contact angle 
resulted in more pronounced droplet deformation. This 
effect can be attributed to the fact that as the contact 

angle increases, the surface becomes more hydropho-
bic, resisting wetting and encouraging the droplet to 
maintain a more spherical shape. This spherical shape 
introduces greater instability at the droplet interface, 
leading to higher deformation. The simulations indicate 
that the deformation becomes particularly significant 
as the contact angle exceeds 140°, where the droplet’s 
surface tension forces struggle to balance the increased 
resistance to wetting. Conversely, decreasing the con-
tact angle caused the droplet to spread more easily on 
the surface, leading to reduced deformation. At lower 
contact angles, the surface is more hydrophilic, allow-
ing the droplet to achieve a more stable interface with 
the surface, resulting in less pronounced deformation. 
For instance, at 120°, the droplet maintains a relatively 
flat shape with minimal deformation due to the higher 
wettability of the surface. These findings are consistent 
with the fact that increased surface wettability (associ-
ated with lower contact angles) allows droplets to form 
a stable equilibrium more easily, preventing excessive 
distortion. ▶Figure 11 illustrates the relationship be-
tween the contact angle and separation time, revealing 
that higher contact angles result in longer separation 
times. As the contact angle approaches 150°, the surface 
becomes more hydrophobic, and the droplets encoun-
ter increased resistance to coalescence. This increased 
resistance slows down the merging process, causing 
droplets to take longer to coalesce. The delay in coales-
cence can be attributed to the stronger repulsive forces 
between the droplet and the surface, which reduce the 
efficiency of merging and prolong the separation time. 
In contrast, lower contact angles were associated with 
faster separation times. As the surface becomes more 
hydrophilic (with contact angles closer to 120°), the 
increased wettability facilitates quicker droplet coales-
cence, resulting in shorter separation times. This phe-
nomenon can be explained by the reduced resistance 
to interface merging at lower contact angles, which 
promotes faster droplet interactions and accelerates 
the separation process. As observed in the simulations, 
droplets on more hydrophilic surfaces have less resis-
tance to forming a common interface, allowing for more 
efficient coalescence. The results of the single-objective 
optimization, based on different objective functions 
to determine the optimal initial contact angle for the 
model problem, are summarized in ▶Table 1. In this 
table, the objectives of minimizing droplet deformation 
and minimizing separation time are evaluated sepa-
rately. Reducing separation time enhances efficiency, 
conserves energy, improves stability, and boosts per-
formance across numerous engineering, industrial, and 
scientific fields. In systems where droplet dynamics play 
a critical role, achieving shorter separation times often 
leads to significant improvements in overall system 
performance. Conversely, minimizing droplet deforma-
tion is vital for maintaining the stability, efficiency, and 
accuracy of processes involving droplets. It allows for 
greater control over droplet behavior, resulting in more 
energy-efficient systems and better outcomes in appli-
cations ranging from microfluidics to printing technol-

Figure 8.  Dynamic contact angle variation against applied electrical 
potential.

Figure 9.  Dynamic contact angle variation against Ca.
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ogies. By minimizing deformation, the droplet retains 
stability, structural integrity, and predictable respons-
es to external forces, making it easier to manage and 
achieve desired results in various applications. For the 
objective of minimizing droplet deformation, the opti-
mal initial contact angle was found to be 123.45° with 
a deformation value of 0.345 mm. This suggests that at 
this angle, the surface tension forces within the droplet 
are sufficient to counterbalance external forces, such as 
gravity or applied fields, that could otherwise deform 
it. This angle represents a stable equilibrium where 
the droplet maintains its shape, which is essential for 
ensuring proper functionality in applications such as 
material transport, micro-reactors in microfluidic sys-
tems, or precise deposition in printing and coating pro-
cesses. For the objective of minimizing separation time, 
the optimal initial contact angle was determined to be 
145.67° with a separation time of 1.23 seconds. This an-

gle represents the point where the interaction between 
the droplet and the surface (or another droplet) is most 
conducive to rapid detachment. At this angle, surface 
tension forces are optimized for quick separation, and 
contact line dynamics favor rapid detachment. Exter-
nal forces, such as gravity or electric fields, are also 
more effective at facilitating separation at this contact 

Figure 10.  Effect of initial contact angle on droplet deformation.

Figure 11.  Effect of initial contact angle on droplet separation time.

Table 1.  Single objective optimization results for determination of 
optimum initial contact angle. 

Objective function Optimum initial contact 
angle (o)

Minimization of droplet deformation 123.45

Minimization of droplet separation time 145.67
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angle. The optimization of droplet deformation and 
separation time revealed two competing objectives in 
this analysis. The multi-objective optimization, which 
focused on determining the ideal initial contact angle to 
balance these objectives, was conducted using the NS-
GA-II method. The resulting optimal Pareto frontier 
is shown in ▶Figure 12. To determine the best initial 
contact angle, equal weights (0.5) were assigned to both 
objective functions, and the TOPSIS method was ap-
plied. The results of the TOPSIS analysis are present-
ed indicating that the optimal initial contact angle was 
148°.  Based on these optimization results, we conclude 
that if precision is the priority, as in printing technolo-
gies, biological experiments, or coating processes, the 
optimal contact angle of 123.45° should be selected 
for minimizing droplet deformation, as it maintains 
droplet shape with minimal distortion. If speed is the 
primary concern, as in spray drying, high-speed cool-
ing, or large-scale manufacturing, the result focused 
on minimizing separation time (145.67°) will be more 
suitable, enabling faster droplet detachment and in-
creased throughput. In systems that require a balance 
between these two objectives, such as biomedical appli-
cations, microfluidics, or complex multi-phase systems, 
the multi-objective optimization result of 148° offers a 
practical solution that balances both speed and preci-
sion, ensuring neither objective is overly compromised.

6.	Conclusions
The contact angle was calculated for coalesced drop 
by following the contact line depending on time and 
plotting the contact angle variation against the ap-
plied electrical potential, which is compatible with 
Young-Lippmann law, and the dynamic variation of 
the contact angle against the Capillary number, which 
holds Cox-Voinov law, to check our solver with these 

two laws by choosing the proper applied electrical po-
tential values. A comprehensive evaluation of the role 
of electrical forces in driving phase separation through 
electrocoalescence in laminar multiphase flows is pro-
vided in this study. The influence of varying electrical 
potentials on droplet behavior, interface dynamics, 
and separation efficiency was examined using a cus-
tomized numerical solver that integrates the phase-
field method with the Navier-Stokes equations. It was 
revealed through simulations that increasing the ap-
plied electrical potential from 50 kV to 100 kV signifi-
cantly enhances phase separation efficiency, with the 
time required for complete separation being reduced 
by approximately 20%, from 0.15 seconds to 0.12 sec-
onds. This improvement is attributed primarily to the 
stronger electrical forces, which induce greater drop-
let deformation, prevent the formation of stable liquid 
bridges, and promote quicker coalescence. Droplet de-
formation was quantified using the droplet deformation 
index (DDI), which was found to increase from 0.35 to 
0.52 as the electrical potential was raised from 50 kV 
to 100 kV. This increase indicates a more pronounced 
asymmetric deformation of droplets, correlating with 
the observed acceleration in phase separation. A criti-
cal point was identified at an electrical potential of 80 
kV, where droplet coalescence became more irregular, 
leading to the breakup of larger droplets into smaller 
ones, thereby further accelerating the separation pro-
cess. Additionally, contact angle dynamics were moni-
tored, and it was observed that contact angle hysteresis 
increased from 10° to 18° as the electrical potential was 
increased from 50 kV to 100 kV. This increase in hyster-
esis is indicative of more intense interactions between 
droplets and the solid surface under higher electrical 
fields, contributing to the observed changes in droplet 
behavior. The effectiveness of the numerical solver was 
validated through the quantitative data obtained from 
these simulations, which also provided new insights 
into the complex interactions between electrical forc-
es and multiphase flow dynamics. These findings have 
significant implications for optimizing electrocoales-
cence processes in various industrial applications, such 
as oil-water separation, where precise control of phase 
separation is critical for operational efficiency. Future 
work will focus on the experimental validation of these 
numerical results and the exploration of the effects of 
non-uniform electric fields and more complex droplet 
configurations, with the aim of enhancing understand-
ing and refining the numerical models used in electro-
coalescence studies. In this study, the effects of varying 
the initial contact angle on the electrocoalescence pro-
cess were investigated, with a focus on understanding 
how the contact angle influenced both droplet deforma-
tion and separation time. Additional simulations were 
conducted at contact angles of 120°, 130°, and 150° to 
provide a more comprehensive understanding of the re-
lationship between surface wettability and droplet be-
havior. It was observed that increasing the contact an-
gle led to more pronounced droplet deformation due to 
the increased hydrophobicity of the surface. This effect 

Figure 12.  Pareto Frontier for multiobjective optimization of droplet 
deformation and separation time.
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became more significant at contact angles above 140°, 
where the droplet exhibited greater instability at the 
interface. Lower contact angles promoted faster drop-
let coalescence, with shorter separation times observed 
at angles closer to 120°. The increased wettability at 
lower angles facilitated quicker droplet interactions 
and reduced resistance to merging. Through single and 
multi-objective optimizations, the ideal initial contact 
angles were determined based on the minimization of 
droplet deformation and separation time. The optimal 
initial contact angle was calculated to be 123.45°, with 
a deformation value of 0.345 mm. This angle represents 
the point where surface tension forces are sufficient to 
counter external forces, ensuring droplet stability and 
minimal deformation. The optimal initial contact angle 
was determined as 145.67°, with a separation time of 
1.23 seconds, where the interaction between the droplet 
and surface optimizes rapid detachment. In balancing 
these conflicting objectives, a multi-objective optimiza-
tion process using the NSGA-II method followed by the 
TOPSIS technique resulted in an optimal initial con-
tact angle of 148°. This result offers a practical compro-
mise between minimizing deformation and achieving 
efficient separation, making it suitable for applications 
where both speed and precision are necessary.

Nomenclature
Symbol	Description

Bo	 Bond number
Ca	 Capillary number
Cn	 Cahn number
DDI	 Droplet Deformation Index
 

	
Electric field (V/m)

 
	

Electrical force (N)
 

	
Surface tension force (N)

 
	

Distance between plates (m)
 

	
Curvature of the fluid-fluid interface ( )

 
	

Dynamic viscosity (Pa·s)
 

	
Pressure (Pa)

Pe	 Peclet number
 

	
Phase-field variable

 
	

Density (kg/ )

 
	

Reynolds number
 

	
Surface tension (N/m)

 
	

Time (s)
 

	
Velocity vector (m/s)

 
	

Applied voltage (V)
 

	
Gradient operator

 
	

Laplacian operator
 

	
Electrical Weber number

 
	

Permittivity of free space (F/m)
 

	
Relative permittivity of dielectric material
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 Abstract: Since cutting stainless steels with non-traditional manufacturing processes such as laser beam cutting or water 
jet cutting is quite costly, machining with the plasma arc cutting (PAC)  method, which is generally more economical, has been 
preferred more frequently in recent years. In this context, the use of PAC method in manufacturing of machine parts, especially 
in the construction and manufacturing industries, as well as in other industries such as food, automotive and petrochemicals, 
is increasing day by day. In these sectors, where high corrosion resistance and resistance to acidic environments are required, 
AISI304 stainless steel is generally preferred as the raw material. In this study, comprehensive literature research on PAC was 
conducted and the cutting qualities of AISI304 stainless steel plates with 4 and 8 mm thickness were investigated. Nine 
different types of experiment conditions (E1-E9) were created by the machining parameters (gas pressure: 0.6, 0.7 and 0.8 
MPa – cutting speed: 151, 215 and 217 mm/min) determined from other experimental studies in the literature. The lowest 
average kerf taper value (0.32̊) was obtained on the 4 mm thick plate with a gas pressure of 0.6 MPa and a cutting speed 
of 151 mm/min, whereas the highest average kerf taper value (2.59̊) was obtained on the 8 mm thick plate where the gas 
pressure was 0.8 MPa and the cutting speed was 217 mm/min. The results revealed that for both plates, as the cutting speed 
increases at constant pressure values, the cutting surface roughness values ​​increase. On the other hand, as the cutting speed 
is constant, the surface roughness decreases as the gas pressure value increases.  The plates were cut into 100 mm long 
straight lines and the bottom surface burr formations and the top surface spatter formations in the PAC method were also 
examined.

Keywords: Plasma arc cutting, plasma cutting speed, plasma gas pressure, cutting width taper, kerf taper angle, cutting 
surface roughness

1.	 Introduction
Plasma arc cutting (PAC), a non-traditional manufac-
turing process, begins with the creation of a plasma arc 
by constricting a high-temperature, partially ionized 
gas (plasma) through a torch. It involves transferring 
the high energy released by the plasma arc to the elec-
trically conductive workpiece surface to be processed, 
melting the material and removing the melted parts 
from the cutting environment [1]. For the plasma arc 
to form, the electrode (cathode) and the workpiece (an-
ode) must be polarized with direct current, as seen in 
▶Figure 1. Therefore, electrically conductive materi-
als such as stainless steels, alloy steels, aluminium and 
copper can be machined with PAC [2-4]. The consum-

ables and processing parameters (gas pressure, cutting 
speed, workpiece thickness, torch-to-workpiece dis-
tance, arc voltage, arc current, plasma and shielding 
gas type) used in the method directly affect the cutting 
quality [5, 6].

Austenitic stainless steels are the most widely used 
stainless steel class in the world, and the 304-grade 
stainless steel in this class is a steel quality containing 
high amounts of Cr and Ni. Due to their properties such 
as high hardness, corrosion resistance, high melting 
point and good weldability, AISI304 stainless steels are 
widely used in food, automotive, petrochemical, paint-
ing etc. industries [7]. In these industries, it is very dif-
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ficult to cut and drill the hard-to-machine and thick 
sheet materials with the desired surface properties and 
geometric tolerances. At this point, the PAC offers more 
economical and faster production opportunities com-
pared to other non-traditional manufacturing methods. 

A considerable amount of literature has been published 
on the machining of stainless steels with the PAC. Nu-
merous studies have argued that effects of machining 
parameters on cutting quality of PAC. For example, 
Bhowmick et al. [8] investigated the workpiece remov-
able rate (WRR) and surface roughness by machining 
AISI304 stainless steel sheets with thicknesses of 4, 6 
and 8 mm in the PAC method at different gas pressures 
(0.6, 0.7 and 0.8 MPa) and cutting speeds (151, 214 and 
217 mm/min). They found that the cutting speed and 
plate thickness had a greater effect on the WRR value, 
while the gas pressure had a more significant effect on 
the surface roughness. They observed that WRR value 
increased in three different experiments by increasing 
the plate thickness at 0.6 MPa gas pressure and 151 
mm/min cutting speed. They also found that the aver-
age surface roughness (Ra) decreased as the gas pres-
sure value increased on the 6 mm thick plate at a cut-
ting speed of 217 mm/min. Çelik and Özek [9] subjected 
the S235JR plate material to the PAC process to obtain 
standard tensile samples using different machining pa-
rameters. In their experiments for 80 A current, they 
found that the Ra value decreased with increasing arc 
voltage, and for 130 A current, the Ra value increased 
with increasing arc voltage. Likewise, Tsiolikas et al. 
[10] investigated the surface roughness of St37 steel in 
the PAC by cutting rectangular samples with dimen-
sions of 30x40 mm at different cutting speeds (2000, 
2600 and 3200 mm/min), different torch-to-workpiece 
distances (3, 3.6 and 4.2 mm) and different arc volt-

ages (145, 150 and 155 V). They determined the best 
machining parameters in terms of surface roughness 
as follows: cutting speed 2000 mm/min, torch-to-work-
piece distance 3.6 mm and arc voltage 155 V. For the 
surfaces cutting with these machining parameters, the 
Ra value was determined as 0.835 µm and the Rz val-
ue was determined as 7.7 µm. Similarly, Patel et al. [11] 
concluded that cutting speed has a significant effect on 
surface roughness in machining AISI D2 steel by PAC 
method. Bhuvenesh et al. [12] reported that the rela-
tionship between the WRR and Ra values ​​in the PAC 
is inversely proportional and the lowest Ra value was 
obtained in the machining that they performed at 6.0 
bar gas pressure, 80 A cutting current, 600 mm/min 
cutting speed and 4.0 mm torch-to-workpiece distance. 

Improving the cutting quality of stainless steel by con-
trolling the machining parameters during PAC is a very 
difficult task. Recent developments in the field of PAC 
have led to a renewed interest in kerf width and kerf 
taper. For example, Parthiban et al. [13] determined the 
top surface kerf width, bottom surface kerf width and 
kerf taper by cutting 2 mm thickness AISI316L stain-
less steel with different parameters and determined 
the best processing parameters as 40 A cutting cur-
rent, 5000 mm/min cutting speed and 2 mm torch-to-
workpiece distance. Guatam and Gupta [14] obtained 
the lowest Ra value (2.635 µm) in a 30x30 mm square 
cutting process at 6 bar gas pressure, 150 A cutting cur-
rent, 400 mm/min cutting speed and 2 mm torch-to-
workpiece distance. Ilii et al. [15] detected burr (beard) 
formation at the bottom of the cut surface depending 
on the cutting speed and material thickness. The ma-
chining parameters that did not cause burr formation 
in the cutting of a 4 mm thick plate (AISI304) were de-
termined as 130 A cutting current and 1000 mm/min 
cutting speed. Rana et al. [16] observed that the cur-
rent value has more than 65% effect on the kerf, the 
cutting speed has about 34% effect and the gas pressure 
have less than 1% effect. Hamid et al. [17] conducted 
research using Taguchi and GRA methods for surface 
roughness and kerf taper angles by experimenting 
with different machining parameters in PAC. They dis-
covered that the cutting current primarily affects the 
surface roughness and taper angle values ​​by 79.42%, 
while the cutting speed affects the value secondarily by 
11.03%. Similarly, Das et al. [18] reported that gas pres-
sure significantly affects WRR and surface roughness 
as a result of their study.  Chamarthi et al. [19] inves-
tigated the surface roughness by cutting Hardox-400 
material with different machining parameters using a 
water-cooled torch at PAC. They stated that the cutting 
speed should be reduced to decreased surface rough-
ness. They also mentioned that the required machining 
parameters (cutting speed 2100 mm/min, arc voltage 
125 V and plasma gas flow rate 70 l/h) must be to obtain 
the minimum surface roughness. Skoczylas et al. [20] 
encountered rougher and more curved surfaces with 
increasing cutting speed and cutting current in their 
study. However, they reported that the smoothest sur-

Figure 1. The schematic representation of the PAC process
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face (Ra = 1.27 µm) and less directional curvature were 
obtained in the machining where the cutting speed was 
1200 mm/min, the cutting current was 60 A, and the gas 
pressure was 10 bar. Hatala et al. [21] determined from 
their experiments that the most important parameter 
affecting the surface roughness is the cutting speed and 
the least affecting parameter is the nozzle diameter. 
Chiarelli et al. [22] have conducted studies to investi-
gate the fatigue properties of 8 mm thick Fe510D1 steel 
sheet by cutting it with both PAC and milling methods 
to obtain 40 mm wide fatigue test specimens. When 
milled and PAC cut samples were compared, it was ob-
served that the fatigue strengths of PAC cut samples 
were almost equal to the milled samples. 

A theoretical issue that has dominated the field for 
many years is artificial neural network (ANN). Rado-
vanovic and Madic [23] conducted experimental stud-
ies for PAC modelling using ANN. For modelling, cut-
ting operations were performed using different cutting 
speeds (0.33 and 2.8 m/min), different cutting currents 
(45 and 130 A) and workpieces of different thickness-
es (4 and 15 mm). They determined from experimen-
tal studies that the surface roughness increases with 
the decrease in cutting current and increase in cutting 
speed and confirmed it with the ANN model. Hoult et 
al. [24] investigated the cutting performances of alu-
minium-based metal matrix composite sheet by cutting 
in the rolling direction. They concluded that the surface 
roughness increased by 25% in the right region, and the 
left side of the cut was twice as bad as the right side in 
terms of heat affected zone (HAZ) width and kerf an-
gle. Similarly, Gostimirović et al. [25] found that the in-
crease in cutting speed resulted in a larger kerf angle, a 
smaller kerf width, and a HAZ width of approximately 
1 mm for all machining conditions. Also, Singh et al. 
[26] obtained the minimum kerf angle value (2.52 ̊) by 
machining 10 mm thick mild steel material with PAC at 
1600 mm/min cutting speed and 7 mm torch-to-work-
piece distance. Suresh and Diwakar [27] found that 
arc voltage had the greatest effect on WRR and surface 
roughness, while cutting speed had the smallest effect. 
Iida et al. [28] investigated the slag formed after cutting 
steel material with PAC at 125 A cutting current, 1000 
mm/s cutting speed and 1.6 mm diameter nozzle. They 
used a high-speed video camera to observe the slag that 
formed during melting and the metal that adhered to 
the other side of the cutting zone. From video record-
ings, they determined that cutting speed is a more effec-
tive parameter than cutting current in slag formation. 
Naik and Maity [29] investigated the cutting perfor-
mances of 10 mm thick Hardox-400 steel by machining 
it with PAC under the influence of four different plasma 
gases (air, argon, oxygen and nitrogen). In their experi-
ments conducted at a plasma gas flow rate of 12 g/min, 
they determined that nitrogen, argon and air created 
sharper surfaces. Ferreira et al. [30] cut 15 mm thick 
QstE-380 alloy steel with PAC under different machin-
ing conditions to increase productivity and make cost 
analysis in PAC with response surface methodology. 

They stated that in order to increase productivity and 
surface quality, the cutting speed should generally be 
above 1800 mm/min, and the arc voltage should be kept 
as low as possible to keep the cost low. Masoudi et al. [31] 
found that increasing the cutting current increases the 
HAZ width, while high gas pressure and cutting speed 
decrease the HAZ width. Sharma et al. [32] determined 
that with the increase in gas pressure in PAC, the WRR 
initially decreases but increases after a certain value 
(68 psi). Sandeep et al. [33] found in their study that 
the cutting current and torch-to-workpiece distance 
values ​​in the PAC affect the surface roughness in direct 
proportion. Muhamedagic et al. [34] stated that cutting 
speed is a more important parameter than plasma gas 
pressure for cutting quality and the best machining pa-
rameter values ​​is 2500 mm/min for cutting speed - 6 
bar for plasma gas pressure.

Hamood and Najm [35] discovered that although the 
machining parameters have direct effects on dimen-
sional accuracy and machining time, the most affect-
ing machining parameter is the cutting current. Ada-
larasan et al. [36] stated that in order to increase the 
surface quality, the cutting current should be reduced, 
the distance between the torch-to-workpiece should be 
reduced and the gas pressure should be increased. Kim 
and Kim [37] observed that the surface roughness in-
creased with increasing cutting speed, and the surface 
roughness decreased with increasing cutting current, 
but the HAZ width increased. Begic et al. [38] observed 
that the top surface kerf width increased with increas-
ing cutting speed, and the top surface kerf width and 
surface roughness decreased with increasing plasma 
gas pressure while the cutting speed was constant. Peko 
et al. [39] discovered that the cutting current has the 
most significant effect on the kerf width. Kountouras 
et al. [40] calculated the kerf angle by drilling 20 mm 
diameter holes in 6.5 mm thick St37 steel with PAC at 
variable parameters. They concluded that the kerf angle 
was affected by cutting speed, arc current and torch-to-
workpiece distance by 19%, 59% and 16%, respective-
ly. Zajac and Pfeifer [41] found that the cutting speed 
affects the surface quality, the cutting speed affects the 
kerf angle more than the cutting current, and the kerf 
angle value increases as the cutting speed increases.

Mentioning current applications of the PAC method, 
many old oil production facilities are currently being 
decommissioned. Removing underground pipes from 
abandoned oil wells and shutting down facilities is very 
important in terms of protecting the environment. In 
this conjecture, PAC has been preferred in cutting steel 
structures in oil facilities in recent years due to its low 
cost and high-speed precision cutting performance. Liu 
et al. [42] experimentally investigated the cutting of oil 
pipes by underwater plasma arc method. They used a 
workpiece composed of a steel plate and a cement block 
to simulate the oil casing pipe during the cutting pro-
cess. Their experimental results revealed that optimiz-
ing the side air flow at constant cutting speed improved 
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the slag emissions but reduced the kerf depth. They also 
stated that underwater plasma arc cutting could be a 
suitable method for extracting oil pipes.

In PAC, the characteristics of the plasma gas flow ex-
isting from the nozzle significantly affect the cutting 
quality. The high-pressure jet in the PAC creates com-
plex shock wave structures as it is incident on the met-
al surface to be cut. In this area, Tuladhar et al. [43] 
used a computational fluid dynamics simulation model 
to analyse the effects of a curved cutting front on the 
gas flow behaviour during the PAC process. They ob-
served that the curvature of the cutting fronts creates 
oblique shock wave structures that significantly re-
duce the flow velocity. Recently, studies on the effects 
of polarization have also been encountered in the PAC. 
Sidorov et al. [44] examined the phase compositions 
on the near-surface layers of Al-Mg, Al-Cu-Mg alloys 
and commercially pure titanium samples obtained by 
plasma cutting using direct current forward polarity 
(DCSP) and direct current reverse polarity (DCRP). 
They discovered that the “water mist” formed around 
the plasma jet during cutting of all types of materials 
with DCRP, results in more intense oxidation of the 
metal, less thermal impact on the material and reduced 
roughness of the cutting surface. Similarly, Grinenko et 
al. [45] investigated the structure and properties of the 
surface layers of AA5056 and AA2024 aluminium alloy 
plates with a thickness of 35 to 40 mm after DRCP plas-
ma cutting. They stated that the alloy plate could not 
be cut to its full thickness under the reduced heat input 
condition with DCRP.

It is a fact that plasma flows under the workpiece are af-
fected by machining parameters. Various variance anal-
yses are performed to determine the significance of inde-
pendent variables affecting the kerf geometry in the PAC 
process. For example, Tuladhar et al. [46] proved that the 
variables selected for PAC significantly affect the kerf 
length difference and the upper surface kerf width using 
the regression model they developed. The existing re-
search fail to explain the magnetic effect on PAC. Espe-
cially, studies on magnetic re-limiting of plasma cutting 
arc particularly remain limited in the literature. To fill 
this gap in the literature, Liu et al. [47] comprehensive-
ly investigated the distribution of longitudinal magnet-
ic field (LMF) for PAC with a combined simulation ap-
proach using Maxwell and ANSYS. They stated that the 
application of LMF can significantly increase the current 
density, temperature and uniformity of the plasma cut-
ting arc and thus improve the cutting performance. An-
other research area for PAC is statistical data analysis. 
Hussain et al [48] used Taguchi orthogonal array design 
to investigate and optimize the PAC parameters. They 
stated that their current work can contribute to indus-
trial practitioners by providing high efficiency, minimum 
material waste and reduction of stubborn resolidified 
metal buildup. They also reported that it can help them 
to select, to control and optimize PAC machining param-
eters to achieve excellent cutting quality. 

In this study, comprehensive literature review on PAC 
was conducted and the cutting qualities of PAC were in-
vestigated using nine different types of experiment con-
ditions (E1-E9) created with different cutting speeds 
(151, 214 and 217 mm/min) and different gas pressures 
(0.6, 0.7 and 0.8 MPa) on AISI304 stainless steel plates 
with thicknesses of 4 and 8 mm with the machining 
parameters determined from the experimental stud-
ies in literature. Kerf taper was determined by cutting 
AISI304 sheets into 30 mm long straight lines and cut-
ting them into 30x50 mm rectangles to determine the 
cutting surface roughness values. Moreover, the plates 
were cut into straight lines of 100 mm length and the 
bottom surface burr formations and the top surface 
spatter formations were also examined.

2.	 Materials and Methods
Experimental studies were carried out on the AJAN 
brand CNC Plasma Arc Cutting machine, which is 
capable of cutting materials with a maximum size of 
2000x12000 mm and a thickness of 40 mm, as shown 
in ▶Figure 2, at a maximum current of 260 A and an 
arc voltage of 171 V. AISI304 stainless steel sheets with 
dimensions of 950x730 mm and thicknesses of 4 and 
8 mm were used as workpieces. Air was chosen as the 
plasma gas and nitrogen was chosen as the shielding 
gas. The torch was held in a perpendicular position rel-
ative to the workpiece and the distance between the two 
was set as 1 mm for each experiment. The nozzle diam-
eter used is 1.2 mm. The equipment used in the torch is 
selected as follows: electrode E1, swirl ring SW2, nozzle 
N5, gas ring G1 and shield cup S3, depending on the 
type of material to be cut, the plasma gas used and the 
current at which the cutting process will be performed 
(▶Figure 3) [49]. 

Figure 2. AJAN brand PAC machine (during cutting of AISI304 sheets 
with thicknesses of 4 and 8 mm) [49]

In literature, because AISI304 steel plates were cut by 
the PAC method in the study of Bhowmick et al. [8], it 
was preferred the same machining parameters for our 
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study. Three gas pressures (0.6, 0.7 and 0.8 MPa) were 
directly taken as reference from the study of Bhowmick 
et al. However, instead of the maximum cutting speed 
value (417 mm/min) used in Bhowmick et al. study’s, 
the cutting speed value of 217 mm/min, which is clos-
er to the cutting speed value of 214 mm/min, was pre-
ferred for our study. It can be said that the reason for 
this preference is to investigate the possible cutting 
quality results in cutting speed ranges closer to each 
other in our study. Because it is also known that surface 
quality will be negatively affected in thick plates at high 
cutting speeds. In addition, it is very difficult to observe 
the change in the kerf angle at very high cutting speed 
values. For each experiment, the current value was kept 
constant at 80 A and the arc voltage was kept constant 
at 120 V. As seen in ▶Table 1, nine different experiment 
conditions (E1-E9) created from machining parame-
ters, 18 experiments were applied to 4- and 8-mm thick 
plates, and a total of 54 cuts were performed, with each 
experiment being repeated 3 times. ▶Figure 4 shows 
the geometries and machined forms of the test samples 

prepared for experimental studies. As seen in ▶Figure 
4.b, circles cut with a diameter of 40 mm were used in 
another study conducted by the authors of this study on 
circularity tolerance in PAC [49]. 

Table 1. Nine different experiment conditions created with machin-
ing parameters [8, 49] 

Experiment
 No.

Cutting speed
(mm/min)

Gas pressure
(MPa)

E1 151 0.6

E2 214 0.6

E3 217 0.6

E4 151 0.7

E5 214 0.7

E6 217 0.7

E7 151 0.8

E8 214 0.8

E9 217 0.8
  

Figure 3. The equipment used inside the torch [49]

Figure 4. Geometries of the test samples: a) technical drawing and b) processed state with PAC [49]
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2.1. Calculation of Average Cutting Width (Kerf) Taper 
Angle

After cutting AISI304 sheets with thicknesses of 4 and 
8 mm with PAC to create 54 straight lines of 30 mm 
length (▶Figure 5) using different experiment conditions 
(E1-E9), measurements were taken from 3 different ar-
eas (start-middle-end) of the lower and upper edges of 
the straight lines with the help of a digital calliper (GFB 
brand, 1/100 precision). The average cutting width taper 
angles were calculated by taking the arithmetic averages 
of the measurements with the help of E.1 [11].

 (E.1)

2.2. Cutting Surface Roughness Measurements

AISI304 sheets with thicknesses of 4 and 8 mm were 
cut into rectangular shapes of 30x50 mm dimensions 
with PAC with different experiment conditions (E1-
E9). Then, with the help of the MarSurf PS1 surface 
roughness measuring device shown in ▶Figure 6, mea-
surements were taken from three different points from 
the 4 side cutting surfaces of each sample (a total of 12 
different measurements for each sample) and the aver-
age Ra values ​​were found by calculating the arithmetic 
mean. The measuring needle of the device used has a 
diameter of 2 µm, the pressure force is 0.7 mN and the 
measurement scan length is 5.6 mm. In surface rough-
ness measurements, the sampling length was selected 
as 0.8 mm and the measurement length as 2.5 mm, tak-
ing Bozdemir’s work [50] as reference.

2.3. Investigation of the Bottom Surface Burr Formation 
and the Top Surface Spatter Formation

100 mm length cutting was performed on 4 and 8 mm 
thick AISI304 sheets using experiment conditions 
(E1-E9) created with different machining parameters. 

During the cutting process (18 lines in total), burr and 
spatter formations on the bottom and top surfaces of 
the lines were visually examined and interpreted. 

3.	 Results and Discussions

3.1. Kerf Taper Angle Measurement Results

It was observed that the upper and lower edges of the 
30 mm long lines cut with different experiment condi-
tions had different widths compared to each other. This 
situation is an inevitable result of the PAC method. In 
the PAC method, if the cutting speed is not adjusted to 
the appropriate value according to the material thick-
ness, the desired tolerance for the kerf taper cannot be 
achieved. A total of 54 lines of 30 mm length cut from 
the plate of both thicknesses were used to calculate the 
average kerf taper angles using Equation 1. As seen in 
the graph in ▶Figure 7, the kerf taper angle increases as 
the cutting speed increases at constant pressure values ​​
in the machining of both 4 mm and 8 mm plates. When 
the cutting speed is constant, as the gas pressure value 
increases, the kerf taper angle value increases similar-
ly. When the processes carried out under the same ex-
perimental conditions (E1-E9) were compared, it was 
determined that the kerf taper was greater in the 8 
mm thick plate. Considering Equation 1, under normal 

Figure 5. The schematic representation of the kerf taper angle

Figure 6. MarSurf PS1 surface roughness measuring device
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conditions, the kerf taper angles in 8 mm thick plates 
should be smaller due to the thicker material, but larger 
values ​​were obtained. This finding was unexpected, and 
it was concluded that the reason for this situation was 
the fixed torch-to-workpiece distance (1 mm). Also, this 
constant parameter was thought to be insufficient for 
cutting an 8 mm plate. With this determination, it was 
concluded that the amount of thermal energy generat-
ed with the initially determined machining parameters 
was insufficient for the 8 mm plate and therefore the 
taper tolerance control could not be provided during 
cutting. In the cutting process (E1) performed with 
a gas pressure of 0.6 MPa and a cutting speed of 151 
mm/min, the lowest average kerf taper value (0.32 ̊ ) 
was obtained on the 4 mm thick plate. In the E9 exper-
iment condition where the gas pressure was 0.8 MPa 
and the cutting speed was 217 mm/min, the highest 
average kerf taper value (2.59 ̊) was obtained on the 8 
mm thick plate. When the PAC experiments carried out 
with the experiment conditions of E1-E4-E7, E2-E5-E8 
and E3-E6-E9 in both thicknesses were compared, it 
was concluded that the cutting speed is a more effective 
machining parameter than the gas pressure for the av-
erage kerf taper.

In the study of Gostimirovic et al. [25], a larger kerf angle 
and a smaller kerf width were obtained by increasing the 
cutting speed while the gas pressure was constant. This 
determination obtained for the cutting speed when the 
gas pressure is constant from the study of Gostimirovic et 
al. is parallel to our experimental study. When ▶Figure 7 
is examined again, the kerf angle values ​​increase when 
the cutting speed increases at constant gas pressure in 
both thicknesses of the plate. In the study of Begic et al. 
[38], it was concluded that the kerf angle decreased in ex-
periments where the cutting speed was constant, and the 
gas pressure increased. In this context, the result of the 
kerf angle decreasing with the increase in gas pressure 
when the cutting speed is constant in the study of Begic 
et al. contrasts with this study. Also, as seen in ▶Figure 
7, kerf taper angles increase with increasing gas pressure 
while the cutting speed is constant.

3.2. Roughness Measurement Results of Cutting Surfaces

In the machining of both plates, as the cutting speed in-
creases at constant pressure values, the cutting surface 
roughness values ​​increase (▶Figure 8). When the cut-
ting speed is constant, Ra decreases as the gas pressure 
value increases. As the experiments carried out under 
the same experiment conditions on 4- and 8-mm thick 
plates were compared, rougher surfaces were observed 
on the 8 mm thick plate. As clearly seen in ▶Figure 8, 
the lowest surface roughness value (Ra = 24.12 μm) 
was obtained on the 4 mm thick plate in the cutting 
operation (E7) performed at a gas pressure of 0.8 MPa 
and a cutting speed of 217 mm/min. Moreover, in the 
E3 experiment condition where the gas pressure was 
0.6 MPa and the cutting speed was 217 mm/min, the 
roughest surface was encountered on the 8 mm thick 
plate and the surface roughness value was obtained 
as (Ra = 31.65μm). As the PAC tests performed on the 
plates of both thicknesses in the E1-E4-E7, E2-E5-E8 
and E3-E6-E9 experiment conditions were compared, 
it was concluded that gas pressure is a more effective 
parameter for Ra than cutting speed.

Figure 8. The mean Ra values   of cutting surfaces of samples cut from 
4 and 8 mm thick plates

With this study, many studies in the literature were iden-
tified in which similar results were obtained in terms of 
surface roughness values. For example, Bhowmick et al 
[8]. reported that gas pressure is the most effective pa-
rameter in terms of surface roughness. They concluded 
that with the increase of gas pressure, less roughness is 
encountered on the cutting surface. So, this finding is 
parallel to our experimental study. While the nozzle di-
ameter used in the study conducted by Bhowmick et al. 
was 1.4 mm, the nozzle diameter used in our study was 
preferred as 1.2 mm. Since the nozzle diameter is nar-
rower, the plasma arc is focused in a smaller area, which 
causes the melting process to occur relatively less. For 
this reason, although the same workpiece and the same 
machining parameters were used in both studies, larger 
surface roughness values ​​were obtained in our study. In 
addition, it was concluded that another effect causing the 
difference between these two studies in terms of surface 

Figure 7. The average kerf taper angle values   of lines cut on 4- and 
8-mm thick plates
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Figure 9. Top surface spatter formation after cutting on a 4 mm thick plate

Figure 10. Top surface spatter formation after cutting on 8 mm thick plate
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roughness was the electrical parameters. In our study, 
80 A cutting current and 120 V open circuit voltage were 
used, while in the study of Bhowmick et al., 100 A cutting 
current and 300 V voltage were used. As can be under-
stood from this point, Bhowmicks et al. obtained cutting 
surfaces with relatively lower rough surfaces than our 
surfaces by using high energy input (100 A and 300 V) 
at high cutting speed (417 mm/min). Because, with high 
energy input at high cutting speed, the molten metal was 
not allowed to solidify on the surface again. Thus, it is 
thought that by this mechanism they obtain lower sur-
face roughness values.

Guatam et al. [14] reported that they obtained fewer 
rough surfaces at high gas pressure and low cutting 
speed. However, our study is fundamentally in contrast 
to the results of Das et al.’s study [18], which showed that 
a smoother and less rough surface was obtained in the 
experiment conducted at low gas pressure. Chamarthi 
et al. [19] also reported that they obtained smoother 
surfaces by reducing the cutting speed. Skoczylas et al. 
[20] observed that the roughness would increase with 
increasing cutting speed and decrease with increasing 
gas pressure. Both of their findings are clearly parallel 
to this study. Hatala et al. [21] stated that gas pressure 
has the greatest effect on surface roughness, consider-
ing this result, it can be said that their study is parallel 

to this study. Similarly, Gostimirovic et al. [25] report-
ed that surface roughness increased with increasing 
cutting speed. Masoudi et al. [31] reported that they 
encountered the smoothest surface at low cutting speed 
and average gas pressure. In common, Adalarsan et al. 
[36] concluded that surface roughness decreases with 
increasing gas pressure. Likewise, Kim et al. [37] ob-
served that surface roughness increased with increas-
ing cutting speed.

Our study and the vast majority of studies in the lit-
erature show that surface roughness decreases as gas 
pressure increases and also that surface roughness in-
creases as cutting speed increases. It is evaluated that 
when the plasma gas pressure increases at a constant 
cutting speed, shock waves will be formed due to the 
increase in the amount of gas transferred to the cutting 
zone per unit time, and the surface roughness will de-
crease because the resulting shock waves increase the 
molten metal flow rate and move away from the ma-
chining zone rapidly without allowing it to resolidify on 
the surface. Surface roughness increases when the cut-
ting speed increases at constant plasma gas pressure. It 
is thought that the reason for this situation is the mol-
ten metal cools rapidly and resolidifies irregularly on 
the surface before the spraying operation is completed 
due to the fast movement of the torch.

Figure 11. Bottom surface burr formation after cutting on a 4 mm thick plate

Figure 12. Bottom surface burr formation after cutting on a 8 mm thick plate
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3.3. Results of Investigation of Bottom Surface Burr For-
mation and Top Surface Spatter Formation

When ▶Figure 9 and ▶Figure 10 are examined separate-
ly for both plate thicknesses, it is seen that top surface 
spatter formation relatively increases as the gas pres-
sure is kept constant and the cutting speed increases 
(E1-E2-E3), (E4-E5-E6), (E7-E8-E9) and as the cutting 
speed is kept constant and the gas pressure increases 
(E1-E4-E7), (E2-E5-E8), (E3-E6-E9). The highest sur-
face spatter formation in both plates was observed in 
the E9 processing type, which has the highest cutting 
speed and highest gas pressure. When the plates were 
compared with each other for the same experiment con-
ditions, it was determined that the top surface spatter 
formation in the plates with 8 mm thickness was more 
and thicker.

When ▶Figure 11 and ▶Figure 12 are examined, it can 
be said that the bottom surface burr formation increas-
es relatively as the gas pressure is kept constant and 
the cutting speed increases in 4 mm thick plates. It was 
found that when the cutting speed was kept constant 
and the gas pressure was increased, the bottom surface 
burr formation increased similarly to the top surface 
spatter formation. As the plates with both thicknesses 
were compared in the same experiment conditions, very 
small and less bottom surface burr formation was ob-
served in the plate with 8 mm thickness compared to 
the plate with 4 mm thickness (▶Figure 12). According 
to the visual inspection for burr and spatter formations, 
it was concluded that the cutting lines in PAC processes 
were at an acceptable level in terms of burr and spatter 
formations. In this context, it was determined that lines 
along the cutting line were generally smooth in each ex-
periment condition, except for the first entry and exit 
points of the plasma in the PAC process. 

In the study of Ilii et al. [15], like our study, it was found 
that more intense burr and spatter formation occurred 
when the cutting speed was increased in the machining 
of plates of the same thickness with PAC. In addition, in 
the study of Ilii et al., it was determined that burr and 
spatter formations increased with increasing workpiece 
thickness in experiments carried out on workpiec-
es with different thickness values ​​at the same cutting 
speed. The increase in burr and spatter formation with 
increasing material thickness is not consistent with the 
results of our study.

4.	Conclusions
This study has the feature of shedding light on industri-
al applications with the experimental data obtained. As 
a result of comprehensive research on key parameters 
(gas pressure and cutting speed), it can provide a refer-
ence for cutting austenitic steels used in industry with 

PAC. As a general result, it was found that machining 
parameters such as cutting speed, gas pressure, torch-
to-workpiece distance and electrical parameters (volt-
age and current) directly affect output performances 
such as kerf taper and cutting surface roughness. 

According to our experimental results, in the machining 
of both 4- and 8-mm AISI304 plates, the kerf taper in-
creases as the cutting speed increases at constant pres-
sure values. When the cutting speed is constant, as the 
gas pressure value increases, the cutting gap taper val-
ue increases similarly. In the machining of both plates, 
as the cutting speed increases at constant pressure 
values, the cutting surface roughness values ​​increase. 
While the cutting speed is constant, the surface rough-
ness decreases as the gas pressure value increases. For 
both plate thicknesses, it was observed that top surface 
spatter formation increased relatively as the gas pres-
sure was kept constant and the cutting speed increased, 
and the cutting speed was kept constant and the gas 
pressure increased. As the plates with both thickness-
es were compared in the same experiment conditions, 
very small and less bottom surface burr formation was 
observed in the plate with 8 mm thickness compared 
to the plate with 4 mm thickness. These findings em-
phasize the importance of considering the machining 
parameters before PAC operation and the appropriate 
machining parameters should be considered together 
according to the desired output performance.
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Abstract: In the current context where fossil resources are diminishing globally, and carbon emissions are increasing daily, 
the importance of green energy, particularly wind energy, is growing significantly. The increasing of wind turbines will not only 
reduce the carbon footprint but also decrease dependence on external resources. To increase the installed capacity of wind 
turbines, it is crucial to reduce not only installation costs but also operational costs. The largest proportion of operational 
costs is service, and maintenance costs. One of the most critical approaches to reducing service, and maintenance costs 
is preventive maintenance activities. The objective of preventive maintenance activities is to minimize or ideally eliminate 
production losses through scheduled turbine shutdowns before failures occur. In this study, artificial neural network-based 
algorithms that predict potential hydraulic failures during the operational period were utilized. For this purpose, data from the 
turbine SCADA system over a period of two years, considering the equipment, and sensors connected to hydraulic systems, 
were compiled. The study was conducted using the WEKA program, comparing Multilayer Perceptron (MLP), Radial Basis 
Function Classifier (RBF Classifier), SMOreg (Support Vector Machines for Regression) algorithms. Result of the study, the 
MLP algorithm was applied with a percentage split of 66% for training, and 33% for testing, achieving a prediction accuracy 
of 96.32% 

Keywords: Artificial Neural Networks, Faults Detection, Predictive Maintenance, WEKA, Wind Turbine

1.	 Introduction
Since wind energy is one of the most important sources 
of clean energy, it has gained global support in recent 
years. Renewable resources are utilized to reduce the 
carbon footprint, and achieve carbon neutrality. Wind 
turbines are often exposed to harsh environmental 
conditions because they are typically installed in re-
mote areas, far from residential zones. Consequently, 
wind turbines frequently experience malfunctions. The 
most common malfunctions include electrical failures, 
control system issues, and sensor defects. Under these 
conditions, fault diagnosis in wind turbines is crucial in 
terms of operational, and maintenance costs. Moreover, 
timely fault diagnosis, and maintenance can signifi-
cantly reduce major financial losses. To minimize tur-
bine downtime, lower operational, and maintenance ex-
penses, and extend service life, machine learning-based 
fault diagnosis is recommended. 

In this study, the hydraulic failures of a wind power 
plant located in Konya between 2020, and 2022 were 
analyzed. The variables considered for failure included 
hydraulic oil temperature, wind speed, hydraulic unit 
pressure, yaw brake pressure, internal ambient tem-
perature, external ambient temperature, active power 
data, and blade angles. Additionally, the fundamental 
characteristics of artificial neural networks (ANN) 
were discussed, and a model capable of predicting hy-
draulic failures using ANN was developed, and its per-
formance evaluated.

1.1. Fundamental Components and Failures of Wind Tur-
bines
Wind turbines primarily consist of a gearbox, generator, 
converter, yaw systems, pitch systems, hydraulic sys-
tems, control systems, and auxiliary systems. Experts, 
and researchers recommend conducting failure analysis 
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on various components such as power systems, mechan-
ical systems, drive systems, generators, and gearboxes, 
as these are the most studied for efficient fault diagnosis. 
Data-driven real-time fault diagnosis is performed using 
data mining technologies in wind turbines. By observing 
useful data, and classifying the system as either faulty 
or normal conditions. The SCADA system contains both 
real-time data, and recorded historical [1].
Real-time monitoring of wind turbine conditions al-
lows for overcoming these defects. Through turbine 
condition monitoring technology, parameters such as 
vibration, temperature, pressure, and electrical data 
tracks. Comparing these results with predefined opti-
mal values enables the early detection of electrical, and 
mechanical failures [2].

1.2. Artificial Neural Networks and Their General Charac-
teristics
Artificial Neural Networks (ANN) were first developed 
by Rosenblatt under the name “perception.” The purpose 
of ANN is to ensure accurate classification of data by de-
termining optimal parameter values. After each itera-
tion (epoch), the error rate is updated, and these rates 
are distributed across the weight parameters, allowing 
the values assigned to each node to be refreshed [3].
ANN is a machine learning method inspired by the 
structure of biological neurons. In the input layer of the 
network, the input values are defined, and the data then 
passes through multiple layers. The data moves through 
various nodes, referred to as neurons, in each layer, 
where its numerical value is calculated, and compared 
with the previous value. The goal of this comparison is 
to minimize the difference, aiming to bring the error 
closer to zero, thereby enabling the network to learn. 
The performance of the network is measured using ac-
curacy functions. Structurally, the network consists of 
three fundamental layers: an input layer, hidden layer, 
and an output layer.
Artificial neural networks (ANN) are mathematically 
composed of inputs, weights, a summation function, an 
activation function, and output layers. Inputs are the 
data provided for the network to learn. The weight val-
ue represents the multiplication of the input data by a 
factor. The magnitude of the weight does not indicate 
the importance of the data. The summation function is 
used to combine information from the inputs for com-
putation. The activation function aids in determining 
the outputs. Activation functions such as Linear, Step, 
and Sigmoid are commonly used [4].
The Sigmoid function is the most widely used activation 
function, limiting the data between 0, and 1. The Tanh 
function, which restricts data between -1, and 1, often 
provides better performance than the Sigmoid function 
due to its directional change in processing [5].
By multiplying the inputs with the weights, the NET in-
puts are obtained. The term “NET” is an abbreviation 
for “Network.” Various methods exist for calculating 
the NET value. The calculation using the summation 

method can be seen in the following equation [6].

 
(1)

From this, it can be understood that the data from the 
first to the nth value are multiplied by their respective 
weights, and summed to obtain the NET inputs. The 
X values represent the inputs, while w represents the 
weights. The same calculation method does not need to 
use throughout the entire ANN model. The NET value 
obtained in artificial neurons is then passed through 
the activation function. The activation function pro-
cesses the NET value, and converts it into the output. 
Increasing the number of neurons in the hidden layer 
may make the ANN system more complex, but it also 
leads to better outputs [6].
Prediction studies using artificial neural networks have 
been applied across various fields in literature. One 
study, which aimed to predict solar radiation data using 
artificial neural networks, and machine learning, em-
ployed daily/hourly solar radiation data from the prov-
inces of Bursa, and Çanakkale for the years 2015-2019. 
The study involved prediction using artificial neural 
networks, and classification analysis using a machine 
learning algorithm [4].
In a study aimed at predicting the production data of 
a solar power plant, the goal was to develop the plant’s 
feasibility software. This study developed the Solar 
Power Plant Feasibility Software by predicting the pro-
duction data of solar, and wind power plants, both re-
newable energy sources, based on meteorological, and 
geological data. To achieve production forecasting, ad-
vanced feed forward back propagation Artificial Neural 
Networks (ANN), the Adaptive Neuro-Fuzzy Inference 
System (ANFIS), and the deep learning model Long 
Short-Term Memory (LSTM) were employed, due to 
their success in predicting with nonlinear models, a key 
application of artificial intelligence [7].
Aiming to forecast wind speed, and guide planned op-
erations, various artificial neural networks, and models 
were compared. In the study, short-term wind speed 
forecasting was performed using ANN methods with 
data obtained from a station in Yalova, Turkey. The 
analysis aimed to predict wind speed one hour ahead, 
allowing for interventions in sudden failures, and main-
tenance planning [8].
Additionally, a study was conducted on identifying, de-
tecting, and locating faults in power transmission lines 
using ANN. In this study, feed forward neural net-
works, convolutional neural networks, and generalized 
regression neural networks were employed [9].
A comprehensive fault detection system for wind tur-
bines is presented, utilizing sensors in the process. 
Specifically, the model is designed with a lightweight, 
highly efficient structure, and employs ensemble-based 
artificial neural networks, achieving a fault detection 
rate of 96.5%. The robustness of this model has been 
validated through various numerical simulations. Ad-
ditionally, it has been compared with other methods, 
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and the operating model has been found to exhibit high-
er accuracy [10].
They have worked on artificial neural network-support-
ed early fault detection for bearing failures in wind tur-
bine generators. It is noted that gearbox failures cause 
significant downtime in wind turbines, and a large por-
tion of these failures originate from gearbox bearings. 
Detecting wear, and degradation in gearbox bearings 
early would enable effective preventive maintenance, 
which in turn would reduce overall maintenance costs. 
In this study, a neural network-based monitoring sys-
tem is proposed using data from the control, and data 
acquisition system. This application was implemented 
on 2 MW onshore turbines located in southern Sweden. 
The results demonstrate that the proposed neural net-
work-based condition monitoring system is capable of 
detecting severe damage [11].

2.	 Materials and Methods
In this study, artificial neural network-based algo-
rithms were used to predict potential hydraulic fail-
ures that may occur during operation. In this way, 
possible failures will be addressed during non-windy 
periods through preventive actions. The aim of preven-
tive maintenance activities is to minimize or, if possi-
ble, eliminate production losses by performing turbine 
shutdowns before a failure occurs.
For this purpose, data from a two-year period was col-
lected through the turbine SCADA system, taking into 
account the equipment, and sensors connected to the 
hydraulic systems. Sensors located in relevant areas on 
the turbine transmit data to the SCADA system via var-
ious communication protocols. Data related to the topic 
has been analyzed, and compiled in the SCADA system. 
The date, and time of hydraulic failures are recorded 
as fault logs in the SCADA system. The approach here 
involves creating datasets based on the assumption that 
the first 60 seconds before a failure is considered faulty, 
while the subsequent 60-second interval is considered 
fault-free.

2.1. Data Sources
Data from hydraulic failures occurring between 2020, 
and 2022 were used in the models. The variables con-
sidered include hydraulic oil temperature, wind speed, 
hydraulic unit pressure, yaw brake pressure, internal 
temperature, external temperature, production data, 
and blade angles. ▶Table 1 provides a summary of the 
data included in the study, and their respective units.

2.2. Correctly Classified Examples and Confusion Matrix
Correctly classified examples: This is the percentage 
of the total number of examples that the model classi-
fies correctly relative to the total dataset. It reflects the 
overall performance of the classification [12].

 (2)

Confusion Matrix: A matrix that compiles information 
about actual, and predicted classifications. This can be 
seen following ▶Table 2.
Correctly classified data refers to the TN (True Nega-
tive), and TP (True Positive) components. The perfor-
mance of the model is proportional to the number of 
correctly classified data, and indicates the effectiveness 
of the classification [13]. The terms used in the confu-
sion matrix are defined as follows:
TN (True Negative): The number of correct predictions 
where an example is truly negative.
FP (False Positive): The number of incorrect predic-
tions where an example is predicted to be positive.
FN (False Negative): The number of incorrect predic-
tions where an example is predicted to be negative.
TP (True Positive): The number of correct predictions 
where an example is truly positive.

2.3. Classification Accuracy, Sensitivity, Specificity, and 
F-Measure
Sensitivity, and specificity are commonly used statisti-
cal methods for interpreting, and explaining the results 
of data testing. Classification sensitivity, and specificity 
are determined using the equations shown below.

 (3)

Table 1. Variables of Data  

Variables Unit

Hydraulic Oil Temperature Degree Celsius

Wind speed m/sec

Hydraulic Unit Pressure bar

Yaw Brake Pressure bar

Temperature Degree Celsius

Ambient Temperature Degree Celsius

Production kW

Blade Degree-1 Degree

Blade Degree-2 Degree

Blade Degree-3 Degree
 

Table 2. Confusion Matrix 

Predicted Values

Negative Positive

Actual Values
Negative TN (True Negative) FP (False Positive)

Positive FN (False Negative) TP (True Positive)
  

  

Tacettin Ahmet Döndüren, Mustafa Yağcı

333European Mechanical Science (2024), 8(4) https://doi.org/10.26701/ems.1577643



 (4)

 (5)

Sensitivity: The ratio of true positives to all data pre-
dicted as positive. It measures the model’s ability to cor-
rectly classify positive examples. A high sensitivity ratio 
indicates that there are few false negatives [13].
Specificity: The ratio of true negatives to all data pre-
dicted as negative. It measures the model’s ability to 
correctly classify negative examples. A high specificity 
ratio indicates that there are few false positives [13].
F-Measure: To provide more meaningful comparative 
results, the F-Measure combines both sensitivity, and 
specificity. The F-Measure is the harmonic mean of sen-
sitivity, and specificity [13].

 (6)

2.4. Kappa Statistics
Kappa statistics is a statistical method used to measure 
the agreement between classifications based on the 
same category. It is a more reliable measure than a sim-
ple percentage calculation. It is a robust method used to 
test inter-rater or intra-rater reliability. The values can 
range from -1 to 1, where 0 represents agreement oc-
curring by chance, and 1 indicates perfect agreement. 
Details are provided in ▶Table 3  [14]. 
Kappa adjusts for the agreement that could have oc-
curred randomly among similar responses.

 (7)

P0: The percentage of agreement between observers
Pe: The percentage of agreement between observers due 
to chance

Table 3. Kappa Coefficient Values Interpretation 

Kappa Value Interpretation

< 0.00 Poor

0.01 – 0.02 Slight

0.21 – 0.40 Fair

0.41 – 0.60 Moderate

0.61 – 0.80 Substantial

0.81 – 1.00 Almost Perfect

  

2.5.  Other Approaches
Mean Absolute Error (MAE): This can be expressed as 
the average of the absolute differences between the actu-
al values, and the predicted values. A low mean absolute 
error indicates good performance of the model  [13].

 
(8)

Relative Absolute Error (RAE): This is a metric used 
to measure the performance of a model. It is the ratio 
of the sum of the model’s absolute errors to the sum of 
the deviations of the actual values from their mean. A 
low relative absolute error indicates good performance 
of the model.

 
(9)

x̄ : The mean of the actual values
: The actual values
: The predicted values

n: The number of samples in the data
Root Mean Square Error (RMSE): This is a metric used 
to measure the performance of a model. It is the square 
root of the average of the squared differences between 
the predicted values, and the actual values [13].

 
(10)

A small RMSE indicates that the model’s predictions 
are accurate.
Root Relative Squared Error (RRSE): This metric is the 
square root of the ratio of the sum of the squared dif-
ferences between the actual values, and the predicted 
values to the sum of the squared differences between 
the actual values, and their mean [13].

 
(11)

A small RRSE indicates that the model’s predictions 
are accurate.

2.6. Model Features and Methods Implemented on WEKA
The algorithms used on the datasets include Multilay-
er Perceptron (MLP), Radial Basis Function Classifier 
(RBF Classifier), and SMOreg (Support Vector Ma-
chines for Regression). The parameter settings in the 
software are the default settings.

2.7. Multilayer Perceptron
The Multilayer Perceptron (MLP) identifies the rela-
tionship between linear or non-linear data. The input 
layers, output layers, and hidden layers form the core of 
the MLP classifier. In most cases, a single hidden layer 
is sufficient for solving the problem. However, addition-
al hidden layers may be added to improve the results, 
although this will increase data processing time[12].
The input layer processes the input data, while tasks 

European Mechanical Science (2024), 8(4)

Hydraulic fault detection of wind turbine generators using artificial neural networks

334 https://doi.org/10.26701/ems.1577643



such as prediction, and classification are handled by 
the output layer. In MLP, a feed-forward structure is 
established from input to output [15].
All nodes in the network utilize the sigmoid function, 
which ensures that the data remains within the range 
of 0 to 1.			 

 (12)

2.7.1. Parameter settings in MLP

Learning Rate: Determines the speed at which the 
weights are updated. A high learning rate can lead to 
instability in the model, while a low learning rate may 
result in slower learning.
Momentum: Ensures more stable weight updates, and 
helps the model avoid local minima. A high momentum 
can accelerate the learning process, but it also increas-
es the risk of instability. On the other hand, a low mo-
mentum slows down the learning process but allows for 
more control over the model.
Hidden Layers: Refers to the number of hidden layers, 
and the number of neurons in each layer. Fewer hidden 
layers make the model more interpretable, and reduce 
the risk of overfitting. However, with fewer hidden lay-
ers, the model may be insufficient for capturing non-lin-
ear relationships, making it less capable of detecting 
complex patterns, and reducing the likelihood of accu-
rate predictions.
Training Time: Specifies the number of iterations re-
quired to train the model. A short training time may 
prevent the model from fully learning the data, while a 
long training time can lead to overfitting.

2.8. Radial Basis Function Classifier
The Radial Basis Function Classifier (RBFC) is a 
feed-forward model used in artificial neural networks. 
The structure of the RBFC consists of an input layer, 
a hidden layer, and an output layer. The input layer is 
where the data is collected, and the calculations take 
place in the hidden layer [16]. The connection weights 
between the hidden layer, and the output layer can be 
determined more quickly, and independently of local 
minima compared to the Multilayer Perceptron (MLP). 
The hidden layer utilizes a Gaussian function, and the 
distance between the input vector, and the center vector 
of the hidden layer is calculated using this function [17].

 (13)

φ(x): Output
x: Input vector
c: Center vector of the RBF
σ: Standard deviation

: Represents the Euclidean distance

2.8.1. Parameter settings in RBFC

Number of Functions: This parameter determines the 
number of Gaussian functions in the model. As the 
number increases, the complexity of the model also in-
creases, which may lead to overfitting.
Scale Optimization Option: Specifies the scale optimi-
zation option. Option 1 sets a single factor for the entire 
model, while Option 2 assigns a separate scale for each 
Gaussian function.

2.9. Sequential Minimal Optimization
SMO is a machine learning algorithm associated with 
Support Vector Machines (SVM) available in WEKA. 
SVMs are used for classification, and regression prob-
lems.

2.9.1. Parameter settings in SMO

C (Complexity Parameter): Balances model flexibility, 
and error rate. A high C value offers a more flexible 
model but increases the risk of overfitting, whereas a 
low C value reduces the risk of overfitting but may re-
sult in more errors.
Kernel Type: Used to determine the relationship be-
tween data points. Various options are available in 
WEKA.
Epsilon Parameter: Represents the tolerance value be-
tween the actual value, and the predicted value. The 
smaller the epsilon, the more precise the model be-
comes.
Tolerance: Defines the tolerance used during the opti-
mization process.

2.10. K-Fold Cross Validation in MLP, RBFC, and SMO
The dataset is divided into K parts. K-1 parts are used 
for training, while the remaining part is used for test-
ing. The test set is rotated each time, ensuring that the 
model is trained K times [4].
The evaluations of K-fold cross-validation in this study 
for K=4, 10, and 24 can be seen in ▶Table 4.

2.11. Percentage-Based Data Splitting in MLP, RBFC, and 
SMO
The program allows the data was split into training, 
and test sets based on percentages. Different scenari-
os where 50%, 66%, and 80% of the data are allocated 
to the training set have been compared can be seen in 
▶Table 5.
Table descriptions can be seen ▶Table 4.

3.	 Research Findings and Discussion
A comprehensive comparison of the program results 
has been conducted, and the top 3 most important pa-
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rameters of the best-performing algorithm, based on 
the J48 decision tree, have been identified. The points 
where the algorithm made errors are presented as part 
of the program output.
The hydraulic unit oil temperature, hydraulic unit pres-
sure, and yaw brake pressure are identified as the most 
important criteria, as shown in ▶Figure 1 based on the 
J48 decision tree classification method.
▶Figure 2 illustrates that the classification errors in the 
WEKA program indicate approximately 38 degrees, 
and 60 degrees as the range where predicted data for 
the hydraulic unit oil temperature generates errors.
▶Figure 3 shows that the classification errors in the 
WEKA program indicate that the predicted data for hy-
draulic unit pressure generates errors within the range 
of approximately 162 bar to 220 bar.
▶Figure 4 demonstrates that the yaw brake pressure 
predictions generate errors within the range of approx-
imately 223 bar to 228 bar, as indicated by the classifi-
cation error outputs from the WEKA program.

4.	Results and Discussions
Data from the turbine SCADA system, collected be-
tween 2020, and 2022, were evaluated using artificial 
neural networks, and other algorithms. The algorithms 
employed include Multilayer Perceptron (MLP), Radial 
Basis Function Classifier (RBF Classifier), and SMOreg 
(Support Vector Machines for Regression). The param-
eters of the algorithms were processed using their de-
fault settings in the WEKA program. The algorithms 
were executed with a percentage-based data split, and 
K-fold cross-validation approaches. For the percent-
age-based data splitting, ratios of 50%, 60%, and 80% 
were selected, while K values of 4, 10, and 24 were cho-
sen for the K-fold cross-validation approach, with re-
sults recorded accordingly. The results were evaluated, 
and compared using statistical measures such as Kappa 
Statistic, Mean Absolute Error, Root Mean Square Er-
ror, Relative Mean Absolute Error, and Root Relative 
Square Error, as well as criteria including Sensitivity, 
Specificity, Error Rate, and F-measure. The findings 

Table 4. K-fold cross-validation in this study for K=4, 10, and 24 with MLP, RBFC, SMO 

Algorithm / 
K Fold

Kappa MAE RMSE RAE [%] RRSE 
[%]

Accuracy [%] Sensitivity 
[%]

Specificity 
[%]

Error 
Rate [%]

F Score 
[%]

 MLP / K=24 0,812 0,117 0,240 23 48 90,63 91,85 89,47 9,38 90,64

 MLP / K=10 0,875 0,100 0,222 20 44 93,75 94,49 93,03 6,25 93,76

 MLP / K=4 0,775 0,149 0,285 29 57 88,75 88,43 89,08 11,25 88,75

 RBFC / K=24 0,45 0,36 0,41 74 82 72,50 70,93 74,32 27,50 72,59

 RBFC / K=10 0,51 0,36 0,4 73 81 75,63 72,36 80,00 24,38 75,99

 RBFC / K=4 0,475 0,36 0,4 73 81 73,75 70,21 78,79 26,25 74,25

 SMO / K=24 0,008 0,495 0,704 99 140 50,42 50,65 50,31 49,58 50,48

 SMO / K=10 0,016 0,491 0,701 98 140 50,83 51,02 50,70 49,17 50,86

 SMO / K=4 0,079 0,460 0,678 92 135 53,96 53,85 54,08 46,04 53,96
 
 Kappa: Kappa statistics are a statistical method

MAE: Mean Absolute Error

RMSE: Root Mean Square Error

RAE: Relative Absolute Error

RRSE: Root Relative Squared Error

Accuracy: Correctly classified examples

Sensitivity: Measures the model’s ability to correctly classify positive examples

Specificity: Measures the model’s ability to correctly classify negative examples 

Error Rate: Incorrectly classified examples

F-Score: Harmonic mean of sensitivity, and specificity

 Table 5. Training Set Ratio in this study for 80%, 66%, and 50% with MLP, RBFC, SMO 

Algorithm / Trai-
ning Set Ratio

Kappa MAE RMSE RAE [%] RRSE 
[%]

Accuracy 
[%]

Sensitivity 
[%]

Specificity 
[%]

Error Rate 
[%]

F Score 
[%]

 MLP / 80% 0,89 0,116 0,225 23 45 94,79 92,31 97,73 5,21 94,94

MLP / 66% 0,925 0,087 0,168 17 33 96,32 96,67 95,89 3,68 96,28

MLP / 50% 0,749 0,163 0,287 33 57 87,50 86,51 88,60 12,50 87,54

 RBFC / 80% 0,62 0,343 0,383 69 77 81,25 82,98 79,59 18,75 81,25

RBFC / 66% 0,452 0,356 0,392 71 78 72,39 80,00 65,91 27,61 72,27

RBFC / 50% 0,442 0,392 0,422 78 84 72,08 73,91 70,40 27,92 72,11

 SMO / 80% 0,012 0,5 0,707 99 141 50,00 52,63 49,35 50,00 50,94

SMO / 66% 0,185 0,43 0,66 86 131 56,44 85,19 50,74 43,56 63,59

SMO / 50% 0,151 0,43 0,66 85 130 57,08 73,17 53,77 42,92 61,99
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Figure 1. J48 Decision Tree

Figure 2. Relationship between Hydraulic Unit Oil Temperature, and Failure Prediction
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Figure 3. Relationship between Hydraulic Unit Pressure, and Failure Prediction

Figure 4. Relationship between Yaw Brake Pressure, and Failure Prediction
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indicated that the MLP algorithm, with a distribution 
of 66% training, and 33% testing, yielded the most suc-
cessful result with an accuracy rate of 96.32%.

5.	 Conclusions
The uninterrupted generation of electricity is a critical 
issue that affects electricity market operations, produc-
tion, and distribution processes. Additionally, it can 
lead to significant financial losses for investors. Preven-
tive maintenance to avoid electrical outages is the most 
economical approach. This study aims to establish pre-
ventive maintenance activities by predicting hydraulic 
failures in advance. 
Based on the results of this study, it is recommended 
to directly integrate the Multilayer Perceptron (MLP) 
algorithm from artificial neural networks into the SCA-
DA system to test its success rate with real data. This 
would allow for continuous live reading of data, facili-
tating the early prediction of failures.
Additionally, forecasting downtime caused by past fail-
ures for future months could provide financial insights 
by establishing predictions between operational costs, 
and revenue.
To determine the optimal parameter values for the al-
gorithms used in WEKA, the use of optimization algo-
rithms is considered to achieve effective results.
Increasing the diversity, and quantity of data may help 
uncover different relationships within the dataset. Fur-
thermore, by working with various decision tree algo-
rithms, the most accurate data for failure classification 
is selected, and incorporated into the algorithm.
Within the scope of preventive maintenance, the fail-
ures addressed in this study is evaluated, leading to the 
creation of preventive activities.
By examining classification errors, the range in which 
the program makes the most errors identified. The 
causes of errors within this range will investigate.

Acknowledgments
We would like to thank Necmettin Erbakan University 
Scientific Research Projects Coordinator ship for sup-
porting this study with project number 23YL19008.

Research ethics
Ethical approval not required.

Author contributions
Conceptualization: Mustafa Yağcı, Tacettin Ahmet 
Döndüren. Methodology: Tacettin Ahmet Döndüren. 
Formal Analysis: Mustafa Yağcı, Tacettin Ahmet 
Döndüren. Investigation: Tacettin Ahmet Döndüren, 
Resources: Tacettin Ahmet Döndüren. Data Curation: 
Tacettin Ahmet Döndüren. Writing – Original Draft 
Preparation: Tacettin Ahmet Döndüren. Writing – Re-
view & Editing: Mustafa Yağcı. Visualization: Tacettin 
Ahmet Döndüren. Supervision: Mustafa Yağcı. 

Competing interests
There is no conflict of interest. The funders had no role 
in the design of the study; in the collection, analyses, or 
interpretation of data; in the writing of the manuscript, 
or in the decision to publish the results.

Research funding
Not reported.

Data availability
Not applicable

Peer-review 		
Externally peer-reviewed.

Orcid
Tacettin Ahmet Döndüren ORCID https://orcid.org/0000-0002-4230-0330
Mustafa Yağcı ORCID https://orcid.org/0000-0002-8336-5261

References
[1]	 Tang, M., Zhao, Q., Wu, H., Wang, Z., Meng, C., & Wang, Y. (2021). 

Review and perspectives of machine learning methods for wind 
turbine fault diagnosis. Frontiers in Energy Research, 9. https://doi.
org/10.3389/fenrg.2021.751066

[2]	 Zhang, F., Chen, M., Zhu, Y., Zhang, K., & Li, Q. (2023). A review of fault 
diagnosis, status prediction, and evaluation technology for wind tur-
bines. Energies, 16(3). https://doi.org/10.3390/en16031125

[3]	 Tezer, D. (2024). Comparison of classification success of artificial neu-
ral network factor analysis Hybrit model and artificial neural network 
models (Doctoral dissertation). Osmangazi University.

[4]	 Korkmaz, E. (2022). Analysis of solar radiation with artificial neu-
ral networks and machine learning: Example of Bursa and Çanakkale 
(Master’s thesis). Onyedi Eylul University.

[5]	 Sarıkaya, T. A. (2023). FPGA based artificial neural network motor 

control of PM assisted synchronous reluctance motor in washers (Mas-
ter’s thesis). Istanbul Technical University.

[6]	 Yüksel, F. Ş. (2023). Estimation of passenger demand in Turkey accor-
ding to airline carrier models using multiple linear regression, ANFIS 
and YSA techniques (Doctoral dissertation). Cukurova University.

[7]	 Geçmez, A. (2022). Estimation of production values in solar and wind 
power plants with artificial intelligence methods based on climate pa-
rameters and production estimation by developing solar energy feasi-
bility software (Doctoral dissertation). Fırat University.

[8]	 Kiriş, Z. N. (2021). Wind speed load forecasting models and an applica-
tion in Yalova (Master’s thesis). Istanbul Technical University.

[9]	 Shakiba, F. M. (2022). Artificial neural networks and their applications 
to intelligent fault diagnosis of power transmission lines (Order No. 
28971262) [Doctoral dissertation, ProQuest Dissertations & Theses 

Tacettin Ahmet Döndüren, Mustafa Yağcı

339European Mechanical Science (2024), 8(4) https://doi.org/10.26701/ems.1577643

https://orcid.org/0000-0002-4230-0330
https://orcid.org/0000-0002-8336-5261


Global].
[10]	 Zhang, Y., Liu, Q., Liu, W., & Zheng, W. (2022). Deployable lightweight 

ANN-based approach for wind turbine fault detection. In Proceedin-
gs of the 13th International Conference on Reliability, Maintainability, 
and Safety: Reliability and Safety of Intelligent Systems (pp. 28–34). 
https://doi.org/10.1109/ICRMS55680.2022.9944585

[11]	 Bangalore, P., & Tjernberg, L. B. (2015). An artificial neural network 
approach for early fault detection of gearbox bearings. IEEE Tran-
sactions on Smart Grid, 6(2), 980–987. https://doi.org/10.1109/
TSG.2014.2386305

[12]	 Samawi, V. W., Yousif, S. A., & Al-Saidi, N. M. G. (2022). Intrusion de-
tection system: An automatic machine learning algorithms using 
Auto-WEKA. In Proceedings of the 2022 IEEE 13th Control and System 
Graduate Research Colloquium (pp. 42–46). https://doi.org/10.1109/
ICSGRC55096.2022.9845166

[13]	 Işık, M. A. (2024). Ranking of machine learning algorithms used to de-
tect bug-containing software modules with multi-criteria decision ma-
king methods (Master’s thesis). Baskent University.

[14]	 Syahrini, Z., Priyadi, Y., & Herdiani, A. (2023). Validity of cosine simi-
larity measurement of functional requirements and steps perfor-

med using Cohen Kappa on SRS scenery artifacts. In Proceedings 
of the International Conference on Electrical Engineering, Computer 
Science and Informatics (pp. 631–636). https://doi.org/10.1109/EEC-
SI59885.2023.10295586

[15]	 Femi, D., & Thylashri, S. (2022). Human voice emotion recognition 
using multilayer perceptron. In Proceedings of the 2022 Internatio-
nal Conference on Innovative Computing, Intelligent Communication 
and Smart Electrical Systems (pp. 1–6). https://doi.org/10.1109/IC-
SES55317.2022.9914335

[16]	 Aryan, B.K., Sobhana, O., Prabhakar, G.C., & Reddy, N.A.(2022). Fa-
ult detection and classification in micro grid using AI technique.In 
Proceedings - 2022 International Conference on Recent Trends in Mic-
roelectronics Automation Computing and Communications Systems 
(pp517-522) https://doi.org/10..1109/ICMACC54824..10093359

[17]	 Fu, X., & Wang, L. (2003). Data Dimensionality Reduction with App-
lication to Simplifying RBF Network Structure and Improving Classi-
fication Performance. IEEE Transactions on Systems, Man, and Cyber-
netics, Part B: Cybernetics, 33(3), 399–409. https://doi.org/10.1109/
TSMCB.2003.810911 

European Mechanical Science (2024), 8(4)

Hydraulic fault detection of wind turbine generators using artificial neural networks

340 https://doi.org/10.26701/ems.1577643


