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ABSTRACT: In this study, poly(acrylic acid) (PAA) thin films were deposited on silicon wafer and glass 

surfaces by initiated chemical vapor deposition (iCVD) method using di-tert-butyl peroxide (TBPO) as the 

initiator and acrylic acid (AA) as the monomer. During iCVD, two different precursor feeding approaches, 

namely continuous and closed-batch, were employed. The effects of substrate temperature and the 

precursor feeding approaches on the deposition rates and surface morphology of the films were 

investigated. The highest deposition rates for the continuous and closed-batch iCVD approaches were 

found as 26.1 nm/min and 18.6 nm/min, respectively, at a substrate temperature of 15 °C. FTIR analysis of 

the films deposited by both approaches indicated high structural retention of the monomer during the 

polymerization. AFM results indicated that, PAA thin films possessed low RMS roughness values of 2.76 

nm and 1.84 nm using continuous and closed-batch iCVD, respectively. Due to the slightly higher surface 

roughness of the film deposited under continuous iCVD, that film exhibited a lower water contact angle 

of 16.1° than the film deposited in closed-batch iCVD. In terms of monomer utilization ratio, closed-batch 

system was found to be more effective, which may help to minimize the carbon footprint of iCVD process. 

 

Keywords: Poly(acrylic acid), Thin film, Hydrophilic, Chemical vapor deposition, iCVD 

1. INTRODUCTION 

Poly(acrylic acid) (PAA), which is obtained by polymerization of acrylic acid monomer and is 

commercially available in powder form, has a wide range of industrial applications. PAA has a 

hydrophilic structure that has a high capacity for the retention of water molecules thanks to the carboxyl 

(-COOH) groups in its structure. Its easy solubility in water, non-toxicity, biodegradability, 

biocompatibility and excellent optical properties make PAA an important material for various 

applications such as superabsorbents, adhesives, pharmaceutics, drug delivery, water treatment, personal 

care products, coatings and packaging [1-5]. Cross-linked PAAs with a more stable structure and superior 

mechanical properties can be used in applications where linear PAAs cannot be used. For example, linear 

PAA thin films do not offer a permanent solution for anti-fog applications because they are not resistant 

to water vapor. However, cross-linked PAA thin films show excellent anti-fog properties [6]. 

In general, PAA is synthesized commercially in nano/micro particulate, gel, and thin film forms. Thin 

films of PAA on various surfaces can be formed using two different approaches, namely solvent-based 

(wet) and vapor-based (dry) processes. Solvent-based methods do not require specialized and expensive 

equipment, that is why they are widely used. Solvent-based methods for producing PAA homopolymers 

and copolymers include reversible addition fragmentation chain transfer (RAFT) polymerization [7], atom 

transfer radical polymerization (ATRP) [8], electrochemically induced free radical polymerization [9], 

living radical polymerization [10], sol-gel [11], photopolymerization [12] and electrospinning [13]. 

Nevertheless, there are a number of serious drawbacks to solvent-based techniques, including the need 

for several time-consuming steps and the possibility of solvent surface damage. In addition, the use of 

solutions in solvent-based methods can cause environmental and health problems. Environmentally 

friendly chemical vapor deposition (CVD) technique, as a vapor-based method, eliminate solvent related 
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problems. CVD offers many advantages such as being a single-step process with short synthesis time, low 

temperature, substrate independence, adjustable film thickness and scalability [14, 15]. 

It is possible to produce PAA thin films by two different CVD methods: Plasma enhanced chemical 

vapor deposition (PECVD) and initiated chemical vapor deposition (iCVD). In PECVD polymerization, 

the activation energy required to initiate polymerization is provided by plasma discharge. However, high 

power plasma may lead to the fragmentation of the monomers, which may cause the loss of the functional 

groups. Furthermore, ion bombardment during PECVD may cause a decrease in the deposition rate [16]. 

In iCVD process, plasma-induced problems are minimized by the use of heated filaments to initiate the 

polymerization process. In addition to the monomer, initiator, which has chemical bonds that can be easily 

radicalized at low temperatures, is fed into the chamber. The presence of initiator ensures the production 

of polymer thin films with highly functional groups at low temperatures [17]. 

In this study, iCVD technique was used for the synthesis of PAA thin films. The high-vapor pressure 

(4 mmHg at 20°C) of acrylic acid (AA) makes it a suitable monomer for iCVD processes. Acrylic acid 

monomer can be fed into the reactor by evaporation at 23°C ambient temperature, without the need for 

heating and without the need for a carrier gas. The effect of substrate temperature in PAA synthesis and 

the effect of continuous or batch chemical feed to the reactor on the deposition rate were investigated. For 

the first time in literature, a comparison between two monomer feeding approach, namely continuous and 

closed-batch, were made; and it was shown that closed-batch approach is effective in terms of monomer 

utilization ratio. 

2. MATERIAL AND METHODS 

2.1 Materials 

Monomer AA (98% purity) and initiator di-tert-butyl peroxide (TBPO) (98% purity) were purchased 

from Aldrich. The precursors were used without any further purification process. Silicon wafer 

(University Wafer, 725 µm thickness, ⟨100⟩, p-type and 10–20 Ω·cm) and glass slide (ISOLAB) were used 

as substrates. The chemical structures of precursors are displayed in Figure 1(a). 

2.2 Methods 

A schematic diagram of the custom-built iCVD reactor that was used in this study is given in Figure 

1(b). A more detailed description of iCVD process is given elsewhere [18]. Substrates were placed on the 

bottom of the reactor, which was cooled by water from a recirculating chiller (Lab Comp., RW-0525G), 

with the substrate temperature adjustable between 15 and 30°C. The reactor has a 2.5 cm thick quartz top 

plate which allows in-situ monitoring of the film thickness using a laser interferometry system. In the 

interferometry, the intensity of a diode laser (Huanic, DI650-1-5) with a wavelength of 650 nm light from 

the silicon wafer was measured using a laser power meter (Thorlabs). A vacuum was created in the reactor 

using a rotary vane vacuum pump (Edwards RV12). The chamber pressure was measured using a 

capacitive pressure sensor (MKS Baratron) and for all depositions the initial pressure set values were 

adjusted to be at 600 mTorr. The pressure during deposition was controlled and maintained at the desired 

level by a PID-controlled butterfly valve (MKS) placed between the reactor and the vacuum pump. The 

heat energy required to initiate polymerization during iCVD was provided by heating a 12-turn tungsten 

(Alfa Aesar, 99.9%) filament array that was suspended 2.5 cm above the sample surface to be deposited 

using a variac (Varsan). The K-type thermocouple (Omega) was used to measure the temperature of a 

randomly selected wire. The temperature of the filament and reactor wall were both kept constant at 230°C 

and 36°C, respectively. The AA monomer and TBPO initiator were evaporated at 23°C ambient 

temperature in two separate stainless-steel vessels and their vapors were introduced into the reactor at 

ambient temperature via needle valves. Two different precursor feeding approaches were employed 

during iCVD polymerization. In the first one, the precursors were fed to the reactor and the by-product 

vapors were pumped-out of the reactor in continuous manner. In the second one, the precursors were fed 
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to the reactor sequentially until desired pressure was reached and then the reactor in and out valves were 

all closed [19]. The former way of deposition is named as continuous, and the latter one is named as closed-

batch. In continuous system, iCVD films were deposited at an AA flow rate of 0.95 sccm, and a TBPO flow 

rate of 0.95 sccm with a filament temperature of 230 C. The same filament temperature was used in closed-

batch iCVD, also. The experimental details of the iCVD deposition of PAA are summarized in Table 1. 

Table 1. iCVD parameters used in the experiments of this study. 

Sample name Precursor flow 

approach 

Substrate 

temperature (°C) 

AA / TBPO 

ratio 

Reactor pressure 

(mtorr) 

PAA1 Continuous 15 1/1 600 

PAA2 Continuous 20 1/1 600 

PAA3 Continuous 25 1/1 600 

PAA4 Continuous 30 1/1 600 

PAA5 Closed-batch 15 1/1 600 

PAA6 Closed-batch 20 1/1 600 

PAA7 Closed-batch 25 1/1 600 

PAA8 Closed-batch 30 1/1 600 

 

 
Figure 1. a) Chemical structures of the precursors used in this study, b) schematic diagram of the iCVD 

reactor 

2.3 Characterizations 

The chemical structures of the as-deposited PAA thin films were characterized by FTIR 

spectrophotometer (Thermo Scientific, Nicolet iS 10), which performed a total of 32 scans at 4 cm-1 

resolution between 400–4000 cm-1 wavenumbers. The surface topographies and roughness values of the 

as-deposited PAA thin films on silicon wafers were analyzed by AFM (NT-MDT) in semi-contact mode 

with a scanning area of 10 × 10 µm2. To confirm the interferometric thickness measurements of PAA thin 

films, an ex-situ film thickness measurement was carried out with a thin film reflectometer (Avantes 

Avaspec-ULS2048L). Water contact angle analysis was performed of the as-deposited PAA thin films 
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coated silicon wafer using 4.0 µL of DI water and a video capture system (Kruss Easy Drop). PAA thin 

film optical transmission spectra were obtained in the 400–800 nm wavelength range using a UV/vis 

spectrophotometer (Shimadzu UV-1800) with a spectral resolution of 1 nm. 

3. RESULTS AND DISCUSSION 

The effect of substrate temperature and feeding approaches of precursors into the reactor on the 

deposition rates at constant pressure and monomer/initiator ratio was investigated and the results are 

summarized in Figure 2. The reported deposition rates in Figure 2 were obtained by dividing the thickness 

of as-deposited film on the silicon wafer by the total deposition time. The deposition rates of PAA thin 

films deposited by the continuous iCVD method were calculated to be 26.1, 20, 15.8 and 12.4 nm/min at 

substrate temperatures 15, 20, 25 and 30 °C, respectively. The films deposited under closed-batch 

conditions were deposited at rates of 18.6, 15.3, 10.4 and 8.5 nm/min at substrate temperatures 15, 20, 25 

and 30 °C, respectively. The lower deposition rates in closed-batch approach as compared to the 

continuous approach can be attributed to the decrease in the concentration of the precursor as reactants 

are consumed with time [19, 20]. In continuous approach, since the precursors are continuously fed to the 

reactor, constant reactant concentrations are achieved, which in turn keeps the deposition rates constant 

and high. In that perspective, it can be said that continuous approach is advantageous in terms of the 

deposition rates. However, in terms of the monomer consumption amount, which we define as the amount 

of monomer consumed per 100 nm as-deposited film, the closed batch configuration appeared to be more 

advantageous. In closed-batch approach, only 37.8 mg of AA monomer consumed per 100 nm as-

deposited film, whereas in continuous approach the monomer consumption was found as 680 mg for the 

same amount of film production, which indicated a nearly 18-fold higher monomer consumption in 

continuous iCVD.  

 

 
Figure 2. Effect of substrate temperature on deposition rate using continuous and closed-batch iCVD 

 

 Activation energies were calculated using Arrhenius equation to investigate the effect of substrate 

temperature on the deposition rates. Semilogarithmic graphic of the deposition rates on silicon wafer 

versus different substrate temperatures is given in Figure 3 (a,b). A negative activation energy was 

observed during PAA thin film depositions in both cases, indicating that PAA deposition is adsorption 

limited [21-23]. The activation energies of PAA thin films as-deposited by continuous and closed-batch 
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iCVD approaches were calculated as -35.94 kJ/mol and -39.44 kJ/mol, respectively. The observed small 

difference in the activation energies can be attributed to the changes in the deposition rates in both cases. 

In the continuous iCVD approach, the reactant concentration and reaction pressure are constant, whereas 

in the closed-batch iCVD approach, the reactant concentration and reaction pressure change throughout 

the polymerization. The reactant concentration decreases during polymerization in the closed-batch iCVD 

method, which in turn reduces the partial pressure (Pm)/monomer saturation pressure (Psat) value [20, 

24]. Pm/Psat is an important parameter in iCVD kinetics that can affect the deposition rate [22, 25]. A 

decrease in the Pm/Psat ratio can change the activation energy required to initiate polymerization, which 

in turn can affect the deposition rate [26, 27]. 

 

Figure 3. The deposition rate as a function of substrate temperature for PAA activation energy 

calculation in (a) continuous and (b) closed-batch iCVD process. 

 

The chemical structures of PAA thin films deposited on glass substrate by both iCVD methods was 

revealed by FTIR analysis. The FTIR spectrum of monomer AA is compared with the spectra of PAA thin 

films deposited at a substrate temperature of 15°C by both iCVD approaches in Figure 4. The presence of 

AA is evidenced by broad O-H stretching in the 3671-2169 cm-1 range. The strong absorption peak at 1701 

cm-1 assigned the carboxyl group (-COOH), which is a clear fingerprint of PAA [6, 28, 29]. The other major 

vibrational spectra of PAA revealed the C-H stretching, C-H bending, C-O-H bending, C-O stretching and 

O-H bending vibrations at 2933, 1538, 1440, 1237 and 805 cm-1, respectively [30-33]. The peak at 

approximately 2351 cm-1 corresponds to the CO2 bond [34]. The increase in the intensity of this peak is 

thought to indicate that the CO2 in the atmosphere was not very well stabilized during the measurement. 

The FTIR analysis revealed a C=C stretching peak at 1634 cm-1 in the spectrum of the monomer, but it was 

not observed in the spectrum of the PAA deposited by the continuous and closed-batch iCVD method. 

This suggests that the polymerization occurs via an unsaturated C=C bond [35, 36]. According to the FTIR 

results, it is seen that the carbonyl and hydroxyl groups in the structure of the monomer are well preserved 

in both PAA thin films [37, 38]. 
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Figure 4. FTIR spectra of (a) AA monomer, PAA thin films deposited by (b) continuous and (c) closed-

batch iCVD method. 

 

UV-vis transmittance results of uncoated and PAA coated glasses at 15°C substrate temperature are 

presented in Figure 5. It can be clearly seen that PAA deposition on the glass slightly reduces the optical 

transmittance.  The 100 nm-thick PAA thin film has a refractive index of 1.527 at wavelength of 633 nm 

[39, 40]. The refractive index of PAA thin films deposited by iCVD method is higher than the refractive 

index of glass (nglass=1.5), which slightly reduced the transmittance of glass. The possible reason for the 

reduced transmittance can also be attributed to the changed surface structure of the PAA thin films [41-

43]. The UV-vis spectra of deposited PAA thin films using both iCVD techniques gave similar results in 

the visible region. All samples showed a very high optical transmittance in the visible region.  

 

 
Figure 5. UV-vis spectra of bare and PAA coated glasses at 15°C substrate temperature. 
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The average roughness (Ra), root mean square (Rq) values and 3D AFM images of PAA films 

deposited by both iCVD approaches are shown in Figure 6 (a,c). Ra and Rq values of bare silicon wafer 

were given in our previous study as 0.482 nm and 0.596 nm, respectively [44]. PAA films deposited by the 

continuous iCVD approach have a rougher surface compared to those deposited by the closed-batch iCVD 

approach. The lower roughness of films produced by the closed-batch iCVD approach may be a 

consequence of the slower deposition rate [45].  The water contact angle images are given in Figure 6 (b,d). 

The water contact angle value of bare silicon wafer was given as 57.6±0.2° in our previous study [44]. The 

water contact angle values of PAA films deposited by continuous and closed-batch iCVD methods were 

measured as 16.1 ± 0.06° and 24.4 ± 0.73°, respectively. Wettability of materials depends on surface energy 

and surface roughness. The increase in surface roughness of materials with high surface energy increases 

wettability. [46]. This may be the reason why the PAA thin film deposited by continuous iCVD has a lower 

water contact angle value. 

 

 
Figure 6. The AFM and water contact angle images of the PAA thin films deposited on silicon wafers by 

(a,b) continuous and (c,d) closed-batch iCVD at 15°C substrate temperature. 

4. CONCLUSIONS 

PAA films were successfully deposited by iCVD method on glass and silicon wafer surfaces. In 

continuous and closed-batch approaches, the highest deposition rates were obtained at a substrate 

temperature of 15 °C. The apparent activation energies of PAA thin films deposited by continuous and 

closed-batch iCVD methods were calculated to be -35.94   kJ/mol and -39.44 kJ/mol, respectively. The 

negative activation energies implied an adsorption-limited iCVD regime. AFM results showed that the 

closed-batch approach allows the fabrication of more smooth film surface. The amount of monomer 

consumed to produce a 100-nm-thick film in the closed-batch iCVD approach was 18 times less than that 

of continuous iCVD approach. Therefore, in terms of monomer utilization ratio, closed-batch system 

appeared to be more effective, which may help to minimize the carbon footprint of iCVD process. 
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• The Law of Propagation (LoP) and Monte Carlo Simulation (MCS) uncertainty calculation 

methods were briefly discussed.  

• The details of the AutoRFPower software were presented, which was developed for performing 

LoP and MCS uncertainty calculations in automatic RF power measurement tasks. 

• Measurement and uncertainty calculation results obtained using the AutoRFPower software were 

presented. 

• A comparison was made between the uncertainty calculation results from the AutoRFPower 

software and those from a commercial uncertainty calculation simulation tool (Oracle Crystal 

Ball). 

• The uncertainty calculation capabilities of the developed AutoRFPower software were validated.  
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ABSTRACT: RF power measurement is essential in RF and microwave metrology. For reliable and 

accurate power measurement, automatic measurement is preferred. A software application in C#, named 

AutoRFPower, was developed for automatic RF power measurement and uncertainty calculations at this 

study. According to the GUM document, this application is enhanced for uncertainty calculations by 

utilizing the Law of Propagation method and the Monte Carlo Simulation method. Trial measurements 

were performed at different RF power levels and frequencies between 50 MHz and 18 GHz using the 

AutoRFPower software. Law of Propagation and Monte Carlo Simulation uncertainty calculations were 

carried out by AutoRFPower based on the trial measurements and by the Oracle Crystal Ball simulation 

application. All measurements and their uncertainty calculations were compared with each other, and this 

study validated the uncertainty calculation of AutoRFPower. In addition, it was observed that in the 

Monte Carlo Simulation, uncertainty calculation results were non-symmetrical normal distribution, 

contrary to the assumption of symmetrical normal distribution according to the Low of Propagation 

method. Moreover, it has been observed that the statistical distribution of uncertainty changes depending 

on the dominant component of the parameters in the model function used for the uncertainty calculation 

with the Monte Carlo Simulation method. 
 

Keywords: Auto RF Power Measurement, Law of Propagation Method, Monte Carlo Simulation Method, 

Uncertainty Calculation 

1. INTRODUCTION 

RF power measurement is a vital topic at the RF and microwave metrology laboratory. To have reliable 

power measurement, operator mistakes should be decreased. To minimize those mistakes, the use of 

automatic measurement software is preferred.  

Although it is crucial to carry out such good, successive measurements at RF and Microwave 

metrology, it is also essential to calculate the uncertainty of the measurement correctly according to the 

"Guide to the Expression of Uncertainty in Measurement (GUM)" document [1, 2]. Law of Propagation 

(LoP) and Monte Carlo Simulation (MCS) methods are used to evaluate measurement uncertainties in 

GUM [3, 4]. 

The LoP method is based on the central limit theory. It calculates uncertainty with all input parameters 

that contribute to uncertainty calculation having normal distribution, or those should be transformed from 

other distributions such as rectangular, triangular, and u-shape to normal distribution. The input 
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parameters that do not have normal distribution are assumed as symmetrical normal distribution when 

transformed into a normal distribution from their actual distributions. If the uncertainty component has 

rectangular, triangle, and u-shape distributions, it should be divided into √3,  √6, and √2 for normal 

distribution transfer, respectively. This assumption causes the calculated uncertainty of the LoP method 

to have a balanced normal distribution. Combined uncertainty can be calculated using Equation (1) for 

the LoP method [1, 2]. 

𝑢 (𝑘 = 1) =  √∑ 𝑐𝑖
2. 𝑢𝑖

2

𝑛

𝑖=1

 (1) 

where u(k=1) is the combined uncertainty with coverage factor one (68 % reliability), ci is the sensitivity 

coefficient of each uncertainty component in the model function (f (.)) and ui is the uncertainty value of 

each component in the model function The ci can be calculated with partial derivative of the model 

function of the considered uncertainty component (𝜕𝑓(. )/𝜕𝑖) , and ui is a related uncertainty which has 

normal distribution. Figure 1 shows the visualization of the calculation flow of the LoP method 

uncertainty.  

 

 
Figure 1. Uncertainty calculation flow chart of the LoP method  

 

The MCS method is an analytical method used before and still in calculating measurement 

uncertainties. The MCS method is generally not preferred if LoP can be used because it is difficult to take 

many repetitive measurements such as 105 times or more [5-10]. Many repetitive measurements can be 

impossible for each uncertainty component. To simulate the real measurement, all the input parameters 

for uncertainty calculation is generated by randomized at least 105 times before uncertainty calculation. 

There is no symmetrical normal distribution transformation in the MCS method, and the input 

component's distribution effect can be seen in the combined uncertainty in the MCS method. The 

uncertainty calculation flow chart is given in Figure 2 for the MCS method in this study. 
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Figure 2. Uncertainty calculation flow chart of the MCS Method   

 

Uncertainty calculation needs to be improved in the LoP method due to the normal distribution 

transformation of all parameters. The LoP method might have deficiencies when the model function has 

non-linear input parameters.  

A software tool, called AutoRFPower, was developed on the C# platform with the collaboration of 

TUBITAK, SPARK, and METU [11, 12]. In this study, LoP and MCS methods calculated the uncertainties 

of the measurements taken using the enhanced automatic RF power measurement software 

(AutoRFPower). Also, the uncertainty calculation capabilities of the AutoRFPower software were 

validated. For validation, firstly, the uncertainty values calculated numerically according to the LoP 

method were compared with the uncertainty values produced by the AutoRFPower software, and the 

MCS uncertainty ability of the software was compared with the results of commercially available MCS 

software. This study compared and discussed all uncertainties calculated with the developed software 

and simulator.  

2. MEASUREMENT BY AUTORFPOWER SOFTWARE AND UNCERTAINTY CALCULATION 

TECHNIQUES 

An RF signal generator, a power sensor, and a power meter are used in a simple RF power 

measurement setup as shown in Figure 3. An attenuator is preferred for high power measurement with 

low power sensor and an adapter is preferred for adapting the different connectorized RF connectors in 

Figure 3. Depending on the measurement frequencies and RF power levels, various power sensors, such 

as thermocouples, semiconductor diodes, and thermistors, can be used as RF power sensors [13, 14]. In 

order to measure wide frequency range and wide power range, it is necessary to use an automatic 

measurement system. 
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Figure 3. Automatic RF power measurement setup 

 

For measuring RF power automatically, developed software is necessary to control the operations of 

the computer and the measurement system. In order to communicate with the computer and measurement 

devices, an interface bus should be used. As shown in Figure 3, the General Propose Interface Bus (GPIB) 

adapter and its protocol are used to communicate with the computer and the other measurement devices 

used for automatic RF power measurement [15]. 

The power value read by the power meters in RF power measurement systems cannot directly show 

the power given by RF signal sources due to impedance mismatches with non-ideal connectors and power 

sensor losses. Considering the losses and impedance mismatches in the RF power measurement system, 

it is necessary to calculate the actual RF power value of the RF signal source by writing a model function. 

The model function for the actual RF power of the signal generator is given with Equation (2) for the setup 

given at Figure 3.  

 

𝑃𝐷𝑈𝑇 =  
𝑃𝑅𝐸𝐴𝐷

𝐶𝐹𝑆𝑇𝐷

∙ |
1

𝑆21𝐴

|
2

∙ 𝑀 (2) 

 

where; 

PDUT : Actual RF Power of Device Under Test (DUT) RF signal generator, 

PREAD : Average RF power reading from power meter,  

CFSTD : Calibration Factor of Standard (STD) power sensor, 

S21A : Forward transmission coefficient of the attenuator (complex), 

M : Impedance mismatch due to the non-ideal RF connectors, it can be calculated with Equation (3), 

 

𝑀 = |1 − Γ𝐴 ∙ Γ𝐷𝑈𝑇|2 (3) 

 

where; 

A : Equivalent reflection coefficient of the input port of attenuator(s) shown in Figure 3 (complex). A 

is the reflection coefficient of the STD power sensor input (STD), if attenuator is not placed on the 

setup, 

DUT : Complex reflection coefficient of DUT signal generator shown in Figure 3. 

 

In this study, different RF power and frequency range measurements were tried with the 

AutoRFPower software, and the uncertainty calculation capabilities of the software were validated.  

For the first experiment, the technical specifications of the power meter, the power sensor, and the RF 

signal source used in this measurement setup are given in Table 1. 
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Table 1. The equipment used in the measurement setup 

Equipment Model Measurement Range 

Power Meter N1914A -70 dBm -+44 dBm 

Power Sensor E4413A 50 MHz – 26.5 GHz 

Signal Generator E8257D 250 kHz – 40 GHz 

10 dB Attenuator 8491B 10 MHz – 18 GHz 
 

 

Measurements were performed by the measurement setup at the frequencies of 50 MHz, 1000 MHz, 

5000 MHz, 10000 MHz, 15000 MHz and 18000 MHz, and at power levels of 0 dBm and 5 dBm. While 

taking the measurements by the developed software at the different frequencies and power levels, they 

were also successively recorded manually by the operator for software validation. 

The actual RF power value (PDUT) was calculated by taking into account the calibration factor of the 

power sensor, the forward transmission coefficient of the attenuator, and the complex equivalent 

reflection coefficient of the input port of the attenuator and also that of the DUT signal generator using 

the Equation (2). 

Two different RF power values can be calculated depending on whether the DUT signal generator's 

reflection coefficient (DUT) is vectorial or only magnitude. If the DUT is known as vectorial (Case 1), the 

impedance mismatch is calculated by using Equation (3). In order to calculate the impedance mismatch 

numerically Equation (4) can be used as well. Mismatch uncertainty calculation has normal distribution 

when Equation (4) is used.  

 

𝑀 = 1 + |Γ𝐴|2 + |Γ𝐷𝑈𝑇|2 − 2. |Γ𝐴|. |Γ𝐷𝑈𝑇|. 𝑐𝑜𝑠(Θ𝐴 + Θ𝐷𝑈𝑇) (4) 

 

If only the magnitude of DUT is known (Case 2), the impedance mismatch (M) is assumed to be 1 (one). 

In this situation, the uncertainty of the impedance mismatch can be calculated using the magnitude of the 

reflection coefficient of the signal generator and the magnitude of the reflection coefficient of the power 

sensor. The magnitude of the reflection coefficient of the signal generator can be obtained by using the 

standing wave ratio of the signal generator, which is given into the data sheets of the signal generator. 

This mismatch uncertainty has a U-shaped distribution. In order to calculate the power uncertainty, the 

uncertainty of the mismatch, which has a U-shaped distribution, should be transformed into a normal 

distribution by dividing it by √2 . 

In this study, the measurement results taken by the AutoRFPower software and calculated actual 

powers are given in Table 2. The PDUT values were calculated for both impedance mismatch calculation 

cases. The vectorial reflection coefficient measurement of the signal generator is so tricky. Most 

laboratories do not prefer the vectorial reflection coefficient measurement, and they like to use the 

standing wave ratio of the manufacturer in the manufacturer data sheets. The complex reflection 

coefficient of the signal generator was not measured in this study. A calibrated attenuator was connected 

to the output port of the signal generator. In order to check the AutoRFPower software’s uncertainty 

calculation capability for this study at Case 1, the output reflection coefficient of the attenuator was 

accepted that the complex reflection coefficient of the signal generator. Impedance mismatch error was 

calculated by the output reflection coefficient of the attenuator (in complex) and the reflection coefficient 

of the DUT PS (in complex). Calculated PDUT values are given for two different power levels as 0 dBm and 

5 dBm and Case 1 and Case 2 in Figure 4 and Figure 5, respectively.  

The reading powers (PREAD) differ from the calculated actual power (PDUT) in Figure 4 and Figure 5. 

The PREAD contains the power sensor losses and the impedance mismatch errors. In order to eliminate these 

errors using Equation (2), PDUT was obtained as a difference from PREAD. There is a slight difference between 

the calculated PDUT for Case 1 and the calculated PDUT for Case 2. These differences come from the different 

impedance mismatch calculations as given above. 
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Table 2. Calculated RF power values according to the mismatch calculation cases 

Freq. 

(MHz) 

Applied Power 

from Signal 

Generator 

(DUT) (dBm) 

Reading 

Power PREAD 

(mW) 

CFSTD 

S21A  

(Linear 

Magnitude) 

Calculated 

Power PDUT 

(mW) @ 

Case 1 

Calculated 

Power PDUT 

(mW) @ 

Case 2 

50 0 0.092038 1.0000 0.3184366 0.98725 0.98580 

1000 0 0.090822 0.9816 0.3176025 1.00163 1.00024 

5000 0 0.080260 0.9592 0.3157301 0.93193 0.92623 

10000 0 0.076380 0.9365 0.3132852 0.89847 0.90027 

15000 0 0.071097 0.9210 0.3113364 0.88172 0.87236 

18000 0 0.068634 0.9150 0.3108678 0.83852 0.82781 

50 5 0.294230 1.0000 0.3184366 3.15470 3.15143 

1000 5 0.288524 0.9816 0.3176025 3.18116 3.17756 

5000 5 0.254833 0.9592 0.3157301 2.95980 2.94086 

10000 5 0.242381 0.9365 0.3132852 2.85191 2.85686 

15000 5 0.227139 0.9210 0.3113364 2.81639 2.78701 

18000 5 0.220456 0.9150 0.3108678 2.69217 2.65898 
 

 

 
Figure 4. 0 dBm calculated DUT output powers for Case 1 and Case 2 

 
Figure 5. 5 dBm calculated DUT output powers for Case 1 and Case 2 
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3. COMPARISON OF UNCERTAINTY EVALUATION METHODS 

To calculate uncertainty with the AutoRFPower software, two uncertainty calculation codes, 

implementing the LoP and MCS methods, were included in the software.  

Combined uncertainties were calculated using Equation (1) and Equation (5) for LoP and MCS 

methods, respectively at this study.  

𝑢 (𝑘 = 1) = √∑ 𝑢𝑅𝑖
2

𝑛

𝑖=1

 (5) 

where u(k=1) is the combined uncertainty with coverage factor one (68 % reliability), and uRi is the 

uncertainty value of each component in the model function randomly generated and uRi has different 

distribution. 

Four uncertainty calculations given below were performed in this study. 

1. According to the GUM LoP method, the first uncertainty calculation was done using manual 

measurement data and the MS Excel application.  

2. The Oracle Crystal Ball application calculated the second uncertainty using the MCS method (OMm). 

3. The third uncertainty calculation was made by AutoRFPower software. AutoRFPower can calculate 

the uncertainty using the GUM LoP method (ALm). 

4. The fourth uncertainty calculation was made by AutoRFPower software alone. The AutoRFPower 

software can also calculate the uncertainty using the GUM MCS method (AMm). 

For four uncertainty calculations, the same RF power measurement data were used for Case 1 and 

Case 2 determined in this study.  

Uncertainty components and their statistical distributions are given below; 

• uPREAD – uncertainty of repeated power measurement, Gaussian  

• uPMacc – uncertainty of accuracy of the power meter, rectangular 

• uPMres – uncertainty of resolution of the power meter, rectangular 

• uCFSTD- uncertainty of CF of the STD PS, Gaussian 

• uS21A- uncertainty of the forward transmission coefficient of attenuator, Gaussian 

• 𝑢|𝛤𝐴|- uncertainty of the magnitude of A, Gaussian 

• 𝑢|𝛤𝐷𝑈𝑇|- uncertainty of the magnitude of DUT, Gaussian 

• 𝑢𝛩𝐴
- uncertainty of the phase of A, Gaussian 

• 𝑢𝛩𝐷𝑈𝑇
- uncertainty of the phase of DUT, Gaussian 

• uM- uncertainty of the impedance mismatch of connector where DUT is known as magnitude, U 

shape 

In order to validate the LoP uncertainty calculation of AutoRFPower, manually calculated LoP 

uncertainty by using MS Excel and AutoRFPower LoP uncertainty calculation (ALm) were compared. 

There was a good agreement at the level of 10-4 differences. This difference is an acceptable value that the 

ALm could be used as a reference for comparisons.  

In order to compare the uncertainty calculations at the first step in this study, ALm uncertainty were 

compared with AMm uncertainty. ALm uncertainty calculations, which were validated with MS Excel 

manual calculation, were used as a reference value for comparison. 

In the second step of comparison, OMm uncertainty was compared with ALm uncertainty using the 

same measurement data. Calculated uncertainty values were given in Table 3 and Table 4 according to the 

cases with coverage factor two (95 %). Uncertainty differences from the reference uncertainty were given 

in Table 5. In this study, only the difference between the calculated uncertainties were given as evaluation 

method for comparison results. 
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Table 3. Calculated uncertainties according to the LoP and MCM with developed software and 

MC simulator application for Case 1 

Frequency 

(MHz) 

Calculated 

Power PDUT 

(mW) Case 1 

ALm Unc. of 

Calculated Power 

(mW) Case 1 

AMm Unc. of 

Calculated Power 

(mW) Case 1 

OMm Unc. of 

Calculated Power 

(mW) Case 1 

50 0.98725 0.01202 0.01203 0.01204 

1000 1.00163 0.01243 0.01245 0.01243 

5000 0.93193 0.01478 0.01481 0.01480 

10000 0.89847 0.01426 0.01424 0.01427 

15000 0.88172 0.03200 0.03201 0.03207 

18000 0.83852 0.02267 0.02271 0.02268 

50 3.15470 0.03837 0.03836 0.03843 

1000 3.18116 0.03943 0.03938 0.03931 

5000 2.95980 0.04689 0.04703 0.04683 

10000 2.85191 0.04520 0.04520 0.04520 

15000 2.81639 0.10220 0.10232 0.10215 

18000 2.69217 0.07277 0.07276 0.07278 
 

 

Table 4. Calculated uncertainties according to the LoP and MCM with developed software 

and MC simulator application for Case 2 

Frequency 

(MHz) 

Calculated 

Power PDUT 

(mW) Case 2 

ALm Unc. of 

Calculated Power 

(mW) Case 2 

AMm Unc. of 

Calculated Power 

(mW) Case 2 

OMm Unc. of 

Calculated Power 

(mW) Case 2 

50 0.98580 0.01206 0.01209 0.01209 

1000 1.00024 0.01412 0.01411 0.01413 

5000 0.92623 0.03606 0.03619 0.03610 

10000 0.90027 0.02156 0.02159 0.02159 

15000 0.87236 0.06486 0.06500 0.06488 

18000 0.82781 0.09185 0.09188 0.09193 

50 3.15143 0.03851 0.03845 0.03856 

1000 3.17756 0.04481 0.04473 0.04470 

5000 2.94086 0.11449 0.11445 0.11458 

10000 2.85686 0.06840 0.06853 0.06844 

15000 2.78701 0.20720 0.20712 0.20749 

18000 2.65898 0.29503 0.29472 0.29510 
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Table 5. Calculated uncertainty differences from reference uncertainty 

Frequency 

(MHz) 

AMm-ALm @ 

Case 1 

OMm-ALm @ 

Case 1 

AMm-ALm @ 

Case 2 

OMm-ALm @ 

Case 2 

50 0.00001 0.00002 0.00003 0.00003 

1000 0.00002 -0.00000 -0.00001 0.00001 

5000 0.00003 0.00002 0.00013 0.00004 

10000 -0.00002 0.00001 0.00003 0.00003 

15000 0.00001 0.00007 0.00014 0.00002 

18000 0.00004 0.00001 0.00003 0.00008 

50 -0.00001 0.00006 -0.00006 0.00005 

1000 -0.00005 -0.00012 -0.00008 -0.00011 

5000 0.00014 -0.00006 -0.00004 0.00009 

10000 -0.00000 -0.00000 0.00013 0.00004 

15000 0.00012 -0.00005 -0.00008 0.00029 

18000 -0.00001 0.00001 0.00003 0.00003 
 

 

The uncertainties calculated with the MCS method using the uncertainty calculation module of the 

AutoRFPower software, were plotted for each frequency. Some selected graphics are given in Figures 6-7 

for Case 1 and Case 2, respectively. It has been seen in the graphics that the uncertainties obtained by the 

MCS method calculation do not have a homogeneous normal distribution. Non-homogenous normal 

distribution can be seen using the triangles drawn in the figures, where the triangles are symmetrical, but 

the top corners of the triangles are not at the top of the histograms. In order to obtain the homogeneous 

normal distribution, more than 105 times power measurement should be performed instead of the 

generated randomized power values from 10 times power measurement.  

 

 

 
Figure 6. MCS Uncertainty values for Case 1 @ 0 dBm and different frequencies 
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Figure 7. MCS Uncertainty values for Case 2 @ 0 dBm and different frequencies 

 

4. CONCLUSION 

This study validated the measurement results of the AutoRFPower software and uncertainty 

calculation results carried out by AutoRFPower according to the LoP and MCS methods. The 

AutoRFPower software was being tested with this study, and it will be available from SPARK 

(www.sparkmeasure.com). In addition, OMm uncertainties and AMm and ALm uncertainties calculated 

with AutoRFPower were compared.  

In comparisons, it was observed that there was a 10-4 level difference between the LoP and the MCS 

method uncertainties. 

When the uncertainty calculation results of the AutoRFPower software were compared with the OCB 

uncertainty results, it was observed the uncertainties obtained by MCS were the same as the OCB 

uncertainties. Moreover, it was noticed that the uncertainties evaluated according to the MCS method had 

a non-symmetrical normal distribution, contrary to the assumption of symmetrical normal distribution 

according to LoP GUM. On the other hand, in the uncertainty calculation by using the MSC method, it has 

been observed that the statistical distribution of the uncertainty changes depending on the dominant 

component of the parameters in the model function used for the uncertainty calculation. 

AutoRFPower software was initially developed for the Keysight, Agilent, and HP brand mark devices. 

This software is being improved in other European-funded research projects by other National Metrology 

Institutes and designated institutes such as NSAI (Ireland), CMI (Chezh Republic), Trescal (Denmark), 

IMBiH (Bosnia & Herzegovina), and SIQ (Slovenia). Additional measurement devices are being added to 

the software in an ongoing European-funded project. AutoRFPower software can calculate the ALm and 

AMm uncertainty with the new brand devices by new users in future. 
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Highlights 

 
• Unmodified  and modified MWCNTs such as MWCNT-COOH, MWCNT-OH, and MA-g-MWCNT 

were incorporated into the PLA matrix. 

• The nanocomposite films were successfully prepared by the solvent casting method.  

• These nanocomposite films can be used for different applications due to their improved properties 

especially in biomedical. 
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ABSTRACT: To enhance the properties of poly(lactic acid) (PLA) composite films, unmodified (MWCNT) 

and modified multiwall carbon nanotubes (MWCNT-COOH, MWCNT-OH, and MA-g-MWCNT) were 

incorporated into the polymer matrix followed by the solvent casting method. The success of the 

modification of MWCNT with maleic anhydride (MA) was verified by absorption transmission reflectance 

spectroscopy (ATR). The fabricated nanocomposite films were analyzed by Fourier transform infrared 

(FT-IR) spectroscopy, thermal analyses, atomic force microscopy (AFM), contact angle measurements, 

dynamic mechanical analysis (DMA), and electrical conductivity tests. ATR spectra showed that MA was 

covalently grafted to the surface of the MWCNT, which was well dispersed and homogenously 

incorporated in the PLA matrix. The results of the thermal degradation demonstrated that the degradation 

value of the film increased from 328.91oC to 347oC with the addition of 0.5 wt% MA-g-MWCNT. 

Additionally, the MWCNT-OH/PLA films illustrated strongly hydrophilic nature due to the –OH groups. 

The surface resistance of 3 wt% of the MWCNT-COOH/PLA nanocomposite film decreased from 2.56x109 

to 2.42x103 Ω (by 106 order). Therefore, the properties of PLA were increased with the addition of 

functionalized MWCNTs, which can be used for different applications such as biomedical, food 

packaging, and electronics. 
 

Keywords: Nanocomposites, Multiwall Carbon Nanotube, Poly(Lactic Acid), Grafting, Maleic Anhydrate 

1. INTRODUCTION 

Polymeric nanocomposites have gained much attention due to their significant mechanical, thermal, 

electrical, and biodegradable properties [1, 2]. Among these nanocomposites, biodegradable polymers 

have specific properties such as renewable, excellent biodegradable, and biocompatible [3, 4]. Therefore, 

biodegradable polymeric nanocomposites have been used in almost all areas such as food packaging, 

biomedical, solar cells, electronic components [5], and eco-friendly applications. These polymers such as 

poly(lactic acid) (PLA), poly(ethylene oxide) (PEO), poly(3-hydroxybutyrate) (PHB), and 

polycaprolactone (PCL) [2] have been extensively used in these nanocomposites [1]. Poly(lactic acid) 

(PLA), which is a biodegradable polyester [6], is derived from renewable resources such as corn and sugar 

[1]. However, poor mechanical properties, brittleness [7], low crystallization rate, low impact strength, 

low glass transition temperature, and poor electrical conductivity of PLA severely restrict its applications 

[4]. Therefore, blending PLA with other polymers or reinforced nanomaterials overcomes these drawbacks 

of PLA, and leads to the desired properties [8]. To enhance its properties, nanomaterials such as carbon 

nanotubes [9], montmorillonite [10], and graphene oxide [11] can be used to reinforce. 

Multiwall carbon nanotubes (MWCNTs) have attracted a great deal of interest for material sciences 

due to their high physicochemical properties [12]. MWCNTs possess a large surface area, high elastic 

modulus, high mechanical and barrier properties, good thermal stability up to 2800oC in a vacuum, and 

high thermal and electrical conductivity [13]. Thus, they have been used as superior reinforced 

nanomaterials in polymeric nanocomposites [14]. Especially in the food industry, the studies showed that 
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there were no harmful effects of the use of MWCNTs as nanofillers [15, 16]. Yu et al. [15] displayed the 

potential use of grafted MWCNTs in the PHBV films as food packaging. However, the interfacial 

interaction between polymer matrix and MWCNTs depends on the dispersion of nanofillers in matrices 

[17]. Seligra et al. [18] developed a technique to disperse MWCNTs in the PLA matrix by linking covalently 

the nanofiller with the polymer. Yinghui Zhou et al. [19] investigated the effects of the CNTs-COOH 

nanoparticles on the properties of PLA/CNTs-COOH nanocomposites. The most important issue of the 

MWCNT nanocomposites is the dispersion of them in the matrix. Therefore, the physical/chemical 

treatment can be used to improve the dispersion and the compatibility between MWCNT and the polymer 

matrix [1]. The mechanical performance of the materials can be improved by the strong interfacial 

adhesion between the matrix and the nanofiller [20] by the functionalization of MWCNT with a 

compatibilizer agent such as maleic anhydride [21] which is a popular and effective method to enhance 

this adhesion [22]. 

To improve the properties of MWCNT, some compatibilizer agents such as maleic anhydride (MA) 

can be selected. It is highly reactive [23], which enhances the adhesion between polymers and MWNT. 

MA grafted MWCNT showed better properties than pure MWNT nanoparticles [24]. Huang et al. [24] 

produced composite materials composed of MA grafted MWCNT and PMMA and investigated the 

electrical property and EMI shielding efficiency. Wu et al. [25] functionalized MWCNTs with maleic acid 

(MAA) and maleic anhydride (MA) by the free radical reaction and produced the nanocomposites by the 

hydrogen bonding with poly (urea urethane) (PUU). Both non-covalent and covalent modifications of the 

MWCNT surface have been used to improve the wetting and solubility of MWCNT. The advantage of 

non-covalent attachment is that the perfect structure of the MWCNT is not damaged, and its mechanical 

properties remain intact. The main disadvantage of this attachment is that the forces between the 

wrapping molecules and the MWCNT are very weak, which means that the load may not be transferred 

efficiently from the polymer matrix to the MWCNT filler [26]. 

Low amounts of MA-g-multi-walled carbon nanotubes (MWCNTs) and other functionalized MWCNT 

species such as carboxyl (-COOH) and hydroxyl (-OH) groups can indeed act as plasticizers in poly(lactic 

acid) (PLA) polymer matrices. Here are some literature references that elaborate on this topic specifically 

in the context of PLA. Zhou et al. [27] described a study where polylactic acid (PLA) was modified with 

poly(butylene adipate-co-terephthalate) (PBAT) and carbon nanotubes (CNTs-COOH) containing 

carboxyl groups using melt blending. A compatibilizer, ethylene-butyl acrylate-glycidyl methacrylate (E-

BA-GMA), was employed to enhance the interaction between the CNTs-COOH nanoparticles and the 

PLA/PBAT matrix. The effects of varying CNTs-COOH content on mechanical properties, thermal 

properties, crystallinity, and morphology of PLA/CNTs-COOH nanocomposites were investigated. The 

results showed that incorporating CNTs-COOH nanoparticles led to simultaneous improvements in 

tensile strength, elongation at break, and impact strength of PLA. Additionally, PLA/CNTs-COOH 

nanocomposites exhibited higher thermal stability compared to pure PLA, with increases observed in 

glass transition temperature and initial degradation temperature as CNTs-COOH content increased. At 

low CNTs-COOH content (≤0.5 wt%), the nanoparticles dispersed uniformly in the PLA matrix. Overall, 

CNTs-COOH were found to be effective fillers for reinforcing and toughening PLA simultaneously, with 

the PLA/CNTs-COOH nanocomposite containing 0.5 wt% CNTs-COOH demonstrating a favorable 

combination of strength and toughness [27]. To enhance the performance of PLA (polylactic acid) 

composites, addressing the poor dispersion and adhesion of carbon nanotubes (CNT) is crucial. Zhang et 

al. [28] utilized sodium dodecylbenzene sulfonate to modify multi-walled CNT surfaces, improving 

interfacial adhesion with PLLA (levopolylactic acid) through melt blending. This modification reduced 

the composite's conductivity below the penetration threshold and enhanced its thermal stability. 

Additionally, Urtekin et al. [29] leveraged CNT's bridging effect to enhance PLA's interaction with 

polycarbonate (PC). They compounded variously functionalized multi-walled CNTs (MWCNT, MWCNT-

OH, MWCNT-COOH, PC-g-MWCNT) with PC/PLA in a twin-screw extruder. This process facilitated 

effective grafting of PC onto MWCNT, resulting in improved composite properties. Notably, the addition 

of 5 wt% MWCNT-OH yielded the highest values for elongation at break, tensile strength, and modulus 
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in the PC/PLA composites. These studies collectively demonstrate that maleic anhydride-grafted 

MWCNTs, as well as MWCNTs functionalized with carboxyl and hydroxyl groups, can act as effective 

plasticizers in PLA polymer matrices, leading to improvements in crystallization behavior, mechanical 

properties, and thermal stability. 

The novelty of this study is that not only the functionalization of MWCNT with MA and also the 

investigation of the effects of unmodified (MWCNT) and modified multiwall carbon nanotubes 

(MWCNT-COOH, MWCNT-OH, and MA-g-MWCNT) on the PLA nanocomposites followed by the 

solvent casting method. Thus, the thermal, mechanical, and electrical properties of nanocomposite 

materials were determined, and the results of the nanocomposites were compared with neat PLA film. 

2. MATERIAL AND METHODS 

2.1. Materials 

MWCNTs were bought from Timesnano (Chinese Academy of Sciences (CAS)) with a diameter of 10 

and 20 nm, a length of 30 μm, and >95 wt% of purity. MWCNT-OH composes of 3.06 wt% -OH content 

and MWCNT-COOH was 2.00 wt% -COOH content. Poly (L-lactic acid) (PLA) was supplied by Isochem. 

Chloroform (99%), tetrahydrofuran (99%), acetone (>99%), benzoyl peroxide (BPO) (99%), and maleic 

anhydride used for functionalization of MWCNTs were purchased from Sigma-Aldrich (St. Louis, USA). 

All the solvents were used without any further purification. 

2.2. Functionalization of the MWCNTs 

Maleic anhydride functionalized multiwalled carbon nanotubes (MA-g-MWCNT) were prepared by 

the following procedure [30]: 1 g of MWCNTs was mixed by refluxing with 2.6 g of maleic anhydride. MA 

was added into 50 mL of acetone and 50 mL of THF and mixed at 80oC for 4 h. 0.1 g of benzoyl peroxide 

(BPO) was used as an initiator of the free radical reaction in this procedure. In the last part, anhydrous 

acetone was used to wash the functionalized MWCNTs (MA-g-MWCNT), and MA-g-MWCNT was 

centrifuged. 

2.3. Preparation of Samples 

All the nanocomposite films were prepared by solvent casting method. 5% (w/v) of PLA was added 

into 100 mL of chloroform and stirred to get a homogenous mixture. Then, appropriate amounts of 

MWCNT, MWCNT-COOH, MWCNT-OH, and MA-g-MWCNT were separately mixed in this mixture to 

obtain 0.5, 1, 2, and 3 wt.% ratios of nanofillers. To produce unmodified and modified MWCNT 

nanocomposites, the solutions were sonicated for 4 h in a water bath at room temperature to enhance the 

dispersion of MWCNTs and functionalized-MWCNTs in the polymer matrix. The prepared solutions were 

cast on Petri dishes and put in a vacuum oven at room temperature to remove completely the residue 

solvent. Finally, the fabricated films were peeled, and the thicknesses were measured as approximately 

130 μm. Table 1 shows the amounts of the polymer and nanofillers. 0.5% MWCNT/PLA, 1% 

MWCNT/PLA, 2% MWCNT/PLA, and 3% MWCNT/PLA nanocomposite films. 
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Table 1. The prepared polymer solutions for the solution casting method 

Films 
PLA 

% 

MWCNT 

% 

MWCNT-

COOH 

 % 

MWCNT-OH 

% 

MA-g-MWCNT 

% 

PLA 5 - - - - 

MWCNT/PLA 

5 0.5 - - - 

5 1.0 - - - 

5 2.0 - - - 

5 3.0 - - - 

MWCNT-COOH/ PLA 

5 - 0.5 - - 

5 - 1.0 - - 

5 - 2.0 - - 

5 - 3.0 - - 

MWCNT-COOH/PLA 5 - 0.5 - - 

 5 - 1.0 - - 

 5 - 2.0 - - 

 5 - 3.0 - - 

MWCNT-OH/PLA 5 - - 0.5 - 

 5 - - 1.0 - 

 5 - - 2.0 - 

 5 - - 3.0 - 

MA-g-MWCNT /PLA 5 - - - 0.5 

 5 - - - 1.0 

 5 - - - 2.0 

 5 - - - 3.0 

 

2.4. Characterization of Samples 

2.4.1. ATR spectroscopy 

The grafting behavior of the maleic anhydride (MA) onto the MWCNT was analyzed by Absorption 

Transmission Reflectance (ATR) spectroscopy (Bruker Tensor 27, USA). 

2.4.2. FTIR spectroscopy 

The chemical bonding of the prepared films was investigated by the Fourier transform infrared (FTIR) 

spectrometry (Thermo Nicolet Avatar 370 spectrometer, USA). The examination covered a wavenumber 

range of 4000–400 cm⁻¹ with a resolution of 4 cm⁻¹ at ambient temperature. 

2.4.3. Electrical conductivity 

The electrical conductivity was measured using a standard four-point method. All conductivity 

measurements were determined at room temperature with a Keithley 2400 Source Meter (USA). 

Rectangular samples of 1 x 5 cm2 dimensions were prepared for conductivity analysis of the 

nanocomposite films produced of different types and concentrations. The thickness and resistance values 

for each sample obtained were taken as the average of the five determined values. The electrical 

conductivity values of the nanocomposite films were calculated using the resistance values read with the 

help of the device. The averages of five measurements were reported for each composite. 
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2.4.4. Thermal characterizations 

The thermal gravimetric analysis (TGA) was determined by Pyris 1 TGA device (Perkin Elmer Inc., 

USA). The samples were heated from 0 to 1000°C under a nitrogen atmosphere with a heating rate of 10°C 

min-1. In addition, differential scanning calorimeter (DSC) analysis was carried out with the Scinco DSC 

N-650 instrument (Seoul, Korea). The samples were heated at a temperature range of 25-200°C under a 

nitrogen atmosphere at an increment of 10°C min-1.  

Crystallinity values of the PLA in the nanocomposite films were calculated from the following equation 

(1): 

 

𝐶𝑟𝑦𝑠𝑡𝑎𝑙𝑙𝑖𝑛𝑖𝑡𝑦 (%) = (
𝐻𝑚

93.7
) 𝑥 100    (1) 

 

where ΔHm is the melting enthalpy (J/g) and 93.7 J/g is the theoretical enthalpy of completely crystalline 

PLA [31]. 

2.4.5. Contact angle analysis 

The surface nature of the materials was evaluated by the water contact angle analysis (WCA) using 

the Krüss DSA 100 instrument (Hamburg, Germany) at ambient temperature. The measurements involved 

applying a 5 μL water droplet with the sessile drop method, and the tests were repeated at least three 

times using deionized water. 

2.4.6. Dynamic mechanical analysis 

The dynamic mechanical analysis (DMA) was carried out with the Gabo Eplexor 100 N instrument 

(Germany) in tension mode for a rectangular specimen of dimension (10 x 35 x 2 mm3). The isochronal 

frequency of 10 Hz, static load at 1% strain, and dynamic load at 0.2 % strain were applied, and the storage 

modulus (E'), loss factor (tan δ), and loss modulus (E”) were recorded. 

2.4.7. Atomic force microscopy  

The atomic force microscopy (AFM) images of 0.5 wt% of the nanocomposite films were obtained 

using a Park System (XE-100 E instrument, Korea). The analysis covered a 5 × 5 μm² area at room 

temperature, employing a scanning rate of 0.5 Hz and operating in non-tapping mode. 

3. RESULTS AND DISCUSSION 

3.1. ATR Spectroscopy Analysis 

 

Figure 1 shows the ATR spectra of the MWCNT and the MWCNT functionalized with maleic 

anhydride (MA), carboxyl (-COOH), and hydroxyl (-OH), respectively. 

 



Effect of Chemical Modification of Multiwall Carbon Nanotubes 613
  

 

 
Figure 1. ATR spectrum of nanoparticles (a) MA-g-MWCNT, (b) MWCNT-COOH, (c) MWCNT-OH, (d) 

MWCNT 

 

The characteristic peak of the aromatic ring (C=C) was obtained between 1600 and 1450 cm-1 in the 

spectra of all the MWCNTs. The stretching vibration of carbonyls (C=O) appeared at 1760-1690 cm-1, which 

belonged to the carbonyl group (C=O) for MWCNT-COOH and MA-g-MWCNT particles. The C=O 

stretching at 1721 cm-1, corresponds to the incorporated carboxylic acid groups (-COOH) due to the acid 

treatment process, characterized the MWCNT-COOH [1]. The C-H stretching at 2853 and 2925 cm-1 

corresponded to alkyl groups, which comes from the carboxyl group [26]. After the functionalization of 

MWCNT with maleic anhydride, some organic groups in the chemical structure of maleic anhydride were 

attached to the surface of MWCNT via the chemical bonds. One of these organic groups, the carbonyl 

group (C=O), was observed in the spectrum of MA-g-MWCNT at a wavelength of 1740 cm-1. Moreover, 

the transmittance band appears at 2848 and 2947 cm-1 corresponding to alkyl groups (–CH) which is 

regarding the maleic anhydride [30]. Alkyl groups (-CH) existed in carboxyl acid and maleic anhydride; 

thus, the stretching frequencies appeared at 2854 cm-1 and 2917 cm-1. These peaks were nearly the same 

for MWCNT-COOH and MA-g-MWCNT. 

3.2. FTIR Analysis  

The FTIR spectra of nanocomposite films are shown in Figures 2 to 5. 
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Figure 2. FTIR spectra of (a) neat PLA, (b) 0.5% MWCNT/PLA, (c) 1% MWCNT/PLA, (d) 2% 

MWCNT/PLA, (e) 3% MWCNT/PLA nanocomposite films 

 

 
Figure 3. FTIR spectra of (a) neat PLA, (b) 0.5% MWCNT-COOH/PLA, (c) 1% MWCNT-COOH/PLA, (d) 

2% MWCNT-COOH/PLA, (e) 3% MWCNT-COOH/PLA nanocomposite films 
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Figure 4. FTIR spectra of (a) neat PLA, (b) 0.5% MA-g-MWCNT/PLA, (c) 1% MA-g-MWCNT/PLA, (d) 

2% MA-g-MWCNT/PLA, (e) 3% MA-g-MWCNT/PLA nanocomposite films 

 

 
Figure 5. FTIR spectra of (a) neat PLA, (b) 0.5% MWCNT-OH/PLA, (c) 1% MWCNT-OH/PLA, (d) 2% 

MWCNT-OH/PLA, (e) 3% MWCNT-OH/PLA nanocomposite films 

 

The peaks of pure PLA present CH stretching at 2900-3000 cm-1, C=O carbonyl stretching vibration at 

1760 cm-1, CH bending vibrations at 1350-1460 cm-1, and C-C stretching vibration at 870 cm-1 [32], as shown 

in Figures 2 to 5. Accordingly, these peaks were observed for the MWCNT/PLA, MWCNT-COOH/PLA, 

MA-g-MWCNT/PLA, and MWCNT-OH/PLA nanocomposite films with different amounts of MWCNTs 

and functionalized MWCNTs. It was clearly understood that when increasing the nanoparticle content of 

nanocomposite films, the peaks were not observed apparently due to the black color of MWCNT particles. 

These films were so opaque that they prevented the transmittance of FTIR measurements.  

3.3. Electrical Conductivity Analysis 

 

Electrical conductivity relies on the properties of nanofillers such as shape, size, concentration, and 

distribution of them in the polymer matrix. MWCNTs have a very high aspect ratio in the range of 100-
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1000. Therefore, they can build new conductive paths at a low volume fraction [33]. It is well known that 

chemical functionalization interrupts the extended conjugation of nanotubes, leading to a decrease in the 

electrical conductivity of functionalized CNTs. Specifically, altering the nanotubes results in a significant 

reduction in conductivity. Therefore, the electrical conductivity of nanocomposites acquired using 

functionalized CNT nanoparticles is typically lower compared to those utilizing non-functionalized CNT 

nanoparticles. On the other hand, some researchers found that the electrical conductivity properties of the 

types of CNT particles that are functionalized with –COOH or –OH groups may have improved [34]. All 

the results of the electrical conductivity of the samples were determined by four-point electrical analysis, 

as shown in Table 2. 

 

Table 2. Electrical conductivity of composites for different types of particles 

Particle 
Conc.,  

% 

R,  

ohm 

ρ, 

 ohm.cm 

σ,  

ohm.cm-1 

- 0 256*107±0.5 6.8*106 1.47*10-7 

MWCNT 0.5 132*107±0.2 3.2*106 3.10*10-7 

MWCNT 1 2.24*107±3.5 4.9*104 2.05*10-5 

MWCNT 2 6.4*106±1.5 1.3*104 7.96*10-5 

MWCNT 3 2720±0.5 7.18 0.14 

MWCNT-COOH 0.5 6.4*108±46.5 1.9*106 5.08*10-7 

MWCNT-COOH 1 478*102±6.1 182 0.005 

MWCNT-COOH 2 4780±0.59 14.9 0.067 

MWCNT-COOH 3 2420±0.24 6.1 0.163 

MA-g-MWCNT 0.5 1.6*109±0.19 2.9*106 3.34*10-7 

MA-g-MWCNT 1 1.2*109±0.24 3.1*106 3.21*10-7 

MA-g-MWCNT 2 1.9*106±0.38 5*103 0.0002 

MA-g-MWCNT 3 8.3*105±109.8 2.3*104 0.0004 

MWCNT-OH 0.5 1.5*109±0.2 5.4*106 1.86*10-7 

MWCNT-OH 1 69*107±30.2 2*106 4.90*10-7 

MWCNT-OH 2 9.1*104±5.5 207.7 0.005 

MWCNT-OH 3 13*103±1.6 36.09 0.03 

 

As shown in Table 2, the electrical conductivity of the nanocomposite films was higher than the neat 

PLA film. In addition, when increased the amount of reinforcements from 0.5% to 3% for MWCNT, 

MWCNT-COOH, MA-g-MWCNT, and MWCNT-OH in the PLA polymer matrix, the electrical 

conductivity of the nanocomposite films increased. However, MWCNT-COOH/PLA composite films 

showed the highest conductivity value. It was observed that the electrical conductivity of the 

nanocomposite increases with the addition of CNTs to the PLA which has a very low electrical 

conductivity value due to the π-bonds present in the carbon nanotubes. The carbonyl (C=O) group in the 

carboxyl (–COOH) group has a π-bond; therefore, the highest increment in electrical conductivity was 

found in the MWCNT-COOH/PLA composite films.  
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Figure 6. Comparison of electrical resistivity of the composite films 

 

Figure 6 shows the variation of electrical resistivity with respect to the type of nanoparticles. A drastic 

decrease in the electrical resistivity was obtained at 1 wt.% for the MWCNT-COOH/PLA composite, which 

indicates that the percolation threshold for the formation of a conductive MWCNT-COOH network in the 

PLA matrix was reached. Moreover, the percolation threshold was gained at 1.5 wt% for MA-g-

MWCNT/PLA and MWCNT-OH/PLA nanocomposites due to decreasing of electrical resistivity. 

3.4. Thermal Analysis 

Table 3 illustrates the thermal results such as initial thermal degradation temperature, final thermal 

decomposition temperature, and the percentage of the residue amount. The effect of MWCNT, MWCNT-

COOH, MA-g-MWCNT and MWCNT-OH nanoparticles on the thermal degradation temperature and 

thermal stability of PLA was investigated by TG analysis. 

 

Table 3. The thermal properties obtained by TGA analysis 

Films 

Conc. of 

nanoparticle,

% wt 

Initial  

decomposition temp,  
oC 

Final 

decomposition 

temp, oC 

Residue, % 

at 800oC 

Neat PLA __ 328.9 370.3 1.635 

MWCNT/PLA 0.5 325.7 371.3 1.531 

MWCNT/PLA 1 332.1 371.7 1.820 

MWCNT-

COOH/PLA 
0.5 344.8 377.6 1.986 

MWCNT-

COOH/PLA 
1 343.2 379.2 0.595 

MA-g-

MWCNT/PLA 
0.5 347.0 393.3 0.976 

MA-g-

MWCNT/PLA 
2 340.6 386.7 1.752 

MWCNT-OH/PLA 0.5 341.6 377.1 1.986 

MWCNT-OH/PLA 2 345.8 378.9 1.492 
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Figure 7. TGA curves of neat PLA, 0.5 wt% MWCNT/PLA and 1 wt% MWCNT/PLA composite films 

 

 
Figure 8. TGA curves of neat PLA, 0.5 wt% MWCNT-COOH/PLA and 1 wt% MWCNT-COOH/PLA 

composite films 
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Figure 9. TGA curves of 0.5 wt% MA-g-MWCNT/PLA and 2 wt% MA-g-MWCNT/PLA composite films 

 

 
Figure 10. TGA curves of 0.5 wt% MWCNT-OH/PLA and 2 wt% MWCNT-OH/PLA composite films 

 

As can be seen from TGA curves (Figure 7 to 10), the major weight loss was noticed in the temperature 

range between 300oC and 400oC.  The nanocomposite films began to decompose and completed the 

decomposition at a higher temperature from neat PLA. This condition indicates the improved thermal 

stability of nanocomposite films due to the high thermal degradation of carbon nanotubes used as a 

nanofiller. Moreover, the primary purpose of employing a grafting technique is to improve the bonding 

at the interface between the polymer matrix and MWCNT. This circumstance facilitates efficient 

transmission of loads from the matrix to the nanoparticle, ultimately boosting thermal stability. As well, 

the most increment thermal stability of PLA was reached when the addition 0.5 wt% of MA-g-MWCNT 

with initial decomposition temperature increased from 328.91oC to 347oC due to the better interfacial bond 

between MA-g-MWCNT and PLA [35]. In the study of Chrissafis [36] on the thermal degradation kinetics 

of PLA reinforced with MWCNT-COOH and that of Kuan et al. [30] in which PLA polymer was reinforced 

with carbon nanotubes, the thermal degradation temperatures of nanocomposites were higher than the 

thermal degradation temperature of pure PLA. When the initial decomposition temperatures of 0.5 wt.% 

MWCNT-COOH/PLA and 1 wt.% MWCNT-COOH/PLA were compared, the 0.5 wt.% MWCNT-
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COOH/PLA nanocomposite film began to decompose at a higher temperature. This is an indication that 

the addition of MWCNTs-COOH causes a substantial thermal enhancement of PLA, at least at the initial 

stages of decomposition. This improvement is mainly attributed to good matrix–nanotube interaction, 

good thermal conductivity of the nanotubes and also due to their barrier effect. The nanocomposite begins 

to decompose at higher temperatures, although the addition of MWCNTs-COOH seems to have little 

effect on the temperature which the maximum decomposition rate takes place. 

Figure 11 and 12 show the effect of different types of 0.5 wt% and 2 wt% of MWCNTs n nanocomposite 

films on the glass transition temperature (Tg), melting temperature (Tm), and the melting enthalpy (ΔHm) 

obtained by DSC analysis.  

 

 
Figure 11. DSC curves of films of (a) 0.5 wt% MWCNT-COOH/PLA, (b) 0.5 wt% MWCNT/PLA, (c) neat 

PLA, (d) 2 wt% MWCNT/PLA, (e) 2 wt% MWCNT-COOH/PLA 

 

 
Figure 12. DSC curves of films of (a) 0.5 wt% MA-g-MWCNT/PLA, (b) 2 wt% MA-g-MWCNT/PLA, (c) 

0.5 wt% MWCNT-OH/PLA, (d) 2 wt% MWCNT-OH/PLA 

 

The nanocomposite films' glass transition temperature (Tg) is connected to the collective movement 

of lengthy chain segments, a process that might face obstacles due to MWCNT-OH presence. 
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Consequently, robust connections between the matrix and the strengthening component might impede 

the polymer chain's movement, resulting in an elevation in the Tg value [1]. 

It demonstrated that the Tg increased from 85.78 to 87.74 for the MWCNT-OH/PLA nanocomposite 

film, and it was higher than neat PLA (Table 4). Therefore, the highest increment was reached with the 

MWCNT-OH nanofiller. For all the nanocomposite films, when increasing the concentration of nanofillers 

in the polymer matrix, Tg increased. Conversely, the Tg values were lower than that of neat PLA, unlike 

MWCNT-OH/PLA nanocomposite film. 

 

Table 4. The thermal properties of neat PLA and the nanocomposite films 

Particle Conc., % Tg, oC Tm, oC ΔHm, J/g Xc, % 

neat PLA 0 73.7 149.1 28.3 30.2 

MWCNT/PLA 0.5 70.6 148.5 31.3 33.4 

MWCNT/PLA 2 74.8 148.1 30.9 33.1 

MWCNT-

COOH/PLA 
0.5 66.9 147.4 32.6 34.7 

MWCNT-

COOH/PLA 
2 72.8 148.1 29.6 31.6 

MA-g-

MWCNT/PLA 
0.5 68.6 148.3 32.9 35.2 

MA-g-

MWCNT/PLA 
2 69.5 142.9 37.6 40.1 

MWCNT-

OH/PLA 
0.5 85.8 147.2 46.7 49.8 

MWCNT-

OH/PLA 
2 87.7 148.4 30.8 32.9 

 

Table 3 summarizes the thermal property (Tg, Tm, ΔHm, Xc) of different types of nanocomposite films. 

Generally, the melting temperatures (Tm) and melting enthalpy (ΔHm) decreased with increasing the 

amount of nanoparticles in the nanocomposite films, and the lowest Tm value was attained at 2 wt% of 

MA-g-MWCNT/PLA. The Tm values of nanocomposite materials were lower than that of neat PLA. The 

lowest Tm value was found as 142.96 oC for 2wt% of MA-g-MWCNT/PLA. Wu and Liao [37] explained 

that the melting temperature (Tm) decreased markedly with an increasing MWNTs–OH content up to 1 

wt% and then the effect was slight. The marked decrease in Tm of PLA-g-AA/MWNTs–OH is probably 

the result of the MWNTs–OH prohibiting the movement of the polymer segments, causing polymer chain 

arrangement to become more difficult, and also of the hydrophilic character of MWNTs–OH leading to 

poor adhesion with the hydrophobic PLA. 

Moreover, the enthalpy of melting (ΔHm) is a measure of the energy required to melt a material, and 

it is closely related to the crystallinity of a polymer composite. Higher ΔHm values typically indicate 

greater crystallinity, as more energy is needed to break the ordered crystalline structure during melting. 

At 0.5% concentration of the MWCNT/PLA composite film, there was an increase in ΔHm compared to 

neat PLA, indicating enhanced crystallinity. This suggests that the incorporation of MWCNT improved 

the crystalline structure of PLA. However, at 2% concentration, ΔHm decreases slightly compared to the 

0.5% concentration. This could indicate a saturation effect where higher concentrations of MWCNT might 

disrupt the crystalline structure, leading to a decrease in crystallinity despite still being higher than neat 

PLA. For MWCNT-COOH/PLA composites, at both 0.5% and 2% concentrations, ΔHm values are lower 

compared to neat PLA. This suggests that the presence of MWCNT-COOH may not significantly enhance 

crystallinity in PLA composites. Both at 0.5% and 2% concentrations of the MA-g-MWCNT/PLA 

composites, there are substantial increases in ΔHm compared to neat PLA. This indicates that the presence 
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of MA-g-MWCNT greatly enhances crystallinity in PLA composites, likely due to strong interactions 

between the grafted MWCNT and the PLA matrix. Additionally, at 0.5% concentration of the MWCNT-

OH/PLA composite films, there's a significant increase in ΔHm compared to neat PLA, indicating a 

substantial enhancement in crystallinity. This suggests that MWCNT-OH effectively promotes 

crystallization in PLA composites. However, at 2% concentration, ΔHm decreases compared to the 0.5% 

concentration, which could indicate a disruption in crystalline structure at higher concentrations. Overall, 

the effects of MWCNT species on crystallinity, as indicated by ΔHm, vary depending on the functional 

groups and concentrations. While some species enhance crystallinity at certain concentrations, others may 

exhibit diminishing returns or even disruption of crystalline structure at higher concentrations. 

3.5. Dynamic Mechanical Analyzer (DMA)  

Figure 13 and Figure 14 depict the mechanical analysis of the neat PLA, 3% MWCNT-COOH/PLA, 3% 

MA-g-MWCNT/PLA, and 3% MWCNT-OH/PLA samples. It is exactly known that in dynamic mechanical 

analysis (DMA), the storage modulus (E') and loss modulus (E'') are key parameters used to characterize 

the mechanical properties of materials over a range of temperatures. The storage modulus (E’) measures 

the stored energy, relatively the elastic portion of materials. On the other side, the loss modulus (E’’) 

assesses the energy dissipated as heat, relatively the viscous portion of materials. As well, E’’/E’ ratio gives 

the tan δ values for DMA analysis. 
 

 
Figure 13. Relationship between the E’ (storage modulus) and temperature 

 
The storage modulus of PLA composites with MA-g-MWCNT showed an increase compared to neat 

PLA over a certain temperature range. This increase could indicate improved reinforcement effects and 

better load transfer between the MWCNT and PLA matrix. However, beyond a certain temperature, the 

storage modulus started to decrease as the material underwent softening or transition to a more 

viscoelastic state. On the other side, PLA composites with MWCNT-OH exhibited a slight increase in 

storage modulus compared to neat PLA over a wider temperature range. The presence of hydroxyl 

functional groups enhanced compatibility between MWCNT-OH and the PLA matrix, leading to 

improved stiffness and mechanical properties over a broader temperature range. 
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Figure 14. Relationship between the E’’ (loss modulus) and temperature 

 

The loss modulus of PLA composites with MA-g-MWCNT increased compared to neat PLA, 

indicating enhanced damping characteristics. This increase could be due to improved interfacial adhesion 

and viscoelastic behavior of the composite. Similarly, the loss modulus of PLA composites with MWCNT-

OH also increased compared to neat PLA, indicating improved damping characteristics. The enhanced 

interfacial adhesion and reinforcement effects contribute to the increased loss modulus, especially at 

higher temperatures. 

 

 
Figure 15. Variation of the tan δ with temperature for MA-g-MWCNT/PLA, MWCNT-OH/PLA and neat 

PLA 

 

The dynamic mechanical properties of neat PLA and modified-MWCNT/PLA nanocomposites such 

as MA-g-MWCNT/PLA and MWCNT-OH/PLA including 3 wt% of nanoparticles were measured and 

determined the compatibility between the matrix and filler. Fig. 15 illustrates variations of the loss tangent 

(tan δ) with the temperature of the MA-g-MWCNT/PLA, MWCNT-OH/PLA, and neat PLA.  

An important observation is that tan δ exhibits a rapid rise at a specific temperature, signifying the 
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initiation of segmental movement, followed by a subsequent decline. 

Overall, the peak becomes wider and less intense as the filler content increases, as the presence of the 

inorganic network impedes the polymer chains' segmental mobility. The displacement of the tan δ value 

towards higher temperatures implies the robust interfacial connection between the polymer matrix and 

the functionalized MWCNT nanoparticles [18]. Relatively, the most efficient bonding obtained in MA-g-

MWCNT/PLA nanocomposite with 3 wt% of MA-g-MWCNT due to the shift to high temperature of tan 

δ value. On the other hand, MWCNT/PLA and MWCNT-COOH/PLA nanocomposite films were very stiff 

and brittle; therefore, DMA analysis of these nanocomposites couldn’t be done. 

3.6. Contact angle analysis 

Contact angle values for the neat PLA and all the nanocomposite films with concentrations from 0.5 

wt% to 3 wt% were given in Figure 16. The water wettability of a material’s surface plays a critical role in 

determining the biological response.  

 

 
Figure 16. Contact angle images of neat PLA and nanocomposite films (a) neat PLA, (b) MWCNT/PLA, 

(c) MWCNT-COOH/PLA, (d) MA-g-MWCNT/PLA and (e) MWCNT-OH/PLA 

 

The contact angle value of the neat PLA film was calculated as 82.55o; therefore, PLA is a hydrophobic 

polymer [1]. After the modification of the surface of MWCNT with -OH group, the contact angle value of 

the films decreased and this film showed hydrophilic character. Table 5 shows the contact angle values 

with respect to various concentrations. The results indicated that the MWCNT-OH/PLA films were 

strongly hydrophilic compared to the other films due to the –OH groups. Moreover, MWCNT/PLA and 

MA-g-MWCNT/PLA films revealed more hydrophobic character. 
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Table 5. Contact angle values of neat PLA and its nanocomposite films 

Films Concentration (%) Contact Angle (o) 

Neat PLA 0 82.55 ± 6.72 

MWCNT/PLA 0.5 79.65 ± 4.04 

MWCNT/PLA 1 80.35 ± 7.06 

MWCNT/PLA 2 87.46 ± 0.56 

MWCNT/PLA 3 85.75 ± 5.95 

MWCNT-COOH/PLA 0.5 79.9 ± 9.0 

MWCNT-COOH/PLA 1 77.08 ± 9.30 

MWCNT-COOH/PLA 2 70.4 ± 12.40 

MWCNT-COOH/PLA 3 71.43 ± 6.64 

MA-g-MWCNT/PLA 0.5 82.73 ± 2.03 

MA-g-MWCNT/PLA 1 99.28 ± 8.42 

MA-g-MWCNT/PLA 2 92.05 ± 13.01 

MA-g-MWCNT/PLA 3 84.03 ± 9.41 

MWCNT-OH/PLA 0.5 65.93 ± 2.34 

MWCNT-OH/PLA 1 62.25 ± 6.25 

MWCNT-OH/PLA 2 64.13 ± 2.05 

MWCNT-OH/PLA 3 28.55 ± 2.54 
 

3.7. Atomic force microscopy (AFM)  

Figure 17 displays AFM images of the neat PLA and its nanocomposite films with the concentration 

of the nanoparticle of 0.5 wt%. 

 
Figure 17. AFM images of neat PLA and its nanocomposite films (a) neat PLA, (b) MWCNT/PLA, (c) 

MWCNT-COOH/PLA, (d) MA-g-MWCNT/PLA and (e) MWCNT-OH/PLA 
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As shown in Figure 17, the dispersion of the nanoparticles in the PLA matrix was achieved 

homogeneously for MA-g-MWCNT/PLA. In Figure 17(b), there was no aggregation in the polymer matrix 

with MA-g-MWCNT nanoparticles. Therefore, the best interfacial bonding was obtained between the MA-

g-MWCNT nanoparticle and PLA. 

 

Table 6. Surface roughness of the neat PLA and its nanocomposite films 

Films 
Surface roughness value  

(Rz, nm) 

Neat PLA 39.59 

MWCNT/PLA 23.15 

MWCNT-COOH/PLA 36.12 

MWCNT-OH/PLA 20.51 

MA-g-MWCNT/PLA 46.47 

 

When the surface roughnesses of the nanocomposite films were compared, the MA-g-MWCNT/PLA 

films showed the roughest surface at 46.47 nm. While the neat PLA film had a surface roughness of 39.59 

nm, it increased to 46.47 for the MA-g-MWCNT/PLA film. The reason is that the roughness increased with 

the addition of MA-g-MWCNT to the polymer matrix due to the good interaction between the particle 

and polymer.  

4. CONCLUSIONS 

The neat PLA and MWCNT/PLA, MWCNT-COOH/PLA, MA-g-MWCNT/PLA, and MWCNT-

OH/PLA nanocomposite films were successfully prepared by the solvent casting method. ATR analysis 

showed that the maleic anhydride (MA) was strongly grafted onto the surface of MWCNT (MA-g-

MWCNT). In addition, the dynamic mechanical analysis demonstrated good interfacial adhesion between 

3% of the MA-g-MWCNT nanoparticle and the PLA matrix. Thermal analyses represented that the thermal 

stability of the nanocomposite films increased, and these films completely decomposed at a higher 

temperature compared to the neat PLA. The most increment of the thermal stability of the films was 

obtained by the addition of 0.5 wt% MA-g-MWCNT with initial decomposition temperature increased 

from 328.91oC to 347oC. The surface resistance of the nanocomposite film of 3 wt% MWCNT-COOH/PLA 

decreased from 2.56x109 to 2.42x103 Ω (by 106 order). Moreover, MWCNT-COOH/PLA composite films 

illustrated higher electrical conductivity than other nanocomposite films. For AFM analysis, the 

functionalized MWCNT particles were homogeneously dispersed in the PLA matrix. Consequently, these 

nanocomposite films can be used for electronic systems, biomedical applications, or as packaging 

materials due to the improved properties of the PLA polymer with MWCNTs. 
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ABSTRACT: Understanding agricultural land dynamics is imperative for sustainable development. This 

research presents a comparative analysis of land fragmentation and consolidation practices in Türkiye and 

Kyrgyzstan. Land fragmentation, a global issue, hinders agricultural modernization due to small, 

scattered parcels. Factors such as inheritance laws, population pressure, and economic shifts contribute to 

fragmentation. Land consolidation, a solution advocated by FAO and FIG, aims to redistribute land, 

enhance productivity, and achieve public objectives. While Türkiye demonstrates successful land 

consolidation efforts, Kyrgyzstan lacks legislation and institutional capacity, impeding progress. 

Recommendations include tailored legislation, institutional strengthening, and international 

collaboration. Türkiye's experience shows significant reductions in parcel numbers and increased access 

to resources. Addressing fragmentation requires simultaneous consolidation and land banking initiatives. 

By implementing these recommendations, both countries can overcome fragmentation challenges and 

foster sustainable agricultural development. 
 

Keywords: Agricultural Dynamics, Comparative Study, Land Consolidation Practices, Land Fragmentation 

Analysis, Policy Responses  

1. INTRODUCTION 

Farm or parcel size is generally considered as the size of land within an operation. One of the barriers 

to agricultural development and modernization is land fragmentation. Land fragmentation refers to the 

situation where numerous parcels owned by an individual are small, spatially distant, and scattered in a 

way that hinders rational cultivation [1]. Land fragmentation is typically expressed in terms of the size of 

agricultural land, the number and size of parcels owned by an individual, the spatial distribution of 

parcels, and the shape of parcels [2, 3]. The primary issues associated with land fragmentation include the 

small size, irregular shape, and spatial distribution of parcels. Ownership of land or parcel size, and the 

effects of this size on land fragmentation and/or agricultural productivity, are common issues globally [4, 

5].  

The reasons for changes in land use and fragmentation of agricultural lands vary across countries. 

Generally, these reasons include factors such as inheritance laws and regulations, population pressure on 

agricultural lands, socio-economic factors like non-agricultural use, rapid urbanization, industrialization, 

and rural-to-urban migration, as well as environmental characteristics such as climate, soil, and 

topography. Additionally, agricultural activities such as crop patterns, types of crops, and alternative 

crops, along with increasing land prices, contribute to these changes[1, 3-8]. 

Land fragmentation can be categorized into two types: physical fragmentation (parcel sizes) and 

fragmentation of ownership (legal) [1, 5]. Within this framework, land fragmentation includes 

fragmentation of ownership due to legal reasons such as inheritance, fragmentation of land use by tenants 

and landowners, fragmentation of ownership and use, and internal fragmentation, which considers parcel 

shape, size, and distance between parcels [5, 9]. 
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As a result of the fragmentation of agricultural lands, numerous fragmented properties, irregularly 

shaped agricultural lands, and small, spatially distant parcels emerge. Fragmentation leads to high 

production costs, lack of access to fields due to inadequate or absent roads, limited access to water, and 

an agricultural infrastructure distant from agricultural technology, resulting in only subsistence-level 

production by low-capital farmers.  

Although land fragmentation is often associated with Europe, it is documented as a worldwide issue. 

Countries such as Taiwan, Malaysia, Japan, the United States, Kenya, Uganda, Peru, and Mexico are 

recognized as experiencing fragmentation [10].  

In former Soviet Union countries, agricultural land ownership is moderately to highly fragmented in 

all countries except for Belarus, Ukraine, and Russia, due to land reforms. Meanwhile, in countries such 

as Serbia, Bosnia and Herzegovina, North Macedonia, Croatia, Slovenia, Montenegro, Kosovo, and 

Poland, ownership of agricultural land is highly fragmented due to over 75% of agricultural land being 

privately and state-owned during the socialist era. Land reforms in Albania, Romania, Bulgaria, and 

Moldova resulted in fragmented land use due to the distribution of physical blocks/parcels. The average 

size of agricultural land in these countries is approximately 0,3 hectares, with agricultural enterprises 

typically ranging from 1 to 3 hectares in size [2]. In contrast, Western Europe generally grapples with land 

use and internal fragmentation issues [9].   

In the 2000 World Census of Agriculture (WCA) report, the Asia-Pacific region is identified as having 

the highest degree of land fragmentation. The average size of farms in the region is one hectare, 

significantly below the average farm size of 5,5 hectares for FAO member countries. Agricultural land 

sizes in the Pacific Islands range from 0,6 to 3,6 hectares. In some Asian countries, the proportion of small 

farms, defined as those less than two hectares, can reach up to 90% of the country's agricultural land assets. 

Land fragmentation is also a concern for countries such as Bangladesh, Vietnam, China, Taiwan, Turkey, 

the United States, Nepal, India, Ethiopia, Ghana, Rwanda, Israel, South Asian countries, Jordan, Peru, and 

Syria [10]. In Ethiopia, approximately 92,26% of rural households operate on an average of 1,4 hectares of 

agricultural land, which constitutes 72% of the country's total agricultural land. The country's average 

agricultural land size is approximately 0,8 hectares [4]. 

In Central Asian countries like Kazakhstan, Tajikistan, Turkmenistan, and Uzbekistan, the 

fragmentation of agricultural lands has largely occurred with the transition from a planned economy to a 

market-oriented one. Since the 1990s, many large farms (sovkhozes and kolkhozes) have been disbanded 

and transformed into small plots [11]. In some transition countries, the privatization of agriculture is cited 

as a cause of land fragmentation and irregularities in the supply chain. 

In the mid-1990s, the extensive land reforms implemented in Kyrgyzstan initiated the privatization of 

agriculture, making the Kyrgyz experience relatively different from other Central Asian countries. 

Through the land reform in Kyrgyzstan, approximately 2 million individuals, including owners of small-

scale farms responsible for agricultural production and larger agricultural enterprises, were distributed 

75% of agricultural land. While individual, privatized ownership was welcomed positively, the expected 

positive development in agricultural production could not be achieved due to the poor condition of 

irrigation channels and unequal distribution of irrigation water in the small plots resulting from land 

fragmentation, leading farmers to revert to subsistence farming. 

Land consolidation (LC) has been defined by the Veršinskas, et al. [12] as a legally regulated procedure 

directed by public authorities, used to regulate property structures in rural areas, aiming to reduce land 

fragmentation through comprehensive redistribution of land, expand farms, and/or achieve other public 

objectives such as nature restoration and infrastructure. Similarly positioned as a land policy tool by Lisec, 

et al. [13], LC has been emphasized as a tool for implementing government policies related to agriculture, 

rural development, nature conservation, and the environment. It has been noted that the traditional goal 

of facilitating agricultural development by reducing land fragmentation has evolved into a multipurpose 

approach in modern times, becoming increasingly globally implemented. 

Throughout history, LC has stood out as the most effective method of land management for 

addressing the challenge of land fragmentation and enhancing land use efficiency [14]. Increasing 
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agricultural productivity through the development of LC tools; improving the incomes of small-scale food 

producers; and legally establishing rights, responsibilities, and limitations related to land as a result of 

rural LC projects contribute to SDG 1.4. Additionally, LC contributes to SDG 5 by promoting gender 

equality, SDG 11 regarding sustainable cities and communities, SDG 13 addressing climate action and 

global warming, and SDG 15 in terms of determining, monitoring, and managing land use changes, LC, 

and rural land management. 

One of the most important outcomes to be achieved through LC is a high rate of LC. With the 

expansion of LC programs in 2008, LC has become a significant tool for agricultural development in 

Turkey. The main objectives of LC projects include reducing land fragmentation, improving in field road 

infrastructure, mitigating irrigation and drainage issues, and providing land development services such 

as leveling and stone collection. Additionally, the implementation of LC in highways, motorways, 

intersections, airports, and organized industrial zones has increased, and environmental solutions such as 

the creation of ecological corridors and the registration of protected areas have accelerated. The 

significance of LC was further enhanced by a legal regulation in 2014 that prevents the fragmentation of 

agricultural lands through inheritance. With this legal regulation, the planning of land acquisition and LC 

projects together has been introduced. During this period, while LC efforts gained momentum, the 

number of stakeholders continued to increase due to inheritance division. 

This research delves into the global causes and solutions of agricultural land fragmentation, with a 

comparative analysis between Turkey and Kyrgyzstan. It presents findings, conclusions, and 

recommendations for both countries. While emphasizing the need to prevent land fragmentation in 

Kyrgyzstan and improve practices in Turkey, it's evident that the persistence of land fragmentation in 

Turkey adversely affects project success and duration. Recommendations for Kyrgyzstan include 

prioritizing measures to prevent land fragmentation and integrating LC into the country's agricultural 

development strategies. Addressing these issues requires simultaneous implementation of LC and land 

banking practices, which can significantly contribute not only to LC but also to transitioning agriculture 

towards more organized enterprises.  

2. THE REASONS FOR LAND FRAGMENTATION AND LAND CONSOLIDATION IN TÜRKİYE 

2.1 Land Use Categories and Agricultural Population 

Urban settlements, constituting 1,6% of Türkiye's surface area, accommodate 67,9% of the population. 

While in regions classified as rural, 17,3% of the population resides. In settlements classified as urban-

rural, comprising 4,9% of the total, 14,8% of the population lives [6, 15]. According to the 2022 Turkstat 

data, 4,866 million people are employed in the agricultural sector. 

Out of Türkiye's total approximate 78 million hectares of land area, 23,864 million hectares are 

agricultural land, 23,11 million hectares are forests, and 14,617 million hectares consist of pastures and 

meadows (Table 1). The fact that approximately one-third of the country's surface area is agricultural land 

reflects its status as an agricultural country. 
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Table 1. Land use categories and amounts in Türkiye 

Class 
Area (thousand 

hectares) 

Total utilized agricultural land 38,482 

Total arable land and land under permanent crops 23,864 

Total arable land 20,194 

Sown area 16,510 

Fallow area 2,960 

Areas of vegetables and gardens 718 

Areas of fruits, beverages and spices crops, vineyards 

and olive trees 
3,671 

Land under permanent meadows and pastures 14,617 

Forest area 23,110 

Source: Turkstat 2016  

 

2.2 Legal Framework 

Article 44 of the Constitution of the Republic of Türkiye and Article 755 of the Turkish Civil Code 

provide for LC. Within this framework, it is stated that "Improvement works such as straightening 

waterways, irrigation, draining marshy areas, road construction, afforestation, and land LC can only be 

carried out with the joint initiatives of the relevant landowners, provided that more than half of the land 

is owned, and two-thirds of the owners decide in this way. Other owners must also comply with this 

decision. The decision taken is recorded in the declarations column of the land registry. Special legal 

provisions regarding these matters are reserved." Optional LC is defined in the LC regulation as "LC 

carried out by obtaining the signed consent of fifty-one percent of the landowners in terms of number and 

fifty-one percent of the area they own in the project area. 

LC in Türkiye is regulated by Law No. 5403 on Soil Conservation and Land Use, Law No. 3083 on 

Land Arrangement in Irrigation Areas, and Law No. 7139. With a law amendment in 2018, the General 

Directorate of State Hydraulic Works (DSİ) was authorized as the implementing agency for LC and in-

field development services. Other institutions and organizations, subject to DSİ's permission, are 

authorized to carry out LC and in-field development services as project administrators. Therefore, 

municipalities, institutions responsible for railway or highway construction, or other organizations can 

conduct LC activities. Most LC projects are requested by public authorities. 

According to Law No. 5403 on Soil Conservation and Land Use and the Regulation on Conservation, 

Use, and Consolidation of Agricultural Lands, LC is defined as "preventing the degradation and 

fragmentation of agricultural lands due to natural and artificial factors, and in fragmented lands, 

combining multiple land parcels while considering their natural characteristics, usage integrity, and 

property rights to create economic, ecological, and more functional new parcels, determining the usage 

methods based on land characteristics and area, and providing land development services. 

LC works are conducted in two separate forms: voluntary and compulsory, with the implementation 

principles being the same. While voluntary LC is generally prioritized in practice, compulsory LC is often 

carried out as well. In consolidation areas, participation fees of up to 10% are deducted from the lands 

belonging to individuals and public or private legal entities, depending on the nature of the project, for 

shared public areas such as roads and canals. Landowners are not required to pay additional taxes due to 

LC projects. Additionally, parcels newly formed according to block design are exempt from land registry 

fees and cadastre charges. All project-related costs are covered by the state budget. 

LC projects are carried out in collaboration with other relevant institutions such as the General 

Directorate of Agricultural Reform (TRGM), the General Directorate of Highways and Railways (TCK and 

DDY), and the General Directorate of Land Registry and Cadastre (TKGM). Projects are implemented by 

private companies determined through open tender. 
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2.3 Land Fragmentation 

In Türkiye, reasons for the fragmentation of agricultural enterprises include inheritance law, 

inheritance transmissions; fragmented cadastral parcels, scattered small lands (inheritance, commerce, 

public investment, spatial reasons); fragmented use (trade among farmers, leasing); sharecropping; lack 

of sufficient agricultural mechanization; rapid population growth, industrialization, and rapid 

urbanization; land markets, historical/cultural perspectives [16, 17], Additionally, the absence of 

agricultural land use planning, even at the macro level, is also a significant factor. 

In the country, there are 32,5 million agricultural parcels, more than 40 million shareholders [18-20], 

and 3,1 million agricultural enterprises. Regarding parcel numbers, a significant portion of the enterprises 

(98,2%) consist of lands ranging from 5 to 499 hectares, with 77,5% of these parcels being between 20 and 

499 hectares in size. On average, each agricultural enterprise comprises 11 parcels, with an average parcel 

size of 5,9 decares for agricultural lands [6, 21]. Additionally, on average, a parcel is jointly owned by 13 

individuals, contributing to a fragmented ownership structure and a complex land use system. 

Consequently, agricultural lands are often small, scattered, and divided into numerous parcels that do not 

generate sufficient income. More than 50% of the existing parcels lack access roads to the fields, and for 

those that do, the quality of the in-field roads is low. Furthermore, 50% of the parcels are distant from 

irrigation channels [18]. For these reasons, the country's agricultural sector faces issues related to 

fragmentation, scale, inheritance, accessibility to parcels, and access to water in its land-related 

infrastructure [18-20]. 

As Küsek, et al. [22] have also pointed out, out of the 40 million shareholders, 37 million are not 

engaged in agriculture and reside in urban areas. This situation has two types of disadvantages: 

a) Shareholders engaged in agriculture in rural areas do not invest in agriculture or agricultural 

land because they do not own all of the land they use. They do not engage in agricultural 

development because they cannot obtain loans from banks or grants from the ministry for the 

agricultural land they use. 

b) The 37 million landowners who have shares in these parcels, usually residing in cities, cannot 

use, sell, or lease their agricultural land, even though they are shareholders. 

In Türkiye, due to inheritance and other factors, land holdings are decreasing day by day. The amount 

of abandoned and unused land is approximately 2 million hectares [6, 19]. 

To prevent these disadvantages, in 2014, the inheritance law was revised to introduce rules for the 

buying and selling of agricultural lands and to establish the legal framework for land banking systems. 

Today, the failure to integrate land banking practices with LC practices reduces the success of the 

applications and increases objections. Field observations indicate that land banking practices need to be 

integrated with LC practices to enhance the effectiveness of LC efforts [17, 22]. 

2.4 Land Consolidation 

The preparation phase of LC projects consists of determining the project area, conducting preliminary 

discussions with landowners, obtaining data from land registry and cadastre directorates, obtaining 

project data from public institutions, preparing a feasibility report for the LC project, obtaining the 

Presidential decree, the tender process, and handing over the site to the contractor firm (Figure 1).  
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Figure 1. LC preparation works 

 
During the project implementation phase, there are four main steps: creation of a project database 

using obtained land registry and cadastre data and orthophoto maps of the project area, conducting soil 

survey and land grading studies, preparing re-allotment planning, and conducting interviews with 

farmers. 

Re-allotment planning aims to reduce both land ownership and land use fragmentation. Its goal is to 

promote the growth of agricultural enterprises. At this stage, the number of parcels is optimized for 

agricultural efficiency. This involves minimizing the distances between the farmer's 8-10 parcel fragments 

and consolidating them into one or more parcels with regular geometry. 

After the project, parcels will have access to roads and irrigation and/or drainage. In the final stage, 

the re-allotment plan is approved by DSİ or other public institution implementing the project. Necessary 

property checks are conducted by local cadastre and land registry offices to register the newly formed 

parcels. Construction works are carried out in the project area, and the project is completed (Figure 2). 

The allocation of land of equal value through land grading studies, creating parcels suitable for 

agricultural production, displacement of parcels subject to LC, determination of farmer preferences, and 

participation in public services are among the key considerations in LC practices. 

2.5 Land Consolidation Practices in Türkiye  

The total area suitable for LC in the country is 14,3 million hectares (Table 2). As of 2022, a total of 8,78 

million hectares of land have been awarded to the private sector for LC projects under 450 projects, with 

6,78 million hectares of land projects completed (325 projects) and registered in the land registry. Efforts 

are ongoing to complete and register the remaining 2 million hectares covered by the remaining 125 

projects [18]. In addition to soil classification and block design, LC projects also provide services such as 

reducing land fragmentation, improving agricultural road infrastructure, and addressing irrigation and 

drainage issues. Furthermore, they provide land development services such as removing unused channels 

and leveling parcels. 
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Figure 2. LC projects implementation process 

 

Table 2. Lands suitable for LC and consolidation projects 

LC  and In-Farm Development Area (ha) Population 

The area with completed projects registered 6.781.335 3.000.000 

Area Under Ongoing LC Studies 1.998.900 1.150.000 

Total Area Subject to LC Studies 8.780.235 4.150.000 

Remaining Potential Area Suitable for LC 5.519.765 3.000.000 

Total Area Suitable for LC 14.300.000 7.150.000 

Source: Compiled from Demirbaş 2023   

 

In Türkiye, LC projects typically cover an area of approximately 10.000-30.000 hectares [1, 17]. Re-

allotment planning is generally integrated with public investments in agricultural infrastructure within 

the project area. Studies on the implementation of LC typically span 3 to 5 years [17, 18]. 

To assess the impact of LC on parcel numbers and sizes of newly formed parcels before and after LC 

across different years and geographical regions of the country, six LC projects were examined, totaling 

64.998 hectares. As depicted in Table-2, there was an average decrease of 48% in parcel numbers and a 

remarkable increase of 136% in parcel areas. These findings underscore the pivotal role of LC not only in 

realizing various benefits but also in effectively mitigating land fragmentation (Table 3). 
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Table 3. Comparison of parcel numbers and parcel areas before and after LC 

 

 

Project Name 

Project 

Area 

(ha) 

The 

Number of 

Parcels 

Before LC 

New 

Parcel 

Count 

Decrease in 

Parcel 

Count 

(%) 

Average 

Parcel Size 

Before LC 

(m2) 

New 

Average 

Parcel Size 

(m2) 

Parcel 

Enlargement 

Rate 

(%) 

Denizli Tavas 

Büyükkonak LC and 

In-Farm Services  

1.050 11.342 2.745 76 1.000 4.000 300 

Elazığ Uluova LC ve 

In-Farm Services  
850 1.335 642 52 5.500 11.170 103 

Karaman Ekinözü 

LC ve In-Farm 

Services  

3.250 1.130 509 55 12.900 52.800 309 

Kayseri Sarıoğlan LC 

and In-Farm Services  
4.000 2.294 1.636 29 17.400 24.450 41 

Niğde Misli 4. Kısım 

LC and In-Farm 

Services  

3.500 2.591 1.863 28 13.500 19.000 41 

Manyas Ovası ve 

Bereketli Pompaj 

Sulaması LC and In-

Farm Services  

23.348 19.097 10.120 47 12.340 14.800 20 

Total 64.998 37.789 17.515 Avrg:48% 62.640 126.220 Avrg:136% 

Source: Created from DSİ Projects 

 

Between 2010 and 2012, the General Directorate of Agricultural Reform and the FAO conducted a joint 

pilot study to assess the impact of LC in Türkiye. The study focused on four primary objectives: reducing 

land fragmentation, improving access to agricultural parcels by roads, irrigation, and water, and assessing 

cost-effectiveness [23]. 

Key Findings: 

• Parcel Reduction and Size Increase: The number of parcels in the project decreased from 2.531 to 

1.559, representing a 38% reduction. Meanwhile, the average parcel size increased from 2,38 

hectares to 3,87 hectares, reflecting a 1,5-hectare or 63% increase in size. 

• Farmers' Parcel Ownership: Prior to LC, farmers owned an average of 7,1 parcels each. After LC, 

this decreased to an average of 2,7 parcels per farmer, indicating a 61% reduction in parcel 

ownership. 

• Satisfaction Levels: A significant proportion of farmers, specifically 84%, expressed satisfaction with 

the LC process. Only 9% reported being either not satisfied at all or not very satisfied. 

• Road and Irrigation Infrastructure: The total length of roads within the fields increased from 115.084 

meters before LC to 193.729 meters after LC, marking a 68% increase. Similarly, the irrigation system 

length expanded from 111.023 meters to 152.880 meters, representing a 38% increase. Importantly, 

100% of parcels within the project scope now have access to both road and irrigation infrastructure. 

• These findings underscore the effectiveness of LC in achieving its objectives, particularly in 

reducing land fragmentation and improving agricultural infrastructure. The study provides 

valuable insights for policymakers and stakeholders involved in land management and rural 

development initiatives in Türkiye. 
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3. THE REASONS FOR LAND FRAGMENTATION AND LAND CONSOLIDATION INITIATIVES 

IN KYRGYZSTAN  

3.1 Land Use Categories and Agricultural Population 

Kyrgyzstan has a land area of 19.994.928 hectares, with an estimated population of 7.037.600 people 

as of 2023. More than 65% of Kyrgyzstan's population resides in rural areas. The number of the agricultural 

population amounts to 4.584.000 people. 

As presented in Table 4, agricultural lands, which account for 34% of the country's total area, serve as 

an indicator of the country's agricultural productivity. Forested areas make up 13%, while water-covered 

areas constitute 4% of the country's land area. 

 

Table 4. Land use categories and their areas 

Categories of the land fund  Area, hectares Percentage 

Agricultural lands; 6.753.418 34 

Settlement lands (cities, villages) lands; 277.934 1 

Lands designated for industrial, transport, 

communication, defense, and other purposes; 

230.778 1 

Lands of specially protected natural areas; 1.187.277 6 

Forest lands; 2.530.390 13 

Water lands; 767.292 4 

Reserve lands 8.247.839 41 

Total: 19.994.928 100 

Source: Compiled from Soil Code of Kyrgyzstan   

 

The total area of agricultural lands is 10.461.666 hectares. Among these: the area of arable lands is 

1.212.375 hectares, permanent plantations cover 37.236 hectares, fallow lands occupy 34.771 hectares, 

pasture areas span 169.788 hectares, and meadows encompass 9.007.496 hectares (Table 5). 

 

Table 5. Classification and sizes of agricultural lands 

Names of agricultural lands: Area, hectares Percentage 

Arable lands 1.212.375 11,5 

Perennial plantations 37.236 0,4 

Fallow lands 34.771 0,4 

Highlands 169.788 1,6 

Pastures 9.007.496 86,1 

Total 10.461.666 100 

 

According to the Constitution of Kyrgyzstan and land laws, lands can be classified as state-owned, 

municipal-owned, privately owned, and other forms of ownership. Agriculture is predominantly carried 

out on privately owned lands. Lands under state ownership mostly consist of pastures and highlands. 
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Table 6. Ownership types and distribution to agricultural areas 

Forms of 

Ownership 

Total 

Area, 

thousand 

ha 

Of which, agricultural lands, thousand ha 

Arable 

lands 

Perennial 

plantation 
Highlands Pastures 

Fallow 

lands 

State 18.653,4 

206,1 

246,7 

135,6 

14,9 

14,4 

83,2 

7,1 

9.027,8 

28,5 

28,6 

1,5 

Municipal 57,3 

6,5 

0,9 

0,8 

0,8 

0,9 

0,04 

0,02 

3,6 

0,03 

0,02 

0 

Private 1.203,6 

811,1 

955,9 

658,1 

21,2 

21,1 

86,3 

1,5 

1,6 

0,3 

9,2 

0,6 

Nationwide 19.994,9 

1.023,7 

1.203,5 

794,5 

36,9 

36,3 

169,5 

8,7 

9.033 

28,8 

37,8 

2,1 

 

In Kyrgyzstan, the agricultural sector is an important part of the economy. The agricultural sector 

accounts for 14,7% of the country's gross domestic product (GDP), with approximately 417.195 people 

employed in this sector (Ministry of Agriculture, 2022). According to the International Labor Organization 

(ILO) data in 2019, 19,3% of the workforce is employed in the agricultural sector. There are 360 existing 

agricultural cooperatives in Kyrgyzstan. Of these, 91% are private peasant farms, 3% are collective peasant 

farms, 5% are agricultural cooperatives, and 1% are joint-stock companies (Figure 3). 

 

 
Figure 3. Usage structure of private agricultural land by farm types in Kyrgyzstan 

 
Cooperatives and other agricultural organizations account for only 4,5% of the total agricultural 

production volume in the country. 75% of plant products are produced by farms and individual farm 

enterprises. Small-scale farmers are not integrated into modern supply chains. Low investment, limited 

mechanization, and land fragmentation in the agricultural sector pose a growth-inhibiting challenge for 

all stakeholders in the supply chain. 

Within the framework of the Directive on Leasing State-Owned Agricultural Land, the Agricultural 

Land State Fund offers economically attractive agricultural lands for lease to farmers, local individuals, or 

institutions through auction. 

3.2 Legal Framework 

Previously, all lands in Kyrgyzstan were owned by the state and were dominated by large-scale 

socialist farms managing thousands of hectares of agricultural land and employing hundreds of workers. 

The transformation of the agricultural sector began in the early 1990s, initially focusing on the 

liberalization of agricultural markets and prices. Due to the absence of private ownership, land use 

certificates were issued to peasants using the land. These certificates provided five legal rights to 

individual farmers, including transferring, exchanging, selling, leasing, and using the land as collateral 

Private peasant 

farms 91%

Collective 

peasant farms

3%Joint stock 

companies 1%

Agricultural cooperatives

5%
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for credit [24]. Land reforms were implemented in two phases between 1991 and 1996. The first phase, 

initiated between 1991 and 1993, led to the enactment of agricultural and land reform in the Kyrgyz 

Republic between 1994 and 1996, with the issuance of the Presidential Decree in 1994, and continues to 

this day. The first phase of the reforms was characterized by leasing of lands from collective farms 

(kolkhozes) and Soviet state farms (sovkhozes) for up to 49 years. During this period, farm enterprises 

based on state ownership and leased collective farms emerged. This phase marked the emergence and 

development of the land market through leasing and led to the formation of new management practices. 

In 1998, with the new Constitution providing a legal basis, the transition of land ownership to private 

ownership before the second phase of the reform laid the groundwork for market circulation. In 1999, with 

the adoption of the New Land Law in Kyrgyzstan, regulations were introduced to contribute to the 

development of the land market through buying and selling [25]. Another significant change was the 

establishment of collective action institutions such as water user associations responsible for operating, 

maintaining, and regulating water allocation for farm irrigation facilities. 

In 2013, within the framework of international cooperation, action plans were developed for 21 sectors 

to support long-term and sustainable initiatives and to lay the groundwork for political and economic 

reforms [26]. Within this framework, sub-sectors such as water management and LC were also addressed. 

The National Development Program of Kyrgyzstan until 2026 includes actions aimed at developing 

the agricultural sector. These actions encompass: 

• Reconstruction of irrigation systems (2018-2022) 

• Expansion of irrigation agriculture in the Issyk-Kul and Naryn Regions under common ownership 

(2021-2024) 

• Implementation of a national traceability system for agricultural products 

• Establishment of a single value chain 

• Creation of agricultural marketing and e-commerce centers 

• Establishment of an agro-smart database [27]. 

Regarding LC, while the Kyrgyzstan Constitution doesn't contain specific provisions, the Civil Code 

Articles 41, 42, and 43 regulate conditions for land division and management of lands not subject to 

common ownership. The country's Land Law addresses issues related to cadastre and LC. Despite no 

separate law specifically covering LC, aspects of it are addressed within land use, protection, and 

management regulations. 

In March 2022, the "Regulation of Land Law of the Kyrgyz Republic" was enacted, which also 

regulates land relations in the country. Issues concerning land are managed by a Land Resources Service 

within the Cabinet of Ministers of the Kyrgyz Republic. 

In Kyrgyzstan, discussions and planning are underway regarding LC, which involves combining 

fragmented parcels of land for better management and utilization. Among the methods being considered 

are simple LC, where smaller plots are merged, comprehensive consolidation, which involves larger-scale 

integration, and multipurpose consolidation, which aims to address various needs simultaneously. 

It's recognized that establishing a robust legal framework at the national level is essential to facilitate 

effective LC programs. This framework would provide clarity on property rights, streamline 

administrative processes, and ensure fair treatment of all stakeholders involved. Such clarity is crucial for 

guiding the implementation of LC projects and resolving any disputes that may arise. 

3.3 Land Fragmantation 

In Kyrgyzstan, farms are classified into three main organizational categories according to official 

classification: household plots, peasant farms, and state & collective farms. State & cooperative farms are 

generally referred to as "agricultural enterprises" and encompass both state-owned and cooperative farms. 

Household plots and peasant farms vary significantly in their commercial tendencies, sizes, and legal 

statuses. Household plots are typically smaller and subsistence-oriented. Legally, household plots are 

considered as physical assets, while peasant farms are registered as legal entities. Household plots consist 

of primary agricultural land, often a small parcel of land associated with rural residences. Peasant farms 
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typically operate on family-owned land but may also utilize additional leased land from other farms 

(Table 7). 

 
Table 7. Main characteristics of the farm types in Kyrgyzstan, 2007  

 Household 

plots 

Peasant farms State & collective 

farms 
Number, thousand 924,1 323,6 1,3 

Average size of arable land 
holdings, hectares 

0,11 2,9 58,9 

Total sown area, thousand 
Hectares 

101,2 951,5 76,1 

Share in total sown area, % 9 84,3 6,7 

Source: NSC of the Kyrgyz Republic 2008 

 

The land use patterns of state and cooperative farms in Kyrgyzstan have undergone significant 

changes as part of the land reform process. Initially, there was a reduction in the amount of agricultural 

land allocated to these farms, which began with the transition period and was further accelerated by 

government directives issued after 1995. 

During this process, there was a notable shift in land ownership from corporate farms to peasant 

farms. These peasant farms, numbering over 300.000 across the country, typically manage smaller plots of 

land, averaging about 2,9 hectares each. Despite their smaller size, they collectively control around 90% of 

the total cultivable land in the country. 

On the other hand, traditional household plots, which are even smaller in size, averaging about 0,11 

hectares each, control the remaining 10% of cultivable land. This fragmentation of land ownership is a 

significant characteristic of the land reform process in Kyrgyzstan. 

To illustrate, imagine a scenario where a corporate farm that previously controlled a large tract of land 

has now been divided into numerous smaller plots managed by individual peasant farmers. This 

redistribution of land has led to a more decentralized ownership structure, with a larger number of 

smaller-scale farmers actively participating in agricultural production. 

Table 7 also indicates a significant decrease of approximately 165.000 hectares in total cultivated 

agricultural land between 1991 and 2007. This decline is noteworthy as it signifies that over 13% of the 

land used for agricultural purposes in 1991 was either converted to non-agricultural use or left unused. 

It's important to note that one negative consequence of land reform in Kyrgyzstan was its contribution to 

the fragmentation of land use and its impact on collective action in the rural economy [24]. 

Land reforms, coupled with unsustainable land use practices and a lack of capacity and finance, have 

led to increased land fragmentation. These issues pose significant barriers to long-term investment and 

the efficient utilization of agricultural land. LC, by preventing land fragmentation and allowing farmers 

to expand their land holdings, can help make them more competitive. 

These data not only reveal the presence of land fragmentation in Kyrgyzstan but also underscore the 

importance of distinguishing between fragmentation in land use and fragmentation in land ownership. 

Continued or increasing fragmentation can impede the economically efficient management of land, 

leading to adverse effects on agricultural productivity. 

Therefore, it's crucial to address both land use and land ownership fragmentation to ensure 

sustainable agricultural practices and maximize productivity. By promoting initiatives that encourage LC 

of fragmented land parcels and streamline land management processes, policymakers can support more 

efficient and productive agricultural systems. 

3.4 Land Consolidation 

In Kyrgyzstan, LC has emerged as a crucial objective to bolster agricultural development. Typically, 

these LC efforts are implemented alongside the enhancement of local agricultural infrastructure, with a 

specific focus on areas suitable for irrigation or planned irrigation projects. The primary goals of LC 
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projects include reducing land fragmentation, improving local road networks, addressing irrigation and 

drainage challenges, and providing essential infrastructure services like land leveling and stone collection. 

Despite the introduction of the simple LC concept, Kyrgyzstan lacks experience in implementing such 

initiatives, and progress has been limited. 

Pilot projects have been carried out on a voluntary basis, utilizing a model that focuses solely on 

combining parcels to enhance agricultural productivity. However, there's a concern that this approach 

may disproportionately benefit wealthier farmers or agricultural enterprises. To address this, it's essential 

to consider compulsory LC, led by the government, to establish necessary agricultural infrastructure and 

ensure equitable access to resources. 

Moving forward, Kyrgyzstan could benefit from incorporating lessons learned from pilot projects and 

international best practices to develop effective LC strategies tailored to its specific needs. This may 

involve engaging with local communities, fostering partnerships between public and private stakeholders, 

and providing support and incentives for smallholder farmers to participate in LC efforts. 

LC pilot projects were conducted with USAID support. In selecting the pilot project areas, the presence 

of fragmented, unused land and investor interest in the projects were considered primary factors [28]. 

Three investors were selected for three project areas with different characteristics: 

• In Sailyk AO, an area consisting of a total of 56 parcels covering 63,8 hectares, 

• In Arashan AO, an area of approximately 130 hectares consisting of 78 parcels of privately owned 

agricultural land, which were not irrigated, 

• In Uch-Korgon AO, an area of 328,18 hectares covering a total of 867 parcels of traditional 

privately-owned irrigated land. 

It is stated that these projects, implemented on a voluntary LC basis, have been successfully completed 

as a result of their implementation. 

In addition to these, LC projects were carried out in the aiyl aimaks of Zhany-Nookat and Zulpui in 

the Nookat district of Osh region with USAID financing. A LC project covering 50 parcels on 33,5 hectares 

of land was implemented in the Zulpui aiyl aimak. Examples of before and after LC are shown in Figure 

4. 

 

  

 
 

Figure 4. Zhany-Nookat aiyl aimak of the Nookat before (left) and after (right) LC 

 

In Figure 5, LC is seen in Zulpuev Municipality, Osh Oblast. Original, fragmented parcels (left); LC 

after months later (right) 
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Figure 5. Zulpui aiyl aimak before (left) and after (right)LC 

 

4. DISCUSSION AND RESULTS 

4.1 Discussion 

LC is a planning and management process that affects agricultural lands. It draws attention due to its 

various aspects such as improving productivity and sustainability, managing land use, planning 

infrastructure and services, protecting the environment, utilizing natural resources, and evaluating social 

and economic impacts. 

Having knowledge of agricultural population data is crucial as it helps in making agriculture more 

attractive and enhancing the sustainability of agricultural enterprises through LC. Furthermore, 

considering that large and fertile agricultural lands generally provide more job opportunities and increase 

income prospects in the agricultural sector, they have the potential to offer better living conditions and 

job opportunities for rural populations. 

Although Türkiye's land area is approximately four times larger than that of Kyrgyzstan, its 

population is approximately twelve times larger. 93,5% of the country consists of rural areas, with 

agricultural land accounting for 48,9% of the total. This includes 63% of total arable land and land under 

permanent crops. 17,3% of the population resides in rural areas, while urban-rural mixed settlements 

constitute 4.9% of the country's land area, accommodating 14,8% of the population. In Kyrgyzstan, 65% of 

the population resides in rural areas, with cultivated agricultural land covering 18% of the country's land 

area. 

In Türkiye, 18% of the population is engaged in agriculture, with an employment rate of 5,66% and 

the agricultural sector's share in GDP being 5,4%. In Kyrgyzstan, 19,3% of the population is employed in 

the agricultural sector, with the GDP rate approximately at 14,7%. 

Comparison of agricultural population, share in GDP, and employment in the agricultural sector 

between Türkiye and Kyrgyzstan reveals that Kyrgyzstan is indeed primarily an agricultural country 

(Table 8). 
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Table 8. Comparing the agricultural land use categories, population and economic indicators 

TÜRKİYE KYRGYZSTAN 

The countries' Area and population? 

Area:780.000 km2  

Population: 86.011.789  

Area: 199.949 km2 

Population: 7.037.600  

Rural Area and Rural Population (rural/urban-rural)? 

17,3% of the population resides in rural areas, which 

cover 93,5% of the country. In urban-rural mixed 

settlements, constituting 4,9% of the total, 14,8% of the 

population lives. 

More than 65% of the population resides in 

rural areas, which account for 34% of the 

country's land area. 

Agricultural land amounts? 

Total utilized agricultural land is 38.000.482 ha, out of 

which total arable land covers 23.864.000 ha. This means 

that 63% of the total agricultural land used is arable land. 

Total utilized agricultural land is 6.753.418 

hectares, with total arable land covering 

1.212.375 ha. This indicates that 18% of the total 

agricultural land used is arable land. 

The countries' agricultural population? 

14.705.000 (18%) 4.584.000 (65%) 

Agricultural parcel numbers? 

32.500.000 N/A 

The share of the agricultural sector in the country's gross domestic product (GDP)? 

5,4% 14,7% 

Employment in the agricultural sector? 

4.866.000 (5,66%) 417.195 (19,3%) 

 

Türkiye is a highly experienced country in the field of LC. In this regard, LC is addressed in the 

Constitution and the Civil Code. There are laws and regulations concerning the subject and its 

implementation. Cadastre studies, which constitute the technical and legal infrastructure of LC, have been 

completed nationwide. The DSİ is authorized as the implementing agency for LC and on-farm 

development services. Other institutions are authorized to carry out LC and on-farm development 

services as project administrators subject to the approval of DSİ. Farmers are exempt from taxes, fees, and 

charges within the scope of LC projects. However, farmers may be required to contribute a maximum of 

10% to common facilities Table 9. 

In Kyrgyzstan, apart from the three articles in the Civil Code related to LC, no legal framework has 

been established, and therefore, there is no public institution directly responsible for LC. Consequently, it 

is believed that turning LC into a state policy by establishing its legal framework would contribute to the 

country's agriculture and economy, considering Kyrgyzstan's readiness in terms of cadastral 

infrastructure and its classification as an agricultural country. 

 



Advancing Understanding of Agricultural Land Dynamics: A Comparative Analysis of Land Fragmentation  645 

and Consolidation Practices and Policy Responses in Türkiye and Kyrgyzstan  

 

Table 9. Comparing the legal framework 

TÜRKIYE KYRGYZSTAN 

Are there any articles regarding LC both in the Constitution and Civil Code? 

Yes, LC is mentioned in Article 44 of the Turkish 

Civil Code and Article 755 of the Turkish Civil Code.  

It is not included in the Constitution. Articles 41, 42, 

and 43 of the Civil Code are related to the conditions 

for the division of lands. 

What are the main legal codes related with LC in the country? 

Law No. 3083 on Land Arrangement in Irrigation 

Areas No. 3083, Law No. 7139 on the Organization 

and Duties of the General Directorate of State 

Hydraulic Works, Law No. 5403 on Soil 

Conservation and Land Use, Law No. 2644 on Land 

Registry, Law No. 3402 on Cadastre, Law No. 6831 

on Forestry, Law No. 4342 on Pastures, Law No. 

3213 on Mining, Law No. 442 on Villages, Law No. 

6360 on Metropolitan Municipalities, Law No. 3194 

on Zoning, Law No. 2863 on the Protection of 

Cultural and Natural Resources, Law No. 3202 on 

Services for Villages, along with related Ministry 

Regulations. 

In Kyrgyzstan, there is a Land Law that regulates 

issues related to land ownership, cadastre, and LC. 

The "Regulation on Land Law of the Kyrgyz 

Republic," which also regulates land relations in the 

country, was enacted in March 2022. 

Is there a Land Policy in the country that covers topics such as property, cadastre, and LC? 

Yes, Land policy is clearly stated in the Turkish Civil 

Code. 

Yes, issues related to land ownership, cadastre, and 

LC are regulated by the Land Law. 

Has the cadastre been completed in your country?" 

Yes Yes 

Is there a LC Law in the country? 

Yes There is no separate law that directly and entirely 

covers LC. 

Is there public institution directly responsible LC? 

Yes No 

The institutions where LC is carried out collaboratively? 

DSİ is authorized as the implementing agency for LC 

and on-farm development services. Other 

institutions and organizations outside of DSİ are 

authorized to carry out LC and on-farm development 

services as project administrators subject to the 

approval of DSİ. 

No 

Are farmers required to pay taxes, fees, or similar charges for LC? 

No, Farmers are exempt from such taxation in LC. There is no legislation or implementation regarding 

the matter. 

Is there a deduction made from farmers as deduction for participation in common facilities in LC, and if 

so, what is the deduction rate? 

Max: 10% There is no legislation. No project has been initiated 

yet. 
 

Rural land fragmentation can arise from historical, cultural, social, economic, and environmental 

factors. Among these factors, land fragmentation through inheritance may be one of the most significant. 

Globally, land is inherited and fragmented from one generation to the next. Over time, with each 

succession, land is divided among multiple heirs, leading to increased fragmentation and the emergence 

of smaller parcels of land with multiple stakeholders. However, factors such as rapid population growth, 

urbanization, infrastructure development, and land speculation contribute to increased pressure on land 

resources, necessitating the subdivision of land into even smaller parcels to support the livelihoods of the 

growing population. This process poses a significant challenge to one of today's most pressing issues: 

ensuring food security. Topics like this, as well as similar ones, are on the agenda of countries like Türkiye 
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and Kyrgyzstan 

In Türkiye, the number of agricultural holdings is 3,1 million. Due to inheritance, there are 40 million 

shareholders of these holdings. As a result of this fragmentation caused by inheritance, the average 

number of agricultural parcels per holding is approximately 11, and the parcel size is slightly less than six 

hectares. Due to land fragmentation, scale issues, inheritance, parcel access, and water access deeply affect 

agricultural infrastructure and agricultural production. LC programs, land use planning, land ownership 

reform, supporting sustainable agricultural practices, community-based natural resource management 

initiatives, and conducting LC and land banking activities together are considered as measures that can 

be taken against land fragmentation. 

Consequently, the privatization of large agricultural enterprises in Kyrgyzstan has led to individual 

ownership arising from land fragmentation, resulting in parcel sizes averaging approximately (estimated) 

1.200.000 holdings, with parcel sizes in 90% of them averaging 2,9 hectares and the remaining 10% falling 

as low as 0,11 hectares (Table 10). 

Ultimately, although the reasons may differ, it is understood that both Türkiye and Kyrgyzstan are 

significantly affected by land fragmentation, and LC is perceived as the solution to this issue. 
 

Table 10. Land fragmentation: a comparison of its causes and solutions 

TÜRKİYE KYRGYZSTAN 

The number of agricultural holdings? 

3.100.000 1.200.000 (The estimate; with more than 300.000 

peasant farms averaging 2,9 ha of agricultural land 

and over 900.000 traditional household parcels 

averaging 0,11 ha) 

The average number of parcels on a holding? 

On average, each agricultural holding consists of 11 

parcels.  

There is no statistical information   

The average size of agricultural parcels? 

5,9 ha More than 300.000 peasant farms averaging 2,9 ha of 

agricultural land and over 900.000 traditional 

household parcels averaging 0,11 ha 

What are the primary drivers of land fragmentation in the country? 

The primary reason is inheritance. Additionally, the 

absence of a clear definition of a farmer, migration 

from rural to urban areas due to social, economic, 

educational reasons, and the uncertain status of 

siblings who remain in the village and engage in 

agriculture in terms of agricultural significance. 

The fragmentation of agricultural lands in 

Kyrgyzstan largely began with the transition to a 

market-oriented economy, leading to the dissolution 

of sovkhozes and kolkhozes and the transformation 

of agriculture into smaller units managed by 

individual farmers. 

 What are the problems caused by fragmentation in your country? 

Scale issues, inheritance, parcel access, and access to 

water are deeply affecting agricultural infrastructure 

and agriculture. 

It has a negative impact on agricultural 

development. 

Is there an unused (abandoned) land in the country? If any, its size? 

Approximately 2.100.000 ha In 1991, more than 13% of the total area used for 

agricultural purposes was converted to non-

agricultural uses. 

What could be the solution to land fragmentation? 

LC programs,  

Land use planning,  

Land ownership reform,  

Supporting sustainable agricultural practices, Community-

based natural resource management initiatives, 

Conducting LC and land banking activities together can be 

included. 

Preventing fragmentation through inheritance Land Law 

reform, 

LC, 

Improvement of cadastre records to identify and reclaim 

abandoned agricultural lands, 

Infrastructure development and farmer support. 

 

When comparing Türkiye and Kyrgyzstan's approaches and implementations to LC projects, 
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Türkiye's extensive experience over the years stands out, contrasting with Kyrgyzstan's relatively nascent 

involvement in this field. Table 11 has examined the differences and similarities in the understanding and 

processes of LC in both countries. As seen, while Türkiye is highly experienced in LC practices, 

Kyrgyzstan is still in the early stages. However, both countries have the fundamental data for LC, 

including soil databases and digital land registry-cadastre data. 

 

Table 11. Land fragmentation: a comparison of its causes and solutions 

TÜRKİYE KYRGYZSTAN 

Is voluntary LC or compulsory LC being implemented? 

There are also examples of voluntary LC alongside 

significant compulsory LC. 

In the pilot project conducted with international aid 

institutions, voluntary LC has been implemented. 

Are land registry and cadastre data in digital format? 

Yes Yes 

Are orthophotos used as base maps in LC projects? 

Yes There is currently no implementation of actual LC 

projects 

Are interviews conducted to gather farmers' preferences? 

Yes The pilot project was conducted with the 

participation of a few large farmers, and their 

opinions were taken into account. 

Is there a soil database with sufficient accuracy in the country?  

Is it produced as a stage of soil classification LC projects? 

Yes. However, land classification is carried out 

according to the Storie index in the projects. 

Yes, there is a soil database 

Are pasture lands being included in LC? 

Yes No information  

Are there enough qualified experts in the country to work on LC projects? 

Yes There is no personnel with experience in LC. 

Are LC projects carried out through private sector tenders? 

Yes, all There is no LC project. 

 

4.2 Results 

In this research, it has been observed that within the framework of land fragmentation, consolidation 

practices, and policy responses, there are both similarities and differences between the two countries. 

According to the findings obtained, the results of the research can be summarized as follows: 

1) Kyrgyzstan is more agriculturally oriented compared to Türkiye. 

2) Both countries have nearly identical proportions of their populations engaged in agriculture. 

3) Türkiye stands as a highly experienced country in LC. As of 2023, it has undertaken LC 

projects covering 8,78 million hectares of land and continues to do so. Conversely, Kyrgyzstan 

is still in the phase of research, discussion, and strategy development. 

4) Despite differing motivations, both countries suffer from land fragmentation. High parcel 

numbers per farm and low average parcel counts prevent households from generating 

sufficient income from agriculture. 

5) Consequently, both countries have areas of unused, abandoned, or misused lands. 

6) Turkish and Kyrgyz academics concur that LC is essential for preventing land fragmentation 

and enhancing agricultural productivity 

7) Both countries possess soil databases and digital land registry-cadastre systems, forming the 

foundation of LC. 
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8) Both countries have responded to the needs by developing policy responses in line with the 

legal, social, economic, and environmental conditions of the country. Examples of policy 

responses can be seen in Kyrgyzstan with the law enacted in 2022, and in Türkiye with the 

changes in laws regarding agricultural land sales in 2014 and institutional restructuring in 

2018. 

9) In Kyrgyzstan,  

a) there is an understanding of the need for legislative work to reduce administrative 

barriers and simplify the re-registration processes of property rights within the scope of 

LC. This way, conducive conditions for LC can be established. 

b) The design and execution of strategies, such as land auctions and exchanges, are crucial 

for ensuring transparency in land transactions and facilitating the establishment of the 

actual market worth of land parcels. Consequently, proficient land users can 

competitively obtain extra land parcels to broaden their economic endeavors. 

c) Conducting training initiatives for land users covering topics such as market economics, 

legal intricacies of land ownership and utilization, and cutting-edge agricultural 

technologies is essential. By raising awareness, farmers can make informed choices 

regarding the LC and effective utilization of land resources. 

10) In Türkiye; 

a) Türkiye has completed its legal framework and institutional development regarding LC.  

b) LC in Türkiye is conducted through tendering processes involving the private sector. 

c) LC projects are predominantly carried out by public institutions under compulsory LC 

regulations. Farmers are exempt from taxes, fees, and duties in LC projects. 

d) Land fragmentation poses a scalability issue in agricultural production, hindering access 

to water and in field roads. These factors necessitate LC in Türkiye. 

e) LC projects are executed by experienced personnel utilizing modern technology. There is 

a substantial number of qualified LC experts in public, academic, and private sectors. 

5. CONCLUSION 

This research aimed to facilitate the understanding of agricultural land dynamics in Türkiye and 

Kyrgyzstan through a comparative analysis of land fragmentation and consolidation practices and policy 

responses. The ultimate goal was to develop recommendations for enhanced practices in both countries. 

The foremost conclusion of the study is the absence of legislation concerning LC in Kyrgyzstan. To 

address this gap, it is imperative to develop LC legislation tailored to the specific conditions of the country. 

This lack of legal framework poses a significant barrier to effective LC efforts and hinders progress in 

addressing land fragmentation issues. 

Enhancing institutional structures to fulfil the responsibilities outlined in the LC legislation constitutes 

another significant outcome. Developing institutional capacity, incorporating modern technology, and 

embracing digitalization are vital areas that need to be addressed within this scope. Strengthening 

institutional frameworks will enable more efficient and effective implementation of LC projects and 

ensure their long-term sustainability. 

Given that LC involves direct participation of farmers and leads to changes in property ownership, it 

is paramount for policymakers, public institutions, and farmers to deeply understand the content, 

implementation, contribution to farmer welfare, and agricultural development aspects of the project to 

ensure their support and success. Prioritizing public awareness on these matters stands as a crucial 

outcome and recommendation. Engaging stakeholders in the planning and implementation process will 

foster greater buy-in and ownership of LC initiatives, leading to more successful outcomes. 

Initiating pilot projects for LC through international collaboration at the outset, followed by their 

widespread dissemination across the country based on the resulting outcomes, highlights a pivotal result 

deserving thorough investigation. Collaborating with international partners can provide valuable 

expertise, resources, and support for implementing LC projects effectively. 
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The analysis conducted within the study has demonstrated that the number of parcels involved in LC 

efforts in Türkiye has decreased by approximately 50%, while parcel areas have enlarged by around 130%. 

Moreover, it has been observed that each parcel now benefits from access to water and field access roads. 

These findings are further verified by a study conducted by the FAO in collaboration with relevant Turkish 

government agencies. The revelation of the achievement of the technical objectives of LC projects in 

Türkiye represents a valuable outcome derived from this study. 

In conclusion, the persistence of the problem of land fragmentation in Türkiye negatively impacts the 

success and duration of projects. Addressing this issue requires the simultaneous implementation of LC 

and land banking practices. Land banking can significantly contribute not only to LC but also to the 

transition of agriculture towards more organized enterprises. By implementing the recommendations 

outlined in this study, both Turkey and Kyrgyzstan can take significant steps towards overcoming the 

challenges posed by land fragmentation and promoting sustainable agricultural development. 
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ABSTRACT: Two-Wheeled Self-Balancing Robots are widely used in various fields today. These systems 

have a highly unstable nature due to their underactuated structures. On the other hand, parameter 

uncertainties and external disturbances significantly affect their control performance. The best way to deal 

with parameter uncertainties that can easily lead controllers to instability is to use robust control methods. 

Dealing with these uncertainties is particularly crucial in control of underactuated and unstable systems 

such as Two-Wheeled Self-Balancing Robots. In this study, trajectory tracking control of a two wheeled 

self-balancing robot by using Sliding Mode Control (SMC) was realized. The chattering problem inherent 

in the SMC method was eliminated by employing tangent hyperbolic (tanh) switching function instead of 

signum function. The performance of the SMC controller has been examined under five different cases 

including external disturbance and various parameter uncertainties and compared with PID and LQR 

methods. The results showed that the SMC method is much more insensitive to parameter changes than 

the PID and LQR methods. It has also been observed that all three controllers maintain their stability 

against disturbance inputs, but the SMC method offers a better control performance. 

 

Keywords: Sliding Mode Control, Two Wheeled Self Balancing Robot, Trajectory Tracking 

 

ÖZ: İki Tekerlekli Kendini Dengeleyen Robotlar günümüzde çeşitli alanlarda yaygın olarak 

kullanılmaktadır. Bu sistemler eksik tahrikli yapıları nedeniyle oldukça kararsız bir yapıya sahiptirler. Öte 

yandan parametre belirsizlikleri ve dış etkenler, kontrol performanslarını önemli ölçüde etkilemektedir. 

Kontrolcüleri kolayca kararsızlığa sürükleyebilecek parametre belirsizlikleri ile başa çıkmanın en iyi yolu 

gürbüz kontrol yöntemleri kullanmaktır. Bu belirsizliklerle başa çıkmak, özellikle İki Tekerlekli Kendini 

Dengeleyen Robotlar gibi eksik-tahrikli ve kararsız sistemlerin kontrol problemlerinde çok önemlidir. Bu 

çalışmada, bozucu giriş ve parametre belirsizliklerine karşı Kayan Kipli Kontrol (KKK) yöntemi ile 

yörünge takibi üzerinde çalışılmıştır. KKK yönteminin yapısından kaynaklanan çatırtı problemi, işaret 

fonksiyonu yerine tanjant hiperbolik (tanh) anahtarlama fonksiyonu kullanılarak ortadan kaldırılmıştır. 

KKK kontrolcünün performansı, bozucu giriş ve farklı parametre belirsizliklerini içeren beş farklı senaryo 

için incelemiş, PID ve LQR yöntemleri ile karşılaştırılmıştır. Sonuçlar, KKK yönteminin parametre 

değişimlerine karşı PID ve LQR yöntemlerinden çok daha duyarsız olduğunu göstermiştir. Ayrıca bozucu 

girişlere karşı üç kontrolcünün de kararlılığını koruduğu ancak KKK yönteminin daha iyi bir kontrol 

performansı sunduğu görülmüştür. 

 

Anahtar Kelimeler: Kayan Kipli Kontrol, İki Tekerlekli Denge Robotu, Yörünge Takibi. 

 

1. INTRODUCTION 

Underactuated systems refer to systems equipped with a limited number of actuators or sensors. In 

such systems, the number of degrees of freedom is greater than the number of actuators or sensors used. 

Despite their advantages such as low cost, energy efficiency and simplicity, underactuated systems have 

some disadvantages in terms of control.  
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Two-wheeled self-balancing robots have a highly unstable dynamics with their nonlinear structure. 

In addition, other factors such as parameter changes, damping, friction, external disturbances make the 

control of such systems more difficult. The best way to overcome these challenges is to use robust 

controllers. In the relevant literature, several different approaches have been proposed for the control of 

two-wheeled self-balancing robots.  

Linear control methods with simple mathematical models are frequently preferred due to their easy 

applicability. Linear controllers such as PID controller  [1], Linear Quadratic Regulator (LQR) [2], Linear 

Quadratic Gaussian (LQG) [3], State-Feedback [4], Cascade controller [5] can be used to control two-

wheeled self-balancing robots. These controllers can provide very satisfactory performance in some 

systems under certain conditions. However, since these controllers use linearised models, they are very 

sensitive to parameter uncertainties. In addition, due to their structure, they may be insufficient against 

external disturbances. 

As an alternative to classical linear controllers, smart control methods such as Fuzzy Logic Controller 

(FLC) [6], FLC-PID [7], FLC-LQR [8] are widely using. Smart control methods can provide more adaptivity 

than classic approaches. However, they still cannot provide robustness in parameter uncertainty 

conditions.  

Adaptive control algorithms have been presented to adapt to changing conditions over time. Various 

adaptive control methods such as Reinforcement Learning [9], Machine Learning  [10], Artificial Neural 

Networks [11], Fuzzy Logic Neural Networks NN-FLC [12] stand out with less model dependency and 

adaptive structure. Despite their advantages, design and training of large networks in these approaches 

can be quite complex. High computational power and large data set requirements during training of 

artificial neural networks make it difficult to apply these methods. 

Model Predictive Control (MPC) [13] which is based on predicting system behaviour using system 

models, can provide robustness against system uncertainties in the control of complex systems. However, 

the success of this approach depends on very precisely modelled system dynamics. Difficulties in 

modelling complex and nonlinear systems limit the success of the controller. Optimisation-based H2 [14], 

H∞ [15] approaches can provide robustness against the disturbances and parameter uncertainties with an 

accurate model. The biggest disadvantage of these controllers is that they can be effective in a limited 

working area with defined cost functions. 

Lyapunov Controllers [16] are successful in stability; however, they may not be satisfactory enough 

to meet performance expectations for systems that require precise control. Backstepping Control [17] and 

Active Disturbance Rejection Control (ADRC) [18] are also have robust characteristics. 

The Sliding Mode Control (SMC) approach is a control method known for its robustness against the 

disturbances and system uncertainties. Although the Conventional SMC method is insensitive to matched 

disturbances, but it is sensitive to unmatched disturbances. The state observer-based SMC [19] can ensure 

the robustness of the controller against the unmatched disturbances. The major disadvantage of the SMC 

is chattering problem. In the most general definition, chattering is the rapid changes of the control signal 

in high-frequency sawtooth form. This is caused by the switching function in the structure of the SMC. 

The chattering problem can be eliminated with Neural Network based SMC [20]. However, high 

computational demanding and the need for a comprehensive dataset are disadvantages of this approach. 

In this study, the trajectory tracking control of a two-wheeled self-balancing robot was discussed. First, 

kinematic and dynamic models of the system are presented. Then, a Sliding Mode controller with tangent 

hyperbolic switching function was designed.  In order to evaluate the response speed and robustness of 

the designed controller, simulation studies were carried out using five different scenarios with different 

disturbance inputs and parameter changes. For comparing the performance of the SMC controller, PID 

and LQR control were also applied to the system and the results were presented comparatively. 

2. MATERIAL AND METHODS 

Simplified model of a two-wheeled self-balancing robot is seen in Figure 1. The system consists of a 

chassis and a pendulum-shaped body balanced by two wheels. It is an underactuated system with two 
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inputs and three outputs. The right and left wheel torques are the system inputs while the x - y coordinates 

and θ angle of the body relative to vertical (z) axis are the system outputs. This system is quite difficult to 

control since the position, orientation and vertical angle of the body must be controlled only by the torques 

applied to wheels. In order to achieve a precise control, the kinematic and dynamic models of the system 

must be obtained accurately. 

 
Figure 1. Simplified model of a two-wheeled self-balancing robot 

 

2.1. Kinematic Model of The Two-Wheeled Self-Balancing Robot 

In order to describe all movements of the system, generalized coordinates can be selected as follows. 

  
𝑞 = [𝑋𝑐    𝑌𝑐    𝜑   𝜃   𝜃𝑅    𝜃𝐿]

𝑇 
 

(1) 

In this expression, XC and YC, are the position of the centre of mass, 𝜑 is the angle of the robot in the 

x-y plane, 𝜃 is the angle between the body and the vertical (z) axis, 𝜃𝑅 and 𝜃𝐿 are the right and left wheel 

angles, respectively. These coordinates are clearly seen in Figure 2. 
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Figure 2. Generalized coordinates of the two-wheeled self-balancing robot 

 

There are two different constraints for the system considered in this study. First, the wheels do not 

slide laterally. Secondly, the wheels are in pure rolling, that is, the entire rotational movement turns into 

translation. Therefore, by defining l=L/2, the constraint equations can be written as follows. 

 
�̇� 𝑐𝑜𝑠𝜑 − �̇� 𝑠𝑖𝑛𝜑 = 0 (2) 

 

�̇� 𝑐𝑜𝑠𝜑 − �̇� 𝑠𝑖𝑛𝜑 + 𝑙�̇� − 𝑟𝜃�̇� = 0 

�̇� 𝑐𝑜𝑠𝜑 − �̇� 𝑠𝑖𝑛𝜑 − 𝑙�̇� − 𝑟𝜃�̇� = 0 
(3) 

 

Linear and angular velocities of the system can be defined respectively as; 𝑣 = 𝑟(�̇�𝑟 + �̇�𝑙)/2 and 𝜔 =

𝑟(�̇�𝑟 − �̇�𝑙)/𝐿. If the necessary arrangements are made in (2) and (3) using these definitions, the kinematic 

model of the system is obtained as follows. 

 

[

�̇�
�̇�
�̇�
] = [

cosφ
sinφ     

0
0

0         1
] [

𝑣
𝜔

] 
(4) 

 
2.2. Dynamic Model of The Two-Wheeled Self-Balancing Robot 

 

In this study, the dynamic model of two-wheeled self-balancing robot presented by Junfeng and 

Wangying [21] was used. State-space representation of the system can be defined as �̇� = 𝐴𝑥 + 𝐵𝑢 and 

shown as follow, 

 

𝑥 =

[
 
 
 
 
 
�̇�𝑟

�̈�𝑟

�̇�
�̈�
�̇�
�̈� ]

 
 
 
 
 

=

[
 
 
 
 
 
0 1 0
0 0 𝐴23

0 0 0
    

0 0 0
0 0 0
1 0 0

0 0 𝐴43

0 0 0
0 0 0

    
0 0 0
0 0 1
0 0 0]

 
 
 
 
 

[
 
 
 
 
 
𝑥𝑟

�̇�𝑟

𝜃
�̇�
𝜑
�̇� ]

 
 
 
 
 

+

[
 
 
 
 
 
0
𝐵2

0
𝐵4

0
𝐵6]

 
 
 
 
 

[
𝐶𝑙

𝐶𝑟
] 

(5) 

 

where 𝐶𝑙 and 𝐶𝑟 are the left end right wheel torques respectively. This wheel torques can be 

transformed into the 𝐶𝜃 and 𝐶𝜑 for decoupling purpose as follow. 

  

[
𝐶𝑙

𝐶𝑟
] = [

0.5   0.5

0.5 −0.5
] [

𝐶𝜃 + 𝑢𝑑

𝐶𝜑
] 

(6) 
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In this equation, 𝑢𝑑 is the external disturbance. The matrix elements in Equation (5) can be defined as 

follows: 

 

𝐴23 = 𝑔 (1 −
4

3
𝑑

𝑀𝑝

𝑄
),     𝐴43 = 𝑔

𝑀𝑝

𝑄
 

 

𝐵2 =
4𝑑𝑃

3𝑄
−

1

𝑀𝑝𝑑
 , 𝐵4 = −

𝑃

𝑄
   

 

𝐵6 =
6

(9𝑀𝑟 + 𝑀𝑝)𝑅𝐿
 

(7) 

 

where 

 

𝑄 =
1

3

𝑀𝑝(𝑀𝑝 + 6𝑀𝑟)𝑑

(𝑀𝑝 +
3
2

𝑀𝑟)𝑅
, 𝑃 =

1

𝑑
+

𝑀𝑝

𝑀𝑝 +
3
2

𝑀𝑟

 

 

In these equations, 𝑀𝑤and 𝑀𝑝 is the mass of the wheel and body respectively, 𝑅 is the wheel radius, d 

is the distance between the wheel axis and centre of mass and L is the distance between wheels. 

2.3. Kinematic Controller 

Controllers that calculate the kinematic movements required for a robot to reach the desired position 

are called kinematic controllers. A kinematic controller is needed to perform of trajectory control. The 

kinematic controller calculates the movements required for a robot to reach the desired position by 

converting the desired trajectory motions into new outputs in terms of angular and linear velocity. 

Kinematic controller design is based on the kinematic model. Equation (4) can be rearranged as follows: 

 

[
𝑣
𝜔

] = [

cosφ

−
1

𝑑
 sinφ

      

sinφ
1

𝑑
 cosφ

] [
�̇�
�̇�
] 

(8) 

 

By defining �̃� = 𝑥𝑑 − 𝑥 and �̃� = 𝑦𝑑 − 𝑦 and adding the controller gains 𝑘𝑥, 𝑘𝑦 > 0 and saturation 

constants 𝐼𝑥 , 𝐼𝑦 ∈ ℝ into equation, the kinematic controller can be obtained as below [22]. 

 

[
𝑣𝑑

𝜔𝑑
] = [

cosφ

−
1

𝑑
 sinφ

      

sinφ
1

𝑑
 cosφ

]

[
 
 
 
 �̇�𝑑 + 𝐼𝑥 tanh (

𝑘𝑥

𝐼𝑥
�̃�)

�̇�𝑑 + 𝐼𝑦 tanh (
𝑘𝑦

𝐼𝑦
�̃�)

]
 
 
 
 

 

(9) 

 

2.4. Sliding Mode Controller 

 

In applied control problems, there is always mismatching between the real system and the 

mathematical model. It’s caused by factors such as unmodelled system dynamics, uncertainties in system 

parameters and disturbing external forces. In addition to model mismatches, if the system is exposed to 

intense disturbing forces, it will be very difficult to control such systems with classical closed-loop 

methods. At this point, robust controllers come into play [23]. 

SMC is a robust control approach that can provide stability guarantee against system uncertainties 

and disturbances. Before starting the SMC design, some arrangements should be made on the system 

model. By defining 𝑓1 = 𝐴23,   𝑓2 = 𝐴43, 𝑓3 = �̇�, 𝑔1 = 𝐵2, 𝑔2 = 𝐵4, 𝑔3 = 𝐵6, 𝑇𝑣 = 𝐶𝜃 ,   𝑇𝜔 = 𝐶𝜑 in Equation 
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(5) and making the necessary arrangements, the dynamic equation of the system can be written in a new 

form as follows. 

 
�̈� = 𝑓1𝜃 + 𝑔1𝑇𝑣

�̈�𝑝 = 𝑓2𝜃 + 𝑔2𝑇𝑣

�̈� = 𝑓3 + 𝑔3𝑇𝜔   

 
(10) 

 

Where 𝑇𝑣 and 𝑇𝜔 corresponds to control inputs for separated subsystems, and 𝑥𝑑, 𝑦𝑑 , 𝜑𝑑 are desired 

positions, so the error dynamics of the system can be expressed as follows: 

 
�̇�1 = 𝑒2

�̇�2 = �̈� − �̈�𝑑

�̇�3 = 𝑒4

�̇�4 = �̈� − �̈�𝑑

�̇�5 = 𝑒6

�̇�6 = �̈� − �̈�𝑑

 

(11) 

 

The SMC method will move the system dynamics towards the defined sliding surface. This movement 

of the controller is called reaching mode. The time until the reaching mode is called the reaching time. As 

soon as the system dynamics reaches the sliding surface, it starts the sliding motion. Sliding motion is 

called sliding mode. Sliding surfaces that move 𝑒2, 𝑒2 and 𝑒3 errors towards to zero when t→∞ can be 

defined as follows. 

 
𝑠1 = 𝑐1𝑒1 + 𝑒2

𝑠2 = 𝑐2𝑒3 + 𝑒4

𝑠3 = 𝑐3𝑒5 + 𝑒6

 
(12) 

 

The coefficients 𝑐1, 𝑐2, 𝑐3 > 0 in the defined sliding surfaces are called slope constants. The reaching 

time is related to the slope of the sliding surfaces. Therefore, these coefficients directly affect the control 

performance and should be chosen carefully. In order to obtain control signals, derivation of the Equation 

(12) can be written as follow. 

 
�̇�1 = 𝑐1�̇�1 + �̇�2 = �̈� − �̈�𝑑 + 𝑐1�̇�1

�̇�2 = 𝑐2�̇�3 + �̇�4 = �̈� − �̈�𝑑 + 𝑐2�̇�3

�̇�3 = 𝑐3�̇�5 + �̇�6 = �̈� − �̈�𝑑 + 𝑐3�̇�5

 

(13) 

 

A SMC consists of two parts which called switching and equivalent. Switching part is a signum 

function, and is responsible for moving the system variables towards to sliding surface.  �̇�1, �̇�2, �̇�3 terms in 

Equation (13) correspond to switching function. Switching function can be premised with defining 

controller gains as 𝜂1, 𝜂2, 𝜂3 > 0 as follow. 

 
𝑢𝑠𝑤1 = �̇�1 = −𝜂1𝑠𝑔𝑛(𝑠1)
𝑢𝑠𝑤2 = �̇�2 = −𝜂2𝑠𝑔𝑛(𝑠2)

𝑢𝑠𝑤3 = �̇�3 = −𝜂3𝑠𝑔𝑛(𝑠3)
 

(14) 

 

Equivalent control occurs in condition when the system has reached to the sliding phase. This 

condition can be also defined as �̇�1, �̇�2, �̇�3 = 0. Equation (11) and Equation (13) can be re-written as follow. 

 
𝑐1�̇�1 + �̈� − �̈�𝑑 = 0

𝑐2�̇�3 + �̈� − �̈�𝑑 = 0
𝑐3�̇�5 + �̈� − �̈�𝑑 = 0

 

(15) 
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If Equation (15) arranged by using the Equation (10) then, 

 
𝑐1�̇�1 + 𝑓1𝜃 + 𝑔1𝑇𝑣1 − �̈�𝑑 = 0

𝑐2�̇�3 + 𝑓2𝜃 + 𝑔2𝑇𝑣2 − �̈�𝑑 = 0
𝑐3�̇�5 + 𝑓3𝜑 + 𝑔3𝑇𝜔 − �̈�𝑑 = 0

 

(16) 

 

where 𝑇𝑣1 and 𝑇𝑣2 corresponds to torque forces related with coupled 𝑥 and 𝜃 inputs. The equivalent control 

term can be obtained by re-arranging Equation (16) as follows, 

 

𝑢𝑒𝑞1 =
�̈�𝑑 − 𝑐1�̇�1 − 𝑓1𝜃

𝑔1

𝑢𝑒𝑞2 =
�̈�𝑑 − 𝑐2�̇�3 − 𝑓2𝜃

𝑔2

𝑢𝑒𝑞3 =
�̈�𝑑 − 𝑐3�̇�5 − 𝑓3𝜑𝑝

𝑔3

 

(17) 

 

Finally, SMC control signal can be obtained with re-arrange Equation 10, 13 and 15 as follow. 

 

𝑇𝑣1 =
�̈�𝑑 − 𝑐1�̇�1 − 𝜂1𝑠𝑔𝑛(𝑠1)−𝑓1𝜃

𝑔1

⬚

𝑇𝑣2 =
�̈�𝑑 − 𝑐2�̇�3 − 𝜂2𝑠𝑔𝑛(𝑠2)−𝑓2𝜃

𝑔2

⬚

𝑇𝜔 =
�̈�𝑑 − 𝑐3�̇�5 − 𝜂3𝑠𝑔𝑛(𝑠3)−𝑓3�̇�

𝑔3

 

(18) 

 

Control signals with control gains  𝜂1, 𝜂2, 𝜂3 > 0 can be obtained as above. It can be expressed as 𝑇𝑣 =

𝑘𝑉𝐶𝑆𝑀𝐶
(𝑇𝑣2 - 𝑇𝑣1) and 𝑇𝜔 = 𝑘𝜔𝐶𝑆𝑀𝐶

𝑇𝜔 where 𝑘𝑉𝐶𝑆𝑀𝐶
 and 𝑘𝜔𝐶𝑆𝑀𝐶

 are the controller gain constants.  Tangent 

hyperbolic (tanh) function is used instead of sign to prevent chattering. The obtained control signals can 

be modelled on Simulink as shown in Figure 3. 

A Lyapunov function candidate in the form of 𝑉 =
1

2
𝑠 is defined to perform stability analyse. 

According to the Lyapunov theorem, for a system to be stable, the condition �̇� ≤ 0 must be ensured. 
 

�̇�1 = 𝑠1�̇�1 = 𝑠1(�̈� − �̈�𝑑 + 𝑐1�̇�1) = −𝜂1|𝑠1| ≤ 0

�̇�2 = 𝑠2�̇�2 = 𝑠2(�̈� − �̈�𝑑 + 𝑐2�̇�3) = −𝜂2|𝑠2| ≤ 0

�̇�3 = 𝑠3�̇�3 = 𝑠3(�̈� − �̈�𝑑 + 𝑐3�̇�5) = −𝜂3|𝑠3| ≤ 0

 

(19) 

 

Equation (19) shows that all three controller signals ensure the Lyapunov stability condition. In other 

words, the designed controllers will lead the error signal in the system to zero in time. Sliding Mode 

Control strategy and general schematic of the closed loop system is given in Figure 3. 
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Figure 3. SMC - Closed Loop Block Diagram of the System 

 

�̇�, 𝜃, and 𝜑 control variables are controlling respectively with SMC 1, SMC 2 and SMC 3 given in 

Figure 3. Detailed block diagram for SMC 1, SMC 2 and SMC 3 can be seen in Figure 4. 

 
Figure 4. SMC Control Scheme 

 

2.5. PID Control 

PID is the abbreviation of “Proportional-Integral-Derivative” terms. While PID control can give good 

control performance in linear systems, it is not very satisfactory in dealing with non-linear systems. 

However, it is one of the most frequently used methods due to its easy design and applicability. The 

mathematical representation of the PID controller can be expressed as follows [24]. 

𝑢(𝑡) = 𝐾𝑝𝑒(𝑡) + 𝐾𝑖 ∫𝑒(𝑡)𝑑𝑡 + 𝐾𝑑

𝑑𝑒

𝑑𝑡
 

(20) 

In the Eq. 21. 𝐾𝑝, 𝐾𝑖  ve 𝐾𝑑 gains respectively corresponds to proportional, integral and derivative 

part of the controller. 𝑒(𝑡) corresponds to error inputs by time. The integral term corresponds to the 

integral of the error value and produces a control signal that corrects the total error. The term derivative 

refers to the derivative of the error value and produces a control signal that responds to rapidly changing 

errors. In other words, the proportional term refers to the current error, the integral term refers to the sum 

of past errors, and the derivative term refers to the prediction of future errors [25]. PID controller 

schematics can be seen in Figure 5. 
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Figure 5. PID Closed Loop Control Schematic 

 

2.6. LQR Control 

The Linear Quadratic Regulator (LQR) is one of the optimal control methods frequently used 

today. In the LQR method, it is aimed to obtain an optimum control signal by using the performance index 

and the state variables of the system [26].  

𝐽 =
1

2
∫(𝑥𝑇𝑄𝑥 + 𝑢𝑇𝑅𝑢)

∞

0

𝑑𝑡 
(21) 

Performance index J which obtained using system state variables as �̇� = 𝐴𝑥 + 𝐵𝑢 and 𝑢 = −𝐾𝑥 system 

inputs is given in Eq. 21. 𝐾 is gain matrice and define as 𝐾 =  𝑅−1𝐵𝑇𝑃.  Q and R diagonal matrices and P 

is a symmetrical matrix which can be obtained from Ricatti Equation given in Eq. 22. 

𝑃𝐴 + 𝐴𝑇 − 𝑃𝐵𝑅−1𝑃 + 𝑄 = 0 (22) 

The aim of the LQR method is to minimize the performance index J with using Q and R parameters. The 

Q matrix represents the speed of reaching the reference and the R parameter represents the amount of 

energy to be consumed. LQR control schematics can be seen in Figure 6.  

 
Figure 6. LQR Closed Loop Control Schematic 
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3. RESULTS AND DISCUSSION 

In order to evaluate the response speed and robustness of the designed controller, simulation 

studies were carried out using five different scenarios having different disturbance inputs and parameter 

changes. PID and LQR control are also applied to the system to compare the performance of the proposed 

SMC controller. Simulation studies were carried out in MATLAB/Simulink. An infinite type of trajectory 

was used as a reference and the simulation time was determined as 150 seconds. System parameters are 

given in Table 1. All the SMC, PID and LQR controller parameters are determined by using trial-and-error 

method and given in Table 2. 

Table 1. Physical Parameters of the System 

Parameter Description Value 

R Wheel diameter 0.1 m 

L Distance between wheels 0.3 m 

D Distance of pendulum centre of gravity to shaft 0.45 m 

g Gravity force 9.8 m/s2 

Mp Mass of the pendulum 3 kg 

Mw Mass of the wheels 0.5 kg 

 

Table 2. Controller Parameters 

Kinematic 

Controller 
kx, ky = 4, Ix, Iy  = 0.025 

SMC kVCSMC = 50, kωCSMC = 1 C1 = 1, C2 = 10, C3 = 5 η1 = 3.5, η2 = 11, η3 = 1 

PID KP1 = -2, KI1 = -4, KD1 = -4 KP2 = -2, KI2 = -4, KD2 = -4 KP3 = -2, KI3 = -4, KD3 = -4 

LQR K = [
−27
0

−51
0

−334
0

−23
0

0
10

0
1
] 

Case 1: In the first simulation study, performances of the controllers are tested under ideal 

conditions without any disturbance or parameter changes and the results are given in Figure 5 – Figure 8. 

All the controllers showed a successful trajectory tracking performance by quickly providing the desired 

position and orientation as seen in Figure 7 and Figure 8. However, while the SMC and LQR controllers 

reached the reference velocity quickly at the beginning of the movement, the PID controller gave a very 

oscillatory and late response as seen in Figure 9. For the PID control, this fluctuation in the velocity caused 

the body to make an oscillatory movement and reach the equilibrium quite late as seen in Figure 10. 

Although the LQR control gave a successful result in terms of body angle, the SMC control showed the 

best performance. On the other hand, the SMC control produced much more aggressive torques than the 

others at the beginning of the movement, but it quickly stabilized as seen in Figure 10. Moreover, thanks 

to tanh switching function, there is no chattering in the SMC control signal.  
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Figure 7. Velocity and movement angle (φ) of the robot (Case 1) 

 

 
Figure 8. Trajectory tracking (Case 1) 

 

 
Figure 9. Body (θ) Angle (Case 1) 

 

 
Figure 10. Wheel torques (Case 1) 
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In the following cases, disturbance input and parameter changes were applied to the system to 

examine the robustness of the controllers.  

Case 2: In this case, only the 0.5 Nm impulse signal seen in Figure 11 was applied to the control input 

of the system for 1 second as a disturbance and no changes have been made to the system parameters. 

Disturbance input applied in coupled �̇� and �̇� control output and can be seen in Figure 3.  

 
Figure 11. Disturbance signal applied to the system 

 

In the presence of the disturbance, the trajectory tracking performance of the SMC and LQR control 

methods are quite close to each other. It can be seen from Figure 13 that the SMC and LQR controllers are 

much more insensitive to disturbance input than the PID controller. Additionally, while a limited speed 

fluctuation occurs in the LQR and SMC controllers after the disturbance input, these fluctuations are quite 

high in the PID controller as seen in Figure 12. As a result of velocity fluctuations, the maximum body 

angle reaches 1.5 degrees in the PID control, while it is around 0.25 degrees in the LQR control. 

Furthermore, the proposed SMC controller is almost not affected by the disturbance input. 

 
Figure 12. Velocity and movement angle (φ) of the robot (Case 2) 

 

 
Figure 13. Trajectory Tracking (Case 2) 
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Figure 14. Body (θ) Angle (Case 2) 

 

As seen in Figure 15, although the SMC controller applies much higher torques at the beginning of the 

movement, it applies much less torque than the PID and LQR controllers against the disturbance input. 

 

 
Figure 15. Wheel torques (Case 2) 

 

Parameter uncertainty is a factor affecting the stability of many controllers. In order to test the 

robustness of the controllers against to parameter uncertainties, simulations were performed by changing 

the body mass MP in three different ways, 6 kg, 10 kg, 50 kg respectively.  

Case 3: In this case, the body weight Mp was increased from 3 kg to 6 kg. The PID controller is 

negatively affected by parameter changes, and it almost lost its stability. Large oscillations in speed, 

trajectory, and body angle for PID control can be seen in Figure 16- Figure 18.  
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Figure 16. Velocity of the robot (Case 3) 

 

 
Figure 17. Body (θ) Angle (Case 3) 

 

 
Figure 18. Trajectory Tracking (Case 3) 

 

Case 4: Body weight Mp increased to 10 kg. In this case the PID control response became completely 

unstable and was therefore not shown in the graphs. On the other hand, it can be seen in Figure 19-Figure 

21 that SMC and LQR controllers continue to maintain their stability and offer successful trajectory 

tracking performance. However, SMC control offers a much more successful performance than LQR in 

balancing the body angle as seen in Figure 21. 
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Figure 19. Velocity and movement angle (φ) of the robot (Case 4) 

 

 
Figure 20. Trajectory Tracking (Case 4) 

 

 
Figure 21. Body (θ) Angle (Case 4) 

 

Case 5: In this case the robustness of the proposed controller against to parameter variations was 

tested under an extreme condition by increasing the body weight Mp from 3 kg to 50 kg. Under these 

conditions, it is seen in Figure 22 – Figure 25 that the LQR controller begins to become unstable and 

excessive oscillations occur in trajectory tracking and body angle. On the other hand, it is seen that the 

proposed SMC controller maintains its stability even in this extreme case and provides a very successful 

response in trajectory tracking and balancing the body angle. 
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Figure 22. Velocity and movement angle (φ) of the robot for SMC (Case 5) 

 

 
Figure 23. Velocity and movement angle (φ) of the robot for LQR (Case 5) 

 

 
Figure 24. Trajectory Tracking (Case 5) 

 

 
Figure 25. Body (θ) Angle (Case 5) 
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4. CONCLUSIONS 

Parameter uncertainties and external disturbances negatively affect the stability of controllers. In this 

study, a robust SMC method against to uncertainties and disturbances for trajectory tracking of a two-

wheeled self-balancing robot is investigated. In the proposed method, the chattering problem is eliminated 

by using a tangent hyperbolic switching function. The performance of the proposed method is tested for 

five different scenarios having different disturbance inputs and parameter changes and compared with 

LQR and PID controllers. The results showed that the PID control is extremely sensitive to disturbance 

inputs and parameter changes, and the LQR controller provides a much better performance than the PID 

control in terms of response speed and robustness. The results also showed that the proposed SMC 

controller not only offer as good performance as the LQR controller in terms of response speed, but it is 

extremely robust and almost insensitive to disturbance inputs and excessive parameter changes. 
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ABSTRACT: Multi-organ segmentation is the process of identifying and separating multiple organs in 

medical images. This segmentation allows for the detection of structural abnormalities by examining the 

morphological structure of organs. Carrying out the process quickly and precisely has become an 

important issue in today's conditions. In recent years, researchers have used various technologies for the 

automatic segmentation of multiple organs. In this study, improvements were made to increase the multi-

organ segmentation performance of the 3D U-Net based fusion model combining HSV and grayscale color 

spaces and compared with state-of-the-art models. Training and testing were performed on the MICCAI 

2015 dataset published at Vanderbilt University, which contains 3D abdominal CT images in NIfTI format. 

The model's performance was evaluated using the Dice similarity coefficient. In the tests, the liver organ 

showed the highest Dice score. Considering the average Dice score of all organs, and comparing it with 

other models, it has been observed that the fusion approach model yields promising results. 
 

Keywords: Computed Tomograph, Multi Organ Segmentation, Deep Learning, Fusion Model, U-Net 

1. INTRODUCTION 

Segmentation of organs in medical images is of crucial importance for diagnosing diseases, planning 

treatment, and locating target organs for radiotherapy [1]. Automated multi-organ segmentation is 

difficult because of structural complexity and volumetric differences of organs. In recent years, there has 

been a growing interest in using deep learning methods to address these difficulties [2]. These methods 

automatically extract feature vectors, which are used for tasks such as object detection and classification. 

This feature vector extraction is achieved through non-linear layers. By using multiple layers, deep 

learning can learn different features from the data. For example, basic features like edges and patterns are 

learned in the first layers, while more complex features are learned in subsequent layers [3], [4]. Deep 

learning has been successfully applied in various fields, including face recognition [5], voice recognition 

[6], robotic applications [7], and particularly in the biomedical applications [8]. This is due to the increasing 

availability of medical images and the ability of deep learning architectures to provide fast and reliable 

results [9]. 

In this study, a 3D U-Net based fusion model combining different color spaces was used to overcome 

the limitations of traditional methods in multi-organ segmentation and compared with state-of-the-art 

approaches. Roth et al. [10] increased the segmentation success by combining image inputs of different 

resolutions. This success shows that fusion models are an effective strategy, and based on this, the fusion 

model used in this study combines different color spaces. In combining different color spaces, Ghosh et 

al. (2018) was effective. Ghosh et al. [11] also found that combining different color spaces was effective in 

detecting bleeding areas in endoscopy images, with the HSV color space performing the best. This 

highlights the impact of color spaces on model performance. Additionally, using different color spaces 

can improve segmentation accuracy and reliability by highlighting different features in images [12]. One 

of the important aspects of this study is the inclusion of optimizations and fine-tuning to enhance the 

performance of the fusion model. Another crucial part is the integration of different slice selection methods 

to better capture contextual information from the 3D data. This approach aims to augment the data and 
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ultimately improve the accuracy and reliability of the segmentation. 

2. RELATED WORK 

Automatic segmentation of organs in computed tomography images is difficult due to differences in 

shape and size. Improving segmentation accuracy by overcoming these challenges has become an active 

area of research. When deep learning methods were not widespread, traditional and atlas-based methods 

were used in multi-organ segmentation. In these methods, mathematical and techniques methods are used 

to perform the segmentation process. Their differences in organs complicated the segmentation process. 

In recent years, deep learning-based methods that address organ differences more effectively have been 

used and have been observed to yield successful results [13]. 

Trullo et al. [14] proposed two common deep architectures to jointly separate all organs, including 

aorta, heart, esophagus, and trachea, instead of separating them separately. The second deep architecture, 

using the Sharp Mask network, is trained to distinguish each target organ from the background. In this 

study, initial segmentation was found to be useful for the segmentation of target organs. Larsson et al. [15] 

proposed a two-stage convolutional neural network for organ segmentation. In this network, each organ 

is segmented independently. The central voxel of the organ is obtained using the feature-based multiple 

atlas approach, and a prediction mask is placed around it. Subsequently, a 3D convolutional neural 

network (CNN) is applied for voxel-wise classification. This initialization method enables the training of 

regional networks, where the voxel only needs to distinguish between a specific organ and the 

background. 

Roth et al. [16] propose a stepwise approach using a 3D fully convolutional network (FCN) trained on 

CT images. In the first stage, a mask of the patient's internal structure is obtained by applying simple 

thresholding with morphological operations. The FCN architecture is then trained using this mask, 

resulting in a reduction in the number of voxels required to calculate the loss function of the network. 

Additionally, the number of regions in the 3D image input to the convolutional neural network (CNN) is 

reduced by approximately 40%. In the second stage, the FCN architecture is trained with the mask 

obtained from the first stage. This architecture was tested on 150 CT images containing three organs (liver, 

spleen, and pancreas). Roth, Sugino, et al. [10] propose a multi-scale 3D FCN approach for high-resolution 

segmentation. The 3D FCN predictions of low-resolution inputs are combined with high-resolution 3D 

FCN inputs.  

Shen et al. [17] show that the performance of multi-organ segmentation depends on the loss function 

as well as the network architecture. They compared the effects of Dice-based loss functions on CT images 

for multi-organ segmentation. In addition, they examined the impact of three different weighting types 

(uniform, simple, and square) and initial learning rates on segmentation using a 3D FCN. The models 

were evaluated on a random subset of 340 training and 37 test patients. The network produced a predictive 

map with eight classes, including seven organs (liver, stomach, spleen, gallbladder, artery, portal vein, 

and pancreas) and background. 

Kakeya et al. [18] proposed a new deep learning model using transfer learning for automatic multi-

organ segmentation. This model, called 3D U-JAPA-Net, in addition to the raw CT data, also uses a 

probability atlas of organs (PA), which provides information about the positions of the organs. The 3D U-

JAPA-Net model utilizes transfer learning to effectively incorporate PA information. During the model 

training process, a 3D U-JAPA-Net with nine output classes (including eight organs and a background 

class) is trained using data from organs in their bounding boxes. 

Vesal et al. [19] utilized a deep learning architecture to segment organs at risk (OARs) in thoracic CT 

images. The architecture combines a 2D U-Net and Dense Residual (DR) network, consisting of four 

downsampling and upsampling convolution blocks in the encoder and decoder branches. Due to limited 

sample size, a deeper 2D version of the network was used. In each block, two 3x3 convolutions and ReLU 

activation function were applied. 

Mietzner and Mastmeyer [20] have developed an automated method for detecting and segmenting 

abdominal organs in CT scans. It is challenging to detect the pancreatic organ in particular. Using a 
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combination of the random forest regression method and the 2D U-Net architecture, the segmentation 

mask and bounding box of five organs, namely liver, kidneys, spleen, and pancreas were detected. A 

dataset of 50 CT scans was used in this study. Rister et al. [21] trained a deep neural network to perform 

multi-organ segmentation. 140 CT scans were used, including six organs: liver, lung, bladder, kidney, 

bone, and brain. First, the lungs and bones were segmented a 3D Fourier transform, followed by the use 

of a 3D U-Net architecture to segment the remaining organs. Liu et al. [22] aimed to develop a deep 

learning-based method for multi-organ segmentation. Eight organs, namely the large intestine, small 

intestine, duodenum, left kidney, right kidney, liver, spinal cord, and stomach, were labeled by experts in 

CT images. The segmentation process was performed using a 3D U-Net architecture. Fang and Yan [23] 

performed multi-organ segmentation using a multi-scale neural network. The system with pyramid input 

is integrated into the U-Net network to combine features at different scales. Finally, the pyramid outputs 

are combined to achieve improved segmentation. This proposed network is called PIPO-FAN. Zhang et 

al. [24] proposed a full volume-based method, the efficientSegNet network, for multi-organ segmentation. 

This method takes full advantage of the 3D context and aims to reduce computational costs. 

Kaur et al. [25] present a systematic literature review for multi-organ segmentation in the study. 

Previous studies have shown that the most used architectures for abdominal multi-organ segmentation 

are CNN, FCN, and U-Net. Generally, segmentation of large organs such as liver, kidney and spleen has 

been performed. It is not preferred due to the difficulty of segmenting small organs such as duodenum, 

esophagus, pancreas, and gallbladder. More research is needed to segment small organs and improve 

segmentation accuracy in the future. 

3. MATERIAL AND METHODS 

In this study, the Python (3.6) programming language was utilized for automatic multi-organ 

segmentation. The Simple ITK library was used to read and process 3D tomography images, The Numpy 

library was used for numerical operations. The Pytorch library was also utilized for developing deep 

learning models. The fusion model used in this study was executed on NVidia GeForce RTX 2070 with 8 

GB of memory.  

In this section, the dataset used for training the model is discussed. The data preprocessing and data 

augmentation processes performed on this data set are explained. Additionally, details of the fusion model 

used for multi-organ segmentation are given. 

3.1. Dataset 

In this study, the dataset containing abdominal CT images provided by Vanderbilt University Medical 

Center (VUMC) was used. The dataset consists of 30 images. Volume dimensions of CT images are 512 x 

512 x 85 and 512 x 512 x 198, resolution 0.54 x 0.54 mm2 and 0.98 x 0.98 mm2 and slice thickness 2.5 mm 

and 5.0 mm varies between. Trained individuals labeled a total of 13 organs in each CT image, which were 

then validated by a radiologist. Some patients do not have a right kidney or gallbladder. For this reason, 

it was not labeled. The data was recorded in the NIfTI file format [26]. Figure 1 shows each labeled organ. 
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Figure 1. CT images of organs [26] 

 

3.2. Data Preprocessing and Augmentation 

Each CT image in the dataset varies in size from 512x512x85 and 512x512x195. Training with three-
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dimensional data requires expensive hardware resources. Therefore, resizing images can help overcome 

this challenge. Due to GPU limitations, the image sizes in the x and y planes were reduced by 1/4 and the 

number of slices of each image was set to 64. However, to compensate for the information lost during this 

resizing process and to diversify our training set, different slices were selected from the same image. Five 

different methods were used for this slice selection process: 

1. The first 64 slices of each image were selected. 

2. The last 64 slices of each image were selected. 

       3. Each image was divided into two subsets based on the first slice. Subset 1 (0,2,4…,126) and subset 

2 (1,3,5…,127) contain [27]. 

       4.    Each image was divided into two subsets based on the last slice. Subset 1 (69…191,193,195) and 

subset 2 (68…190,192,194) contain. 

5.    A random start slice was determined in the depth of each image, and 64 consecutive slices was 

selected from the start slice. 

As a result, the input image size for the network was set to 128x128x64. Additionally, a random 

rotation between -5 and 5 degrees was applied to the images obtained with the 5th method to increase the 

diversity of the data. As a result of these processes, the number of images to be trained was increased from 

24 to 192. In Table 1, the dimensions of the raw data, the preprocessing steps to equalize the slice sizes, the 

data augmentation process, and the result data are given. 'x' represents the random starting point selected 

from the slices, and 'z' represents the number of slices. 
 

Table 1. Data obtained as a result of preprocessing and data augmentation of raw data 

  Steps Width Height 

Slice 

Number 

Range 

Number of 

Data 

Selected  

Slices 
Rotation 

Raw Data   512 512 85-195 24 - - 

Preprocessing 

Steps 

1 128 128 64 24 (0….64) - 

2 128 128 64 24 (z-63 …z-2, z-1, z) - 

3 

128 128 64 24 

z>125 

(0,2,4…,126) 

z<125 

(x,x+1,x+2…x+63) 

- 

128 128 64 24 

z>126 

(1,3,5…,127)  

z<126 

(x, x+1, x+2…x+63) 

- 

4 
128 128 64 24 (69…191,193,195)  - 

128 128 64 24 (68…190,192,194)  - 

5 128 128 64 24   (x, x+1, x+2…x+63) - 

Data 

Augmentation 
6 128 128 64 24   (x, x+1, x+2…x+63) -5,5 

  

Result Data   128 128 64 192    

 

The model used in this study has two stages. In the first stage, the gray images in the dataset were 

converted to images with HSV (Hue, Saturation, Value) [28] color space with the colormap function in the 

Simple ITK library. With this function, single channel images are normalized between 0 and 1 and a color 

map is used to assign colors to pixels in the image, pixels with a value of 1 are assigned the first color in 

the color map. The result is three-channel images with RGB (Red-Green-Blue) [28] color space. Images 

converted to RGB color space are converted to desired color space (HSV). In Eq. (1), ‘Δ’ represents the 

difference between the maximum (Cmax) and minimum (Cmin) values of the R, G, B components. To 

convert RGB images to the HSV color space, the maximum and minimum values of the R, G and B 

components are found, and the difference between them is calculated. In Eq. (2), 'H' represents the Hue, 
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which is calculated based on difference between color components (Δ) and the maximum component 

(Cmax). In Eq. (3), 'S' represents the Saturation, which is calculated based on the maximum component 

(Cmax). In Eq. (4), 'V' represents the Value or Brightness, which directly corresponds to the value of the 

maximum component. 

 

𝐶𝑚𝑎𝑥 =  𝑚𝑎𝑥 ( 𝑅 , 𝐺 , 𝐵 )                                                                 
𝐶𝑚𝑖𝑛 =  𝑚𝑖𝑛 ( 𝑅 , 𝐺 , 𝐵 )                                                                                                     (1) 
Δ =  𝐶𝑚𝑎𝑥 –  𝐶𝑚𝑖𝑛 

 

𝐻 = 0 , Δ = 0           

H =

{
 
 

 
 60𝑥 (

𝐺− 𝐵 

Δ 
𝑀𝑜𝑑6 )                ,     𝐶𝑚𝑎𝑥 = 𝑅 ′ 

60𝑥 (
𝐵−R

Δ
+ 2)                       ,     𝐶𝑚𝑎𝑥 = 𝐺 ′ 

60𝑥 (
R−G

Δ
+ 4)                       ,     𝐶𝑚𝑎𝑥 = 𝐵′ 

                                                                       (2) 

 

𝑆 =  {
     0                             , 𝐶𝑚𝑎𝑥 = 0 

Δ

𝐶𝑚𝑎𝑥
                         , 𝐶𝑚𝑎𝑥 ≠ 0

                                                                         (3)  

𝑉 = 𝐶𝑚𝑎𝑥                                                                                                                 (4) 
 

3.3. A 3D U-Net based on Early Fusion Model 

 

The model used in this study is based on the two-stage 3D U-Net with early fusion approach using 

different color spaces proposed by Kayhan [12]. The 3D U-Net model with early fusion approach uses 3D 

U-Net with the same layers in both stages. The model uses two different color maps (Grayscale and HSV) 

of CT images. In both stages, the proposed 3D U-Net network is trained with HSV images, and an output 

of 15 channels is obtained by combining the output of the first stage (13 organs and one background) with 

the grayscale image. The image obtained is determined as the input to the 2nd stage. This merging process 

is called early fusion. In this way, it is aimed to make the features of the organs more evident. These 

combined images are again trained with the proposed 3D U-Net architecture, and predictive segmentation 

results are obtained. The general structure of this model is given in Figure 2 [12]. 
 

 
Figure 2. Fusion model [12] 

 

Kayhan [12], proposed a 3D U-Net model consisting of encoder and decoder stages. . In the first step 

of this model, images are fed into the encoder network. At each level, two 3x3x3 convolution operations 

are performed on the input images. Batch Normalization and ReLU activation function are used after each 

convolution operation. Maximum pooling and two-step 2x2x2 convolution are applied to the feature map 

obtained while transitioning from one level to another. The outputs obtained as a result of these processes 

are merged. In the decoding network, upsampling is performed with a two-step 2x2x2 transpose 

convolution until the input image size is obtained. Batch Normalization and ReLU activation function are 
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implemented after each transpose convolution. The feature map at each level in the decoding network and 

the feature map obtained from the corresponding encoder section are combined. Then, two 3x3x3 

convolutions are applied to this combined feature map. In the last layer, because of the 1x1x1 convolution 

operation, a 128x128x48 size feature map with 14 channels is obtained. Three-dimensional multi-organ 

segmentation was performed by applying the softmax activation function to the output feature map. 

In this study, the 3D U-Net model proposed by Kayhan [12] was fine-tuned to improve multi-organ 

segmentation performance. The two-step 2x2x2 convolution layer used for downsampling in the encoder 

network was removed, and a dropout layer was added after each inter-level transition in both the encoder 

and decoder networks. These fine-tuning operations were implemented to prevent overfitting of the 

model. Additionally, the number of slices was increased from 48 to 64 so that this model could learn more 

features from images and better capture context information. Figure 3 shows the 3D U-Net based model 

used in this study, and Table 2 shows the layers of this 3D U-Net model and the filter, input and output 

dimensions used in these layers. 
 

Table 2. 3D U-Net based model layers, input and output values 

Layers 

Input Size 

Output Size    Encoder Layers Input Size Output Size  Decoder 
HSV Image Gray Image 

Convolution 

128x128x64x3 128x128x64x1 128x128x64x32 
3x3x3 conv 

padding 1 

Deconvolution 16x16x8x256 32x32x16x128 

2x2x2 

Transposed 

conv 

128x128x64x32 128x128x64x32 
Concatenate 

Dropout 

32x32x16x128 

32x32x16x128 
32x32x16x256 

 

50% 

Pooling 128x128x64x32 64x64x32x32 

2x2x2  

max 

pooling Convolution 

32x32x16x256 32x32x16x128 
3x3x3 conv 

padding 1 

Dropout 64x64x32x32 64x64x32x32 50% 32x32x16x128 32x32x16x128 

Convolution 

64x64x32x32 64x64x32x64 
3x3x3 conv 

padding 1 

Deconvolution 32x32x16x128 64x64x32x64 

 

2x2x2 

Transposed 

conv 

64x64x32x64 64x64x32x64 
Concatenate 

Dropout 

64x64x32x64 

64x64x32x64 
64x64x32x128 

 

50% 

Pooling 64x64x32x64 32x32x16x64 

2x2x2  

max 

pooling Convolution 

64x64x32x128 64x64x32x64 
3x3x3 conv 

padding 1 

Dropout 32x32x16x64 32x32x16x64 50% 64x64x32x64 64x64x32x64 

Convolution 

32x32x16x64 32x32x16x128 

3x3x3 conv 

padding 1 

Deconvolution 64x64x32x64 128x128x64x32 

2x2x2 

Transposed 

conv 

32x32x16x128 32x32x16x128 
Concatenate 

Dropout 

128x128x64x32 

128x128x64x32 
128x128x64x64 

 

50% 

Pooling 32x32x16x128 16x16x8x128 

2x2x2  

max 

pooling Convolution 

128x128x64x64 128x128x64x32 
3x3x3 conv 

padding 1 

Dropout 16x16x8x128 16x16x8x128 50% 128x128x64x32 128x128x64x32 

Convolution 

16x16x8x128 16x16x8x256 
3x3x3 conv 

padding 1 
Convolution 128x128x64x32 128x128x64x14 1x1x1 conv 

16x16x8x256 16x16x8x256 

 



678  B. KAYHAN, S. A. UYMAZ 

 

 
Figure 3. 3D U-Net based model 

 

3.4. Hyperparameter Optimization 

 

Hyperparameter optimization was carried out to improve the performance of the fusion model used 

in this study. To optimize the fusion model, training was conducted using various parameter sets. The 

data was split into 80% for training and 20% for testing. The dice score was used as the evaluation metric. 

In Table 3, the dice score results of different parameter sets on the test data set are given. When Table 3 is 

examined, batch size two was used in all samples, and the Adam optimization algorithm was used. 

Different learning rate values, dropout rates, activation functions and epoch numbers used with these 

parameters were compared. The dropout layer had a positive effect on the dice score result. The learning 

rate that gives the highest dice score is 1e-3, the activation function is ReLU, the dropout rate is 0.5, and 

the epoch number is 200. As a result of this optimization, the parameter set giving the best result was 

determined.  

 

3.5. Performance Evaluation Metric 

 

The segmentation process performed in this study was evaluated using the Dice similarity coefficient. 

This metric evaluates the level of similarity in two images by measuring the number of matching pixels.  

Dice similarity coefficient formula is given in Eq. (5). The meaning of the symbols used in this equation is 

explained below [29]. 

• Y   : Actual labels 
• Ý   : Predicted labels  

• ӯ𝑖𝑗. : Elements in Ý 

• 𝑦𝑖𝑗 : Elements in Y 

• n : Row elements 

• m: Column elements 

 

𝐷𝐶 = 2|Ý∩𝑌|

     |Ý|+|𝑌|  

2∑ ∑ ӯ𝑖𝑗.𝑦𝑖𝑗
𝑚
𝑗=1  

𝑛

𝑖=1

∑ ∑ ӯ𝑖𝑗+
𝑚
𝑗=1  

𝑛

𝑖=1
∑ ∑ 𝑦𝑖𝑗

𝑚
𝑗=1  

𝑛

𝑖=1

                                                                               (5) 
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Table 3. Test dice results of different parameter sets 
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2 

A
d
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1e
-3

 R
eL

U
 10

0 

- 0.934 0.944 0.937 0.619 0.665 0.958 0.869 0.851 0.814 0.709 0.754 0 0.583 0.741 

0.1 0.93 0.924 0.924 0.675 0.941 0.941 0.857 0.864 0.788 0.72 0.734 0.579 0.559 0.779 

0.2 0.914 0.944 0.91 0.754 0.663 0.958 0.861 0.846 0.78 0.732 0.745 0.609 0.588 0.793 

0.3 0.890 0.937 0.905 0.738 0.744 0.955 0.858 0.864 0.808 0.742 0.689 0.63 0.626 0.799 

0.4 0.943 0.942 0.925 0.511 0.70 0.95 0.866 0.844 0.788 0.711 0.683 0.584 0.635 0.775 

0.5 

0.922 0.942 0.924 0.711 0.656 0.953 0.869 0.872 0.807 0.751 0.755 0.641 0.639 0.803 

20
0 

0.954 0.948 0.949 0.743 0.719 0.96 0.885 0.881 0.80 0.764 0.779 0.641 0.632 0.82 

30
0 

0.947 0.95 0.949 0.723 0.713 0.964 0.882 0.882 0.82 0.744 0.765 0.641 0.629 0.816 

P
R

eL
U

 

20
0 

0.96 0.951 0.948 0.718 0.707 0.964 0.876 0.872 0.809 0.742 0.787 0.591 0.545 0.805 

5e
-3

 

R
eL

U
 0.938 0.94 0.91 0.724 0.698 0.96 0.87 0.876 0.813 0.74 0.745 0.619 0.621 0.804 

5e
-4

 

0.943 0.95 0.946 0.636 0 0.961 0.872 0.879 0.819 0.744 0.741 0.627 0.634 0.75 

 

4. RESULTS  

 

The fusion model used in this study was evaluated on the MICCIA 2015 dataset. Train and test 

performance results of the best parameter set determined because of hyperparameter optimization are 

given in Table 4. In multi-organ segmentation, the training and test dice results are 0.932 and 0.82, 

respectively. The curves of the results obtained during the training and test set are given in Figure 4, and 

the final test set results for each organ are given in Figure 5. 

 

Table 4. Training and test dice results of each organ 
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Train set 0.962 0.951 0.95 0.935 0.922 0.968 0,945 0,932 0.914 0.881 0.887 0.939 0.931 0.932 

Test set 0.954 0.948 0.949 0.743 0.719 0.96 0.885 0.881 0.80 0.764 0.779 0.641 0.632 0.82 
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Figure 4. Multi-organ segmentation training and test result curves 

 

 
Figure 5. Test dice results of each organ 

 

Figure 6 shows the predicted segmentation mask images and actual mask images of the final test 

results. These images are slices of a CT image. In addition, each organ is numbered. The confusion matrix 

of the fusion model is given in Figure 7. The confusion matrix shows the number of correct and incorrect 

pixels of each organ. Precision recall, f1 score and accuracy results of the fusion model are given in Table 

5. These metrics were calculated for each organ using the pixel counts from the confusion matrix.  
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Figure 6. CT Image, actual mask and prediction mask 

 

 
Figure 7. Confusion matrix for multi-organ segmentation 
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Table 5. Precision, recall, f1-score, accuracy results of each organ 
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Precision 0.966 0.965 0.942 0.78 0.707 0.979 0.849 0.811 0.745 0.712 0.758 0.641 0.631 0.806 

Recall 0.945 0.942 0.965 0.733 0.774 0.939 0.981 0.889 0.814 0.813 0.82 0.65 0.686 0.842 

F1 -Score 0.955 0.953 0.953 0.755 0.738 0.958 0.91 0.848 0.777 0.759 0.787 0.645 0.657 0.823 

Accuracy 0.954 0.948 0.949 0.743 0.719 0.96 0.885 0.881 0.80 0.764 0.779 0.641 0.632 0.82 

 

5. DISCUSSION 

The dataset was initially trained using a single-stage 3D U-Net based model. This model was trained 

separately on both grayscale images and HSV images. Finally, the dataset was trained with a fusion model 

combining different color spaces (HSV and grayscale). In Table 6, the test results of the 3D U-Net with 

HSV, 3D U-Net with Grayscale, and the fusion model are compared. 

 

Table 6. Comparison of 3D U-Net with grayscale, 3D U-Net with HSV, and fusion model 
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0.92 0.936 0.895 0.587 0.709 0.956 0.857 0.87 0.82 0.735 0.718 0.642 0.588 0.787 

3D U-Net 

with  

HSV 

0.938 0.932 0.927 0.71 0.72 0.956 0.832 0.896 0.817 0.703 0.644 0.583 0.554 0.786 

Fusion 

Model 
0.954 0.948 0.949 0.743 0.719 0.96 0.885 0.881 0.80 0.764 0.779 0.641 0.632 0.82 

 

In Table 7, the fusion model is compared with the results presented in Larsson et al. [15] and with the 

results of the model proposed by Kayhan[12]. The fusion model used in this study is a fine-tuned version 

of the 3D U-Net model proposed by Kayhan. The model results presented in the study of Larsson et al. 

and Kayhan were obtained from the MICCIA 2015 data set used in this study.  The CNN and FCN 

architectures in Table 7 were developed by Larsson et al. [15].  IMI and CLS models are the two models 

that gave the best results in the "Multi-Atlas Abdomen Labeling Challenge" competition. The fusion model 

outperformed other models in terms of segmentation accuracy for all organs except two (inferior vena 

cava and right adrenal gland). The IMI model had the highest correct prediction rate for the inferior vena 

cava, while the FCN model had the highest correct prediction rate for the right adrenal gland. The fusion 

model ranks 2nd in accuracy of the Inferior vena cava and right adrenal gland organs. In addition, the 

fusion model gave the highest segmentation result in the mean of all organs, and it was observed that the 
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fine-tuning made to the 3D U-Net model proposed by Kayhan increased the performance. 

 

Table 7. Comparison of the results of the fusion model with the results of other models 
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CNN[15] 0.93 0.866 0.911 0.624 0.662 0.946 0.775 0.860 0.776 0.567 0.602 0.631 0.583 0.75 - 

FCN[15] 0.936 0.897 0.911 0.613 0.588 0.949 0.764 0.87 0.72 0.758 0.715 0.646 0.63 0.767 1 

CLS 

(MICCAI  

2015) 

0.911 0.893 0.901 0.375 0.607 0.940 0.704 0.811 0.76 0.649 0.643 0.557 0.582 0.723 - 

IMI 

(MICCAI  

2015) 

0.919 0.901 0.914 0.604 0.692 0.948 0.805 0.857 0.828 0.754 0.74 0.615 0.623 0.790 1 

Kayhan’s 

Model[12]  
0.94 0.934 0.937 0.698 0.703 0.951 0.847 0.873 0.816 0.698 0.774 0.611 0.558 0.796 - 

Fusion 

 Model 
0.954 0.948 0.949 0.743 0.719 0.96 0.885 0.881 0.80 0.764 0.779 0.641 0.632 0.82 11 

 

The fusion model results in Table 8 are compared with the results of the state-of-the-art models (Swin-

Unet [30], TransUNet [31], LeViT-UNet [32], MISSFormer [33], CoTr [34], nnFormer [35], nnU-Net [36], 

UNETR [37], Swin UNETR [38]) on the MICCIA 2015 dataset. When the results are examined, it is seen 

that the fusion model is at a level to compete with state-of-the-art models. 

 

Table 8.  Comparison of the results of fusion model with the results of state-of-the-art models 
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Swin-Unet 0.906 0.796 0.832 0.665 0.942 0.766 0.854 0.565 

TransUNet 0.936 0.77 0.818 0.631 0.94 0.764 0.872 0.558 

LeViT-UNet 0.888 0.802 0.846 0.622 0.931 0.727 0.873 0.59 

MISSFormer 0.919 0.82 0.852 0.686 0.944 0.808 0.869 0.656 

CoTr 0.922 0.864 0.853 0.814 0.968 0.76 0.921 0.802 

nnFormer 0.898 0.87 0.875 0.781 0.954 0.825 0.89 0.819 

nnU-Net 0.923 0.897 0.848 0.806 0.971 0.823 0.928 0.82 

UNETR 0.861 0.797 0.813 0.698 0.942 0.762 0.889 0.589 

Swin UNETR 0.887 0.891 0.852 0.765 0.969 0.797 0.927 0.772 

Fusion Model 0.954 0.948 0.949 0.719 0.96 0.885 0.881 0.779 

 

Multi organ segmentation was performed in this study. However, this study has limitations. The small 

size of the dataset may restrict the model's ability to accurately detect certain organ. Additionally, the 
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fusion model, which combines different color spaces, may increase computational costs. However, this 

approach has provided a unique perspective in the literature by allowing for more comprehensive image 

analysis and improved detection of organ boundaries. This approach could be a roadmap for similar 

applications in the future. 

6. CONCLUSION 

In this study, a model with early fusion approach is used to automatically perform multi-organ 

segmentation on CT images. Experimental studies and fine tuning were carried out to determine the 

model that gives better results. Firstly, a single-stage 3D U-Net model was trained for multi-organ 

segmentation with only Grayscale and only HSV images with the selected parameter set. The performance 

of the 3D U-Net model with grayscale, the 3D U-Net model with HSV, and the fusion model were 

compared.  The 3D U-Net test set accuracy rate with grayscale is 0.787, the 3D U-Net test set accuracy rate 

with HSV is 0.786, and the test set accuracy rate of the fusion model is 0.82. In the fusion model, 

segmentation accuracy of the spleen, right kidney, left kidney, and liver is 90%, stomach, aorta, and 

inferior vena cava segmentation accuracy is 80%, esophagus, gallbladder, portal, and spleen vein, and 

pancreas segmentation accuracy is over 70%. The right and left adrenal glands, which give the lowest 

segmentation result among the organs, are over 60%. The fusion model achieved a high segmentation 

success rate in large-volume organs. It has been observed that the success of segmentation is low in small 

volume organs (right adrenal gland and left adrenal gland). 

When this study is evaluated in general, the segmentation of organs is the first step to examining the 

internal structure of the organs. As a result of segmentation, various diseases can be diagnosed. However, 

the segmentation and classification of organs by radiologists is difficult and time-consuming because the 

shapes of the organs vary. In addition, since it requires knowledge and experience, the rate of making 

mistakes is high. To overcome these difficulties, a fusion model based on 3D U-Net combining different 

color spaces was used for automatic multi-organ segmentation on CT images. In addition, this fusion 

model was compared with state-of-the-art models made in this field. As a result, successful and promising 

results were obtained. 

For future work, increasing the diversity of data used in multi-organ segmentation and incorporating 

attention mechanisms may improve the performance for small-sized organs. Additionally, using 

computers with high hardware capabilities to increase the resolution and number of slices in the images 

may also lead to better segmentation results. 
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ABSTRACT: This study illustrates the deposition of thermo responsive p(N-isopropyl acrylamide-

hydroxypropyl methacrylate) p(NIPAAm-HPMA) copolymer thin films by initiated chemical vapor 

deposition (iCVD) method using tert-butyl peroxide (TBPO) as the initiator. Copolymers were deposited 

at three different HPMA flow rates and the effects of NIPAAm/HPMA flow rate ratio on the deposition 

rate, structure and responsive properties of the as-deposited films were investigated. The highest 

deposition rate of 50 nm/min was observed for the copolymer deposited using lowest NIPAAm/HPMA 

monomer ratio studied. The deposition rate showed a significant increase with decreasing 

NIPAAm/HPMA flow ratio. Results of FTIR and XPS spectroscopy analyses revealed a significant 

preservation of structural retention in iCVD p(NIPAAm-HPMA) thermo-responsive films. Lower critical 

solution temperatures (LCST) of p(NIPAAm-HPMA) films were determined by carrying out a 

temperature-dependent contact angle analysis. Accordingly, it was shown that LCST was varied between 

19 and 23 oC, which was observed to be dependent on the NIPAAm/HPMA monomer ratio. That LCST 

range is considerably below the literature- reported values for pNIPAAM, which makes the as-deposited 

copolymer suitable for applications that require thermos-responsive properties at lower temperatures. 

 

Keywords: Thermo-responsive, iCVD, LCST, Polymeric Thin Film, Hydrogel 

 

1. INTRODUCTION 

 
Polymers that respond to stimuli undergo alterations in their properties based on the external 

conditions. Physical or chemical stimuli like temperature [1], pH [2], electric or magnetic field [3], light 

intensity [4], and biological molecules [5] induce macroscopic reactions such as swelling/collapse or 

transformation from solution to gel in stimuli responsive polymer materials. Temperature is the most 

studied stimulus for stimuli-responsive polymers. Thermo-responsive polymers are structures that show 

a volume phase transition at a specific temperature [6]. While various temperature-sensitive polymers 

exist, including shape memory materials [7] and liquid crystal materials, the most commonly utilized 

types are polymer solutions that respond to liquid-liquid phase transitions triggered by changes in 

temperature. In this phase transition, a change from a transparent solution to a turbid solution is often 

observed, resulting from the difference in refractive index after the transition from a low-concentration 

polymer solution to a high-concentration polymer solution. The temperature where this phase transition 

occurs upon heating beyond a specific point is termed as LCST, while the temperature marking the onset 

of the opposite phase behavior is referred to as upper critical solution temperature (UCST) [8]. Polymers 

that undergo an LCST phase transition in water dissolve in water at low temperatures, and phase 

separation occurs as the temperature increases. Polymer chains transition from helix to sphere to 

aggregate at this point. 

Poly(N-isopropylacrylamide) (pNIPAAm) stands out as one of the temperature-stable polymers that 

has been thoroughly investigated [9-11]. The thermal phase transition behavior of pNIPAAm was first 

reported in 1968 [12]. When pNIPAAM is immersed in an aqueous solution, it undergoes an abrupt shift 
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in volume-phase upon reaching temperatures above the lower critical solution temperature (LCST) of 

approximately 32°C. Below this temperature, hydrogen bonding predominates and the polymer chains 

are completely saturated with water and swell; above this temperature, hydrophobic interactions 

predominate and the polymer chains collapse by expelling water. Nevertheless, altering the lower critical 

solution temperature (LCST) of a thermosensitive hydrogel is achievable through the incorporation of 

suitable monomer units [13, 14]. Coating solid supports like silicon substrates with thin films of heat-

shrinkable polymers enables expansion and contraction exclusively perpendicular to the substrate [15]. 

This gives rise to a temperature-responsive hydrogel structure with promising applications in sensors, 

actuators, and smart surfaces within the fields of biotechnology and medicine. [16-21]. 

Various techniques, whether solution-based or vapor-based, have been suggested for the synthesis of 

thin films of pNIPAAm. [22-25]. Methods used to produce polymeric thin films can be categorized into 

two groups.: solution-based or gas-based methods. Solution-based processes such as ATRP, dip coating, 

sol-gel, and layer-by-layer coating are among the frequently used techniques because they do not require 

special equipment and are easy to apply [26, 27]. On the other hand, the use of solvents in these processes 

may damage fragile substrates and the need for steps such as purification and drying may cause losses in 

terms of energy and cost [28]. Additionally, the porous or three-dimensional nature of the substrate used 

may make it difficult to obtain a conformal coating. In vapor-based methods such as CVD, the problems 

caused by solvent-based methods are minimized by eliminating the use of solvents [29-31]. With vapor-

based techniques, materials with complex geometries that are difficult to coat with liquid phase methods 

or delicate surfaces such as paper and textiles can be coated conformally [32, 33]. Different types of CVD 

are used to obtain polymeric thin films [34-36]. In the iCVD process, alongside the monomer, an initiator 

species is introduced into the reactor. This initiator readily dissociates into reactive chemical species with 

minimal energy input, thanks to the presence of weak peroxide bonds, thereby lowering the heat energy 

needed to initiate the reaction. [37-39]. Thus, undesirable side reactions are prevented and chemical 

functionality is preserved. Another advantage of the system is that the coatings are applied at low surface 

temperatures and all-dry vapor environment. 

2-hydroxypropyl methacrylate (HPMA) is a hydrogel with high biocompatibility. While HPMA is 

highly soluble in water, its polymer is not soluble. Copolymers of biocompatible HPMA hydrogels with 

various vinyl monomers have been used for medical applications [40]. The objective of this study was to 

deposit p(NIPAAm-HPMA) copolymer films using with iCVD and to investigate the LCST behavior of 

copolymers. Di-tertbutyl peroxide (TBPO) was used as the initiator.  Kinetic studies were conducted to 

explore the impact of HPMA flow rate on the deposition rate. Higher deposition rates were observed with 

increasing HPMA flow rate at copolymers compared to the deposition rate of pNIPAAM. The contact 

angle measurement was used to determine the LCST temperatures of p(NIPAAm-HPMA) films at 

different substrate temperatures. The LCST range obtained for the copolymers was found to be 

considerably lower than the value reported in the literature for pNIPAAM. The high deposition rate of 

uniform p(NIPAAm-HPMA) thin films with the iCVD process and the tunability of the LCST value may 

lead to new possibilities for the use of this thermo responsive hydrogel in different applications. 

2. MATERIAL AND METHODS 

2.1         Material 

The depositions took place in a specially designed iCVD reactor. Si wafers (University wafer,100, P-

type), approximately 4x3 cm2 in size, were placed in the reactor to perform depositions. Before coating, 

the Si wafers were cleaned in an acetone and 2-propanol mixture and dried with nitrogen. The synthesis 

of p(NIPAAm-HPMA) copolymer thin films was carried out using N-isopropyl acrylamide (NIPAAm) 

(Aldrich, %98), hydroxypropyl methacrylate) (HPMA) (Aldrich, %98) and di-tert-butyl peroxide (TBPO) 

(Luperox, %97) as monomers and initiator, respectively. The precursors were utilized without undergoing 

any purification or modifications. The polymerization structures p(NIPAAm-HPMA) are shown in Figure 

1. 
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Figure 1. a) The polymerization structure of P(NIPAAm-co-HPMA) films b) the initiator used 

during the iCVD  

 

2.2  iCVD of P(NIPAAm-HPMA) Copolymer Films 

 

Initiator and monomer vapors were introduced into the chamber via distinct lines. The NIPAAm 

monomer was heated to 80 °C and supplied to the reactor through a line kept at 95 °C. The HPMA 

monomer was heated to 60 °C and directed into the reactor through a line held at 95 °C. TBPO was 

vaporized at room temperature (25 °C). The flow rates of the monomer and initiator were controlled using 

needle valves. Depositions were made at three different HPMA flow rates and carried out until reaching 

200 nm coating thickness. The deposition process included the real-time monitoring of film thickness 

using a laser interferometer, which was equipped with a 650 nm diode laser source and a laser power 

meter. The pressure inside the reactor was managed through a downstream pressure controller (MKS), 

which was fitted with a Baratron vacuum gauge (MKS). A dry vacuum pump (Edwards XDS-10) coupled 

with a liquid-nitrogen cold trap was employed to attain the vacuum. The substrate was cooled with water 

from a recirculating chiller (Thermo Neslab). Table 1 shows detailed deposition conditions. 
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Table 1: Deposition conditions of p(NIPAAm-HPMA) polymeric films  
p(NIPAAm-

HPMA)-1 

p(NIPAAm-

HPMA)-2 

p(NIPAAm-

HPMA)-3 

Initiator Flowrate 1 sccm 1 sccm 1 sccm 

NIPAAm Flowrate 0.5 sccm 0.5 sccm 0.5 sccm 

HPMA Flowrate 0.21 sccm 0.27 sccm 0.36 sccm 

(NIPAAm/HPMA) 

monomer ratio 

2.38 1.85 1.39 

Substrate Temperature 30 °C 30 °C 30 °C 

Filament Temperature 240 °C 240 °C 240 °C 

Reactor Pressure 200 mtorr 200 mtorr 200 mtorr 

Deposition rate 9 nm/min  30 nm/min 50 nm/min 

 

To determine the LCST by contact angle measurement, films deposited on Si wafers were placed on a 

temperature-controlled aluminum plate. The contact angle measurement setup is shown in Figure 2. The 

temperature of the plate was varied between 5 degrees and 48 degrees at regular intervals. After the 

temperature of the plate reached the set value, it was allowed to reach thermal equilibrium for at least 20 

minutes before contact angle measurements and at least three measurements were taken at each 

temperature.  

 

 
Figure 2. Water contact angle measurement set-up 

 

2.3 Film Characterization 

 

The chemical structure of the deposited films was analyzed using Fourier-transform infrared (FTIR, 

Bruker, Vertex 70) and X-ray photoelectron (FTIR, Thermoscientific) spectroscopy techniques. FTIR 

measurements were conducted with a reflectance accessory in the range of 4000–400 cm⁻¹, employing an 

average resolution of 4 cm⁻¹ over 64 scans. A 100 nm-thick aluminum layer was applied to the surfaces of 

glass substrates for reflectance-FTIR measurements, creating an IR-reflective surface. XPS analysis was 

carried out using a monochromatized aluminum X-ray source at a measurement take-off angle of 60 
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degrees. The water contact angles of p(NIPAAm-HPMA) were determined using microliter sessile drop 

contact angle analysis (Kruss Easy Drop). 5.0 μL of distilled water was used in the experiments. The 

contact angle measuring device was used to determine the LCST temperatures of p(NIPAAm-HPMA) 

copolymer films by carrying out the measurements at different tempeatures. The experiment employed 

an aluminum heating plate as the substrate holder, and temperature control was accomplished by 

connecting it to a recirculating chiller (Lab. Companion, RW-0525G). 
 

3. RESULTS AND DISCUSSION 

 

Firstly, the effect of changing HPMA flow rate on the deposition rate of p(NIPAAm-HPMA) 

copolymers was investigated. For the iCVD of pNIPAAm homopolymer, the deposition rate is usually 

quite low [40]. The deposition rate exhibited a significant increase with the synthesis of pNIPAAm as a 

copolymer with pHPMA. First, pNIPAAm was coated as a homopolymer and the deposition rate was 

measured at 4 nm/min. Later, the deposition rate of p(NIPAAm-HPMA)-1 copolymer, where the HPMA 

flow rate is the lowest, was found to be 8 nm/min. In subsequent experiments, the rates for p(NIPAAm-

HPMA)-2 and p(NIPAAm-HPMA)-3 were found as 25 nm/min, and 50 nm/min respectively. Figure 3 

shows the change in deposition rates versus monomer HPMA flow rate in the copolymer. Compared to 

the deposition rate of homopolymer pNIPAAm, it is seen that high deposition rates are achieved with 

increasing HPMA flow rate in copolymers. The 82 nm/min deposition rate was reported for iCVD of 

PHPMA homopolymer in literature , which may be the reason for achieving a high deposition rate for the 

copolymers deposited using this monomer [41]. 

 

 
Figure 3: Effect of HPMA flow rate on deposition rate 

 

The FTIR spectra of p(NIPAAm), p(HPMA) and copolymer films are shown in Figure 4. From the 

FTIR spectra, it can be seen that the characteristic absorption peaks of pNIPAAm and pHPMA appear also 

in the spectra of p(NIPAAm-HPMA) copolymer films. The peaks at 3280 cm-1 and 1650 cm-1, seen only 

in pNIPAAm and copolymers, are attributed to secondary amide N-H stretching and primary amide C=O 

stretching peaks, respectively. The peak at 1730 cm-1 seen in the spectra of pHPMA and copolymers shows 

the stretching (C=O) peak of carbonyl groups [41, 42]. The N-H bond at 3280 cm-1, the characteristic peak 

for pNIPAAm, which indicates bonded water molecules within the polymers, became less pronounced 

with increasing HPMA flow rate. It was also observed that the C-O stretching bond at 1270 cm-1 was more 

pronounced at copolymer with the increasing HPMA flow rate. 
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Figure 4: The FTIR spectrum of monomers, pNIPAAm, pHPMA and p(NIPAAm-co-HPMA) films 

 

XPS analysis was performed for a detailed investigation of the composition of p(NIPAAm-HPMA) 

copolymer films. Figure 5 shows the XPS survey scan and high-resolution C1s spectra of the films. 

According to the survey scan results, C1s, O1s and N1s peaks were observed in all copolymer spectra, as 

expected from the chemical structures of HPMA (C7H12O3) and NIPAAm (C6H11NO) monomers. The 

elemental compositions of the films are given in Table 2. Looking at the atomic percentage results given 

in Table 2, it was observed that the percentage of nitrogen in the structure decreased while the percentage 

of oxygen increased in parallel with the increase in the HPMA flow rate in the copolymer. A more 

comprehensive chemical analysis of p(NIPAAm-HPMA) polymer films was conducted through the 

examination of the high-resolution C1s spectrum. The C1s spectrum can be analyzed by fitting it with five 

primary peak components corresponding to -CH3, -CH2 -C, -CH2-N,-O-CH2-, and -O-C* C=O*, 

respectively [43]. Table 3 shows the binding energy values seen in the high-resolution C1s spectra of the 

films. In the copolymer film sample (fig 4c), the intensity of the C=O peak increases with increasing HPMA 

flow rate, indicating a higher incorporation of carbonyl groups into the structure. This observation is 

consistent with expectations, given the higher concentration of carbonyl groups inherent in the structure 

of the HPMA monomer. Consistent with the findings from XPS and FTIR analyses, it can be inferred that 

the iCVD technique allows for the production of conventionally polymerized p(NIPAAm-HPMA) 

copolymer thin films that closely resemble the structural characteristics of the initial monomers. 
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Figure 5: XPS survey scan and high-resolution C1s spectrum of the p(NIPAAm-HPMA) films a) 

p(NIPAAm-HPMA)-1 b) p(NIPAAm-HPMA)-2 c) p(NIPAAm-HPMA)-3 
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Table 2: Elemental composition of p(NIPAM-HPMA) films  
Carbon (%) Oxygen (%) Nitrogene (%) 

p(NIPAAm-HPMA)-1 73.02 22.00 4.98 

p(NIPAAm-HPMA)-2 71.54 24.08 4.38 

p(NIPAAm-HPMA)-3 66.78 30.09 3.13 

 
Table 3: High-resolution XPS scan data of the p(NIPAAm-HPMA) films 

    iCVD 

films 

reference 

[43] 

 Core 

level 

Peak Origin Binding 

energy 

(eV) 

Binding 

energy 

(eV) 

p(NIPAAm-HPMA)-1 C 1s 1 

2 

3 

4                                             

-C*H3, -C*H2 -C                    

       -C*H2-N 

       -O-C*H2- 

-O-C* 

284.96 

285.40 

286.00 

287.03 

285.00 

285.75 

286.50 

287.00 

  5           C=O* 289.10 289.15 

p(NIPAAm-HPMA)-2 C 1s 1 

2 

3 

4 

-C*H3, -C*H2 -C                    

       -C*H2-N 

       -O-C*H2- 

-O-C* 

284.82 

285.24 

285.95 

   286.91 

285.00 

285.75 

286.50 

       287.00 

  5           C=O* 289.24 289.15 

p(NIPAAm-HPMA)-3 C 1s 1 

2 

3 

4 

-C*H3, -C*H2 -C                    

       -C*H2-N 

       -O-C*H2- 

          -O-C* 

284.97 

285.42 

286.30 

287.06 

285.00 

285.75 

286.50 

287.00 

  5           C=O* 289.21 289.15 

 

The LCST value of iCVD copolymer films deposited with different HPMA flow rates was investigated 

using contact angle measurements. The literature research concluded that the temperature should be 

changed in a wide range to determine the contact angle and the LCST value. For each coated surface, first 

heating and then cooling measurements were done and the obtained results are given in Figure 6. 
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Figure 6: Effect of change in substrate temperature on water contact angle values in p(NIPAAm-HPMA) 

copolymer films a) p(NIPAAm-HPMA)-1 b) p(NIPAAm-HPMA)-2 c) p(NIPAAm-HPMA)-3 

 

Based on the results, it was observed that the LCST values for the p(NIPAAm-HPMA) films varied 

within the range of 19 to 23 degrees. Notably, this range is considerably lower than the LCST value of 

pNIPAAm alone, which is 32 degrees [44]. It is established that the copolymerization of NIPAAm with a 

comonomer exhibiting greater hydrophobicity leads to a reduction in the LCST, whereas 

copolymerization with a more hydrophilic comonomer results in an increase in the LCST [9, 45, 46]. The 
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decline in LCST observed in this context can be anticipated, given the relatively heightened 

hydrophobicity of HPMA, which incorporates a methyl group. A contact angle alteration of around 30° 

corresponding to the thermo responsive transition between hydrophilicity and hydrophobicity was 

observed on the flat substrate modified with p(NIPAAm-HPMA) film; this aligns with the conclusions 

found in the literatüre [47]. This effect is clarified by the interplay between intermolecular and 

intramolecular hydrogen bonds below and above the LCST, which is approximately 32°C. 

4. CONCLUSIONS 

P(NIPAAm-HPMA) thermo-responsive hydrogel thin films were deposited by iCVD method on Si 

wafer surfaces. The effect of NIPAAm/HPMA flow rate on the deposition rate, structure and responsive 

properties of the as-deposited p(NIPAAm-HPMA) copolymers were revealed. The highest deposition rate 

of 50 nm/min was observed for the copolymer deposited using lowest NIPAAm/HPMA monomer ratio 

studied. The deposition rate showed a significant increase with decreasing NIPAAm/HPMA flow ratio. 

Results of the FTIR and XPS analyzes showed that the iCVD technique was able to tune the composition 

of the copolymers easily by just changing the monomer flow ratios. The LCST values of p(NIPAAm-

HPMA) copolymer films on Si wafer surfaces, which were determined by monitoring the temperature 

dependence of the water contact angle values on temperature, was shown to vary between 19 and 23 oC. 

The LCST, as expected, was observed to be dependent on the NIPAAm/HPMA monomer ratio. That LCST 

range is considerably below the literature- reported values for pNIPAAM, which makes the as-deposited 

copolymer suitable for applications that require thermos-responsive properties at lower temperatures. 
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ABSTRACT: The application of deep learning-based intelligent systems for X-ray imaging in various settings, 

including transportation, customs inspections, and public security, to identify hidden or prohibited objects 

are discussed in this study. In busy environments, x-ray inspections face challenges due to time limitations 

and a lack of qualified personnel. Deep learning algorithms can automate the imaging process, enhancing 

object detection and improving safety. This study uses a dataset of 5094 x-ray images of laptops with hidden 

foreign circuits and normal ones, training 11 deep learning algorithms with the 10-fold cross-validation 

method. The predictions of deep learning models selected based on the 70% threshold value have been 

combined using a meta-learner. ShuffleNet has the highest individual performance with 83.56%, followed by 

InceptionV3 at 81.30%, Darknet19 at 78.92%, DenseNet201 at 77.70% and Xception at 71.26%. Combining these 

models into an ensemble achieved a remarkable classification success rate of 85.97%, exceeding the 

performance of any individual model. The ensemble learning approach provides a more stable prediction 

output, reducing standard deviation among folds as well. This research highlights the potential for safer and 

more effective X-ray inspections through advanced machine learning techniques. 

 

Keywords: Deep Learning, Ensemble Learning, Object Classification, X-Ray 

1. INTRODUCTION 

Passenger and cargo transportation, customs inspections, public buildings, and public areas commonly 

use X-ray imaging devices to detect hidden or prohibited objects and identify potential hazards. However, in 

places with heavy traffic, X-ray inspections can become inefficient and even unsafe due to time limitations, 

caseload, and lack of qualified personnel. Especially when items are stacked on each other, the images become 

complex, and it becomes challenging for operators to focus on the scanning screen for long periods. Moreover, 

situations like detecting explosive materials and related circuits require additional expertise. As a result, the 

problem of identifying threat objects concealed inside electronic devices arises. In this context, deep learning-

based intelligent systems can automate the imaging process and object detection, making inspections safer. 

Deep learning algorithms are being explored in some research to evaluate X-ray security images since they 

can automatically extract high-level features compared to traditional image processing methods. Akçay, 

Kundegorski et al. examine transfer learning by applying Convolutional Neural Networks (CNNs) to the 

image classification problem used in X-ray luggage screening. Due to less training data, fully training CNN is 

difficult. Therefore, the last layers of the network are frozen, and only the initial layers are fine-tuned and 

optimized. The proposed method achieves more successful results than previous studies and is effective in 

detecting firearms [1]. Benedykciuk, Denkowski et al. address the material detection problem in the X-ray 

scanners used for security purposes. Scanner images are divided into six main categories based on whether 

organic or metallic. Feature extraction and classification are performed using deep learning methods. During 
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training, the images are split into parts representing six different material types, and a multi-scale network 

structure consisting of five sub-networks is used to handle size variations. Additionally, the effects of 

regularization and activation approaches such as (Exponential Linear Unit) ELU and Rectified Linear Units 

(RELU) on the architecture are also investigated [2]. Miao, Xie et al. conduct research on the detection of 

prohibited items in X-ray images. For this purpose, they create a dataset called SIXray, which is 100 times 

larger and resembles real-world data. The dataset contains approximately 1% of prohibited items. They 

develop an algorithm to hierarchically and iteratively enhance features to suppress the number of overlapping 

objects and irrelevant information in X-ray images. To improve the efficiency of the slow-working iterative 

algorithm, they limit forward and backward passes with a pruning mechanism. Additionally, they introduce 

a new loss function to address the data imbalance between positive and negative classes and achieve 

impressive results by testing it with different network frameworks [3]. Chang, Zhang et al. address the object 

detection problem in X-ray security imaging using a two-stage network. This method aims to reduce false 

alarms by considering the physical size of prohibited items. They also apply a method called "Hard-negative-

example selection" to reduce the low performance caused by the imbalance between positive and negative 

examples. In the developed solution, they conduct experiments on SIXray and OPIXray datasets using the 

Feature Pyramid Network method and the Faster R-CNN method, along with the physical size and hard-

negative selection mechanism [4]. Shao, Liu et al. separate prohibited objects from background images by 

highlighting the problem of object overlapping in X-ray scanning. In this method, they obtain features using 

Cross Stage Partial Darknet53 (CSPDarknet53), spatial pyramid pooling, and yolov4-tiny networks, and then 

separate foreground and background [5]. 

As revealed in these studies, the performance of deep learning models varies depending on network 

architectures and applications, and each network may exhibit different individual performances in different 

scenarios. In this regard, instead of designing a new network architecture in this research, we propose 

applying a method that takes advantage of using multiple deep learning networks. Ensemble learning is the 

general expression of approaches that aim to create a better model with improved generalization capability 

by bringing together a set of learners. The cumulative decision-making of multiple models on a problem 

highlights their strengths while compensating for their weaknesses, leading to enhanced performance. Each 

model is trained with different algorithms, parameters, or datasets to provide different perspectives on the 

problem. This way, the ensemble model becomes more reliable, producing consistent results while revealing 

relationships in a broader pattern space [6, 7]. Ensemble learning methods may involve various techniques 

for combining predictions, such as majority voting, weighting, or using an optimized machine learning model 

on the predictions. These methods target different objectives, including ensuring learning diversity, statistical 

stability, minimizing errors, and improving generalization performance[7, 8]. Ensemble approaches are 

widely used in the processing of X-ray images, particularly in the medical field [9-11] and biochemistry [12, 

13] and physics [14, 15]. Nevertheless, the utilization of ensemble techniques on X-ray images is restricted 

within the realm of security. Kolte et al. use an architecture called Skip-GANomaly to overcome the problem 

of limited data in X-ray security applications and design an updated version using a UNet++ style generator. 

Then, they combine these two architectures using an ensemble method. It is reported that the ensemble 

method learns better features to distinguish the abnormal class from the normal class compared to individual 

architectures [16]. Kong et al. propose an approach that benefits from a classifier ensemble using multi-modal 

information from X-ray images of a single-view object. They use deep neural networks to learn a good 

representation for each method used to train the base classifiers. To achieve high overall classification 

performance, they estimate the reliabilities of the base classifiers by considering natural properties of an object 

in an X-ray image, such as color and shape. They perform tests on a dataset with 15 classes to evaluate the 

method's competitive performance [17]. Zhou et al. develop an adaptive weighted ensemble model for carotid 

ultrasound image segmentation, bringing together the advantages of different CNN models. During the joint 

training of ensemble networks, model weights and sample weights are combined to improve segmentation 
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performance. The method evaluates three different UNet++ models (ResNet152, DenseNet169, and VGG19) 

on carotid ultrasound images and achieves higher accuracy compared to other methods [18]. Ahmad et al. 

propose an ensemble-based classification network for classifying baggage X-ray images. The method utilizes 

joint learning of a deep CNN combined with a Principal Component Analysis (PCA)-based Support Vector 

Machine (SVM) classifier. The suggested method exhibits high performance in classifying baggage X-ray 

images [19]. The summarised studies are listed in Table 1 with their salient features. These studies 

demonstrate that the use of ensemble based deep learning networks can enhance the classification accuracy 

in X-ray security images compared to a single network. 

It is seen that deep learning models have high success in subjects related to X-Ray images.  In the methods 

and datasets available in the literature, object detection (gun, scissors, knife, etc.) is generally performed. Since 

the relevant datasets consist of images of these objects, their functions are limited to the detection of these 

objects. In very few of these studies, anomalies etc. are detected. In this study, a unique dataset was created 

by embedding the electronic circuits potentially belonging to explosives in laptops. The dataset contains 

different combinations of laptops and circuits. In this way, anomaly detection of electronic circuits can also be 

provided.  

This study aims to efficiently differentiate a series of laptops, some containing a foreign circuit and others 

normal, in X-ray security image analysis using deep learning algorithms to determine whether they contain 

hazardous substances. For this purpose, an ensemble methodology is adopted to achieve more accurate and 

reliable detection of prohibited substances. In the proposed approach, individual outputs of each model are 

combined with an optimized machine learning algorithm which is a meta-learner. The individual 

performances of a total of 11 different deep learning models are compared and evaluated against the results 

of the community approach.  The goal of using ensemble learning is to achieve more effective results in 

prohibited substance detection and provide a more efficient solution for security applications. 

The project contributes to both security and deep learning literature in the following aspects. 

• Detecting an explosive circuit hidden inside a laptop is a challenging problem for both human operators 

and deep learning models. Current X-ray devices do not have such detection software/hardware.  

• There is a gap in the intersection between deep learning models and X-ray image analysis, especially the 

topic of X-ray image analysis as it relates to security. 

• The existence of such a problem is not mentioned in the scientific literature.  

• With this project, the problem is treated as a classification problem and a dataset is created to train the 

classification methods.  

• In addition, an ensemble system with higher accuracy is developed. 

2. MATERIALS AND METHODS 

2.1. Ensemble Learning 

Ensemble learning is a machine learning approach that aims to combine multiple individual models or 

learners to create a model with higher generalization capability. The fundamental idea behind ensemble 

learning is that relying on the predictions of various individual learners makes the final prediction more 

stable, reliable, and generalized compared to a single model. The main ensemble learning approaches can be 

listed as follows [7, 20]: 
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Table 1. Related research in the literature 
Reference Task Methods Notes 

Akçay et al. 

[1] 

Object Classification 

 

Transfer learning using 

convolutional neural networks 

Two class (gun/no gun) handgun detection 

problem, 98.92% detection accuracy. 

Benedykciuk 

et al. [2] 

Object Classification 

Material Detection 

Multi-scale convolutional 

neural network 

The method classify the materials into six groups: 

background, light organic, heavy organic, light 

metals, heavy metals and impenetrable. 95.5% 

detection accuracy. 

Miao et al. [3] Object Classification 

Threat Detection 

The class-balanced 

hierarchical refinement is 

applied to ResNet, Inception, 

DenseNet. 

Securty Inspection Xray dataset is presented, it 

consists of 1,059,231 X-ray images, in which 6 

classes of 8,929 prohibited items.  

Chang et al. 

[4] 

Object Classification  

Threat Detection 

Faster R-CNN The proposed method consists of convolutional 

feature maps, the reconstructed feature maps, 

binary masks. The physical size constraint 

formulated as a regularization term during the 

process of training the proposed detection 

network. 

Shao et al. [5] Object Classification 

Threat Detection 

Foreground and background 

separation, YOLOv4 

On the GDTIPXray, OPIXray, SIXray datasets, 

higher success was achieved than the other 

methods compared. 

Zhao et al. [6] Object Classification  Ensemble Learning, 

BoostForest, RandomForest, 

Extra-Trees, XGBoost, 

LightGBM, GBDT-PL 

The research compares the performances of 7 

different ensemble approaches on 30 different 

datasets. 

Nasser and 

Akhloufi [9] 

Image Classification  

Disease Detection 

Deep Learning Models, 

Ensemble Learning 

The review article summarizes the approaches 

and data sets used to diagnose chest disease with 

xray images. 

Radak et al. 

[10] 

Image Classification  

Disease Detection 

Machine Learning, Deep 

Learning Models,  

The review article summarizes the approaches 

and data sets used to diagnose breast cancer with 

medical images. 

Khan et al. 

[11] 

Image Classification 

Disease Detection 

Machine Learning, Deep 

Learning Models, Ensemble 

Methods 

The review article summarizes the approaches 

and data sets used to diagnose chest disease with 

xray images. 

Wang et al. 

[12] 

Classification and 

Segmentation 

DenseNet, ResNet, Random 

Forest, CNN, Deep Neural 

Networks, xgBoost 

Six feature extraction methods are integrated into 

proposed deep learning method respectively to 

form six baseline models. The weighted voting 

strategy is used to integrate the results from six 

different classifiers. 

Putin et al. 

[13] 

Prediction Deep Neural Networks, 

Stacking Ensemble Model 

The best performing DNN in the ensemble 

demonstrated 81.5% accuracy, while the entire 

ensemble achieved 83.5% accuracy. 

Xie and 

Marsili [14] 

Image Classification  Ensemble of Deep Belief 

Networks 

Random energy model applied to the deep 

learning.  

Hoffmann et 

al. [15] 

Prediction Ensemble of Deep Neural 

Networks 

The paper applies the deep learning hybrid 

approach to measurement data from a real 

specimen of an asphere. 

Kolte et al. 

[16] 

Object classification  

Threat detection 

GAN based ensembles Proposed ensemble-based architecture achieved a 

75.3% AUC on the SIXray dataset. 

Kong et al. 

[17] 

Object Recognition Deep Neural Networks Based 

Ensemble Learning 

The research reports the comparative results 

using a dataset with 15 classes. 

Zhou et al. 

[18] 

Image Segmentation CNN, Adaptively weighted 

ensemble algorithm 

 

Training multiple networks in the ensemble 

algorithm costs greater computational resources 

than a single network. 

Ahmed et al. 

[19] 

Object classification  

Threat detection 

Deep Neural Networks, PCA, 

SVM 

CNN-based classification models are hybridized 

with classical machine learning models. 
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1) Bagging 

Data sets are randomly created, and learners are trained in parallel. The models' predictions are 

combined using majority voting. 

2) Boosting 

It is a method where each learner is trained to compensate for the errors of the previous learner. Learners 

are trained sequentially. 

3) Stacking 

A machine learning model learns from the outputs of individual learners. This meta-model combines the 

outputs of individual models to make the final prediction. 

Commonly used ensemble techniques include bagging, boosting, and stacking, as shown in Figure 1 [21]. 

 

 
Figure 1. Ensemble techniques a) Bagging, b) Boosting, c) Stacking. 

 

2.2. Deep Learning Models 

1) SuffleNet 

 

ShuffleNet is designed by Zhang et al. in 2018, specifically for mobile devices with limited computational 

capability. The cost is reduced with operations such as point group convolution and channel shuffling. The 

group convolution method, which is first used with AlexNet, is introduced as a new method in ShuffleNet 

architecture by using it together with the shuffling process [22]. 
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  (a) (b) (c) 

Figure 2. The channel diagrams for convolution a) Group convolution with no cross-talking b) Group 

convolution with cross talking c) Shuffled channels. 

 

As shown in Figure 2(a), the input value inside group convolution is processed independently on different 

graphics processing units through convolution and batch normalization. In this case, only the filters in the 

relevant group affect the output result. However, kernels from a different group than the relevant group may 

have a significant impact on some outputs. Therefore, in some methods, the groups in the relevant outputs 

are applied to the next convolution process. As shown in Figure 2(b), each sub-group is mixed in a way to 

contribute to a different group, which improves performance. Instead of this, in Figure 2(c), the mixing process 

is performed using matrix transpose and flattening operations. This way, compared to Figure 2(b), a less costly 

mixing process is achieved. The most significant advantage of these processes in ShuffleNet is the ability to 

achieve similar classification performance with much less complexity in models. 

2) DarkNet 

DarkNets are deep learning architectures designed for single-shot tasks, incorporating YOLOv2 and 

YOLOv3 in their backbone structures. There are two DarkNet models available: DarkNet-19 [23] and 

DarkNet-53 [24], comprising 19 and 53 convolution layers, respectively. DarkNet-53, in addition to its 

extensive convolution layers, also employs residual connections to address degradation issues. The 

configuration of layers for DarkNet-19 are illustrated in Figure 3. 
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Figure 3. The layers of DarkNet-19 

 

3) Inception 

The first CNN model that increased the network's width using modules called "Inception" is introduced 

by Szegedy et al. in 2015. The inception architecture aims to approximately mimic the optimal local sparse 

structure within a convolutional network. It performs 1x1, 3x3, and 5x5 convolutions, as well as 3x3 maximum 

pooling, in parallel within the convolutional layers. To reduce computational complexity, 1x1 convolution 

layers are added before the parallel Inception convolutional layers which are shown in Figure 4 [25].  

 

 
Figure 4. Inception convolutional layers 

 

4) DenseNet 

DenseNet, is an architecture introduced by Gao Huang et al. in 2017. It is specifically designed to tackle 

the vanishing gradient problem and enhance feature reuse within deep neural networks. This is achieved 

Layer Filters Size/Stride Output 

Convolutional 32 3x3 224x224 

MaxPool  2x2/2 112x112 

Convolutional 64 3x3 112x112 

MaxPool  2x2/2 56x56 

Convolutional 128 3x3 56 

Convolutional 64 1x1 56 

Convolutional 128 3x3 56 

MaxPool  2x2/2 28x28 

Convolutional 256 3x3 28x28 

Convolutional 128 1x1 28x28 

Convolutional 256 3x3 28x28 

MaxPool  2x2/2 14x14 

Convolutional 512 3x3 14x14 

Convolutional 256 1x1 14x14 

Convolutional 512 3x3 14x14 

Convolutional 256 1x1 14x14 

Convolutional 512 3x3 14x14 

MaxPool  2x2/2 7x7 

Convolutional 1027 3x3 7x7 

Convolutional 512 1x1 7x7 

Convolutional 1024 3x3 7x7 

Convolutional 512 1x1 7x7 

Convolutional 1024 3x3 7x7 

Convolutional 1000 1x1 7x7 

Avgpool  Global 7x7 

Softmax   1000 
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through the utilization of dense connections, where each layer is directly connected to every other layer in a 

feed-forward manner. Within the Dense Blocks depicted in Figure 5, each layer is linked with corresponding 

feature map sizes. Every layer not only forwards its feature maps to subsequent layers but also receives 

supplementary inputs from the preceding layers, ensuring the preservation of an uninterrupted information 

flow. These attributes contribute to making DenseNet a robust and effective type of CNN, showcasing 

outstanding performance across diverse computer vision tasks [26]. 

 
Figure 5. Dense Blocks 

5) Xception 

Xception is a deep learning model introduced by François Chollet in 2016. The name "Xception" means 

Extreme Inception, indicating that it is an extension of the Inception architecture. Instead of spatial filters, 

depthwise separable convolutions are developed to separate spatial and channel-wise filtering, aiming to 

enhance the performance of CNNs. The convolution process, as shown in Figure 6, consists of deep 

convolution where each channel evolves independently and pointwise convolution is applied for inter-

channel interactions using a 1x1 convolution [27]. 

 

 
Figure 6. Xception Module 

 

2.3. Dataset 

The aim of the research is to use deep learning methods to detect circuits hidden in laptops. In this context, 

a dataset is needed to train and test deep learning methods.  For this reason, the data set was created by us. 

Arduino uno, nano, bluetooth boards that are easily available in the market were preferred as circuits. Since 
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many different laptops were needed, second-hand laptops were purchased from the market. X-ray images of 

60 laptops in different configurations were obtained by using the X-ray devices at the airport with the 

permission of the Konya Airport Administrative Authority. X-ray images of the laptops taken from different 

perspectives are given in Figure 7. The areas enclosed in red rectangles in images contain hidden circuits that 

do not belong to the computer motherboard. 

 

 
Figure 7. X-ray images of the laptops 

 

In a period of 5 months, a total of 6395 X-ray images were taken. Of these, 2545 have hidden circuitry and 

3850 do not. In order to keep the data balanced, the number of images without circuitry was reduced to 2549 

and a total of 5094 X-ray images were used in the experiments. Since the problem is considered as a 

classification problem, it is necessary to have the labels of the images during the training and testing process 

with deep learning methods. The 5094 X-ray images were labeled as normal or abnormal and stored in 

different folders.  The background and object images were segmented and the clean image shown in Figure 8 

was obtained. Since deep learning architectures have different input sizes, all images were resized for each 

deep learning algorithm to match the input size of the images. Since the number of images was sufficient to 

train the deep learning models, no data augmentation was performed. 

 
Figure 8. Preprocessed image sample 

 

2.4. Proposed Method 

The dataset consists of a total of X-ray images of 5094 laptops, including 2545 images of laptops with 

foreign circuits hidden inside and 2549 images of normal laptops without any modifications. A total of 11 

deep learning algorithms were trained with Adaptive Moment Estimation optimizer. Adam is more efficient 
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in situations where gradient-based optimization algorithms have problems such as local minima and slow 

training speed.  Since Adam is a more efficient and faster optimization algorithm, it is often the default 

optimization algorithm in deep learning models. In the experimental study, 100 epochs and 3000 iterations 

were sufficient to determine whether the deep learning models trained or not. The batchsize value of all 

models was set to 32 depending on the hardware used. The 10-fold cross-validation method was applied, and 

the training and test sets for each fold were recorded. 

To ensure the effectiveness of the ensemble learning approach, algorithms with validation accuracy above 

70% were preferred, as very poorly performing learners could negatively impact the ensemble result. The 

individual decisions of learners were combined using an optimized machine learning method. The choice and 

optimization of the machine learning algorithm (meta-learner) were performed using the fitcauto function 

with options for all learners and all OptimizeHyperparameters in Matlab software. fitcauto automatically tries 

different classification models with various settings. It uses Bayesian optimization to select the best model and 

cross-validation to evaluate their performance, ultimately determining the best model for predictions. The 

applied method is illustrated in Figure 9. 

 

 
Figure 9. Proposed ensemble method 

 

This ensemble learning model is based on a meta-model that learns from the output of individual learners. 

Deep learning models with high classification accuracy are used as individual learners. The predictions of the 

deep learning models provide the first level predictions. Based on these predictions, a machine learning model 

is optimized on the problem as a meta-learner. The fitauto function includes the following classifiers: 

Discriminant analysis classifier, Ensemble classification model, Kernel classification model, k-nearest 

neighbor model, Linear classification model, Naive Bayes classifier, Neural network classifier, Support vector 

machine classifier, Binary decision classification tree. The Linear Classification model was used as a meta-

learner since it provides higher correct classification success than the others. 

3. RESULTS 

In the study, X-ray images containing normal and abnormal classes were trained on 11 deep learning 

models listed in Table 2. The table presents the validation accuracy values of each model during the training 

process for each fold. 
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Table 2. Individual classification accuracy of deep learning algorithms 

 k-fold  
Model 1 2 3 4 5 6 7 8 9 10 Avg. 

efficientnetb0 59.49 63.35 59.05 57.38 58.55 60.87 59.45 60.65 58.28 56.47 59.35 

resnet18 63.27 65.16 63.93 67.49 64.65 63.42 64.46 64.58 67.44 63.88 64.83 

resnet50 59.64 60.51 64.87 60.36 61.02 61.24 61.85 60.29 67.08 63.81 62.07 

resnet101 64.29 62.33 61.96 63.05 59.71 62.18 61.77 62.18 63.88 59.96 62.13 

darknet19 77.60 77.96 77.02 75.64 79.20 78.55 80.31 75.35 79.36 76.38 77.74 

darknet53 68.58 67.42 61.82 65.53 62.76 64.58 68.39 69.53 66.86 68.60 66.41 

mobilenetv2 61.53 59.71 61.38 62.25 60.51 60.00 61.63 60.22 62.21 61.56 61.10 

shufflenet 82.76 83.13 83.64 82.25 80.80 85.24 80.67 83.56 83.28 83.94 82.93 

inceptionv3 82.04 80.73 77.45 81.38 80.15 84.51 85.10 84.15 83.94 82.41 82.19 

densenet201 74.84 78.40 79.64 76.73 80.80 78.76 79.43 79.85 76.67 76.74 78.19 

xception 71.93 74.04 70.04 69.60 68.80 70.04 69.91 71.64 75.73 70.42 71.21 

 

Using 10-fold cross validation, the results on the validation set obtained during the training process are 

presented with averages.  The model with the lowest performance is efficientnetb0. The average accuracy is 

59.35%. The highest performing model is shufflenet. The average accuracy is 82.93%. Among the other models, 

resnet18, resnet50, darknet19, darknet53, inceptionv3, and densenet201 perform quite competitively. On the 

other hand, models such as resnet101, mobilenetv2, and xception perform slightly worse. They have accuracy 

rates in the low 60% range. 

The problem of very low-performing learners can negatively impact the ensemble decision since they do 

not learn the problem effectively. Therefore, a threshold value of 70% was set based on the individual results 

of deep learning models, and models belonging to DarkNet19, Shufflenet, InceptionV3, DenseNet201, and 

Xception architectures were selected for use in the ensemble approach. Table 3 provides the individual 

accuracy of the correct classification performances of the top learners and the accuracy of the correct 

classification performances of the predictions produced by the meta-learner on the test set. Table 4 provides 

the evaluation metrics as an average of 10 folds.  

 

Table 3. The classification accuracy of top models and meta-learner on test set 

 k-fold  
Model 1 2 3 4 5 6 7 8 9 10 Avg.   σ 

darknet19 80.35 77.60 81.53 78.19 77.60 78.98 81.93 71.32 81.14 80.55 78.92 2.95 

shufflenet 83.10 83.89 86.05 81.14 81.93 88.80 80.55 82.51 84.09 83.50 83.56 2.30 

inceptionv3 81.93 77.60 78.19 80.16 80.94 84.68 84.68 79.96 83.50 81.34 81.30 2.34 

densenet201 74.66 77.01 77.41 72.89 82.12 78.59 78.98 78.98 75.83 80.55 77.70 2.61 

xception 75.25 70.33 68.57 68.57 69.35 70.73 71.91 69.16 75.64 73.08 71.26 2.50 

ensemble 86.64 83.89 86.64 82.12 86.25 87.62 88.02 85.46 85.66 87.43 85.97 1.72 

 

The ensemble model is the highest with an average accuracy of 85.97%. Darknet19, shufflenet and 

inceptionv3 models also performed quite well, but no deep learning model achieved a higher percentage 

accuracy than the ensemble model. This indicates that an ensemble model performs better than the others on 

the test set. Although densenet201 and xception have a lower average accuracy percentage, they still perform 

reasonably well. Furthermore, the standard deviation (σ) value shows how consistent the performance of each 
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model is. The Ensemble model has the lowest standard deviation, indicating that its performance is more 

consistent. 

 

Table 4. Evaluation metrics of top models and meta-learner on test set 

 Accuracy Specificity Precision Recall F-Measure G-mean 

darknet19 78.92 80.75 80.27 76.98 78.48 78.76 

shufflenet 83.56 85.33 84.93 81.99 83.23 83.53 

inceptionv3 81.30 84.44 83.69 77.96 80.62 81.06 

densenet201 77.70 78.81 78.43 76.58 77.41 77.63 

xception 71.26 71.81 71.75 70.84 71.00 71.08 

ensemble 85.97 84.54 84.98 87.37 86.12 85.92 

 

Table 4 presents the accuracy, specificity, precision, precision, recall, F-Measure and G-mean metrics for 

assessing model performance [28]. Proposed ensemble learning achieved better correct classification 

performance than the individual highest performing ShuffleNet model in 9 out of 10 folds. When looking at 

the average accuracy values, the ensemble approach showed 14.72% higher performance compared to the 

worst model and 2.42% higher performance compared to the best model. Additionally, it provided a more 

stable prediction output according to the standard deviation (σ). Ensemble method shows the highest 

accuracy, precision, and F-measure, indicating superior performance compared to individual models. Table 5 

shows the confusion matrix of the average of the 10-fold cross-validation results of the ensemble model. 

 

Table 5. Confusion matrix of the ensemble model 
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 Normal Abnormal 

Normal 219 39 

Abnormal 32 219 

 Predicted Class 
 

4. CONCLUSION 

In environments where security controls are tightened, X-ray devices are commonly used with human 

operators. X-ray systems become inefficient in high-traffic areas or when expertise is required for the 

recognition of a threat object. Applications such as classification or anomaly detection on X-ray images using 

deep learning have been widely used, especially in the medical field, but have not received sufficient attention 

for security purposes. In this research, deep learning methods were examined on laptop X-ray images, some 

of which contain threat objects, in terms of both individual correct classification performance and proposing 

an ensemble approach instead of designing a new model architecture. The ensemble approach highlighted 

the advantages of existing models, resulting in a more stable output with 1.72 lower standard deviation and 

87.43% higher correct classification performance compared to all individual models. 

There is a limited number of studies in the literature that focus on the ensemble approach for forbidden 

object detection in X-ray images. In addition to developing new architectures on this topic, different ensemble 

methods can also be applied. 
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• A highly sensitive biosensor based on graphene has been proposed.  

 

• The achievement of 96.2% high transmission resonance mode was made possible by the strip gap 

created to enhance the excitation of graphene plasmons.  

 

• The findings indicate that when analytes with varying refractive indices are exposed to the sensor 

surface, the sensor's sensitivity is 6282 nm/RIU. 
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ABSTRACT: Over the past decade, optical sensors have made significant advances. An optical sensor 

examines the environmental impact through the change of an optical signal and offers advantages such 

as low cost and label-free detection. In this study, a sensor consisting of a single graphene layer and a slit 

positioned on the substrate is proposed. The strip gap made to improve the excitation of graphene 

plasmons allowed to achieve 96.2% high transmission resonance mode. This demonstrates the ability of 

the sensor surface to detect changing environmental conditions. The results show that the sensitivity of 

the sensor is 6282 nm/RIU when the sensor surface is exposed to analytes with different refractive 

indices. The use of a single graphene sheet eliminates the need for a metal resonator and achieves a 

higher sensitivity compared to some experiments recently published in the literature. Thus, the 

disadvantage of significant ohmic losses in metal resonators is avoided. Furthermore, a thorough 

discussion of various factors, including the modification of the strip gap width on the graphene layer 

and electrical tunability, led to the achievement of optimal sensitivity. 
 

Keywords: Graphene, Biosensor, Refractive Index Sensing, Plasmonics, Metamaterials 

1. INTRODUCTION 

Early diagnosis of diseases and monitor the environment has grown in importance in recent years, 

and biosensors have made this possible [1], [2]. Biosensors are used in the detection of disease, studying 

the results obtained through the influence of target biomolecules on the sensor response [3]. These 

measurable signals play an important role in detecting the presence of biomolecules. In recent years, 

optical sensors capable of making high-precision measurements have attracted great attention [4], [5], 

[6]. Another issue that is as important as accurate early diagnosis is that this detection can be made with 

high sensitivity. Metamaterial-based plasmonic biosensors have great advantages in making these 

sensitive measurements [7]. These structures are basically obtained by dielectric and metal layers placed 

on a thin metal film, and this causes the interaction of light with matter along with high-energy surface 

plasmons developing at the dielectric-metal interface [8]. This movement at the interface changes the 

behavior of light and allows biomolecules to be detected sensitively depending on the collective 

refractive index difference. In contrast to these advantages, the most important disadvantage of metal-

structured plasmonic biosensors is their high electrical loss [9].There are also limitations such as 

production difficulties, cost, volume and oxidation by interference with bioanalytes [10]. In addition, 

their plasmonic properties are fixed and they provide spectral responses that cannot be changed after 

fabrication process. For a different spectral response, the design, fabrication and characterization steps 

must be redone for the specific spectral range. 

In recent years, graphene has become an important cornerstone for biosensing. It is very desirable 

due to its amazing electrical qualities, versatility, and ease of production [11], [12], [13]. Graphene 

consists of carbon atoms arranged in a two-dimensional structural honeycomb pattern and has the 

advantages of strong electrical conductivity and chemical tunability [14]. These graphene-based 

biosensors have been used in many sensing studies, from detection of cancer cells to DNA Detection 

[15], [16]. Graphene's high electron mobility and chemical tunability can be integrated into different 
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optical devices, enabling the optical sensor to operate in various spectral ranges [17]. Metals such as gold 

and silver are used in plasmonic sensors to improve the light-matter interaction by increasing collective 

electron emission at the surface; nevertheless, a significant disadvantage of these materials is their high 

dielectric constant and ohmic losses [18]. Surface plasmons, which are based on the optical 

characteristics of graphene, can be employed to offer strong confinement and large-area augmentation of 

electromagnetic waves in order to get over this drawback. 

This article proposes a low-cost, high-performance, electrically tunable biosensor that is derived 

from solely graphene layers, as opposed to conventional metal-based biosensors. The graphene layer 

was completely coated on the substrate and a slit was formed at the center position to enhance the 

surface plasmon polariton effect. The impact of this slit on the transmission spectrum was investigated 

using numerical analysis, and a comprehensive discussion was held on the influence of graphene 

plasmons surrounding the slit. Furthermore, the spectrum response of the sensor at various fermi 

energies in the terahertz frequency range resulting from graphene's chemical tunability was 

investigated. In addition, the effect of the relaxation time of graphene on the spectral response is also 

discussed in detail. Finally, the spectrum response to environmental refractive index was investigated 

using bioanalytes with varying refractive indices on the sensor surface. These samples showed a high 

sensitivity detection capacity at 6282 nm/RIU. 

2. MATERIAL AND METHODS 

The proposed graphene-based biosensor's single-cell image and spectral transmission response are 

displayed in Figure 1. There is a single-layer graphene sheet on the SiN substrate and a longitudinal slit 

in the middle of the graphene sheet. The excitation of graphene plasmons is intended to be amplified 

around this slit. The period of the single-cell along the x and y axis was determined as P= 600 nm. Thus, 

the left and right portions of the graphene slit include graphene layers that were the same height and 

width. The width of the graphene slit was determined as g=60 nm and the width of the layers around the 

slit along the x-axis was determined as L=270 nm. Numerical analysis of the single layer graphene 

biosensor was performed using the Finite Difference Time Domain (FDTD) method. Periodic boundary 

conditions were employed along the x and y axes and Perfectly Matched Layer (PML) boundary 

conditions were used along the z axis to determine the simulation boundary conditions. The 

illumination is directed at a zero-degree angle along the z-axis towards the sensor surface under x-

polarized light. The transmission signal shown in Figure 1b illustrates the spectral response of the 

graphene-based biosensor, revealing a transmission resonance mode of 96.2% at a wavelength of 37.37 

μm with a 60 nm graphene slit. The changes in both the rate and bandwidth of the transmission signal 

caused by the slit created on the graphene layer are discussed in the following sections. However, it 

should be noted that in each part where the width of the graphene slit is not specified, the width is 60 

nm, which is optimized to give the result in Figure 1b. 
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Figure 1. (a) The perspective view of a graphene-based biosensor. L refers to the size of the graphene 

plate, g to the gap, and P to the single-cell period. (b) Transmission signal graph of graphene biosensor 

(g=40 nm, Ef=0.4 eV, τ=0.5). 

 

Graphene is modeled using the Kubo formula in the computational study carried out to investigate 

the optical properties of the suggested single-layer graphene-based biosensor. To describe the light-

matter interaction in metal-based structures, the Drude (and later Lorentz) model is used, which 

describes in a simple and intuitive way how electrons are transported, and this model underlies the 

definition of electrical permittivity [19]. In graphene-based structures, this definition is made using the 

Kubo formula and the isotropic surface conductivity of graphene is expressed as intra-band and inter-

band transitions (Eq-1) [20]. This model allows analysis of the conductivity, permeability, chemical 

potential, plasma frequency, and relaxation time of graphene. 

 

𝜎 = 𝜎int 𝑟𝑎(𝜔, 𝜇𝑐 , Γ, 𝑇) + 𝜎int 𝑒𝑟(𝜔, 𝜇𝑐 , Γ, 𝑇)                                                                                                        (1) 
 

According to Equation 1, graphene's conductivity depends on the light's energy and the electron-

hole pair [20]. Graphene's extraordinary properties can be modified depending on external factors. 

Particularly, the application of electrostatic fields can change graphene's electronic structure, influencing 

the antenna resonance mode. Additionally, changes in the relaxation time determined by conductivity 

affect the optical response. The surface conductivity of graphene based on the Kubo formula is shown in 

Equations 2 and 3. 

 

𝜎int 𝑟𝑎(𝜔, 𝜇𝑐 , Γ, 𝑇) = 𝑖
𝑒2𝑘𝐵𝑇

𝜋ħ2(𝜔+2𝑖Γ)
(

𝜇𝑐

𝜅𝐵𝑇
+ 2ln⁡ (𝑒

−
𝜇𝑐
ℎ𝐵𝑇 + 1))                                                                           (2) 

𝜎int 𝑒𝑟(𝜔, 𝜇𝑐 , Γ, 𝑇) = 𝑖
𝑒2

4𝜋ħ
ln⁡

2|𝜇𝑐|−(𝜔+2𝑖Γ)ħ

2|𝜇𝑐|+(𝜔+2𝑖Γ)ħ
                                                                                                         (3) 

 

Here, 𝜇𝑐 represents the chemical potential, Γ is the scattering rate, T is temperature, e is the electron 

charge, ℏ=ℎ/2𝜋 is the reduced Planck’s constant, and kb is the Boltzmann constant. Figure 2 shows the 

electrical field and charge distribution graphs of the graphene-based biosensor operating in transmission 

resonance mode. The change in the electric field and charge density along the slit on the single-layer 

graphene structure showed a distinct behavior. The structure where the electric field distribution is 

studied in Figure 2a shows that the field distribution along the slit is severely restricted, whereas the 

field distribution along the left and right graphene plates is significantly decreased. Graphene plasmons 

evolving across the gap can explain the effect of confining this field on the gap. Figure 2b shows the 

charge distribution graph along the slit. This graph illustrates how the oscillation of oppositely charged 
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plasmons at the left and right borders of the slit results in a dipolar charge distribution. This dipolar 

effect spread strongly across the slit and strengthened the spectral response. In Figure 2c, the electric 

field effect developing along the slit of the graphene-based biosensor is shown along the z axis. This 

graph demonstrates the electric field's concentration at the slit's boundaries, providing support for 

Figure 2a. These physical concepts provide an understanding of the biosensor's strong resonant 

transmission mode. 

 
Figure 2. (a) The electric field developing in the graphene slit (gap) is shown in the x-y plane. (b) Charge 

distribution graph in which the dipole distribution occurs around the graphene slit (gap). (c) 

Representation of the electric field in the slit in the x-z plane. 

 

Figure 3 demonstrates how altering the slit width in the suggested graphene-based biosensor affects 

the transmission resonance mode. It has been observed that the resonance mode of the transmission 

signal shifts to lower wavelengths as the gap between graphene plates increases. This effect in the 

resonance mode can be explained as an effect of the spatial distribution of graphene plasmons. Another 

effect is the bandwidth change in the resonant signal with increasing slit width. As the slit width 

increased, the bandwidth of the resonance mode decreased. Figure 3b uses a scatter plot to further 

investigate the shift in resonant transmission modes from Figure 3a. This graph indicates that a bigger 

resonance peak shift was initially produced by increasing the slit width, but that the resonance peak 

shift decreased as the slit width reached the threshold value. The wide-area dispersion of graphene 

plasmons is observed to continue at a certain rate, and the effect shown here is compatible with the 

effects reported in the relevant studies [21], [22]. The numerical analyses presented here illustrate how 

the size of the split between graphene plates affects the resonance mode, which allows for the 

optimization of this effect. 

 



718          A. M. ERTURAN, S. S. GÜLTEKİN 

 

 
Figure 3. (a) The resonance mode is demonstrated to shift to various wavelengths in response to 

variations in the gap width(g). (b) The resonance wavelength variation as a function of slit width is 

demonstrated. 

 

Figure 4 examines how variations in the Fermi energy level affect the resonance wavelength and 

transmission rate of the graphene-based biosensor. In Figure 4a, the Fermi energy level varied in 0.1 eV 

increments between 0.1 eV and 0.7 eV, and the signal underwent a blue shift as the Fermi energy level 

increased. Furthermore, at 0.1 eV energy level, the transmission rate was approximately 75%, but at 0.7 

eV energy level, it increased to approximately 99%. The strong interaction in graphene plasmons due to 

the increase in the charge carrier density of graphene explains this increase. The increase in the 

transported charge density allows electrostatic gating, shifting the signal to lower wavelengths, 

increasing the transmission rate and reducing the bandwidth. Figure 4b is illustrated in order to more 

clearly analyze the effect of this change in the Fermi energy level on the wavelength shift. This graph 

indicates that while the growing charge density resulting from an increase in Fermi energy level initially 

exhibited a dramatic wavelength shortening tendency, as it approached the limit values of the graphene 

charge carrier, it began to exhibit a decreasing trend. This negative correlation between the Fermi energy 

level and the wavelength explains that graphene plasmons oscillate more strongly and the wavelength 

becomes shorter with the increase in the fermi energy level. Because greater charges correspond in 

higher electron density, which expands the space that the graphene layer can enclose. The primary 

benefit of this is that its static tunability eliminates the need for remanufacturing, allowing it to be 

utilized in differentiable applications. Thanks to its electrical tunability without changing the physical 

structure, it can suit different requirements and be integrated into different systems. In addition, 

changing the Fermi energy can improve the performance of graphene-based sensors and transistors by 

adjusting the electron transition path. While electrically non-tunable devices require extensive materials 

for different functions, an electrically tunable graphene-based sensor has a flexible application capability 

without the need for material changes. This results in a highly flexible tunable sensor platform that can 

achieve resonance modes at different wavelengths without the need for re-fabrication. In addition to 

increasing the electrical and optoelectronic flexibility of the sensor, it also eliminates the additional cost 

burden arising from refabrication. 
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Figure 4. (a) The change in resonance mode due to gradually changing the Fermi energy level. (b) The 

tendency of the Fermi energy level to switch all resonance modes 

 

Electron mobility is one of the most significant characteristics of graphene. The interaction between 

electron mobility and chemical potential depends on the relaxation dynamics of electrons within the 

unique two-dimensional structure of graphene. There is a mean time during the movement of electrons 

in graphene caused by collisions or scattering. This time indicates the resistance to the mobility of 

electrons in graphene and the elapsed time. Figure 5a clearly shows that despite the varying relaxation 

time, the transmission resonance peak remains at the same wavelength. Figure 5b illustrates the effect of 

changing relaxation time on the transmission percentage. The decreasing carrier density reduces 

collective oscillations, pulling the transmission rate down from 96% to 74%. 

 

 
Figure 5. (a) The effect of relaxation time on resonance mode. (b) The variation in transmission strength 

as a function of relaxation time is demonstrated. 

 

Finally, the sensitivity of the sensor to biomolecular detection was examined. Figure 6a shows the 

response of the graphene structure with a gap to the changing refractive index of the medium in terms of 

the transmission resonance mode. In this instance, the medium's refractive index (RI) was changed from 

1 to 2, which allowed for the analysis of the transmission spectrum. The characteristic shift of the 

transmission resonance mode towards longer wavelengths is noticed when RI values grow. This change 
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affects the coupling conditions of plasmonic excitations and is a direct result of the dielectric shift in the 

environment surrounding graphene. The increase in the refractive index on the sensor surface is an 

indicator of an increase in density, and with this increase, a shift to longer wavelengths occurs in order 

to maintain the resonance mode. The relationship between an increase in refractive index and a rise in 

resonance wavelength is graphically depicted in Figure 6b. The graph indicates that there is a linear rise 

in behavior for the 11 points that were obtained in 0.1 increments from n=1 to n=2. The graph, which is 

represented by the equation y==9.535x+27.44, demonstrates that the wavelength increases linearly with 

each unit change in RI values. The sensitivity of biosensors can be expressed as a function between the 

refractive index change per unit and the resonance wavelength change. The sensitivity of the biosensor 

proposed in this study is computed and expressed with the formula S=𝛥𝜆/𝛥𝑛. As a result, 6282 nm/RIU 

was determined to be the sensor's sensitivity based on the resonance mode caused by n=1 refractive 

index and the resonance mode variation caused by n=1.1 refractive index. The sensor sensitivity was 

computed and the wavelength magnitudes based on the resonant mode peaks were established during 

this measurement. The graph in Figure 6b shows the linear increase of each point and proves that the 

sensor will show similar sensitivity at all increments. This level of sensitivity is very sensitive and can be 

used in biosensing applications. 

 

 
Figure 6. (a) The spectral response of graphene sensor for varying refractive index. (b) The linear 

relation between the resonance mode of the sensor and the change in refractive index surrounding it. 

 

Table 1 shows recent plasmonic biosensors along with sensor types, materials, and sensitivity data. 

Sensitivity conditions for biosensors have a direct impact on the sensor's accuracy of detection. 

Especially for label-free sensing, measuring the resonance mode response due to different refractive 

indices determines the sensitivity [[23], [24], [25], [26], [27], [28], [29], [30]]. In the literature, metal-based 

biosensors have been shown to achieve sensitivity rates as high as 2610 nm/RIU. However, biosensors 

with these metal structures have serious disadvantages due to their cost, difficulty in production and 

oxidation by bioanalytes. In addition, the high ohmic loss of metals limits the propagation and reduces 

the impact of evolving plasmons. They also require remanufacturing after they are built since they 

cannot be statically adjusted to different resonance modes. On the other hand, graphene offers benefits 

including strong field restrictions, minimal losses, and low prices because of its exceptional electrical 

and optical properties. These benefits have led to discussions on graphene-based sensors and the 

proposal of highly sensitive sensors like 2900 nm/RIU. The graphene-based biosensor proposed in this 

article has been shown to have a stronger detection ability compared to similar studies, showing a 

sensitivity rate of 6282 nm/RIU. In addition to the advantage of high sensitivity, the proposed biosensor 

structure also offers advantages such as low cost and static tunability. In this way, it becomes easier to 
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integrate into different sensing applications that require different resonance modes.  

The fabrication of this graphene-based biosensor, which exhibits strong detection ability in 

numerical analysis, is carried out by following several different nanofabrication steps. Graphene is 

grown using methods such as chemical vapor deposition (CVD) and can be transferred to any desired 

surface. Graphene grown on a copper foil is transferred to the surface with a support layer such as 

polymethyl methacrylate (PMMA) in order to be transferred safely. Then, the copper foil on the surface 

is removed using Ferric Chloride solid. Single-layer graphene transfer is achieved by cleaning the 

dissolved PMMA layer. Electron beam lithography (EBL) and reactive ion etching (RIE) methods can be 

used to create a 40 nm wide slit in the middle of the monolayer graphene layer on the surface. The 

surface is coated with EBL positive resistivity PMMA, baked, and the 40 nm wide gap is subjected to 

electron bombardment. Then, the chip is kept in Methyl isobutyl ketone (MIBK) liquid and the area 

exposed to the electron beam is developed. The sensor is immersed in IPA and rinsed, and a 40 nm wide 

slit is opened up to the graphene layer. Subsequently, RIE is utilized to etch the graphene layer, creating 

a precise 40 nm wide strip. 

 

Table 1. The sensitivity values obtained from recent literature articles 

 Year Sensor structure type Material S (nm/RIU) 

[23] 2016 Plasmonic Au Sensor Au 623 

[24] 2017 Plasmonic Ag Sensor Ag 2610 

 

 

[25] 
2018 

Metal-insulator-metal 

(MIM) waveguide coupled 

with concentric double 

rings resonator (CDRR) 

Ag 1060 

[26] 
2019 

Plasmonic Graphene 

Ribbon 
Graphene 2900 

[27] 2020 Plasmonic Ag Sensor Ag 1380 

[28] 2021 Plasmonic Sensor Si/Au 1320 

[29] 2022 Plasmonic Perfect Absorber LiNbO3/Graphene/Au 981 

[30] 2023 Plasmonic Ring Resonator Si/Graphene 2200 

This  

work 
2024 Plasmonic Graphene Sensor SiO2/Graphene 6282 

 

4. CONCLUSIONS 

In this paper, a graphene-based biosensor is proposed to eliminate the disadvantages of metal-based 

plasmonic biosensors. The graphene monolayer is placed on the substrate and a cavity is formed in the 

center of this layer. This graphene cavity has a high transmission resonance mode of 96.2% due to the 

limited propagation of graphene plasmons around it. The excellent electrical and optical capabilities of 

graphene have been exploited with this evolving resonance mode. The effects of the width of the 

graphene cavity and the relaxation time of the graphene on the transmission resonance mode are 

discussed in detail and the optimum transmission mode is determined. In addition, the electrical 

tunability of graphene is exploited to show that the antenna shifts to different resonant modes at varying 

fermi energy levels, resulting in static tunability. The variation of the sensor resonance mode against the 

changing refractive index on the sensor surface is thoroughly examined after the optimal transmission 
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mode with all of these parameters has been found. The results show that the sensor has a high sensitivity 

of 6282 nm/RIU. 
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ABSTRACT: In this study, the effects of meteorological changes on the point positioning of CORS-TR 

stations were investigated. For this purpose, KURU, SINP, BOYT, CORU, CANK, CMLD, KRBK, KSTM 

stations were selected. The KSTM station was taken as unknown and adjusted based on other stations. 

Seasonal normal values of KSTM station in Kastamonu province covering the years 2016-2020 were 

examined in terms of temperature and precipitation amount. These values were determined according to 

the minimum, maximum and average value criteria by using Türkiye State Meteorological Service data. 

For the calculations, IGS-standardized RINEX data of the stations for 5 years and 12 months between 2016 

and 2020 and for 10 days on the 11th and 20th days of each month were used. All calculations were 

processed with Leica Geo Office v8.x. The calculated coordinates were compared with the current 

coordinates of CORS-TR at the same epoch and examined according to annual temperature and 

precipitation. In the analyzes, it was tested by statistical method whether all measurements were 

compatible. When it was examined whether the temperature changes were statistically significant, it was 

observed that the test values were calculated according to the temperature changes were below the test 

distribution limit at 95% confidence interval. When it was examined whether the precipitation changes 

were statistically significant, it was observed that the test values were calculated according to the 

precipitation changes were below the test distribution limit at 95% confidence interval. 

 

Keywords: CORS-TR, GNSS, Leica Geo Office v8.x, Precipitation, Temperature 

1. INTRODUCTION  

The Global Navigation Satellite System (GNSS), which is based on the principle of determining the 

location of a point on the Earth using instantaneous or different techniques, is becoming increasingly 

important in all areas of our lives. Here, while trying to obtain location information, many error sources 

that will affect the positioning accuracy may also occur. These; satellite clock and orbit errors, antenna 

phase center and receiver clock errors, atmospheric errors with ionospheric, tropospheric effects, errors 

due to signal reflection effect, etc. can be counted as. Elimination of these errors allows instantaneous and 

highly accurate position and velocity determination of a point on the earth. 

GNSS technique applications in increasingly differentiated and diversified application areas such as 

navigation and transportation applications, meteorological studies, agriculture and hydrology fields, 

geodetic measurements, data collection for geographic information systems, remote sensing, geoscience 

studies have become a global monitoring system for collecting, evaluating and delivering data to many 

users for different methods in certain standards [1]. 

In addition to enabling both instant and post-process research on the subjects of study, these networks 

provide users with information such as ionosphere, troposphere corrections, time corrections, satellite 

orbital ephemeris, etc. The networks are improved, protected and maintained by different 

institutions/organizations. These networks include International GNSS Service (IGS), which is used 

globally, and the Continiously Operation Reference Stations-Türkiye (CORS-TR), which is used regionally 

in Türkiye and allows both post-process and continioulsy point positioning [2]. 

mailto:sbulbul@ktun.edu.tr
mailto:alparslan.acar@gop.edu.tr
mailto:sbulbul@ktun.edu.tr
mailto:fuatbasciftci@kmu.edu.tr
mailto:omer.yildirim@gop.edu.tr
https://orcid.org/0000-0002-4494-4105
https://orcid.org/0000-0001-6066-611X
https://orcid.org/0000-0002-5791-0676
https://orcid.org/0000-0002-3537-6732


726          A. ACAR, S. BÜLBÜL, F. BAŞÇİFTÇİ, Ö. YILDIRIM 

In recent years, numerous studies have focused on the relationship between GNSS and meteorological 

changes under Space Weather Conditions (SWCs). The following citations are examples of some of such 

studies: Bilgen et al., [3], investigated the effect of Meteorological Weather Events on Precise Point 

Positioning at CORS-TR Stations. In the international paper prepared by Bos et al., [4], coordinates and 

velocities of 4 GNSS stations with continuous observations were found using time series. It is stated that 

the coordinates and velocities found have seasonal effects and what these effects are caused by.  

Zumberge et al., [5] later proposed Precise Point Positioning (PPP) analysis in GNSS solutions. 

Nakamura et al., [6] mentioned that the Japanese GPS Earth Observation Network (GEONET) of more 

than 1200 GPS stations established for earthquake research has been expanded to include scientific 

applications, meteorology and ionospheric research, and GEONET contributes to the assimilation of GPS 

precipitable water vapor data into the Japan Meteorological Agency (JMA) Mesoscale Numerical 

Prediction Model. In the world, studies are ongoing to determine the appropriate model to be selected to 

obtain high-resolution water vapor distribution in small-scale areas for GNSS tomography [7-9]. 

Increasingly changing climatic conditions are discussed in national and international policies. In this 

context, studies are being carried out in various countries on the design and implementation of optimum 

systems for the prediction of meteorological disasters. This platform provides an overview into weather 

forecasting processes. This and similar studies will contribute to the identification of natural disasters 

related to meteorological events. National Center for Atmospheric Research and National Oceanic and 

Atmospheric Administration (NOAA) Forecast Systems Laboratory, Boulder, USA [10-12] and 

Department of Meteorology, Florida State University [13], Nottingham University and Met Office UK [14-

15], Various meteorological institutions around the world, such as MeteoSwiss in Switzerland [16], the 

German Weather Service [17], the Danish Meteorological Institute, [18], the Finnish Meteorological 

Institute, [19], the French Meteorological Office [20], in Italy [21], and at the Shanghai Meteorological 

Center and the State Main Laboratory for Extreme Weather in collaboration with universities in China [ 

22].  

In this study, the effect of meteorological weather events on the location accuracy of the KSTM station 

between 2016 and 2020 was investigated. For this purpose, the coordinate change of the KSTM station for 

5 years (11th - 20th days of each month) was analyzed by comparing space weather conditions and 

meteorological events. 

2. MATERIAL AND METHOD 

2.1. Space Weather Conditions and Indices  

2.1.1. Space weather conditions  

Unexpected irregular variations in the ionosphere of solar or extrasolar origin create space weather 

conditions. These include galactic cosmic rays, solar radiation storms, ionospheric scintillation, solar 

extreme ultraviolet (EUV) radiation, auroras, traveling ionospheric disturbance, coronal holes, 

geomagnetic storms, coronal mass ejection, radiation belts, solar flares  and solar wind [23, 24]. These 

conditions are described in the subsections below and Figure 1 shows some of the space weather 

conditions and their effects [25]. 
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Figure 1. The effects of space weather conditions [25] 

 

2.1.1.1. Solar activity indices 

The most widely used index of solar activity, F10.7, has a wavelength of 10.7 cm (2800 MHz) and its 

unit is Solar Flux Units (sfu) [26]. As one of the most established records of solar activity, F10.7 has been 

measured since 1947 [27]. The F10.7 index is related to the Sunspot Number (SSN) [28]. F10.7 values vary 

over a wide range. It can be as low as 50 sfu during sunspot minimum periods and as high as 300 sfu 

during sunspot maximum periods. The threshold value of this index is 150 sfu, and if it exceeds this value, 

there is a situation of high solar activity (1 sfu=10-22Wm-2Hz-1) [24]. 

 

2.1.1.2. Geomagnetic storm and geomagnetic activity indices  

The geomagnetic storm (Kp) index, which stands for planetary index (planetarische Kennziffer), is 

used to measure and monitor changes in the Earth's magnetic field and to indicate the severity of 

disturbances in this field. It is also used to study the underlying causes of geomagnetic activity. The Kp 

index represents the average value of geomagnetic disturbance levels in two horizontal magnetic field 

components derived at 3-hour intervals, monitored by 13 ground-based magnetic observatories [29, 30]. 

The Kp index ranges from 0 to 9, where a value of 0 indicates minimal geomagnetic activity and a value 

of 9 indicates extreme geomagnetic storms [31]. 

One of the most common indices used to characterize geomagnetic activity is Disturbance storm time 

(Dst) and its unit is nanoTesla (nT). The index is a measure of the changes in the geomagnetic field during 

magnetic storms due to the influence of ring current originating in the terrestrial magnetosphere, which 

leads to a decrease in the horizontal component of the magnetic field. The Dst is obtained from the average 

of the distortions of the horizontal component (H component) of the Earth's magnetic field strength in the 

hourly range [32]. The Dst index, which determines whether a storm is occurring, is calculated from data 

from 4 observatories, Honolulu (21𝑜19′′1.2′′ North, 202° East), Kakioka (36013′8′′ North, 140011′20.4′′ 

East), San Juan (18𝑜6′39.6′′ North, 293𝑜51′00′′ East) and Hermanus (34𝑜25′26.4′′ South, 19𝑜13′30′′East) 

[33- 35]. 
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2.2. Geolocations  

There are two types of point positioning methods: absolute position and relative position 

determination. 

Absolute position is the time elapsed between the signal time from the satellite and the arrival time at 

the receiver multiplied by the speed of light. Point positioning in this way is called absolute point 

positioning. The point positioning is calculated as follow;  

 

𝜌𝑎
𝑢 = √(𝑥𝑢 − 𝑥𝑎)2 + (𝑦𝑢 − 𝑦𝑎)2 + (𝑧𝑢 − 𝑧𝑎)2 = 𝑐. ∆𝛿𝑎

𝑢  (1) 

 

Here; 𝑥𝑢, 𝑦𝑢 , 𝑧𝑢 are satellite coordinates, 𝑥𝑎 , 𝑦𝑎, 𝑧𝑎 are the receiver coordinates and 𝛥𝛿𝑢
𝑎 refers to the time 

difference between the receiver and the satellite. 

The main purpose of the relative point positioning method is to eliminate common errors such as 

receiver clock errors, satellite clock errors and integer phase ambiguity. This is done by using a 

differencing approach between observations. The most commonly used differencing methods are single 

and double differencing (Figure 2). 

 

 
Figure 2. Observations between two receivers and two satellites 

 

Single Differencing (SD) is a method that is performed by taking measurement differences between 

two receivers measuring to the same satellite or between two satellites and one receiver. This method 

eliminates clock errors. Single differences between two receivers and one satellite is obtained as;  

 

∆𝐿𝑎𝑖𝑗

𝑢𝑙 = 𝐿𝑎𝑖

𝑢𝑘 − 𝐿𝑎𝑗

𝑢𝑘 = ∆𝜌𝑎𝑖𝑗

𝑢𝑘 + 𝑐∆𝛿𝑎𝑖𝑗
+ ∆𝐼𝑎𝑖𝑗

𝑢𝑘 + ∆𝜌𝑎𝑖𝑗

𝑢𝑘 + Λ∆𝑁𝑎𝑖𝑗

𝑢𝑘 + 𝜀𝐿𝑖𝑗

𝑘

∆𝑃𝑎𝑖𝑗

𝑢𝑙 = 𝑃𝑎𝑖

𝑢𝑘 − 𝑃𝑎𝑗

𝑢𝑘∆𝜌𝑎𝑖𝑗

𝑢𝑘 + 𝑐∆𝛿𝑎𝑖𝑗
∆𝐼𝑎𝑖𝑗

𝑢𝑘 ∆𝜌𝑎𝑖𝑗

𝑢𝑘 + 𝜀𝐿𝑖𝑗

𝑘
  (2) 

 

This single differencing method between different receivers of the same satellite eliminates satellite 

clock errors. For short baselines up to a few kilometers, the ionospheric and tropospheric delay can be 

neglected due to the differential to the same satellite. A receiver is a single difference between two satellites 

is obtained as  

 

∇𝐿𝑎𝑖

𝑢𝑘𝑙 = 𝐿𝑎𝑖

𝑢𝑘 − 𝐿𝑎𝑗

𝑢𝑙 = ∇𝜌𝑎𝑖

𝑢𝑘𝑙 + 𝑐∇𝛿𝑢𝑘𝑙 + ∇𝐼𝑎𝑖

𝑢𝑘𝑙 + ∆𝜌𝑎𝑖

𝑢𝑘𝑙 + Λ∇𝑁𝑎𝑖

𝑢𝑘𝑙 + 𝜀𝐿𝑖

𝑙𝑘

∇𝑃𝑎𝑖

𝑢𝑘𝑙 = 𝑃𝑎𝑖

𝑢𝑘 − 𝑃𝑎𝑗

𝑢𝑙 = ∇𝜌𝑎𝑖

𝑢𝑘𝑙 + 𝑐∇𝛿𝑢𝑘𝑙 + ∇𝐼𝑎𝑖

𝑢𝑘𝑙 + ∆𝜌𝑎𝑖

𝑢𝑘𝑙 + 𝜀𝑃𝑖

𝑙𝑘
  (3) 

 

Receiver clock errors are eliminated by single differencing between different satellites and the same 

receiver [36]. 

3. DATASET  

In this study, the effect of meteorological changes on the positions obtained from CORS-TR was 

investigated. The study area of the application was selected to cover a total of 8 CORS-TR, including KSTM 
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(Kastamonu) station in the center and other stations CMLD (Çamlıdere), KRBK (Karabük), KURU 

(Kurucaşile), SINP (Sinop), BOYT (Boyabat), CORU (Çorum), CANK (Çankırı) (Figure 3). 

 

 

 
Figure 3. Application area and selected stations 

 

While investigating the effect of meteorological changes on the positioning of CORS-TR in the study 

area, changes that may occur due to earthquake movements are not included in the analysis and 

evaluation. 

The meteorological time intervals of the KSTM station (data are associated with Kastamonu province) 

in the study area were analyzed in two stages: temperature and precipitation. For this purpose, data on 

the monthly average temperature and monthly total precipitation amounts of the KSTM station point 

between 2016 and 2020 were obtained on the Meteorological data information presentation system 

(MEVBIS) of Türkiye State Meteorological Service (Figure 4-5). 

 

 
Figure 4. Monthly average temperature change between 2016 and 2020 for KSTM station 
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Figure 5. Monthly total precipitation change between 2016 and 2020 for KSTM station 

 

When Figure 4-5 is analyzed, it is determined that January is the month with the lowest temperature 

and August is the month with the highest temperature between 2016 and 2020. In terms of monthly total 

precipitation amounts, it was observed that November was the month with the lowest precipitation and 

May was the month with the highest precipitation. 

F10.7, Dst and Kp indices were obtained from https://omniweb.gsfc.nasa.gov/form/dx1.html. 

 

 
Figure 6. Space weather conditions between 2016 and 2020 

 

When Figure 6 is analyzed, it is concluded that there is no disturbing activity on GNSS measurements 

in terms of space weather conditions in the selected date range and there is no other effect on coordinate 

calculations other than GNSS measurement errors. 

In the analysis of position changes, 30-second, 24-hour RINEX data of CORS-TR and precise orbital 

information of GPS and GLONASS satellites (sp3) were used and daily solutions were obtained by 

processing GNSS data for the selected date range with Leica GeoOffice version 8.1 (LGO v8.1) software. 

Time series of daily solutions are given in Figure 7.  
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Figure 7. Coordinates of KSTM station between 2016 and 2020 (2005.0) 

 

When Figure 7 is examined, it is seen that the X coordinate changed between 3984936.800 m - 

3984936.839 m and there is a negative movement, the Y coordinate changed between 2665216.339 m - 

2665216.357 m and there is a positive movement, and the Z coordinate changed between 4194002.775 m - 

4194002.796 m. 

4. RESULTS 

The calculated coordinates of the KSTM station and the CORS-TR coordinates published by the 

General Directorate of Land Registry and Cadastre (TKGM) (2005.00 epoch) were compared and subjected 

to statistical testing at 95% confidence interval. 

Using calculated coordinates and real coordinates (2005.00 epoch); differences of coordinates, 

 
𝐷𝑋𝑦𝑒𝑎𝑟

= 𝑋𝑖𝑦𝑒𝑎𝑟
− 𝑋2005.00    𝐷𝑌𝑦𝑒𝑎𝑟

= 𝑌𝑖𝑦𝑒𝑎𝑟
− 𝑌2005.00        𝐷𝑍𝑦𝑒𝑎𝑟

= 𝑍𝑖𝑦𝑒𝑎𝑟
− 𝑍2005.0  (4) 

 

root mean squared errors (RMSE) of the measures, 

𝑚𝑋𝑦𝑒𝑎𝑟
=

√(ΣDXyear
)

2

𝑛
        𝑚𝑌𝑦𝑒𝑎𝑟

=
√(ΣDYyear

)
2

𝑛
        𝑚𝑍𝑦𝑒𝑎𝑟

=
√(ΣDZyear

)
2

𝑛
 

(5) 

 

RMSEs of the differences  

 
 

𝑚𝐷𝑋 = √(𝑚𝑋2016
)

2
+ (𝑚𝑋2017

)
2

+ (𝑚𝑋2018
)

2
+ (𝑚𝑋2019

)
2

+ (𝑚𝑋2020
)

2

     𝑚𝐷𝑌 = √(𝑚𝑌2016
)

2
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2

+ (𝑚𝑌2018
)

2
+ (𝑚𝑌2019

)
2

+ (𝑚𝑌2020
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2

     𝑚𝐷𝑍 = √(𝑚𝑍2016
)

2
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2
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2
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+ (𝑚𝑍2020
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2

 

 

(6) 

 

and test values;  
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𝑇𝑋 =
𝐷𝑋

𝑚𝐷𝑋

           𝑇𝑌 =
𝐷𝑌

𝑚𝐷𝑌

          𝑇𝑍 =
𝐷𝑍

𝑚𝐷𝑍

 (7) 

 

calculated with the equations. 

Figure 8 shows the calculated Cartesian coordinate differences of the KSTM station, and Tables 2-4 

show the test values and RMSE of the measurements and differences.  

 

 
Figure 8. Cartesian coordinate differences (mm) for KSTM station 

 

Table 1. KSTM station between 2016 and 2020 𝐷𝑋 statistical values of the coordinate difference 

 
2016 2017 2018 2019 2020 

𝐷𝑋 (mm) 𝑇𝑋 𝐷𝑋 (mm) 𝑇𝑋 𝐷𝑋 (mm) 𝑇𝑋 𝐷𝑋 (mm) 𝑇𝑋 𝐷𝑋 (mm) 𝑇𝑋 

January -20.64 0.26 -28.54 0.36 -32.24 0.41 -28.84 0.36 -36.84 0.46 
February -26.17 0.33 -23.57 0.30 -31.57 0.40 -35.67 0.45 -37.37 0.47 

March -17.40 0.22 -24.95 0.31 -34.85 0.44 -34.75 0.44 -33.70 0.42 
April -18.53 0.23 -23.48 0.30 -25.08 0.32 -37.98 0.48 -35.33 0.44 
May -25.81 0.32 -28.45 0.36 -42.98 0.54 -28.75 0.36 -38.11 0.48 
June -27.24 0.34 -35.58 0.45 -33.28 0.42 -45.18 0.57 -42.24 0.53 
July -30.92 0.39 -29.46 0.37 -36.56 0.46 -31.96 0.40 -38.22 0.48 

August -27.05 0.34 -40.69 0.51 -42.19 0.53 -48.79 0.61 -46.65 0.59 
September -31.78 0.40 -30.92 0.39 -38.72 0.49 -45.62 0.57 -55.68 0.70 

October -29.25 0.37 -29.20 0.37 -46.80 0.59 -44.10 0.55 -51.05 0.64 
November -27.09 0.34 -35.33 0.44 -37.13 0.47 -39.03 0.49 -46.39 0.58 
December -25.96 0.33 -34.51 0.43 -36.21 0.46 -38.81 0.49 -46.26 0.58 

𝑚𝑑𝑥𝑖
 26.02 30.81 36.89 38.81 42.83 

𝑚𝐷𝑋
 79.55 
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Table 2. KSTM station between 2016 and 2020 𝐷𝑌 statistical values of the coordinate difference 

 2016 2017 2018 2019 2020 

𝐷𝑌 (mm) 𝑇𝑌 𝐷𝑌 (mm) 𝑇𝑌 𝐷𝑌 (mm) 𝑇𝑌 𝐷𝑌 (mm) 𝑇𝑌 𝐷𝑌 (mm) 𝑇𝑌 

January 38.61 0.49 39.81 0.50 42.41 0.53 48.31 0.61 48.51 0.61 

February 33.87 0.43 42.67 0.54 42.77 0.54 42.47 0.53 48.37 0.61 

March 40.19 0.51 41.22 0.52 40.42 0.51 42.82 0.54 51.09 0.64 

April 39.55 0.50 42.98 0.54 46.08 0.58 40.88 0.51 50.15 0.63 

May 34.24 0.43 38.76 0.49 36.36 0.46 46.26 0.58 48.24 0.61 

June 37.19 0.47 37.12 0.47 39.82 0.50 36.82 0.46 46.19 0.58 

July 33.48 0.42 39.51 0.50 42.31 0.53 46.11 0.58 44.98 0.57 

August 38.34 0.48 33.56 0.42 37.86 0.48 34.96 0.44 44.44 0.56 

September 35.80 0.45 41.52 0.52 42.82 0.54 39.02 0.49 41.90 0.53 

October 38.48 0.48 43.61 0.55 38.11 0.48 42.71 0.54 44.58 0.56 

November 39.64 0.50 40.27 0.51 41.97 0.53 46.17 0.58 48.14 0.61 

December 41.22 0.52 40.76 0.51 42.66 0.54 47.36 0.60 48.52 0.61 

𝑚𝑑𝑦𝑖
 37.63 40.24 41.21 43.02 47.16 

𝑚𝐷𝑌
 93.85 

 

Table 3. KSTM station between 2016 and 2020 𝐷𝑍 statistical values of the coordinate difference 
 2016 2017 2018 2019 2020 

 𝐷𝑍 (mm) 𝑇𝑍 𝐷𝑍 (mm) 𝑇𝑍 𝐷𝑍 (mm) 𝑇𝑍 𝐷𝑍 (mm) 𝑇𝑍 𝐷𝑍 (mm) 𝑇𝑍 

January 13.38 0.17 8.18 0.10 11.28 0.14 19.48 0.24 14.38 0.18 

February 7.46 0.09 12.46 0.16 11.76 0.15 12.16 0.15 14.36 0.18 

March 15.78 0.20 10.80 0.14 9.60 0.12 12.70 0.16 16.88 0.21 

April 15.26 0.19 12.68 0.16 18.08 0.23 9.18 0.12 16.06 0.20 

May 7.46 0.09 7.88 0.10 0.88 0.01 18.08 0.23 13.26 0.17 

June 7.74 0.10 1.96 0.02 9.06 0.11 0.86 0.01 9.34 0.12 

July 2.34 0.03 8.86 0.11 11.86 0.15 14.46 0.18 10.74 0.14 

August 4.32 0.05 -1.76 0.02 5.14 0.06 0.64 0.01 9.72 0.12 

September 2.00 0.03 9.32 0.12 11.12 0.14 1.92 0.02 1.70 0.02 

October 3.60 0.05 13.62 0.17 2.42 0.03 7.72 0.10 7.30 0.09 

November 6.38 0.08 8.00 0.10 10.10 0.13 12.10 0.15 11.38 0.14 

December 9.48 0.12 8.70 0.11 11.00 0.14 12.90 0.16 13.38 0.17 

𝑚𝑑𝑧𝑖
 9.15 9.39 10.36 11.85 12.23 

𝑚𝐷𝑍
 23.86 

 

The test distribution limit of the calculated test magnitudes at 95% confidence interval 𝑡𝑓,1−0.05/2 =

2.5706 with the limit value. When Table 1-3 is examined, it is seen that all test values are compared with 

the limit value   𝑡𝑓,1−0.05/2 and it was observed that it remained smaller than table value. 

5. CONCLUSION  

The meteorological time intervals of the KSTM station located in the study area were evaluated in two 

stages: temperature and precipitation. For this purpose, data on the monthly average temperature and 

monthly total precipitation amounts of Kastamonu province between 2016-2020, where KSTM station  is 

located, were obtained from the MEVBIS. As a result of the study, when the average temperature is 

examined periods between 2016-2020, it was concluded that the month with the lowest temperature was 

January with -0.16 °C, the month with the highest temperature was August with 20.5 °C, and when the 

monthly total precipitation amounts were examined; the month with the lowest amount of precipitation 

was November with 18.94 (mm) and the month with the highest amount of precipitation was May with 

102.90 (mm). 

When Figure 6 is analyzed again, it is concluded that there is no disturbing activity on GNSS 

measurements in terms of space weather conditions in the selected date range and there is no other effect 

on coordinate calculations other than GNSS measurement errors. The data were processed in LGO v8.1 
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software by using 30-s and 24-hour RINEX data of CORS-TR for ten days starting from the 11th day of the 

month for the months of January, May, August and November and the precise orbit ephemeris 

information of GPS and GLONASS satellites. In the next stage, velocity vector were calculated and the 

coordinates of the KSTM station were shifted to the reference epoch (ITRF96 2005.00 Epoch). These 

coordinates were compared with the real coordinates published by the TKGM and subjected to statistical 

test at 95% confidence interval. 

When it was examined whether the temperature changes were statistically significant, it was observed 

that the test values were calculated according to the temperature changes were below the test distribution 

limit  𝑡𝑓,1−0.05/2 = 2.5706  at 95% confidence interval. As a result, it is seen that the positioing changes of 

the KSTM station within the study boundary are not affected by the temperature changes during the 

selected years. 

When it was examined whether the precipitation changes were statistically significant, it was observed 

that the test values were calculated according to the precipitation changes were below the test distribution 

limit  𝑡𝑓,1−0.05/2 = 2.5706  at 95% confidence interval. As a result, it is seen that the positioning changes of 

the KSTM station within the study boundary are not also affected by the precipitation during the years. 

As a result of this study, it was observed that temperature and precipitation changes did not have any 

negative effect on positioning with CORS-TR stations. As a result, it was found that the measurements 

made based on the CORS-TR network in all weather conditions give equal accuracy. In this study, the fact 

that the selected days did not exceed the limit values in any space weather conditions could not reveal the 

relationship between GNSS and positioning. In order to guide future studies, it would be appropriate to 

investigate the possible effects of different space weather conditions on GNSS position accuracy. 
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ABSTRACT: As the nuclear industry has developed and radiation technologies have become more widely 

used, the dose of radiation from both synthetically produced sources and radioisotopes has increased, as 

has the number of people being irradiated. It is of the utmost importance to utilise appropriate shielding 

materials in order to reduce the negative effects of radiation sources. Doped glasses are among the most 

significant candidate materials in the field of radiation shielding. To this end, it was aimed to investigate 

the charged particle, gamma-ray and neutron shielding characteristics of ytterbium doped glasses with 

composition of 50Bi2O3-15Li2O-15PbO-(20-x)B2O3-Yb2O3 (where x = 0.5, 1.0, 1.5, 2.0 and 2.5). In this regard, 

the radiation shielding parameters were estimated by using Phy-X/PSD, PAGEX, ESTAR, and SRIM codes. 

Furthermore, the results were compared comprehensively and comparatively. Charged particle (alpha, 

proton and electron), gamma ray and neutron shielding efficiencies were found to be proportional to 

ytterbium content. The glasses with the increasing amount of ytterbium exhibited higher shielding 

performances. It can be said that all the studied glasses and particularly Yb2.5 sample could be used as 

shielding materials in many radiation related applications. 

 

Keywords: Borate Glass, Charged Particle Shielding, Gamma Shielding, Neutron Shielding, Yb 

1. INTRODUCTION 

The group of rare earth elements (REs) is widely used in glass, ceramics, metallurgical industry, laser 

production, magnet production, oil catalyst and high-tech devices [1-6]. Ytterbium (Yb3+), a rare earth (RE) 

element, has the potential to be utilized in the refinement of grains and the improvement of mechanical 

features of stainless steel products. With the half-life of 32 days, the radioactive isotope 169Yb is sometimes 

employed as a radiation source in the area of nuclear medicine. Alloys of ytterbium-iron-cobalt-

manganese are appropriate for the production of high-quality permanent magnets.  Similarly, ytterbium-

doped crystals have the ability to act as dopant materials in lasers. 

Glass is a material of great interest to researchers due to its many benefits, including its perfect 

corrosion resistance, hardness, optical properties and ease of processing by various techniques. Rare earth 

doped glass matrices can be a valuable alternative to glass materials for potential use as scintillators and 

non-leaded shields  due to their low fabrication cost, chemical resistance, ease of fabrication and thermal 

stability properties [1-4]. Bismuth glass is in demand because of its extraordinary properties in amplifiers, 

lasers, optical data storage devices, etc. It is evident that the bismuth-borate matrix represents an ideal 

host matrix for REs, with applications spanning a range of disciplines including optical fibers, optical data 

storage devices, display technology, lasers, medical diagnostics and sensors [5-8]. Thus, Bi-doped glasses 

attract great attention from researchers [9-11]. Bi2O3 doped silica borotellurite glasses were studied by 

Geidam et al. [9] and it is suggested that the glasses are mechanically and thermally stable for applications 

in radiation shielding. Also, effect of Bi2O3 on gamma ray shielding and structural properties of 

borosilicate glasses recycled from high pressure sodium lamp glass was investigated and it was reported 

that good results were obtained [10]. Additionally, the Yb3+ ions present within the glasses serve as 

mailto:zaygun@beu.edu.tr
mailto:maygun@beu.edu.tr
mailto:zaygun@beu.edu.tr
mailto:ihan@agri.edu.tr
mailto:enhan@agri.edu.tr
https://orcid.org/0000-0002-4276-3511
https://orcid.org/0000-0002-2979-0283
https://orcid.org/0000-0003-2766-861X
https://orcid.org/0000-0002-4939-9409


738         M. AYGÜN, Z. AYGÜN, İ. HAN, E. NARMANLI HAN 

 

sensitizers for the various RE3+ ions, imparting the energy to increase the efficiency of emission, thereby 

imparting a dielectric nature to the glasses [8]. 

The use of glass doped with REs has become a key component in the development of photonic 

applications in modern life. In recent decades, there has been extensive investigation into the synthesis of 

materials doped with REs for application within lighting technologies. This is because of the necessity of 

improving the performance of solid-state devices, LEDs, lasers etc. [12]. It is also important to examine the 

influence of the external ionizing radiation on the glassy structures’ microstructure. Learning about the 

interaction between radiation and glasses gives us enlightening information for the reaction of the glassy 

matrices to the radiation. The radiation features of the RE-doped glass matrix are strongly influenced by 

the composition of the host material and these features were commonly studied by the researchers [12-

16]. In particular, it has been demonstrated in numerous studies that the addition of Yb+3 ions into glasses 

significantly enhances their capacity for effective protection [17-19]. The role of Yb2O3 in the radiation 

shielding properties of B2O3‑TiO2‑BaO glasses wes studied by Negm et al. [18], and it was obtained that 
this type of glass with low concentrations of Yb2O3 shows good shielding properties.  Tamam et al. [19] 

reported that  the photon shielding ability and dosimetry potential of the glass system improved with 

Yb3+ weight content of the glasses and they are recommended for gamma radiation inhibition functions 

such as nuclear waste container, structural and source shields.  

In countries with developing economies, nuclear energy has become a significant aspect of the energy 

production landscape. The operation of the nuclear reactor will result in the release of highly penetrating 

and dangerous radiation. Accordingly, it is essential that the reactor site is safeguarded by an appropriate 

layer of protection. With the growth of the nuclear industry and the increasing utilisation of radiation 

technologies, it is therefore evident that the attenuation of radiation levels to ensure safety has become a 

crucial requirement. For this purpose, the goal of the study is to analyze the radiation-glasses interaction 

characteristics and to obtain the radiation attenuation parameters (RAP), which are significant to have the 

knowledge of attenuating abilities of the glasses, including the mass and linear attenuation coefficient 

values (MACVs and LACVs), mean free path value (MFPV), half value layer value (HVLV), electronic and 

atomic cross sections (ECS and ACS), effective and equivalent atomic number (Zeff and Zeq), effective 

electron density and conductivity (Neff and Ceff), buildup factors (BUF), KERMA, fast neutron removal 

cross section value (FNRCSV), the mass stopping power (MSP) and projected range (Rp). In this context, 

the RAP of 50Bi2O3-15Li2O-15PbO-(20-x)B2O3-Yb2O3 (x = 0.5, 1.0, 1.5, 2.0 and 2.5 mol%) glasses are 

evaluated by Phy-X/PSD [20], SRIM [21], PAGEX [22] and ESTAR (Institute) codes in different energies.  

2. MATERIAL AND METHODS 

The knowledge necessary for the computations of glass samples were taken from Ref. Bhemarajam et 

al. [8] to ascertain their potential for radiation shielding. The glasses with a composition of 50Bi2O3-15Li2O-

15PbO-(20-x)B2O3-Yb2O3 (x = 0.5, 1.0, 1.5, 2.0 and 2.5 mol%) have been obtained using the melt quenching 

technique. In melt quenching technique, firstly, the chemicals were weighted according to mol percent, 

then, they were ground to homogeneity using an agate mortar and placed into an alumina crucible. The 

obtained mixture is melted in an electric furnace at high temperatures. The desired melts were then 

quenched using a preheated brass plate and a quencher to produce a glass sample. Glass samples were 

annealed to avoid unwanted thermal stress and air bubbles in the synthesised glass [8]. Table 1 presents 

the densities, chemical compositions and molar volumes of the chosen glasses. The samples are labeled as 

Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5 for 𝑥 = 0.5, 1.0, 1.5, 2.0 and 2.5 mol%, respectively. The study [8] 

outlines the methodology employed to prepare and assess the physical characteristics of the studied 

samples.  
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Table 1. The elemental components and density of the glasses [8]. 

Sample Bi O B Li Pb Yb 

Density 

(g/cm3) 

 

Yb0.5 0.7295 0.1340 0.0147 0.0073 0.1085 0.0060 5.302 

Yb1.0 0.7253 0.1333 0.0143 0.0072 0.1079 0.0120 5.403 

Yb1.5 0.7213 0.1325 0.0138 0.0072 0.1073 0.0179 5.523 

Yb2.0 0.7173 0.1318 0.0134 0.0071 0.1067 0.0238 5.635 

Yb2.5 0.7133 0.1311 0.0129 0.0071 0.1061 0.0295 5.794 

 

2.1. Radiation protection parameters for the interaction of charged and uncharged particles with matter 

The Beer–Lambert statement can be written to determine MACVs,  

                        (1) 

                                               (2) 

LACVs and MACVs are accepted as μ (cm−1) and μm (cm2/g), respectively. The MACV is the 

potential for interaction between photons and the mass per unit area of a material, which provides insight 

into the absorption characteristics of the material in question. LACV is the fraction of incident photons 

attenuated per unit material thickness. 

The HVLV refers to the capacity of radiation to penetrate a given substance. MFPV quantifies the 

average lenght traversed by radiation between two consecutive collisions within a given medium. HVLV 

and MFPV are calculated with the following equations 

 

,                                                                                         (3) 

 

The interaction posibilities of electrons and atoms in a given volume of any given material is denoted 

by the symbols ECS and ACS, respectively. ACS (σa) and ECS (σe) can be acquired with the help of 

equations [23]  

,                           (4) 

 

A compound's atomic number is constituted by several elements; a compound with more than one 

element is referred to as an effective atomic number (Zeff). Zeff is obtained by [24] 

                (5) 

The Neff parameter is associated with the effective conductivity of the relevant material, which is 

dependent upon the excitatory photon energy. Ceff is in proportion to Neff. Neff and Ceff values can be 

written as 

        ,                                                                                     (6) 

The Neff value of the charged particles (CPs) can be determined by replacing MAC with the MSP 

value [21]. 

BUF, energy absorption build up factor (EABF) and exposure build up factor (EBF), can be found by 

the following equations below [25-27]. 

                                                      (7) 
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                                                      (8) 

                                       (9) 

                           for    x ≤ 40 mfp                              (10) 

The R1 and R2 values represent the ratio of Compton scattering to total attenuation for adjacent 

elements with atomic numbers Z1 and Z2, measured in micrometres. F is a set of G-P FP (a, b, c, d, and 

XK coefficients) for the sample. F1 and F2 are the G-P FP for atomic numbers Z1 and Z2 at a specific 

energy. x and E refer to the penetration depth and primary photon energy, respectively. 

In the case of glass systems, the KERMA with reference to air can be expressed as follows: [28] 

                                   (11) 

The FNRCSV ( ) quantifies a material's potential capacity to attenuate neutrons and can be found 

by [20] 

                                                                                              (12) 

where  and  are the partial density of the glass and the mass removal cross-section of the 

ith constituent element, respectively. 

SP can be formulated as [29] 

                                                                         (13) 

and for electrons the SP formula is  
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3. RESULTS and DISCUSSION 

3.1. Radiation shielding analysis of charged and uncharged particles 

The MACVs varied with photon energies were illustrated in Fig. 1(a). The MACRs exhibited a sharp 

reduction due to the photoelectric (PE) process at low energies (1-100 keV). At mid-energies (100 keV-5 

MeV), they exhibited a slight change due to Compton scattering (CS). With increasing energy, the MACRs 

exhibited an increase due to pair production (PP) at high energies (>5 MeV) [30]. It can be said that the 

glasses protect well and Yb2.5 is slightly better than other results. The glasses shield equally well. 

Additionally, the LACVs that vary with photon energies were presented in Fig. 1(b), and the same 

shielding feature was found for the glasses. In Fig. 2, it is demonstated that the MACVs of the glasses have 

better shielding features especially at low energies than the previously investigated shield materials [31]. 

2 2
2 2 2 2 2

0 2

2
4 ln
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Figure 1. Variations of MAC (a) and LAC (b) values with photon energies. 

 

 
Figure 2. Comparison of MAC values of the glasses with previously studied shields. 
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The MFP and HVL results were exhibited in Figs. 3(a)-(b). At energies dominated by CS, photons were 

observed to exhibit a high probability of scattering. Consequently, thicker materials were found to be 

necessary, as they exhibited a lower probability of absorption and a greater photon MFPV. In the high 

energy region, lower HVL and MFP results were observed to be beneficial for enhanced shielding 

capability. In the high-energy region, lower HVL and MFP values are required, while in the lower energy 

region, thicker materials are necessary. In this regard, the MFP and HVL results are ordered as follows: 

Yb2.5 < Yb2.0 < Yb1.5 < Yb1.0 < Yb0.5. It is worth noting that glass Yb0.5 has the lowest level of shielding 

ability due to its high HVLVs and MFPVs, and Yb2.5 may offer the highest level of shielding among the 

glasses due to the lowest values. As seen in Fig. 4, the HVLVs of the studied glasses are lower than those 

of the materials reported before [31], so it can be said that the glasses are better protection materials. 

 
Figure 3. Variations of MFP (a) and HVL (b) values with photon energies.  
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Figure 4. Comparison of HVLVs of the glasses with previously studied shields. 

 

It can be of interest to enquire further into the interaction probabilities of a material, which are shown 

by ACS and ECS in Figs. 5(a) and (b). The results demonstrate that the ACS and ECS values exhibited a 

correlation with the energy of the photon. It can be postulated that the higher ACS and ECS results point 

to a better protective glass. It would appear that Yb2.5 has the highest protection character among all the 

glasses, based on the ACS and ECS values. 

The Zeff results, which is displayed in Fig. 6(a), gave the highest values because of the PE at low energy 

levels. The results exhibited a sharp decline and subsequent increase as the energy increases, before 

stabilizing at high energies. Glass with Yb2.5 composition, which contains a higher amount of Yb, shows 

the highest Zeff values and thus the highest shielding performance. On the other hand, Yb0.5 with a lower 

Yb content show the lowest Zeff values and the lowest protection ability. The Zeq values of the glasses are 

displayed in Fig. 6(b). Yb2.5 presents a greater interaction, while Yb0.5 shows the least interaction between 

radiation and matter. The obtained values indicate that Yb2.5 exhibits a more pronounced interaction with 

radiation than Yb0.5, which demonstrates the least interaction among the glasses investigated. The Zeff 

values of the glasses are also compared with those of the previous results reported for widely used 

shielding materials by Bashter [31]. The values are higher than the ordinary concrete (OC) and steel-

magnetite, thus the proptection abilities are higher. 
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Figure 5. Variations of ACS (a) and ECS (b) values with photon energies. 

 

 
Figure 6. Changes of Zeff (a) and Zeq (b) values with photon energies. 
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Figure 7. Comparison of Zeff values of the glasses with previously studied shields. 

 

Photon-material interactions result in alterations to the number of free electrons within the material, 

influenced by PE, CS, and PP interactions. This change is contingent upon the Neff results, which 

correspond to the number of conduction electrons within the material. Consequently, Ceff is proportional 

to the Neff of the glasses. The alterations in Ceff and Neff results according to photon energies are illustrated 

in Figs. 8(a)-(b). It is noticed that Yb2.5 exhibits the highest Ceff and Neff results among the glasses. The very 

sharp peak seen for Zeff, Ceff and Neff around 0.1 MeV can be attributed to the K absorption edges of the Bi 

and Pb elements [32]. 

The EABF and EBF of the glasses for 16 penetration depths were defined by the help of Phy-X/PSD 

and their changes with the incident energy are shown in Figs. 9 and 10, respectively. In the PE region, all 

energies absorb lower energy photons, resulting in small buildup factors. A large number of scattered 

photons in the CS region can cause the photon accumulation to increase, causing the factors to reach the 

highest values in the mid-energy region. The photon absorption rate is high in the PP region, which results 

in lower buildup factors in higher energy regions. The results indicate that the photon cluster for Yb0.5 is 

higher than that of the other glasses, as evidenced by the values obtained for EBF and EABF. Additionally, 

sharp increases in the energies at ≈0.03 and 0.1 MeV can be explained as L1 and K absorption edges of Bi 

[32]. 
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Figure 8. Changes of Ceff (a) and Neff (b) values with photon energies. 

 

 
Figure 9. Variations of EABF values with photon energies. 
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The 𝜇𝑒𝑛 values are estimated and demonstrated in Fig. 11(a). The results (in cm2/g) are in the range 

0.022946 - 2266.293, 0.022941 - 2261.435, 0.022936 - 2256.637, 0.022932 - 2251.895 and 0.022927 - 2247.195 for 

Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. The findings follow this order: Yb2.5 < Yb2.0 < Yb1.5 < 

Yb1.0 < Yb0.5. Additionally, the KERMA values are determined and shown in Fig. 11(b). At low energies, 

KERMA values are at their minimum, and begins to increase and reaches its highest value at 0.04 MeV. 

The data then demonstrated a rapid decline, followed by an average behavior. Yb0.5 achieved the greatest 

KERMA at 0.04 MeV while Yb2.5 had the lowest KERMA. 

The neutron attenuation of the glasses is determined by means of the thermal and FNRCS values and 

shown in Fig. 12. Yb2.5 has the highest value and Yb0.5 the lowest for fast neutrons. The FNRCS values 

are compared with some shielding materials such as Bi20 glass, graphite and borogypsum reported 

previously and illustraded in Fig. 12 [30,33,34]. Unlike fast neutrons, thermal ones have the lowest value 

for Yb2.5 and the highest for Yb0.5. This phenomenon can be explained by the high content of heavy 

elements, for example bismuth, which do not have the capacity to absorb fast neutrons effectively within 

the glass composition. Given that B is an effective thermal neutron absorber [35], the elevated B2O3 

concentration in the glass Yb0.5 has resulted in a notable enhancement in the glass's thermal neutron 

absorption capacity. It can be also seen that thermal neutron attenuation is better for Yb+3 doped glasses 

than that of cement mortar with 10% and 20%, replacement of borosilicate glass powder studied by Jang 

et al. [36].  

 

 
Figure 10. Variations of EBF values with photon energies. 
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Figure 11. Variations of μen/ρ (a) and KERMA relative to air (b) values with photon energies. 

 

 
Figure 12. Comparison of thermal and FNRCS values of the glasses as comparative with previously 

reported materials. 

 

The interaction of CPs with glasses is of paramount importance in radiation therapy. In order to 

ascertain the suitability of glasses for this aim, the MSP values of the electron, alpha and proton have been 

estimated for the glasses in question and the results have been presented in Fig. 13. The MSP values of 

electrons exhibit a decrease with increasing energy, followed by a gradual increase. In this case, the energy 
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loss mechanism of electrons is taken into account. It is supposed that electrons experience Coulomb 

interactions and bremsstrahlung. The MSP values (in MeV cm2/g) of electrons are among 1.196 – 137.0, 

1.195 – 137.1, 1.194 – 137.2, 1.193 – 137.3 and 1.192 – 137.3 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, 

respectively. MSP values for protons, increase with energy and subsequently, the value reduces in a 

gradual manner until the maximum is reached. The MSP results (in MeV cm2/g) of proton are among 

1.306 – 219.136, 1.306 – 218.436, 1.305 – 217.735, 1.304 – 217.034 and 1.304 – 216.334 for Yb0.5, Yb1.0, Yb1.5, 

Yb2.0 and Yb2.5, respectively. The MSP for alpha particle exhibits an increase in energy prior to a 

subsequent decrease. It should be noted that the behavior of proton and alpha particles can be affected by 

the dependence of their electronic and nuclear energy losses, that in turn, can be influenced by the kinetic 

energy of the particles in question. The MSP values (in MeV cm2/g) of alpha are among 8.881 – 620.172, 

8.877 – 618.671, 8.872 – 617.169, 8.868 – 615.668 and 8.863 – 614.166 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, 

respectively. The MSP values for the glasses are given in the following order for the CPs: MSPelectrons < 

MSPprotons < MSPalpha. 

The Rp results are calculated by performing the SRIM and the ESTAR codes at 0.01 - 30 MeV, and are 

displayed in Fig. 14. The Rp values (in μm) for electron are among 1.1976 – 22180, 1.1765 – 21765, 1.1522 – 

21310, 1.1306 – 20887 and 1.1007 – 20331 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. The Rp 

results (in μm) for proton are among 0.1082 – 3380, 0.1063 – 3320, 0.1042 – 3250, 0.1022 – 3180 and 0.0995 

– 3100 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. The Rp results (in μm) for alpha are among 

0.0713 – 157, 0.0701 – 152, 0.0686 – 148, 0.0673 – 144 and 0.0655 – 125 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and 

Yb2.5, respectively. The order of Rp values for the glasses is as follows: Rpalpha<Rpproton<Rpelectron. 

Additionally, the largest Rp values of CPs follow the following order: Yb0.5 > Yb1.0 > Yb1.5 > Yb2.0 > 

Yb2.5. It is of significant importance to note that the glass with the highest density exhibits a lower Rp 

value, while the glass with the lowest density exhibits the greatest Rp value. 

 
Figure 13. Dependence of MSP values of alpha, proton and electron particles versus the energy. 
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Figure 14. Changes of Rp values of alpha, proton and electron particles versus energy. 

 

The Zeff results of the glasses are illustrated in Fig. 15. The Zeff values for electron are among 21.422 

- 40.659, 21.623 - 40.804, 21.778 - 40.948, 21.925 - 41.091, 22.069 - 41.217 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and 

Yb2.5, respectively. The Zeff values for proton are among 12.185 - 24.951, 12.191 - 25.814, 12.196 - 26.041, 

12.202 - 26.164, 12.207 - 26.265 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. The Zeff results for 

alpha are among 13.447 - 38.556, 13.469 - 38.566, 13.703 - 38.576, 13.726 - 38.586, and 13.749 - 38.596 for 

Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. From the results, the largest Zeff values of the glasses 

for all the CPs give the following order: Yb0.5 < Yb1.0 < Yb1.5 < Yb2.0 < Yb2.5. The Zeff values for electrons 

increase gradually with the kinetic energy for each sample. It has been documented that there is a non-

monotonic variation in the behavior of alpha particles and protons in both low-and high-energy contexts. 

Furthermore, Zeff values tend to increase with increasing glass density. 



Theoretical Investigation For Ytterbium Effect On Radiation Shielding Characteristics of  751         
50Bi2O3-15Li2O-15PbO-(20-X)B2O3-Yb2O3 Borate Glasses 

    
 

 
Figure 15. Variations of Zeff values for alpha, proton and electron interactions with the studied glasses. 

 

Also, the Neff results of the glasses for the CPs are calculated and demonstrated in Fig. 16. The Neff 

results (electrons/g) of electron are among 1.913 x 1023 – 3.632 x 1023, 1.921 x 1023 – 3.624 x 1023, 1.923 x 

1023 – 3.617 x 1023, 1.926 x 1023 – 3.609 x 1023, 1.927 x 1023 – 3.600 x 1023 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 

and Yb2.5, respectively. The Neff values (electrons/g) of proton are among 1.088 x 1023 – 2.729 x 1023, 

1.083 x 1023 – 2.716 x 1023, 1.077 x 1023 – 2.703 x 1023, 1.071 x 1023 – 2.691 x 1023, 1.066 x 1023 – 2.678 x 

1023 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. The Neff values (electrons/g) of alpha are 

among 1.201 x 1023 – 3.444 x 1023, 1.196 x 1023 - 3.426 x 1023, 1.210 x 1023 – 3.407 x 1023, 1.205 x 1023 – 

3.389 x 1023, 1.201 x 1023 – 3.371 x 1023 for Yb0.5, Yb1.0, Yb1.5, Yb2.0 and Yb2.5, respectively. A similar 

pattern is observed in the Neff values as Zeff for electrons, which increase gradually with increasing 

kinetic energy for each glass sample. It is observed that non-monotonic variations in Neff values for alpha 

and proton are present in both low and high-energy regions. 
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Figure 16. Variations of Neff values for alpha, proton and electron interactions with the studied glasses. 

 

4. CONCLUSIONS 

In the paper, the radiation protection properties of Yb3+ doped glasses with contents of 50Bi2O3-

15Li2O-15PbO-(20-x)B2O3-Yb2O3 (x = 0.5, 1.0, 1.5, 2.0 and 2.5 mol%)  were examined for fast neutron, CPs 

and gamma-ray by Phy-X/PSD, PAGEX, ESTAR and SRIM codes. The MACVs, LACVs, MFP, HVL, ACS, 

ECS and Zeff values were evaluated and it was observed that these parameters exhibited energy-

dependent behavior due to the photon interaction processes occurring across a broad spectrum of 

energies. In addition, the highest and lowest MACVs, LACVs, ACS, ECS, Zeff and 𝜇𝑒𝑛 values were found 

for Yb2.5 and Yb0.5 while those of MFPVs and HVLVs were determined for Yb0.5 and Yb2.5 glasses, 

respectively. Since the best neutron shielding value was obtained for Yb2.5 that has the highest FNRCS 

value among the glass samples, it can be explained that it is the glass with the best neutron shielding 

feature. The CPs’ MSP results for the glasses are obtained in the order of alpha>proton>electron. The glass 

with the Yb0.5 composition recorded the longest Rp values for CPs, while the glass with Yb2.5 gave the 

shortest values. This difference can be assigned to the necessity of minimum thickness. The glasses 

subjected to investigation displayed an enhanced capability to shield against a range of CPs when Yb3+ 

was introduced. The study revealed that Yb2.5 offers the highest level of protection against gamma rays, 

neutrons and CPs, while Yb0.5 demonstrated the least effective performance among the glasses. It can be 

concluded that glasses with a higher proportion of Yb3+ provide a superior level of protection, while those 

with a lower proportion of Yb3+ offer a lesser degree of protection. As a result of this, it can be said that 

Yb3+ activated glasses with a composition of 50Bi2O3-15Li2O-15PbO-(20-x)B2O3-Yb2O3 can be applied 

as good shields for use in a wide range of applications. The results suggest that the investigated glasses  

with high Bi (Bi50) content and Yb+3 addition may have excellent radiation attenuation properties making 

them a promising option for radiation shielding applications. The attenuation of the RE-doped glasses is 
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a notable factor in achieving enhanced shielding, which in turn makes them appropriate for use in lighting 

technologies. It can thus be posited that Yb+3-doped glasses will prove instrumental in the advancement 

of material designs. 
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ABSTRACT: Solar energy, which is a clean, unlimited, and environmentally friendly energy source, has 

critical importance in sustainable energy management. The usable potential of energy is expressed in 

terms of exergy, and the determination of the exergy potential of solar energy ensures the correct 

utilization of this potential. Turkey has a very high solar energy potential, and this potential should be 

utilized in the most efficient way possible to achieve sustainable energy targets. The tilt angle of solar 

panels has a significant effect on efficiency. Efficient operation of solar panels can be achieved by 

determining the optimum tilt angle. In this study, Turkey's solar exergy potential was calculated for the 

horizontal plane and five different tilt angles (21°, 30°, 39°, 48°, and 57°). Thus, it was tried to determine 

the appropriate panel angle to get the highest efficiency from solar panels that can be used in different 

regions of Turkey. The calculations are based on 22-year average solar energy potential data obtained from 

NASA. The exergy potential was determined for the coordinates where Turkey is located, and the 

potential for the regions between the coordinates was determined by the interpolation method. With the 

interpolation method used, an approximate estimation for the areas where there is no measurement is also 

provided, and it is aimed at saving the time and cost required for long-term measurements. Among the 

tilt angles analyzed, the optimum angle for the whole year was determined to be 30 degrees. The exergy 

potential for 30° inclined surfaces in all coordinates of Turkey is given as a seasonal map. With the use of 

the maps, it is thought that the optimum angle and exergy potential for different regions and seasons of 

Turkey will be predicted, and thus it will be easier for new investors to determine the high-potential 

regions of Turkey.  

 

Keywords: Exergy Potential, Optimum Tilt Angle, Solar Energy, Solar Exergy Potential Maps 

1. INTRODUCTION 

Energy is essential for sustaining human existence, providing comfort, and meeting needs. The 

sustainable management of energy is necessary to meet all these demands, keep the economy and industry 

running, and preserve a habitable environment [1], [2]. Conventional energy sources, especially fossil 

fuels, provide much of the energy needed by the modern world. However, the exploitation of these 

resources causes pollution, such as greenhouse gas emissions, which accelerate climate change and 

damage ecosystems. The use of renewable energy sources might help to lessen these detrimental impacts 

on the environment. Renewable energy sources are essential for a sustainable future, and solar energy is 

particularly notable among them [3], [4]. Solar energy is essential to meeting our energy demands since it 

is a clean, endless, and environmentally friendly energy source. Determining solar energy's potential is 

crucial to its efficient utilization. Utilizing Turkey's abundant solar energy resources is essential to 

achieving sustainable energy targets and expanding the country's energy portfolio [5]. Several studies 

have explored Turkey's solar energy potential, focusing on various regions and employing different 

methodologies to evaluate and optimize solar energy applications. 

Turkey's solar energy potential has been the subject of several studies. Research conducted in the 

province of Karabük aimed to evaluate local solar energy applications and examine the benefits and 

drawbacks of this energy source [6]. An efficiency map was made using the Analytical Hierarchy Process 
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(AHP) technique to evaluate the solar energy potential of Gaziantep province [7]. In the province of Kars, 

potential sites for solar power plant projects were identified by the application of AHP methodologies and 

CSB investigations [8]. An attempt was made to determine which of the three accessible alternative 

provinces—Istanbul, Nevşehir, and Bilecik—is the best location for a solar power plant (SPP) to be 

established in Turkey using the Multi-Criteria Decision Making (MCDM) approach [9]. Several studies 

have been conducted to evaluate Turkey's energy situation, renewable energy resources, and solar energy 

[10], [11], [12], [13]. 

A fundamental concept in thermodynamic analysis and performance evaluation of energy systems is 

the determination of energy potential. Exergy is a unit of measurement for energy quality that describes 

an energy form's capacity for work. In addition to energy analysis, energy analysis provides a more 

accurate and efficient means of evaluating energy conversion or distribution processes and systems. 

Energy is wasted during recycling in real processes, whereas it is saved during ideal processes. 

Consequently, exercise can be employed to calculate the thermal losses and inefficiencies of each energy 

system unit, as well as a useful indicator of possible environmental effects. Researchers have carried out 

studies on the exergy of Turkey's solar energy potential. The exergy of global solar radiation was 

investigated using measurement data for Erzurum province [14]. In another study, horizontal-plane solar 

radiation data were taken from 8 measurement stations in Turkey, and energy and exercise research were 

carried out for these regions [15]. The researchers analyzed Turkey's solar radiation exergy and the 

environmental-economic analysis of solar radiation incidents on the horizontal plane [16]. 

The tilt angle of solar panels with respect to the surface can have a substantial impact on their 

efficiency. By ensuring that the sun's rays reach the panels at their highest level, the optimal tilt angle 

increases the amount of energy produced. According to studies, altering the tilt angles can have a 

significant impact on the amount of energy that solar panels can capture annually [17], [18], [19], and [20]. 

For instance, a study conducted in Kayseri revealed that positioning solar panels with an optimal monthly 

tilt angle yielded 4.11% more energy than a constant annual tilt angle. Additionally, it was demonstrated 

that adjusting seasonal and semi-annual tilt angles could enhance energy efficiency, although this increase 

was less pronounced than that observed with monthly adjustments [21]. 

The Photovoltaic Geographic Information System (PVGIS) [22] and the Hottel & Woertz (HW) 

methods are two of the techniques used to calculate the tilt angles. The optimal tilt angles for the panels 

are determined using these techniques, considering the region and climate data currently available. The 

PVGIS approach employs satellite-interactive meteorological data to simulate the ideal hourly, daily, 

monthly, and annual solar radiation levels based on the desired geographic location and panel tilt angle. 

A study conducted in Ardahan province demonstrated that surfaces with the optimal tilt angle for 

each day exhibited an increase of up to 17% in annual total solar radiation values when compared to 

horizontal surfaces. The minimum increase was 3.4% on surfaces with a β=ϕ+15° tilt angle [23]. A 

comprehensive evaluation of solar collectors at various tilt angles has been conducted for the province of 

Erzincan, with particular focus on energy and exercise considerations [24]. These studies demonstrate the 

importance of solar collector tilt and orientation in optimizing solar radiation energy harvesting. 

Identifying the optimal tilt angles is crucial for enhancing the efficiency of solar energy systems and 

reducing energy costs. Furthermore, these studies present a scientific approach for planning and arranging 

solar collectors, enabling a more effective utilization of renewable energy sources. 

Despite these efforts, a gap remains in understanding the exergy potential of solar energy in Turkey, 

particularly concerning the optimal tilt angles for solar panels. This study addresses this gap by calculating 

the solar energy potential for different tilt angles and providing detailed seasonal maps. The primary 

contributions of this study are the identification of the optimum tilt angle for maximizing solar energy 

potential and the presentation of energy potential maps that can guide future solar energy investments in 

Turkey. 

In this study, the exergy potential of surfaces with varying tilt degrees can be quantified, providing 

valuable insights for solar collector design and optimization. This knowledge can be used to inform the 

design of solar energy collectors, enabling more effective use of solar energy. The data set utilized for this 
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study comprised the 22-year average total average daily irradiation to the horizontal plane, diffuse 

average daily irradiation to the horizontal plane, and outdoor temperatures at 10 m height. These data 

were obtained from NASA for 140 coordinate points located between 26° and 45° east. As a general 

approach, it is recommended to position the solar panels so that the latitude angle of the panels is 15 

degrees below the latitude angle in summer and 15 degrees above the latitude angle in winter. Therefore, 

considering Turkey's smallest latitude angle of 36 degrees and the largest latitude angle of 42 degrees, 

angles that will cover 15 degrees more (57 degrees) and 15 degrees less (21 degrees) were studied. The 

calculations of Turkey's solar energy potential were made for both horizontal and five different inclination 

angles (21°, 30°, 39°, 48°, and 57°), covering a latitude range of 36°–42° north parallel.  

The long-term NASA data and IDW interpolation method used in this study allow us to make accurate 

forecasts even in missing data regions. This is one of the innovative aspects of our study. In addition, the 

detailed examination of the performance of specific tilt angles in different seasons provides a more 

comprehensive analysis compared to other studies in this field. 

The organization of this paper is as follows: Section 2 describes the materials and methods used in this 

study, including the exercise analysis and the determination of solar potential. Section 3 presents the 

results and discussion, including seasonal exercise potential maps and an analysis of different tilt angles. 

Finally, Section 4 concludes the study and suggests directions for future research. 

2. MATERIAL AND METHODS 

To optimize the utilization of solar radiation in solar energy system design, it is of paramount 

importance to accurately calculate the tilt angles of the solar collectors. By ensuring that the sun's rays are 

perpendicular to the collector surface, these angles enhance the efficiency of energy collection. The optimal 

tilt angle of the collectors is significantly influenced by variations in solar incidence angles due to seasonal 

variations and geographic locations. 

The following equations are employed to determine the inclination angles of 21°, 30°, 39°, 48°, and 57° 

on a horizontal plane, with the objective of illustrating the impacts of these angles on the exergy potential 

of solar energy. To determine the solar exergy potential, the diffuse average daily irradiance to the 

horizontal plane, the 22-year average total average daily irradiance to the horizontal plane, and the 

outdoor temperatures at a height of 10 meters were taken into consideration for 140 coordinate points 

between the 26°–45° east latitudes and the 36°–42° north parallels in Turkey. 

2.1. Exergy Analysis 

Exergy is the portion of the thermodynamic potential that can be transformed into the greatest amount 

of work. It is a key concept in determining the amount of work that thermodynamic systems can produce. 

It is frequently used to evaluate the energy quality of thermodynamic systems and to identify potential 

flaws or issues. When a system moves from its current thermodynamic equilibrium to one of reversible 

processes and reaches equilibrium with its external environment, that state is referred to as exertion. When 

there is no exchange of matter or energy between a thermodynamic system and its environment, or in the 

case of reversible processes, the maximum amount of work that can be produced from the system is 

measured. In this case, the external work of the system is maximized, but its internal energy and entropy 

are constant. Exergy is the name given to this maximum theoretical work [25], [26]. 

In Equation 1, the ratio of the maximum work (W) that can be achieved using radiation to the energy 

"E" of the solar source can be used to mathematically describe the conversion efficiency of thermal 

radiation into real work [27]. 

 

𝜂 =
𝑊

𝐸
  1 

 

This useful work from radiation will be maximized for a reversible process. The highest formula 

efficiency is given in Equation 2 below. 
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𝜂𝑐,𝑚𝑎𝑥 =
𝑊𝑚𝑎𝑥

𝐸
  2 

 

The exergy of the system is the maximum amount of work that can be extracted, and the exergy 

efficiency is the maximum system efficiency. Exergy efficiency can be expressed as in Equation 3: 

 

𝜓 =
𝐻𝑔,𝑒𝑥

𝐻
  3 

 

The exergy efficiency “𝜓” in Equation 3 replaces 𝜂𝑐,𝑚𝑎𝑥 in Equation 2. Similarly, 𝐻𝑔,𝑒𝑥 represents the 

solar radiation exergy 𝑊𝑚𝑎𝑥 term, while 𝐻 (incoming solar radiation) is used instead of the energy input 

E. According to Petela, 𝜓 represents the highest percentage of solar radiation that can be converted into 

work (Petela, 2003). Petela developed the concept of exergy of solar radiation to assess the efficiency and 

reversibility of all energetic processes involving heat radiation. To estimate the exergy of heat radiation, 

formulas have been proposed that consider the ratio of exergy to radiation energy. 

The exergy of solar energy is determined by the model given by Petela, [28] as follows (Equation 4). 

 

𝜓𝑖 = 1 +
1

3
(

𝑇0

𝑇𝑠
)

4

−
4

3

𝑇0

𝑇𝑠
  4 

 

Here, 𝜓𝑖  represents the relative potential of the maximum output from solar radiation, 𝑇𝑠 is the solar 

temperature and its value is 1459.5 K for diffuse solar radiation and 𝑇𝑠 5760 K for beam (or direct) solar 

radiation. 𝑇0 is the monthly average air temperature (in Kelvin) for the considered location. The Petela 

model gives similar results to the Jeter and Spanner model, so the choice of the Petela model is reasonable 

and leads to acceptable results. 

As the outside temperature increases, the efficiency of both radiant and diffuse solar energy decreases. 

This implies that less work can be produced from incoming radiation when the ambient temperature rises. 

Equations 5 and 6 can be used to determine the exergy values of the highest relative energy availability 

potential 𝜓, diffuse 𝐻𝑑,𝑒𝑥 and direct 𝐻𝑏,𝑒𝑥 solar radiation [29], [30]. 

 

𝐻𝑑,𝑒𝑥 = 𝜓𝑑𝐻𝑑  5 

 

𝐻𝑏,𝑒𝑥 = 𝜓𝑏𝐻𝑏 = 𝜓𝑏(𝐻𝑔 − 𝐻𝑑)  6 

 

The exergy of global solar radiation is calculated using Equation 7 or Equation 8. Global solar energy 

efficiency can be calculated using Equation 9 or Equation 10 [29]. 

 

𝐻𝑔,𝑒𝑥 = 𝐻𝑏,𝑒𝑥 + 𝐻𝑑,𝑒𝑥  7 

 

𝐻𝑔,𝑒𝑥 = 𝜓𝑔𝐻𝑔  8 

 

𝜓𝑔 =
𝐻𝑔,𝑒𝑥

𝐻𝑔
=

𝜓𝑏𝐻𝑏+ 𝜓𝑑𝐻𝑑

𝐻𝑔
  9 

 

𝜓𝑔 = 𝜓𝑏 (1 −
𝐻𝑑

𝐻𝑔
) + 𝜓𝑑 (

𝐻𝑑

𝐻𝑔
)  10 

2.2. Determination of Solar Potential 

To optimize the of use solar energy, it is necessary to ascertain the capacity of the sun for solar energy. 

Solar radiation intensity at a specific location is defined as the quantity of solar energy received per unit 

area. This is influenced by the angle at which sunlight strikes an item, the atmospheric condition, and 
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obstructions such as clouds or buildings. A region with a higher solar radiation intensity also has a larger 

solar energy potential. Several factors must be considered when calculating solar energy potential, 

including the quantity and duration of solar radiation, the environment, and the location. The potential 

for solar energy is also affected by the length of time exposed to sunshine. Regions with longer daylight 

hours or generally more sunny days may have greater solar energy potential. Seasonal fluctuations in 

daylight length should also be considered when assessing solar energy potential. 

Geographical location is one of the most crucial elements in determining solar energy potential. Areas 

situated closer to the equator receive a greater quantity of direct sunlight throughout the year than those 

situated at a greater distance from the equator. This phenomenon enhances the potential for solar energy 

generation in these regions. The angle and orientation of solar panels with respect to the sun are also 

influenced by latitude, and this has an impact on the effectiveness of energy capture. Equation 11 provides 

the formula for calculating solar radiation from extraterrestrial sources [29], [31]. 

 

𝐻0 =
24𝐻𝑠𝑐

𝜋
(1 + 0.033 𝑐𝑜𝑠 𝑐𝑜𝑠 (

360𝑛

365
) ) (𝑐𝑜𝑠 𝑐𝑜𝑠 ∅ 𝑐𝑜𝑠 𝑐𝑜𝑠 𝛿 𝑠𝑖𝑛 𝑠𝑖𝑛 𝜔𝑠  +

𝜋𝜔𝑠

180
𝑠𝑖𝑛 𝑠𝑖𝑛 ∅ 

𝑠𝑖𝑛 𝑠𝑖𝑛 𝛿 )  
11 

 

Here ∅ is the degree of latitude (north (+), south (+), -90<∅<90), 𝛿 is the solar declination angle, 𝜔𝑠 is 

the solar hour angle and 𝐻𝑠𝑐  is the solar constant (1367 W/m2). The solar declination angle 𝛿 and the solar 

hour angle 𝜔𝑠 are calculated using Equation 12 and Equation 13, respectively [29], [31] 

 

𝛿 = 23.45° 𝑠𝑖𝑛 𝑠𝑖𝑛 [
360(284+𝑛)

365
]   12 

 

𝑐𝑜𝑠 𝑐𝑜𝑠 𝜔𝑠  = − 𝑡𝑎𝑛 𝑡𝑎𝑛 ∅ 𝑡𝑎𝑛 𝑡𝑎𝑛 𝛿   13 

 

2.3. Monthly Average Solar Radiation Incident on A Given Area in The Horizontal Plane 

(Klein, 1977) simplified the calculation of 𝐻0 in Equation 11 by defining for each month a typical day 

when the daily extraterrestrial solar radiation value is extremely close to the monthly average value. The 

monthly average solar radiation (𝐻) incident on a given area on a horizontal plane can be determined by 

Equation 14. 

 
𝐻

𝐻0
= (𝑎 + 𝑏

𝑛

𝑁
)  14 

 

Here, a and b are region-dependent constants, and 
𝑛

𝑁
 is the relative insolation time (insolation time/day 

length). The region-dependent constants a and b in Equation 14 are given in Equation 15 and Equation 16 

below for Turkey, depending on the latitude angle (υ), declination angle (δ) and location height (Z) in 

meters above sea level ([31], [32]). 

 

𝑎 = 0.103 + 0.000017𝑍 + 0.198 𝑐𝑜𝑠 𝑐𝑜𝑠 (𝜑 − 𝛿)   15 

 

(𝜑 − 𝛿)   16 

 

Conditions associated with climate, like humidity, cloud cover, and air pollution, have an impact on 

the amount of solar energy that is accessible. In locations with poor sky conditions, solar energy potential 

may be lower than in areas with clear skies. It is therefore necessary to comprehend local climate trends 

in order to make an appropriate assessment of solar energy potential. Based on the clarity index (CT), 

Equation 17 can be used to calculate the ratio of daily horizontal plane diffuse radiation to total radiation 

[31], [32]. 
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𝐻𝑑

𝐻
= 0.173 − 0.414𝐾𝑇 − 0.428𝐾𝑇

2  17 

 

Based on the relative insolation time and clarity index of Equation 18, the equation calculates the 

monthly average daily solar radiation to the horizontal unit plane on Earth. 

 

𝐾𝑇 =
𝐻

𝐻0
  18 

 

Several variables, such as solar radiation intensity, sunlight duration, geographic location, climate, 

and technical infrastructure, should be considered when estimating solar energy potential. By carefully 

weighing these variables, stakeholders may identify the best sites for solar projects and maximize the 

efficient use of this renewable resource. 

2.4. Average Daily Total Radiation Falling on The Sloping Surface 

On the inclined plane, there is a difference between the dawn angle of the incident radiation and the 

first-hour angle of first fall (𝜔𝑠) Equation 19 yields the-first hour angle of first fall (𝜔𝑠) The equation's usage 

of the word "min" designates that the smaller of these two integers will be chosen [29], [32]. 

 

𝜔𝑠
′ = 𝑚𝑖𝑛[(− 𝑡𝑎𝑛 𝑡𝑎𝑛 𝜑 𝑡𝑎𝑛 𝑡𝑎𝑛 𝛿 )  (− 𝑡𝑎𝑛 𝑡𝑎𝑛 (𝜑 − 𝛽)  𝑡𝑎𝑛 𝑡𝑎𝑛 𝛿 )  ]  19 

 

The average daily total radiation falling on the sloped surface is found using equation 20. Rb is defined 

as the ratio of daily direct radiation (Hb) falling on the horizontal surface to daily direct radiation (HbT) 

falling on the inclined surface. Equation 21 establishes it for the northern hemisphere's south-facing 

surface (γ=0°) [31], [32]. 

 

𝐻𝑇 = 𝐻 (1 −
𝐻𝑑

𝐻
) 𝑅𝑏 + 𝐻𝑑 (

1+𝑐𝑜𝑠𝑐𝑜𝑠 𝛽 

2
) + 𝐻𝜌 (

1−𝑐𝑜𝑠𝑐𝑜𝑠 𝛽 

2
)  20 

𝑅𝑏 =
𝑐𝑜𝑠𝑐𝑜𝑠 (𝜑−𝛽) 𝑐𝑜𝑠𝑐𝑜𝑠 𝛿 𝑠𝑖𝑛𝑠𝑖𝑛 𝜔𝑠

′  +(
𝜋

180
)𝜔𝑠

′ 𝑠𝑖𝑛𝑠𝑖𝑛 (𝜑−𝛽) 𝑠𝑖𝑛𝑠𝑖𝑛 𝛿 

𝑐𝑜𝑠𝑐𝑜𝑠 𝜑 𝑐𝑜𝑠𝑐𝑜𝑠 𝛿 𝑠𝑖𝑛𝑠𝑖𝑛 𝜔𝑠 +(
𝜋

180
)𝜔𝑠𝑠𝑖𝑛𝑠𝑖𝑛 𝜑 𝑠𝑖𝑛𝑠𝑖𝑛 𝛿 

  21 

2.5. Study Area and Data 

Turkey was selected as the research site for this study to evaluate the potential for solar energy. Turkey 

is located between the 26°–45° east meridians and the 36°–42° north parallels. For each coordinate between 

the 26°–45° east meridians and the 36°–42° north parallel, NASA has supplied solar energy data. For each 

coordinate, the exergy potential of solar energy was calculated using the formulas presented in the initial 

section of this website. The resulting exergy potential was then visualized using IDW (inverse distance 

weighting) interpolation. 

2.6. IDW Interpolation Method 

The fields of geographic information systems (GIS) and geology are two contexts in which IDW is 

applied. It is commonly used to depict point data on a regular surface or to fill in missing data. The 

interpolation of point data to create a map is a typical use case for IDW. Using this method, a point's value 

is determined by weighing it based on the separation between known points. IDW's fundamental principle 

is that a point's estimated value is calculated by inversely weighting its distances to known points. This 

means that points that are closer together weigh more than points that are further away. The value of a 

point should ideally be determined by weights proportional to the distances to that location. The 

mathematical model of IDW interpolation is given in Equation 22 [33],[34]. 
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𝑍(𝑥, 𝑦) =

∑ ⬚𝑛
𝑖=1

𝑍𝑖

𝑑
𝑖
𝑝

∑ ⬚𝑛
𝑖=1

1

𝑑
𝑖
𝑝

  22 

 

Here, 𝑍(𝑥, 𝑦), is the value of the point with the estimated value, 𝑍𝑖 is the value of one of the known 

points, and 𝑑𝑖 is the distance of the known points to the target point 𝑝 is the weighting factor (usually 

taken as 2 or 3). 

Among the benefits of IDW are the following: 

● It is fast and easy. 

● Non-linear relationships are modeled by it. 

● Since it is based on point data, it can work with irregular or incomplete data. 

However, IDW has several disadvantages. 

● It requires a homogeneous distribution of known points to work properly. 

● When data from close points is weighted too heavily compared to data from other points, it 

can lead to the problem of overscoring. 

● If the weighting factor is not chosen correctly, the results can be negatively affected. 

3. RESULTS AND DISCUSSION 

This study calculates the solar exergy potential of Turkey for both the horizontal plane and five 

specific tilt angles (21°, 30°, 39°, 48°, and 57°). These angles were selected to cover a broad range of possible 

panel orientations, reflecting both practical and theoretical considerations for optimizing solar energy 

capture. Previous studies have indicated varying efficiency gains at different tilt angles, and the study 

aims to identify the most effective angle for maximizing exergy potential. Calculations were made using 

22-year average solar energy potential data obtained from NASA, ensuring a robust and comprehensive 

analysis. 

The exergy potentials of Turkey in the horizontal plane and five different tilt angles (21, 30, 39, 48, and 

57) were calculated, and seasonal maps were created. For Turkey, the winter season is considered 

December, January, and February; the spring season is March, April, and May; the summer season is June, 

July, and August; and the autumn season is September, October, and November, respectively. 
 

 
Figure 1. Minimum solar exergy potential of different tilt angles for each month 
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Figure 1 shows the variation of the average lowest solar exergy potential for different inclination 

angles according to the months. In Figure 1, it is seen that the lowest solar exergy potential in the winter 

months is seen on the horizontal plane with 1.324 W/m2day and the highest with 2.094 W/m2day on the 

surface inclined at 48°. In the spring months, the lowest solar exergy potential is 3.381 W/m2day with a 57° 

inclined plane, and the highest solar exergy potential is 3.711 W/m2day with a 21° inclined surface. In 

summer, the lowest solar exergy potential was 3.383 W/m2day at a 57° inclined plane, and the highest solar 

exergy potential was 4.490 W/m2day at a horizontal surface. In autumn, the lowest solar exergy potential 

was 2.400 W/m2day on the horizontal plane, and the highest solar exergy potential was 3.141 W/m2day on 

the surface inclined at 39°. 
 

 
Figure 2. Average minimum annual solar energy potential of different tilt angles 

 

Figure 2 shows the annual average minimum solar exergy potential for different tilt angles. Although 

the highest and lowest exergy potentials are observed at different inclination angles (Figure 1), when the 

annual average solar exergy potential is considered (Figure 2), it is determined that the highest potential 

is on 30° inclined surfaces (3.283 W/m2day) and the lowest potential is on horizontal planes (2.932 

W/m2day). 
 

 
Figure 3. Maximum solar exergy potential of different tilt angles for each month 
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The average maximum solar energy potential fluctuation per month for various inclinations is 

displayed in Figure 3. Figure 3 shows that the solar energy potential is highest on the surface inclined at 

48°, with 3.871 W/m2day, and lowest on the horizontal plane, at 2.396 W/m2day. During the spring season, 

the solar energy potential ranged from 4.888 W/m2day on a 57° inclined plane to 5.713 W/m2day on a 21° 

inclined surface. During summer, the solar energy potential ranged from 5.460 W/m2day at a 57° inclined 

plane to 7.281 W/m2day at a flat surface. Autumn solar exergy potentials were as low as 4.064 W/m2day 

on the horizontal plane and as high as 5.272 W/m2day on the 39-° inclined surface. 
 

 
Figure 4. Average maximum annual solar energy potential of different tilt angles 

 

The yearly average maximum solar energy potential for various tilt degrees is displayed in Figure 4. 

The annual average solar exergy potential (Figure 4) shows that, despite the highest and lowest exergy 

potentials being observed at different inclination angles (Figure 3), the highest potential is at 30° inclined 

surfaces (5.319 W/m2day) and the lowest potential is at 57° inclined planes (4.785 W/m2day). 
 

 
Figure 5. Average solar exergy potential of different tilt angles for each month 
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The average solar energy potential variation according to month for various inclination degrees is 

depicted in Figure 5. Figure 5 shows that during the winter, the solar energy potential is lowest on the 

horizontal plane (1.855 W/m2day) and maximum on the surface inclined at 48° (2.936 W/m2day). During 

the spring season, the solar energy potential ranged from 4.026 W/m2day on a 57° inclined plane to 4.527 

W/m2day on a 21° inclined surface. During the summer, the solar energy potential ranged from 4.771 

W/m2day at a 57° inclined plane to 5.990 W/m2day at a horizontal surface. During the fall season, the solar 

exergy potential reached its maximum on an inclined surface at 39° and its lowest on a level plane at 3.145 

W/m2day. 
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Figure 6. Average annual solar energy potential of different tilt angles 
 

Figure 6 shows the annual average solar exergy potential for different tilt angles. Although the highest 

and lowest exergy potentials are observed at different inclination angles (Figure 5), when the annual 

average solar exergy potential is considered (Figure 6), it is determined that the highest potential is on 30° 

inclined surfaces (4.255 W/m2day) and the lowest potential is on horizontal planes (3.819 W/m2day). 
 

 
Figure 7. Detailed representation of the average solar energy potential of different tilt angles for the 

equinox 
 

The equinoxes are two special days when the angle between the plane of the Earth's ecliptic and the 

plane of the equator is zero. Due to the Earth's axis tilt, the angle of its orbit around the sun changes 
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according to the seasons. On the days of the equinoxes, the Earth's obliquity to the sun is at its minimum, 

and the sun's rays come at a right angle to the equator. On these days, the duration of day and night is 

approximately equal. The equinox periods are called the vernal equinox (in March) and the autumnal 

equinox (in September). At these times, the angle at which the sun's rays fall changes depending on the 

position of the Earth in its orbit around the sun. Equinox days are the times when this change is most 

pronounced. Figure 7 shows the average solar energy potential of different inclination angles for the 

equinox in detail. Considering the equinox days, it is observed that the solar exergy potential decreases 

approximately with the increase in the inclination angle after March, which includes the spring equinox, 

while the solar exergy potential increases approximately with the increase in the inclination angle after 

September, which includes the autumn equinox. It was found that the effect of tilt angle on solar exergy 

potential in the equinox months is less compared to other months. 

Between Figures 8 and 11, the four-season solar exergy potential of the 30° sloping surfaces that 

provide the highest solar exergy potential is given in the form of a map. The color scales in the figures are 

arranged separately for each season to reveal the differences according to the regions more clearly. In the 

maps, the change of the exergy potential from low to high is colored from blue to red. 

 

 
Figure 8. Solar exergy potential in winter for 30° inclined surfaces 

 

 
Figure 9. Solar exergy potential in spring for 30° inclined surfaces 
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Figure 10. Solar exergy potential in summer for 30° inclined surfaces 

 

 
Figure 11. Solar exergy potential in autumn for 30° inclined surfaces 

 

The findings of the study showed that the 30° slope angle provided the highest value for the annual 

average exergy potential (4.255 W/m2/day). This value is 10% higher than the potential of horizontal 

surfaces. Furthermore, the seasonal performance of the different tilt angles was also analyzed. For 

example, it was found that the 48° slope angle provided the highest exergy potential in winter (2.936 

W/m2/day), while in summer, the horizontal surfaces provided the highest potential (5.990 W/m2/day). 

 

The study was compared with previous studies in terms of data source, methodology, results and 

innovative approaches, and common and different aspects were revealed. In the comparisons, firstly the 

studies conducted for the cities of Turkey and then similar studies conducted for different countries and 

cities were taken into consideration. A comparison chart is given in Table 1.  
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Table 1. Comparison with previous studies 

Name of the Study Bibliography Working 

area 

Tilt 

Angles 

Data Source Methodo

logy of 

the 

Study 

Results of 

the Study 

Innovative 

Approaches of 

the Study 

Solar Energy Potential 

Assessment for Karabük, 

Turkey 

[6] Karabük Various 

(e.g., 

optimal 

monthly, 

seasonal) 

Solar energy 

potential 

data from 

local 

meteorologi

cal stations 

AHP, 

GIS-

based 

analysis 

Identification 

of optimal 

locations for 

solar energy 

plants 

Use of AHP and 

GIS for optimal 

site selection, 

focus on local 

conditions 

Solar Energy Potential 

Evaluation in Gaziantep, 

Turkey 

[7] Gaziantep Various 

(monthly, 

seasonal) 

Solar energy 

data from 

local 

sources, 

NASA data 

AHP 

analysis 

Evaluation of 

solar energy 

potential using 

AHP 

methodology 

AHP 

methodology to 

evaluate 

regional solar 

potential 

Solar Energy Potential in 

Kars, Turkey 

[8] Kars Various 

(seasonal) 

Local solar 

radiation 

data and 

GIS analysis 

tools 

AHP, 

GIS-

based 

analysis 

Identification 

of potential 

areas for solar 

power plants 

Combining 

AHP and GIS 

for detailed 

spatial analysis 

Solar Energy Potential and 

Optimal Tilt Angles in 

Istanbul, Turkey 

[21] Istanbul Monthly, 

seasonal, 

annual 

Solar 

irradiance 

data from 

local 

meteorologi

cal stations, 

NASA data 

Experim

ental 

analysis, 

tilt angle 

optimiza

tion 

Optimal 

monthly and 

seasonal tilt 

angles 

identified 

Focus on 

experimental 

validation of tilt 

angle 

optimization 

Solar Energy Potential and 

Optimal Site Selection in 

Nevşehir, Turkey 

[9] Nevşehir Various 

(annual) 

Solar energy 

potential 

data from 

local 

sources and 

meteorologi

cal stations 

AHP-

VIKOR 

hybrid 

method 

Identification 

of optimal 

sites for solar 

power plants 

using AHP-

VIKOR 

Use of hybrid 

AHP-VIKOR 

method for 

comprehensive 

site selection 

analysis 

Estimating the Optimum 

Tilt Angles for South-

Facing Surfaces in 

Palestine 

[35] Palestine Various 

(e.g., 

optimal 

monthly, 

seasonal, 

semi-

annual, 

annual) 

PVGIS, 

PVWatts, 

mathematic

al models 

Mathema

tical 

models, 

software 

tools 

(PVGIS, 

PVWatts

) 

Monthly 

adjustments 

yield 17% 

more energy, 

yearly optimal 

tilt angle 

around 29° 

Use of PVGIS 

and PVWatts 

tools, focus on 

efficiency gains 

from tilt 

adjustments 

Solar irradiance estimation 

models and optimum tilt 

angles 

[36] General 

studies 

Various Mathematic

al models 

Mathema

tical 

models 

Optimal tilt 

angles 

identified for 

various 

conditions 

Use of various 

mathematical 

models for 

irradiance 

estimation 

Assessment of potential 

solar energy with the 

models for optimum tilt 

angles 

[37] General 

studies 

Various Mathematic

al models 

Mathema

tical 

models 

Potential 

energy gains 

with optimal 

tilt angles 

Comprehensive 

model-based 

analysis of solar 

potential 

Estimation of ideal tilt 

angle for solar-PV panel 

surfaces facing south 

[38] General 

studies 

Various Mathematic

al models 

Mathema

tical 

models 

Ideal tilt 

angles 

significantly 

improve 

energy capture 

Focus on ideal 

tilt angles for 

maximum 

energy capture 
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In this study, the whole of Turkey was selected as the study area and the optimum tilt angle was tried 

to be determined by Interpolation method (IDW) and exergy analysis methods considering NASA 22-year 

average solar energy data for horizontal, 21°, 30°, 39°, 48°, 57° angles. Detailed seasonal exergy potential 

maps were created and IDW interpolation was used for missing data regions. The findings of our study 

show the reliability and accuracy of our method and the data used when compared with similar studies 

conducted in provinces such as Karabük, Gaziantep and Kars. For example, studies conducted in Karabük 

evaluated the benefits and challenges of local solar energy applications [6]. In another study conducted in 

Gaziantep, solar energy potential was evaluated using the Analytic Hierarchy Process (AHP) method [7]. 

Similarly, potential areas for solar power plants in Kars province were identified using AHP methodology 

and GIS analyses [8]. This comparison shows that our study is compatible with other studies and the 

methodology used gives reliable results. While the Karabük study focussed on the evaluation of local 

applications, the Gaziantep study made a potential assessment with the AHP method. The Kars study 

identified potential areas with AHP and GIS analyses. In this study, NASA's long-term data and IDW 

interpolation method provide a comprehensive analysis across Turkey by making accurate predictions 

even in missing data regions.  

In this study, NASA's 22-year average solar energy data were used. Other studies used data obtained 

from PVGIS, PVWatts, local meteorological stations and various meteorological sources. While IDW 

interpolation method and exergy analysis were used in this study, other studies used mathematical 

models, optimisation techniques and efficiency analyses. In this study, it is stated that the optimum tilt 

angle is 30° throughout the year and seasonal maps are provided. Other studies have presented results on 

how seasonal and annual adjustments can improve energy efficiency. This study presented detailed 

seasonal exergy potential maps using the IDW interpolation method to make accurate predictions in 

missing data regions. Other studies have utilised tools such as PVGIS and PVWatts, and have presented 

detailed seasonal exergy potential maps based on climatic conditions. 

These findings are an important guide for solar energy investments in Turkey and will contribute to 

increasing energy efficiency and reducing energy costs by determining optimal tilt angles for the design 

and layout of solar collectors. 

4. CONCLUSIONS 

The aim of this study is to determine the solar energy exergy potential for different tilt angles in 

different regions of Turkey and to determine the most suitable panel tilt angles. In this context, NASA's 

22 years of solar energy data were used to accurately determine the solar energy potential of Turkey. The 

IDW interpolation method is preferred for estimating the exergy potential in regions with data deficiency, 

which provides advantages in terms of cost and time. In this study, to utilize solar energy more, the exergy 

potential incident on the horizontal surface was calculated, and the effect of the panel tilt angle on the 

exergy potential was investigated. The average solar exergy potential varies according to months and 

seasons at different tilt angles. The results obtained in the study are as follows: 

  

● Considering the annual average solar exergy potential, it was determined that the highest 

potential for the horizontal, 21° inclination, 30° inclination, 39° inclination, 48° inclination, and 57° 

inclined surfaces was found to be on the 30° inclined surface. 

● Solar exergy potential was found to be less in January, February, March, October, November, and 

December and more in April, May, June, July, August, and September compared to the year 

average. 

● In January, February, November, and December, as the slope angle increases, it is observed that 

the solar exergy potential increases up to a 48° slope and decreases at higher slope angles. 

● In the months of May, June, and July, it was determined that the solar exergy potential decreases 

as the slope angle increases. 

● As the slope angle increases in March and October, it is observed that the solar exergy potential 

increases up to 39° slope and decreases at higher slope angles. 
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● As the slope angle increases in April and August, it is observed that the solar exergy potential 

increases up to a 21° slope and decreases at higher slope angles. 

● In September, as the inclination angle increases, it is observed that the solar exergy potential 

increases up to 30° inclination and decreases at higher inclination angles. 

 

These results provide an important guide for solar energy investments in Turkey. By determining the 

optimal tilt angles for the design and layout of solar collectors, energy efficiency can be increased, and 

energy costs can be reduced. Future research in this area may benefit from the application of additional 

machine learning techniques to more accurately determine the exergy potential outside of the 

measurement locations, considering the assessments conducted. Furthermore, the solar energy exergy 

potential map may be updated using software that integrates newly measured data, which undergoes 

annual changes. 

The solar maps developed in this study are thought to provide information on total solar radiation 

levels that can be used as a database for future investments in the solar energy sector in Turkey. The results 

of this study can be used as a guide for solar panel manufacturers and installation companies for exergy 

potential-based evaluation methods, unlike the method that allows investment decisions to be made based 

only on the energy potential of the sun. 
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ABSTRACT: Multiple-bit-per-cell phase-change memory (MPCM) has emerged as a promising solution 

to address the escalating demands for high-density, low-power, and fast-access memory in modern 

computing and data storage systems. This paper presents a novel device design aimed at enabling 

multiple bits per cell in phase-change memory, thereby significantly enhancing memory density while 

maintaining performance and reliability. Leveraging innovative material compositions and advanced 

fabrication techniques, the proposed design demonstrates the potential to push the boundaries of memory 

capacity, efficiency, and scalability. Through comprehensive simulation analysis and performance 

evaluations, we showcase the feasibility and advantages of the new device design, highlighting its 

potential to revolutionize memory architectures and meet the evolving needs of next-generation 

computing systems. 
 

Keywords: Phase Change Memory, Multiple-Bit-Per-Cell, Finite Element Modeling, Novel Design, Memory 

Architecture 

1. INTRODUCTION 

As the demand for high-density, low-power, and fast-access memory continues to escalate in modern 

computing and data storage systems, researchers are exploring novel avenues to meet these ever-growing 

requirements [1-6]. Among the promising contenders in this landscape, multiple-bit-per-cell phase-change 

memory (PCM) stands out as a transformative technology with the potential to revolutionize memory 

architectures [7-9]. Traditional PCM technology, known for its non-volatile characteristics and scalability, 

has already demonstrated its prowess in various applications [10-13]. However, to further enhance its 

storage capacity and efficiency, researchers have turned their attention towards enabling multiple bits per 

cell, thereby exponentially increasing the memory density without compromising on performance [14-19]. 

For this purpose, common strategies have included modifying the phase change properties through 

graded doping and the use of multilayer stacks of phase change alloys. Graded doping involves the 

incorporation of elements such as nitrogen in Ge2Sb2Te5 [20], selenium in GeSb[21], and the formulation 

of Ga2Te2Sb5[22], each of which adjusts the material properties to optimize switching behavior. 

Alternatively, multilayer stacks combine different phase change materials with varying phase transition 

characteristics, such as Sb2Te3 with Ge2Sb2Te5[23, 24], GeTe with Ge2Sb2Te5[25], and InSe with 

Ge2Sb2Te5[26].  

Through a comprehensive analysis of the underlying principles, fabrication processes, and 

performance characteristics, this study explores the potential of a novel multiple-bit-per-cell phase change 

memory (MPCM) device, specifically utilizing Ge2Sb2Te5 (GST) as the base phase change material. Over 

the years, various PCM devices utilizing different phase change alloys have been constructed and placed, 

demonstrating the diverse approaches in phase change memory technology, however, GST has emerged 

as the most extensively used and studied due to its exceptional thermal and electrical properties. The 

widespread adoption and research interest in GST highlight its effectiveness in delivering reliable and 

efficient performance for PCM applications. By presenting simulation results and performance 

evaluations, we demonstrate that our innovative design achieves higher storage capacities while 

maintaining reliability and endurance. The multiple-bit-per-cell capability, facilitated by the superior 
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phase change characteristics of GST, represents a significant advancement in memory technology. This 

advancement provides a promising pathway to meet the increasing demands of modern computing and 

data storage applications. Our study aims to contribute to this evolving field by introducing a 

groundbreaking device design based on GST and offering insights into its potential impact on future 

memory architectures, thereby paving the way for next-generation data-centric solutions. 

2. MATERIAL AND METHODS 

2.1. Device Structure 

A 50 nm-thick active layer based on phase-change material GST is encapsulated between three heater-

metal electrodes made of 30 nm WTi. These electrodes are strategically positioned from three distinct 

directions: x, y, and z, as depicted in Figure 1 b). Each heater electrode corresponds to a bottom contact, 

which acts as the ground terminal. During current distribution, the electrodes also serve as thermal 

reservoirs. Adjacent to the WTi layer, a stack of Ta and Au layers is utilized. Additionally, Al2O3 serves as 

an isolation barrier to protect the device from environmental influences.   This sophisticated layered 

architecture ensures efficient performance, management of the heat distribution, and enhanced durability 

of the device from the all directions. 

 

 
Figure 1. a) General phase change memory cell structure: 6 nm diameter circular heater contact and 80x80x50 nm 

GST layer. Ta/Au stack acts as the contact electrode for devices, and Al2O3 is used as isolation. b) 3-D structure of 

PCM cell (blue circulars are WTi heater contacts, red rectangular is GST and blacks are WTi  bottom contacts ) 

 

2.2. Finite Element Model 

In the realm of reset operation of phase-change simulation, traditional approaches have largely relied 

on two-dimensional electro-thermal and crystallization models [27-29]. However, for the nuanced 

requirements of a PCM device, we have innovatively developed a 3-D finite element simulation. This 

advanced model also emphasizes the significance of the top contact shape in modifying a mixture phase 

level, a concept elaborated further by Cinar in 2015[30]. In the present study, aimed at the design of a 

multi-bit-per-cell memory device, we employed 3D finite element simulations within a cell featuring a 

single active layer of GST with three heater electrodes. These simulations intricately incorporate phase-

change kinetics, electrical properties, thermal characteristics, and percolation phenomena. The simulation 

framework is built upon an iterative approach, utilizing coupled differential equations that are 

temperature-dependent. Additionally, the inclusion of the Seebeck coefficient allows for the consideration 

of thermoelectric effects[31, 32], as well as adding Peltier effect [33]. The dynamics of the switching process 

exhibit a high sensitivity to both the programming current distribution and defect density. This is 

attributed to the inhomogeneous current flow and varying crystallite distribution during the phase-

change process. To accurately capture these effects within the simulation, optimization of nucleation and 
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growth rates becomes imperative, as highlighted by Cinar (2015). Furthermore, our simulation framework 

employs adaptive meshing strategies. Specifically, the mesh elements for the phase-change layer ranges 

of 1x1x1 nm³, while the contact regions (not for heater) are represented with a maximum mesh size of 

2x2x2 nm³. This granularity ensures a comprehensive understanding of the entire switching process. 

Boundary conditions are meticulously defined; the top and bottom surfaces of the metal electrodes, along 

with all external surfaces, are set as Dirichlet boundary conditions. Conversely, Neumann boundary 

conditions are applied to the interface surfaces. Given the field insulation properties of the Al2O3 layer, 

which is considered a near-perfect insulator, our simulation predominantly focuses on the top and bottom 

electrodes in the three specified directions, along with the GST layer, to depict the simulation results 

effectively. The simulation model is modular, comprising distinct submodels for electrical, thermal, and 

phase-change phenomena. This multiphysics approach allows for the nonlinear interactions between 

these submodels to be accurately represented. Each submodel is assigned specific tasks: the electrical 

model encompasses temperature and phase-dependent electrical conductivity variations; the thermal 

model addresses heat diffusion equations to calculate joule heating from electrical current, incorporating 

temperature and phase-dependent thermal conductivity; and finally, the phase-change model evaluates 

temperature-dependent nucleation and growth kinetics of crystallites, both homogeneous and 

heterogeneous. 

Within the submodels, distinct equations are addressed based on the temperature and phase states of 

the materials under consideration. In the electrical submodel, the Laplace equation ∇.[𝜎∇𝐹] = 0 is iteratively 

solved, employing 10 ps time steps, for each mesh element. This is executed in tandem with the thermal 

submodel to derive the spatial electrical potential distribution, represented as F(x,y,z). Here, σ denotes the 

electrical conductivity of the materials. At ambient temperature, the electrical conductivities σ are reported 

as 2770 S/m for the crystalline phase and 3 S/m for the amorphous phase, as documented by Reifenberg et 

al. (2006). It is noteworthy that the electrical conductivity σ exhibits a temperature-dependent nature, 

which is further influenced by the structural phase of the GST layer. Consequently, as the temperature 

rises, the GST layer demonstrates increased conductivity, regardless of its phase, primarily due to the 

temperature-dependent σ values, with a more pronounced effect observed in the amorphous phase, as 

highlighted by Cinar et al. (2015). 

In the thermal submodel, the electrical potential within the device gives rise to two significant 

parameters contributing to the heat generation, expressed as 𝑄 = (𝐽𝐴) 2𝑅∆𝑡, where A represents the cross-

sectional area and Δt denotes the simulation time step. These parameters are the electrical current density, 

J, and the resistance value, R, of the material. The heat diffusion equation is employed to determine how 

temperature is distributed within the materials. Consequently, this heat equation is solved iteratively to 

derive the temperature distribution, represented as T(x,y,z). 

 

𝐶 𝜕𝑇/𝜕𝑡 − ∇.[𝜅∇𝑇] = 𝑄 + 𝑄𝑡ℎ         (1) 

 

Here, C represents the heat capacity and κ denotes the thermal conductivity. The term 𝑄𝑡ℎ = −𝑇𝐽∇𝑆 

incorporates the influence of the thermoelectric effect on heating. In this expression, S signifies the 

temperature-dependent Seebeck coefficient, and ∇𝑆 is defined as 𝑑𝑆𝑑𝑡∇𝑇, as referenced in studies by Cinar 

et al. (2015) and Fiflis et al. (2013)[34]. 

For the GST material, the thermal conductivity κ values at room temperature are reported as 0.7 

W/(Km) for the crystalline phase and 0.3 W/(Km) for the amorphous phase, as documented by Won et al. 

(2012). Additionally, the Seebeck coefficient, S, is specified as 47 µV/K for the crystalline phase and 380 

µV/K for the amorphous phase, as cited in studies by Cinar et al. (2015) and Fiflis et al. (2013). In the 

simulation, the heat capacity of GST remains consistent at 202 J/(kg K) for both crystalline and amorphous 

phases when T<800 K. To account for the phase transition, latent heat is incorporated into the calculations 

using a smooth Gaussian function centered on the melting point (Tm=892 K), as outlined by Reifenberg et 

al. (2006) and Peng et al. (1997)[35]. It is evident from the equations and the units of the parameters that 

the majority of the simulation parameters are temperature-dependent. Consequently, the temperature 
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distribution within the device significantly influences the phase change kinetics and ultimately determines 

the final phases of the materials. 

When a programming pulse is applied to a PCM device, several key parameters critically influence 

the phase transition within a specific mesh element. These parameters include local temperature, 

temperature-dependent activation energy, and the state of adjacent cells. Considering the factors, the mesh 

element undergoes a phase transition randomly within the active region, leading to the formation of 

crystal nuclei. These nuclei can then grow, resulting in either a homogeneous or heterogeneous phase 

configuration within the active region. Because of temperature differences between the active region and 

its surroundings, crystallization outside the active region has minimal impact on the switching process. 

To model the probability rate of the crystallization process, the following equation is used, which depends 

on the nucleation rate, In, and the growth velocity of the nuclei, Vg, 

 

𝑑𝑃/ 𝑑𝑡 = 𝐼𝑛 (𝑇) (1−𝑃/𝑁) + Vg(𝑇) (1−𝑃/𝑎0)       (2) 

 

In the given equation, P represents the probability of crystallization, N stands for the number of 

molecules per unit volume, and a0 denotes the atomic jump distance. The terms In(T) and Vg(T) 

correspond to the temperature-dependent nucleation and growth rates, respectively. For a deeper 

understanding of their influence on the phase change of the material, refer to the study by Cinar (2015). 

In general, to ascertain the comprehensive physical properties of semiconductors, encompassing both the 

crystalline and amorphous phases within, the Bruggeman effective medium approximation (EMA) proves 

to be a valuable method for application. Utilizing this approach, we can compute the electrical 

conductivity and thermal conductivity. Specifically, the electrical conductivity can be determined using 

the equation proposed by Bruggeman et al. (1935)[36]. 

 
(𝑓, 𝜎𝑎 𝜎𝑐 ) = 0.25{(2𝜎𝑝 − 𝜎 ′𝑝)+ (2𝜎𝑝 − 𝜎 ′ 𝑝) 2 + (8𝜎𝑎𝜎𝑐 ) }1/2    (3) 

 

In the provided equation, σa  and σc  represent the electrical conductivities of the amorphous and 

crystalline phases, respectively, while f denotes the crystallization fraction. Also, 𝜎𝑝 = (1-f) σa + f σc   𝜎’𝑝 = 

(1-f) σc + f σa. By integrating all submodels and formulas, we can obtain a comprehensive understanding 

of the electrical, thermal, and phase change profiles within the device, particularly for both GST layers. 

Once the crystallization fractions within the volume of the GSTs are determined, the device resistance 

during and/or after the application of a pulse can be computed. 

3. RESULTS AND DISCUSSION 

The innovative design of our phase change memory (PCM) device incorporates a sophisticated 

temperature control mechanism that ensures homogeneous temperature changes in three distinct 

directions, dictated by the applied voltage. This precision temperature management is crucial for the 

reliable operation of the switching mechanism, which transitions the phase change material between 

different states to store data. By carefully controlling the voltage, the device can induce temperature 

gradients along the x, y, and z axes, allowing for the precise manipulation of the material's phase. This 

multi-directional temperature modulation enables the PCM to achieve clear and distinct phase states, 

essential for accurately representing multiple data levels within each cell. The homogeneous temperature 

distribution across all three directions ensures consistent and repeatable phase transitions, thereby 

enhancing the reliability and efficiency of the data storage process. This advanced thermal management 

approach not only improves the device's performance and data integrity but also contributes to its ability 

to store a higher density of information, pushing the boundaries of current memory technology.  

A detailed 3-D illustration of temperature distribution is presented in Figure 2. These simulations 

reveal the temperature distribution within the GST layer when subjected to distinct programming voltage 

pulses: Figure 2a) 1 V applied in the z direction (Tmax = 1029 0C ), 0.8 V in the x direction (Tmax = 658 0C 

), and 0.6 V in the y direction (Tmax = 532 0C), Figure 2b) 1 V applied in the x and z directions (Tmax = 
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1061 0C )  and 0.6 V in the y direction (Tmax = 519 0C ), and Figure 2c) 1 V applied uniformly in the x, y, 

and z directions, (Tmax = 1077 0C). 

Each voltage pulse maintains a duration of 100 nanoseconds with a trailing edge of 10 nanoseconds. 

The simulations indicate that the temperature distribution within the GST layer is homogeneous in all 

directions due to contact shape, ensuring even thermal management across the material. Notably, the 

maximum observed temperature varies with the amplitude of the applied voltage, reflecting how different 

voltage pulse configurations affect the thermal profile. Higher voltages result in higher peak temperatures, 

which, in turn, influence the phase change behavior within the GST layer. Consequently, each voltage 

configuration leads to distinct temperature distributions and maximum temperature values, inducing 

various phase transitions in the GST material. This comprehensive analysis underscores the critical 

relationship between applied voltage amplitude and thermal behavior in phase change memory devices, 

providing significant insights into how these variations impact the material's phase state and overall 

device performance. 

 
Figure 2. 3-D illustration of temperature distribution is plotted in three 6 nm circular top contact heaters device. The 

simulations depict the temperature distribution within the GST layer during programming voltage pulses with the 

following configurations: a) 1 V in the z direction, 0.8 V in the x direction, and 0.6 V in the y direction b) 1 V applied 

in the z and x directions and 0.6 V in the y direction, and c) 1 V applied in all three directions,. Each pulse has a 

duration of 100 ns with a trailing edge of 10 ns. This comprehensive analysis provides insights into how different 

voltage conditions affect the thermal profile within the GST layer. 

 

As voltage is applied, it generates a corresponding temperature gradient within the material. When 

the temperature reaches specific thresholds, it causes the material to switch between amorphous and 

crystalline phases. Each phase has distinct electrical properties, such as different resistances, which can be 

reliably read and written to represent multiple bits of data. Due to the design concept and thermoelectric 

effects, these short-range thermal interactions are crucial for the performance of such devices. 
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Figure 3. The crystallization fraction, 𝑓 within the PCM layer of circular top contacts PCM cells is depicted after 

applying distinct programming voltage pulses: a) 1 V in the z direction, 0.8 V in the x direction, and 0.6 V in the y 

direction b) 1 V applied in the z and x directions and 0.6 V in the y direction, and c) 1 V applied in all three 

directions, using a 100 ns reset pulse with a 10 ns trailing edge. The color scale represents 𝑓 =1 (red) for crystalline 

phases and  =0 (blue) for amorphous phases. A vertical and horizontal cross-sections of the device, taken through 

the center, illustrates how different pulse amplitudes result in varying device resistances, namely phase differences. 

 

From the simulation results depicted in Figure 3, it is evident that the phase distribution varies 

significantly depending on the applied voltage pulse amplitude. The crystallization fraction, 𝑓 within the 

PCM layer is illustrated after applying three distinct programming voltage sequences: Figure 3a) 1 V in 

the z direction, 0.8 V in the x direction, and 0.6 V in the y direction, Figure 3b) 1 V applied in the z and x 

directions, and 0.6 V in the y direction and Figure 3c) 1 V applied uniformly in all three directions. Each 

programming pulse has a duration of 100 ns with a trailing edge of 10 ns. Vertical and horizontal cross-

sections of the device, taken through the center, visually demonstrate how these different pulse 

amplitudes lead to varying device resistances, reflecting differences in phase distribution. This analysis 

underscores the impact of applied voltage pulse characteristics on the crystallization behavior of the PCM 

layer, highlighting its importance in optimizing device performance and functionality. 

The switching process is highly sensitive and controlled, ensuring that the phase change occurs 

uniformly across the entire memory cell. This uniformity is crucial for maintaining data integrity and 

preventing partial switching, which could lead to data errors. By fine-tuning the voltage and, 

consequently, the temperature, we achieve precise control over the phase state of the material. This 

capability allows for rapid and repeatable switching between phases, enabling efficient data storage and 

retrieval at high speeds. The ability to reliably control phase switching through temperature changes not 

only enhances the performance and density of the PCM device but also underscores its potential for next-

generation memory applications. 

After obtaining the phase distribution, the calculated resistance values in the three directions of the 

device for a 1 V applied voltage pulse with a duration of 100 ns with a trailing edge of 10 ns are illustrated 

in Figure 4. The simulation results depict the Set operation with Figure 4a) a constant 1 V pulse and Figure 

4b) varying programming voltages for a 100 ns pulse width with a 10 ns trailing edge. Figure 4a) shows 
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the resistance vs. time for the three directions, while Figure 4b) presents the resistance vs. applied voltage 

for the three directions. The obtained resistances in the x and y directions are similar, whereas the z 

direction exhibits different resistance values due to the thinner phase change material in the z direction. 

Before the voltage was applied, the device resistance was measured at 30 kΩ in the x and y directions 

and 19 kΩ in the z direction. After applying the 1 V voltage pulse, the resistance increased to 12.5 MΩ in 

the x and y directions and 9.6 MΩ in the z direction. This represents a resistance change of approximately 

420-fold in the x and y directions and 500-fold in the z direction. The data revealed that the z direction 

exhibited a notably lower resistance compared to the x and y directions. This lower resistance in the z 

direction is attributed to its reduced thickness, which facilitates a more efficient phase change due to the 

shorter path for current flow and heat dissipation. Consequently, the phase change material in the z 

direction undergoes a more uniform and complete transition, resulting in lower overall resistance. 

Additionally, we conducted a detailed analysis of resistance as a function of the applied voltage 

(Figure 4b)). The resistance vs. voltage graph showed a characteristic abrupt switching behavior, clearly 

demarcating the transition from the crystalline to the amorphous state. This sharp switching is indicative 

of the rapid phase change occurring within the material, where a small increase in voltage induces a 

significant rise in resistance, marking the transformation from a highly conductive crystalline phase to a 

much more resistive amorphous phase. This abrupt switching is essential for the reliable operation of PCM 

devices, as it allows for distinct and stable data states that can be precisely controlled and detected. The 

ability to obtain clear resistance characteristics in multiple directions and to observe abrupt switching 

behavior underscores the effectiveness of our PCM device design in achieving efficient and high-density 

data storage. 

 
Figure 4. Simulation results of Set operation for a) 1 V and b) increasing programming voltages for a 100 ns width 

pulse with 10 ns trailing edge. a) Resistance vs Time for three directions and b) Resistance vs Applied Voltage in 

three directions. 

 

The novel design of our phase change memory (PCM) device introduces an innovative approach to 

data storage, enabling significant advancements in memory technology. Unlike traditional PCM systems 

that store a single bit per cell by differentiating between two phases, our design utilizes a unique three-

directional phase change mechanism. This approach allows each memory cell to represent three distinct 

levels, corresponding to 0, 1, and 2, effectively enabling the storage of three bits per cell. As a result, the 

device can store information at a much higher density, significantly increasing data capacity without 

increasing the physical footprint. Simulations confirm the clear distinction between these levels, ensuring 

reliable data encoding and retrieval. This breakthrough in PCM technology not only enhances storage 

efficiency but also paves the way for faster data access and reduced power consumption, marking a 
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significant leap forward in the development of high-performance, scalable memory solutions for a wide 

range of applications. 

4. CONCLUSIONS 

In summary, the introduction of our novel multiple-bit-per-cell phase-change memory (PCM) device 

design marks a significant step forward in memory technology. Through meticulous engineering and 

innovative approaches, we have demonstrated the feasibility of achieving higher memory densities while 

maintaining performance and reliability. This advancement holds great promise for addressing the 

escalating demands of modern computing and data storage systems, offering enhanced efficiency and 

scalability. As we continue to refine and optimize this design, we anticipate further breakthroughs in 

memory architectures and the realization of even more powerful computing capabilities. 
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ABSTRACT: Climate change is a major concern around the world. In this context, the carbon footprint of 

animal waste is of critical importance for sustainability and climate change management. The aim of this 

study is to estimate the carbon footprint resulting from animal breeding and animal waste in the Karaman 

region. In the study, 2022 data was used and there are 1019277 sheep and 81368 cattle for Karaman. In the 

study, Tier 1 and Tier 2 approaches were used to estimate methane gas emissions related to both enteric 

fermentation resulting from animal digestive processes and manure management. According to the results 

of the study, the results obtained using Tier 1 and Tier 2 approaches are as follows: 0.4924-0.5014 kg CO2e 

per 1 liter of milk for Cattle. For sheep, it is 4.5167-6.5627 kg CO2e per 1 kg of meat. For goat, it is 5.0813-

6.0231 kg CO2e per 1 kg of meat. These results can be taken into account when creating strategies to reduce 

methane gas emissions. It is recommended to add better quality and high energy content foods to the feed 

ration, especially to reduce enteric fermentation. In addition, this study is a resource for relevant 

researchers working in the field in calculating the carbon loads of animal waste and is thought to be a 

guide for decision makers and practitioners. 

 

Keywords: Carbon Footprint, Greenhouse Gas, Tier Approaches, Carbon Emission, Karaman 

 

1.INTRODUCTION 

 

Increasing world population and human needs have led to resource depletion and environmental 

problems, including global warming and climate change. The Kyoto Protocol specifies greenhouse gases 

and emission sources responsible for global warming as carbon dioxide (CO2), methane (CH4), nitrogen 

oxide (N2O), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), and sulfur hexafluoride (SF6) [1], [2]. 

The carbon footprint is a measure of these emissions in terms of carbon dioxide and is divided into primary 

and secondary categories. This study focuses on the firstly carbon footprint. 

The Intergovernmental Panel on Climate Change (IPCC) has developed Tier 1-2-3 methods for 

calculating greenhouse gas emissions [3, 4]. According to the Food and Agriculture Organization (FAO), 

18% of total greenhouse gas emissions originate from agricultural activities, with 14.5% of this figure 

attributed to livestock production. Livestock farms are significant sources of CH4 and N2O emissions. 

These gases have a much higher global warming potential than CO2 [5, 6]. In the USA, the livestock sector 

accounts for 28% of antropogenic methane emissions [7]. Methane gas is produced as a result of the 

anaerobic decay of organic compounds found in the feces and manure of farm animals, posing a global 

problem. The annual methane gas emission from this source is estimated at 9.3 teragrams (Tg), 

contributing to 5% of the total global methane emissions [8, 9]. 

The livestock sector significantly contributes to global greenhouse gas emissions [10]. During milk 

production, the major greenhouse gas released is methane (CH4), mainly produced by microbial 

fermentation in the digestive tracts of ruminant animals like cattle and sheep [11]. Methane is a greenhouse 

gas 25 times more potent than carbon dioxide (CO2) and lingers in the atmosphere for approximately 12 

years [12]. Therefore, the livestock sector must develop strategies to reduce methane emissions and 

decrease its carbon footprint [6]. 
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The life cycle analysis (LCA) method can evaluate the carbon footprint of the livestock industry, 

calculating environmental impacts throughout a product or service's life cycle. LCA covers various stages 

of milk production, including feed production, animal care, manure management, milk processing, and 

distribution, measuring greenhouse gas emissions throughout these stages [13]. 

Numerous studies in the literature calculate the carbon footprint of milk production in different 

countries and production systems. These studies demonstrate that the carbon footprint of milk production 

varies depending on regional and systemic factors. For instance, studies by [4], [14-31] have reported that 

the carbon footprint of milk production varies depending on factors such as feed efficiency, animal 

productivity, manure management, energy use, transportation distance, and climatic conditions. 

In conclusion, the carbon footprint of milk production is a crucial aspect of the battle against global 

warming. The LCA method is employed to calculate and reduce the carbon footprint of milk production. 

It is evident from the literature that the carbon footprint of milk production varies based on regional and 

systemic factors, and various strategies have been proposed to decrease methane emissions. Implementing 

these strategies can contribute to the sustainability of dairy production, but their cost-effectiveness, 

socioeconomic, and environmental impacts must also be considered. 

The goal of this study is to estimate the carbon footprint resulting from animal activities in the 

Karaman region using Tier 1 and Tier 2 approaches. 

2.MATERIAL AND METHODS 

2.1. Current Situation of Karaman Province 

Karaman Province is located in the south of Turkey and is situated between 37°-11' north latitude and 

33°-13' east longitude. It is bordered by Mersin and Antalya to the south, and Konya to the west, north, 

and east. The city center is situated on a plain, with extensions of the Taurus Mountains to the south. The 

province is divided into 6 districts, 10 towns, and 154 villages. The geographical landscape of Karaman 

Province exhibits a unique characteristic where the northern part is covered with steppe vegetation, while 

the southern part is abundant in forests. Although the majority of the province's land is mountainous, the 

city center is located in a flat area [32]. 

The total land area of the province covers 885,100 hectares, with 39% dedicated to agricultural lands, 

23% to meadow pasture areas, 27% to forested areas, and 11% to other uses. Crop production spans across 

346,848 hectares throughout the province, with 62% of these areas allocated to field crops and 15% 

reserved for fallow lands. Specialized products such as fruit orchards cover 8.7% of agricultural lands, 

vineyards 1.4%, and vegetable cultivation 3.9%. Agriculture and animal husbandry are the primary 

sources of income for the regional economy in Karaman Province, highlighting the importance of this 

sector in the region [33, 34]. 

2.2. Data Collection 

For this study, data regarding the number of animals in villages and neighborhoods were acquired 

from the provincial directorate of agriculture and forestry to determine the quantity of animal waste in 

Karaman Province and its districts. Human population and animal number data for the districts are 

presented in Table 1. 

The geographical coordinates of Karaman Province, its districts, neighborhoods, and villages were 

recorded using the ArcMap 10.5 software. 

The distribution of the number of animals in Karaman Province's districts was analyzed to calculate 

the potential carbon footprint resulting from animal waste. This data was then transferred to the ArcMap 

10.5 software for density analysis. 
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Table 1. Population and Animal Number Data for DistrictsTable 

District Number of 

Cattle 

Number of 

Sheep 

Number of 

Goats 

Human 

Population 

AYRANCI 7138 258738 21875 7859 

ERMENEK 5372 14684 35335 27417 

BAŞYAYLA 1457 3681 4859 3508 

KAZIMKARABEKİR 3541 24828 6219 4404 

SARIVELİLER 3005 5620 7205 11232 

CENTRAL DISTRICT 60855 479890 156343 247334 

 

2.3. Business Status 

In this section, the factors that are effective in the formation of climatic environmental conditions in 

the livestock barns where the study was conducted are explained. Additionally, various variables such as 

barn types, capacities, ventilation systems, manure removal methods and barn layouts vary among 

livestock facilities. More extensive livestock farming is done than commercial livestock farming. 

Therefore, the number of places where animal husbandry is carried out within the framework of a certain 

system is low density.  

For this reason, Tier-2 data for places where livestock activities are carried out were included in the 

calculations based on average range values (Table 2). 

 

Table 2 Acceptances regarding livestock activities used in Tier-2 

Ym Value Source 

Cow  Sheep  Goat  

Ym 6,5 4,5 4,5 [35] 

ASH 8% 9% 9% [36]; [37]; [38] 

Livestock weight 550 kg 45 kg 40 kg [39]; [40] 

Ca 0.17 MJ d-1 kg-1 0.009MJd-1/kg-1 0.009MJd-1/kg-1 [35] 

Daily milk production 3,2 ton/year 0,8 ton/year 0,8 ton/year [41]; [42] 

Milk Fat percentage %3,5 %6 %4,5 [43]; [44]; [45]; [46] 

Cp 0,1 0,126 0,077 [35] 

Wool/Fleece quantity - 3,6kg/yıl - [47] 

Feed Ration  12 kg/day 0,9 kg/day 0,9 kg/day [48]; [49]; [50]; [51] 

 

2.4. Carbon Footprint Calculation 

In this study, Tier methods published by IPCC were used to examine methane (CH4) and carbon 

dioxide (CO2) emissions caused by dairy cattle farming, sheep and goat breeding sub-sectors within the 

livestock sector [35]. The IPCC 2006 National Greenhouse Gas Inventory Guide provides methodologies 

to be used in estimating national inventories and is the main methodological source for this study. 

In our study, sector and technology data were the main deciding factors when choosing the calculation 

method. Tier approaches determined by the IPCC are divided into three, but Tier 1 and Tier 2 approaches 

were used in this study. 

When we calculate carbon footprint, the calculation is made per specific functional unit. For example, 

for dairy cattle farming, functional units such as 1 kg of processed milk or 1 hectare of agricultural land 

are taken as basis. This choice has been important in interpreting the results in regions where production 

is concentrated [52, 53, 4]. 
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The carbon footprint calculation process, which is the main purpose of our study, was made on a per 

kg product basis. Emissions are typically corrected based on factors such as kg live weight or carcass 

weight for meat production systems and solids content per kg milk for dairy production systems. 

However, it is important to note that these rules do not apply to some special cases. In particular, different 

approaches are required for boneless meat and protein. Additionally, some studies also present a measure 

of output per domain [54, 55]. 

Therefore, this study calculated the carbon footprint through functional units such as 1 liter of milk in 

cattle enterprises and 1 kg of meat in sheep enterprises. 

2.4.1. Tier 1 approach 

The Tier 1 method is one of the simplest and most basic calculation methods, and in this method 

equations and default parameter values (e.g. emissions and stock change factors) are provided. The Tier 1 

approach is based on country-specific activity data, but often sources of estimates for various parameters 

are available worldwide (e.g. deforestation rates, agricultural production statistics, global land cover 

maps, fertilizer use, animal population data, etc.) and specific values may not be available [35]. 

In carbon footprint calculations related to fertilizer management, the emission factor according to the 

Tier 1 method varies depending on the physical conditions (indoor or outdoor) and temperature 

conditions of the place where the manure are stored or preserved [56]. In accordance with the IPCC 

guidance, the Tier 1 approach is a simplified method for estimating emissions that only includes selected 

data for specific animal species, subcategories and climate zones or temperature ranges, together with the 

default emission factors found in the guidance [35]. In this study, equation 2.1 was used to calculate the 

carbon footprint resulting from manure management. 

 

CH4Fertilizer =∑
(𝐸𝐹𝑇.𝑁𝑇)

106𝑇                 (2.1) 

 

In this equality; 

CH4Fertilizer : Methane emissions from manure management (Gg CH4/year) 

EF(T)   : Emission factor for the defined livestock sector (kgCHVhead/year) 

N(T)   : Number of animals in the population 

T   : Animal type 

 

EF(T) values were determined using emission factors selected from Table 10.14 and Table 10.15 based 

on the subcategories specified in the IPCC 2006 guidance. These tables were created taking into account 

the differences in the development levels of the countries and the fertilizer management systems used. 

Additionally, another important parameter such as temperature was also taken into account. It has been 

noted that Turkey is evaluated in the category of developing countries and the average temperature of 

Karaman province is 12°C according to measurements between 1991-2020 [57]. Therefore, emission factor 

selections were made from the intersections of these values. Based on the data provided as reference in 

the IPCC guideline, methane emission factor tables resulting from manure management varying with 

temperature values for the Tier 1 approach are given below (Tables 3 and Tables 4). 
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Table 3. Methane emission factor from manure management for cattle [35]. 

 Cold  Temperate Hot 

 <10°C 11°C 12°C 13°C 14°C 15°C 16°C 17°C 18°C 19°C 20°C 21°C 22°C 23°C 24°C 25°C 26°C 27°C >28°C 

Dairy 

Cattle 
11 12 13 14 15 20 21 22 23 25 27 28 30 33 35 37 42 45 46 

Other 

Cattle

- 

6 6 7 7 8 9 10 11 11 12 13 14 15 16 18 19 21 23 23 

 

Table 4. Methane emission factor due to manure management for small ruminants that varies with 

temperature values [35]. 

  Cold (<15°C) Temperate (15°C-25°C) Hot (>25°C) 

 Sheep 

Developed 

countries 

 

0.19 0.28 0.37 

Developing 

countries 

 
0.10 0.15 0.20 

Goat     

Developed 

countries 

 
0.13 0.20 0.26 

Developing 

countries 

 
0.11 0.17 0.22 

 

In the methane emission factor tables due to manure management, in this study, it was determined as 

13 kg CH/head.year for cattle, 0.13 kg CH/head.year for goat enterprises and 0.13 kg CH/head.year for 

sheep pen enterprises. 

Another important source of methane originating from livestock subcategories is the rumination 

process that animals carry out during digestion. Methane is a byproduct produced as a result of enteric 

fermentation that occurs in the digestive system of grazing animals. Enteric fermentation is carried out by 

microorganisms that carry out the digestive process by breaking down carbohydrate molecules in the 

bloodstream of the grazing animal into simple molecules [56]. The amount of methane produced varies 

depending on the animal's digestive system type, age, weight, and the quality and quantity of feed 

consumed [35]. 

In this study, the Tier 1 approach specified in the IPCC guideline was used to calculate methane (CH4) 

emissions from enteric fermentation. This approach uses default emission factors to estimate emissions 

and includes key data such as animal species, diets and annual milk yields. Additionally, equation 2.2 was 

used for the calculations, which is a mathematical formula used to estimate CH4 emissions from enteric 

fermentation. This equation is a useful tool for calculating emissions, taking into account the 

characteristics and feeding habits of animals [35]. 

 

Emissions =(𝐸𝐹𝑇) × (
𝑁𝑇

106)                                    (2.2) 

 

In this equality; 

Emissions : Methane emissions from enteric fermentation (Gg CH4/year) 

EF(T)   : Emission factor for the defined livestock sector (kgCH4.head/year) 

N(T)   : Number of animals in the population 

T   : Animal type 
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EF(T) values are calculated using emission factors selected from Table 10.10 and Table 10.11 based on 

subcategories in the IPCC 2006 guidance. These tables take into account the differences in the development 

levels of the countries and the feed compositions used. For the Tier 1 approach, enteric fermentation-

derived methane emission factor tables, which vary according to temperature values, were created as 

stated in Tables 5 and Tables 6. 

 

Table 5. Methane emission factor from enteric fermentation for cattle [35]. 

 Animal Category Emission Factor Description 

Eastern European 

Country Category 

Dairy Cattle 99 
Average Milk 

Production 2550 

kg/head.year Other Cattle 58 
Includes cattle, bulls and 

young animals 

 

Table.6. Methane emission factor from enteric fermentation for sheep [35] 

Animal Category Developed country Developing country Live weight 

Koyun 8 5 
65 kg - developed 

country 45 kg-developing country 

Keçi 5 5 40 kg 

 

In the study, using Table 4 and Table 5, the methane emission factor originating from enteric 

fermentation was selected as 99 kg CH4/head.year for dairy cattle and 5 kg CH4/head.year for goat and 

sheep pen enterprises. 

2.4.2 Tier 2 approach 

The Tier 2 approach follows a similar methodological approach as Tier 1, but the key difference is the 

use of emission factors based on country- or region-specific data. Country-specific emission factors better 

adapt to factors such as climate zones, land use systems and livestock categories in that country and allow 

for a more accurate carbon footprint estimate. The Tier 2 approach is also more suitable for specific regions 

or land use/livestock categories, using more detailed data and subcategorized activity data [35]. 

Determining the Tier 2 approach is based on estimating the gross energy intake when calculating the 

enteric emissions of a particular animal species in the animal population. Gross energy is calculated by 

several factors and includes: 

1. Net energy required for maintenance 

2. Net energy required for daily activities 

3. Net energy required for growth 

4. Net energy required for lactation (milk production) 

5. Net energy required for operation 

6. Net energy required for wool production 

7. Net energy required for pregnancy 

8. Ratio of net energy available in the feed to digestible energy consumed (REM) 

9. Ratio of net energy available for growth in nutrition to digestible energy consumed (REG) 

Calculation of these factors is used to determine gross energy. In this study, equation 2.3 was used for 

gross energy calculation. This approach provides more detailed data to obtain more precise results and 

estimate enteric emissions for specific animal species [58]. 

 

GE=[(
𝑁𝐸𝑚+𝑁𝐸𝑎+𝑁𝐸𝑙+𝑁𝐸𝑤+𝑁𝐸𝑝

𝑅𝐸𝑀
) + (

𝑁𝐸𝑔+𝑁𝐸𝑤𝑜𝑜𝑙

𝑅𝐸𝐺
)] /(%

𝐷𝐸

100
)                                                                                    (2.3) 

 

In this equality; 

GE  : Gross Energy (MJ/day) 
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Nem  : Net energy needed by the animal for care (MJ/day) 

Nea  : Net energy required by the animal for activity (MJ/day) 

NEl  : Net energy required by the animal for lactation (MJ/day) 

New  : Net energy required by the animal for work (MJ/day) 

NEp  : Net energy required by the animal for pregnancy (MJ/day) 

NEg  : Net energy required by the animal for growth (MJ/day) 

NEwool : Net energy required by the animal for wool production (MJ/day) 

REM  : The ratio of the net energy available in the feed to the digestible energy consumed 

REG  : The ratio of net energy available for growth in nutrition to digestible energy consumed 

DE  : Digestible energy expressed as a percentage of gross energy (%) 

 

Tables used to determine gross energy for dairy cattle, sheep and goat enterprises are included in 

Annex 10A.1 of Chapter 10 of the IPCC 2006 guide. These tables present variables such as gross energy 

intake, metabolizable energy, net energy maintenance and net energy production by animal categories 

and subcategories. These variables can be used to calculate the values of the parameters in the formulas 

used to determine gross energy. For gross energy calculation, separate tables and values were taken into 

account for dairy cattle enterprises, separate tables for sheep farming enterprises and separate tables for 

goat enterprises. 

After gross energy calculations were completed, equation 2.4 was used in this study to calculate 

methane emissions from enteric fermentation for selected livestock categories. This approach helps the 

study obtain more precise and specific results and aims to estimate the carbon footprint more accurately 

[4]. 

 

EF = 
𝐺𝐸×(

𝑌𝑚

100
)×365

55,65
                                                                                                       (2.4) 

 

In this equality; 

EF : Emission factor from enteric fermentation (kg CH4/head.year) 

GE : Gross energy (MJ/day) 

Ym : Methane conversion factor (percentage of gross energy in feed converted to methane) 

55.65 : Methane energy content (MJ/kg CH4) 

 

Dairy cattle, sheep and goats vary significantly from country to country in terms of management 

characteristics and manure management systems. In the Tier 2 method, the calculation of methane 

emission factors from manure depends on the manure properties and manure management system 

features [35]. In this study, equation 2.5 was used to calculate the methane emission factor from fertilizer. 

 

EF = (VST × 365) × [Bo(T) × 0,67 × (∑
𝑀𝐶𝐹𝑠,𝑘

100
) × 𝑀𝑆𝑡, 𝑠, 𝑘                         (2.5) 

 

In this equality; 

EF   : Annual CH4 emission factor for the livestock category 

VST  : Volatile solids excreted daily from the animal category (kg dry matter/head.day) 

Bo(T)  : Maximum methane production capacity for fertilizer produced by animal category (m3 

CH4/kg) 

0.67  : m3 CHVin kg CH4 conversion factor 

MCF(s,k) : Methane conversion factor (%) for each manure management system according to 

climate zone 

MS(T,S,K) : Animal category, manure management system, climate zone fraction (dimensionless) 

There is another equation that should also be used for the VS(T) parameter used in this equation. The 

equation to be used in the calculation is given in 2.6. 
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VS = (𝐺𝐸 × (1 −
%𝐷𝐸

100
) + (𝑈𝐸 × 𝐺𝐸)) × (

1−𝐴𝑆𝐻

18,45
)                                                                   (2.6) 

 

In this equality; 

VS  : Volatile solids (kg VS/day) 

GE   : Gross energy (MJ/day) 

DE%  : Percentage of digestible food. It will be selected according to mortar categories and 

feeding diversity in Table 10.2. 

(UE*GE) : Urinary energy is expressed as a fraction of gross energy. Typically 0.04GE can be 

considered the urinary energy excretion by most ruminants. 

ASH  : Ash content of manure. 

18.45   : Conversion factor for gross energy per kg dry matter (MJ/kg). 

 

The numerical data obtained in this study are the results of emission factors calculated using Tier 

approaches. In order for this data to be used for carbon footprint estimation, it must be multiplied by CO2 

equivalent (CO2e) conversion factors. The IPCC uses equivalence factors to convert greenhouse gas 

emissions into CO2e. These factors are calculated based on the 100-year global warming potential of 

different greenhouse gases. According to IPCC data in 1997, the 100-year global warming potential of CH4 

was accepted as 21, N2O as 310 and CO2 as 1 [59]. However, in subsequent updates, the equivalence 

factors were changed according to the update made by the IPCC [35]. After this update, the 100-year 

global warming potential of CH4 is accepted as 25, N2O as 298, and CO2 as 1 [55]. CO2 equivalence 

conversion rates are given in Table 7. 

 

Table 7. Greenhouse gases CO2 equivalent conversion factors [55]. 

Greenhous

e Gas 
Name 

CO2eq 

[59] 

CO2 eq 

 [35] 
Main Source 

CO2 Carbon dioxide 1 1 Fossil fuels, deforestation 

CH4 Methane 21 25 

Rice fields, animal stomachs, 

biomass burning, landfills, leaks in 

natural gas pipelines, mines 

N2O Nitroxide 310 298 
Chemical fertilizers, fossil fuels, 

nylon production 

 

In addition to methane emissions from enteric fermentation and fertilizer management, other 

emissions also occur in the businesses in the study area for various reasons. These reasons include 

emissions resulting from ventilation, heating, cooling, lighting, electricity and fuel consumption used in 

businesses. In the dairy cattle enterprises and sheep barn enterprises covered by the study, various 

operations such as milking, heating, manure cleaning and manure removal are carried out even if natural 

ventilation is used [6]. 
When calculating the carbon footprint, conversion factors used for electricity and fuel consumption 

are also taken into account. The emission factors used in this study are as follows: 2.66 kg CO2e/kg for 

diesel fuel, 2.86 kg CO2e/kg for coal heating and 0.40 kg CO2e/kW/hour for electricity used in various 

production activities within the enterprise (Table 8) [25]. 

This information was used to take into account the full scope of emissions to calculate the carbon 

footprint of the study. In this way, the contributions of businesses to greenhouse gas emissions are 

evaluated from a more holistic perspective. 
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Table 8. Electricity and fuel emission factors used in carbon footprint [25] 

Emission Source Coefficient Unit 

Diesel 2,66 kg CO2 eq/ kg 
Electric 0,40 kg CO2 eq kW/h 

Coal 2,86 kg CO2 eq/ kg 

 

3. RESULTS AND DISCUSSION 

In this study, Tier 1 and Tier 2 approaches developed by IPCC were used to calculate the carbon 

footprint for selected livestock facilities. The aim is to estimate the greenhouse gas emissions and carbon 

footprint caused by cattle and sheep farming activities in Karaman city center, districts, villages and 

neighborhoods. Calculating the carbon footprint and evaluating the results is important to understand the 

potential of animal production enterprises in Karaman province to reduce greenhouse gas emissions and 

to determine these measures. This study can help create and implement policies and practices to reduce 

greenhouse gas emissions. 

The results of the study can be used to determine which livestock activities create the most emissions 

and in which regions these emissions are concentrated. This information can be used to identify areas 

where measures to reduce carbon footprint should be focused. It may also be useful to evaluate the 

effectiveness of measures to reduce the environmental impact of livestock enterprises. 

As a result, this study should be seen as an important step to understand and reduce the 

environmental impacts of the animal production sector in Karaman province. This can contribute to 

promoting a sustainable livestock sector. 

3.1. Carbon Footprint According to Tier 1 Approach 

In the study, carbon footprints of livestock activities within the borders of Karaman province were 

determined using the Tier 1 approach of the IPCC guide. This calculation approach was made taking into 

account the geographical location of the region and annual average temperature data. The carbon footprint 

per 1 liter of milk for cattle is calculated as 0.4924 kg CO2e, and the annual total carbon footprint of these 

animals is determined as 227830.4 tons CO2e. 

In study [58], it was mentioned that a carbon footprint of 0.4215 kg CO2e per 1 liter of milk was 

determined for dairy cattle in Bursa, and the total annual carbon footprint of the dairy cattle enterprise 

was 461 tons of CO2e. In this study, it was stated that the carbon footprint of a dairy cattle enterprise 

consists of four components: enteric fermentation, manure management system, fuel and electricity 

consumption within the enterprise. Additionally, it was stated that the values used to calculate the carbon 

footprint resulting from dairy farming in Ireland. In study were close to other similar studies [60], 

greenhouse gas emissions were expressed as CO2 equivalents. Emissions per hectare for dairy farming 

were calculated as 6,835 kg CO2e/year, and for beef production as 4,859 kg CO2e/year. These emission 

values are associated with all land areas within the scope of the study. In [23] study, Canada's dairy sector 

was examined and a model was developed to estimate the carbon footprint of dairy products. The carbon 

footprint of raw milk varies in different regions and is calculated as 0.93 kg CO2e/1 L milk in the western 

regions and 1.12 kg CO2e/1 L milk in the eastern regions. 

All these studies show that different approaches can be used to determine and reduce the carbon 

footprint of the livestock sector and that geographical, climatic and operating differences can affect the 

results. The carbon footprint amounts calculated at the end of the study are similar to studies conducted 

in similar regions. 

According to calculations made for Karaman province, 4.52 kg CO2e is emitted per 1 kg of meat 

production for sheep barns, and 5.08 kg CO2e is emitted per 1 kg of meat production for goat barns. These 

results show that the factors that contribute to the carbon footprint of cattle also apply to sheep and goat 
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pens. The annual carbon footprint for sheep pens was calculated as 160,047.4 tons CO2e, and for goat pens 

it was determined as 47,120.7 tons CO2e. 

These results are consistent with previous studies. The study conducted revealed that sheep pens emit 

0.0912 kg of CO2e per 1 kg of meat production and the annual carbon footprint of the enterprise is 329 

tons of CO2e [58]. This study indicates that the factors that contribute to the carbon footprint of dairy 

cattle enterprises are also valid for sheep enterprises. It divided carbon footprint calculations in sheep 

farms in Australia into two: methane emissions from manure and methane emissions from enteric 

fermentation [61]. According to this study, methane emissions from manure were calculated as 0.00076 

kg CO2e per 1 kg of meat production, and methane emissions from enteric fermentation were calculated 

as 4.6 kg CO2e per 1 kg of meat production. In the research conducted by [17], a literature review was 

conducted on the factors affecting the size of emissions and surveys were conducted on two farms with a 

more intensive production system and a larger system. In the farm with a more intensive production 

system, 0.4 kg of methane emission per kg of sheep meat was detected, and in the farm with a larger 

production system, 0.9 kg of methane emission per kg of sheep meat was detected. These differences have 

been attributed to factors such as lambs remaining on pasture longer and the addition of more forage. The 

study also showed that emission amounts may vary depending on various factors such as feed 

composition, feed quality, age of the animals, the duration they are active, breed and gender. 

The carbon footprint amounts obtained using the Tier 1 approach are given in Table 9 and the 

Karaman-wide CO2 distribution map is given in Figure 1. 

Calculations show that the carbon footprint amounts of livestock activities in Karaman province are 

at different levels. These results help to identify the main reasons why emission amounts vary between 

livestock subcategories. Two main reasons stand out: Enteric fermentation of ruminant animals and 

differences in manure management systems. This information can form an important basis for developing 

environmental sustainability strategies and reducing emissions at the regional level. Additionally, these 

data can contribute to the development of better practices to reduce the environmental impact of livestock 

farming enterprises. 

 

Table 9. CO2 equivalent amounts of Districts in terms of animal waste (Tier-1) 

District Cattle  

Total tons CO2eq 

Sheep  

Total tons 

CO2eq 

Goat  

Total tons 

CO2eq 

Grand Total 

tonnes CO2eq 

AYRANCI 19986,4 52588,4985 4446,09375 77020,99225 

ERMENEK 15041,6 2984,523 7181,83875 25207,96175 

BAŞYAYLA 4079,6 748,16325 987,59175 5815,355 

KAZIMKARABEKİR 9914,8 5046,291 1264,01175 16225,10275 

SARIVELİLER 8414 1142,265 1464,41625 11020,68125 

CENTRAL DISTRICT 170394 97537,6425 31776,71475 299708,3573 

Total 227830,4 160047,3833 47120,667 434998,4503 
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Figure 1 CO2eq distribution map across Karaman using Tier 1 approach 

 

3.2. Carbon Footprint According to Tier 2 Approach 

In this study, the carbon footprint of livestock enterprises operating in Karaman province was 

determined with the Tier 2 approach included in the guide published by [35]. The Tier 2 approach takes 

into account parameters that vary depending on the species, age group, nutritional level and climatic 

conditions of the animals. These parameters include factors such as live weight of the animals, daily feed 

consumption, nutritional value of the feed, type of digestive system of the animals, and manure 

management system. In this study, carbon footprint calculations were made for cattle, sheep and goats 

using parameters selected in accordance with the geographical location and climatic characteristics of 

Karaman province. According to the results of the study, the carbon footprint of milk obtained from cattle 

was determined as 0.5013 kg CO2e/1 L. The total annual carbon footprint of cattle was found to be 231995.7 

tons CO2e. 88% of this amount comes from enteric fermentation (204,000 tons CO2e) and 12% comes from 

fertilizer management (27,995.7 tons CO2e). The carbon footprint of meat obtained from sheep and goats 

was determined as 6.5627 kg CO2e / 1 kg meat and 6.0231 kg CO2e / 1 kg meat, respectively. The annual 

total carbon footprint of sheep and goats was found to be 232548.1 tons CO2e and 55854.67 tons CO2e, 

respectively. Of these amounts, 93% (216.169% tons CO2e and 51.954% tons CO2e) comes from enteric 

fermentation, and 7% (16.379% tons CO2e and 5.900% tons CO2e) comes from manure management (Table 

10). It has been observed that a large part of the carbon footprint originates from enteric fermentation, 

while manure management has a smaller share. Detailed results of the study obtained using the Tier 2 

approach are presented in Table 11 and the CO2 equidistribution map of Karaman province is presented 

in Figure 2. 
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Table 10 Methane formation amounts from fertilizer and fermentation in the districts in terms of animal 

waste 

District 

CH4 from 

cattle 

manure 

CH4 from 

SHEEP 

manure 

CH4 

from 

GOAT 

manure 

CH4 from 

cattle 

fermentati

on 

CH4 from 

SHEEP 

fermentatio

n 

CH4 from 

GOAT 

fermentatio

n- 

EF(annual)(methane)(kg) 

AYRANCI 96109,374 192809,08

3 

13298,39

3 

717962,606 2863624,955 197509,419 

ERMENEK 72331,123 10942,376 21481,08

4 

540332,743 162517,561 319039,787 

BAŞYAYLA 19617,730 2743,046 2953,915 146549,666 40740,067 43871,920 

KAZIMKARABEK

İR 

47677,682 18501,588 3780,695 356164,974 274787,933 56151,363 

SARIVELİLER 40460,727 4187,970 4380,110 302252,400 62200,265 65053,959 

CENTRAL 

DISTRICT 

819380,215 357609,43

9 

95045,05

8 

6120988,289 5311260,733 1411621,267 

 

Table 11. CO2eq amounts of Districts in terms of animal waste (Tier-2) 

District 

Cattle  

Total tons CO2eq 

Sheep  

Total tons CO2eq 

Goat  

Total tons 

CO2eq 

Grand Total 

tonnes CO2eq 

AYRANCI 20351,79952 76410,85096 5270,195321 102032,8458 

ERMENEK 15316,59667 4336,498448 8513,021791 28166,1169 

BAŞYAYLA 4154,184911 1087,077825 1170,6459 6411,908637 

KAZIMKARABEKİR 10096,06642 7332,238046 1498,301472 18926,60594 

SARIVELİLER 8567,82818 1659,705889 1735,851762 11963,38583 

CENTRAL DISTRICT 173509,2126 141721,7543 37666,65815 352897,6251 

Total 231995,6883 232548,1255 55854,6744 520398,4882 
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Figure 2. CO2eq distribution map across Karaman using Tier 2 approach 

 

3.3. Comparison of Tier 1 and Tier 2 Approaches 

Comparative results of carbon footprint values for BBH, Sheep and Goat enterprises as a result of 

calculations made using the Tier 1 and Tier 2 Approaches and parameters in the IPCC guide. Table 12 is 

also given. 

 

Table 12. % change rates by Animal Type 

 
Tier 1 Approach Results Tier 2 Approach Results 

% Rate of change 

Cattle 
0,4924 kg CO2e/1 L milk 0,5014 kg CO2e/1 L milk 

1,8 
5,6 kg CO2e/1 kg meat 5,7 kg CO2e/1 kg meat 

Sheep 
0,1856 kg CO2e/1 L milk 0,2697 kg CO2e/1 L milk 

31,17 
4,52 kg CO2e/1 kg meat 6,56 kg CO2e/1 kg meat 

Goat 
0,4491 kg CO2e/1 L milk 0,5323 kg CO2e/1 L milk 

15,63 
5,08 kg CO2e/1 kg meat 6,02 kg CO2e/1 kg meat 

 

According to the results given in Table 12, carbon footprint values calculated with the Tier 2 approach 

are higher than the Tier 1 approach. This is because, in the Tier 2 approach, private data of livestock 

enterprises and the work area are included in carbon footprint calculations. In the Tier 2 approach, 

parameters such as live weight of the animals, daily feed consumption, nutritional value of the feed, type 

of digestive system of the animals, and manure management system are taken into account. These 
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parameters are factors that affect the carbon footprint. In the Tier 1 approach, these parameters are ignored 

and fixed emission factors are used depending on the type and number of animals. Therefore, the Tier 2 

approach provides more realistic and accurate results. 

However, carbon footprint values calculated with the Tier 2 approach increase at different rates 

depending on animal species. As seen in Table 12, the carbon footprint value calculated with the Tier 2 

approach for cattle is 1.8% higher than the Tier 1 approach. This rate is 31.17% for sheep and 15.63% for 

goats. This difference is due to factors such as the feeding style of the animals, manure management 

characteristics and the climatic conditions of the study area. These factors affect the carbon dioxide 

equivalent (CO2e) emissions of animals. 

The parameters used in this study are accepted data found in the guide published by the [35]. 

However, it should not be forgotten that these parameters may vary depending on the climatic data of the 

study area. Therefore, it is important to take into account the specific conditions of the work area when 

making carbon footprint calculations. This study shows that the Tier 2 approach is more appropriate than 

the Tier 1 approach in determining the carbon footprint of the livestock sector. 

4.CONCLUSION 

This study aimed to reveal the contribution of livestock activities in Karaman province to global 

warming through carbon footprint analysis. In the study, carbon footprint calculations were carried out 

using Tier 1 and Tier 2 approaches, taking into account the population of 81368 Cattle, 787441 Sheep and 

231836 Goats in the province. Additionally, strategies proposed in the literature to reduce carbon footprint 

were evaluated. As a result of the study, a result of 0.4924 kg CO2e per 1 L of milk, which is the functional 

unit for Cattle, was reached in the Tier 1 approach. It is estimated that 88% of this result is CH4 emissions 

resulting from enteric fermentation as a result of the animal ruminating. It was determined that the 

remaining 12% was due to the fertilizer management system. The carbon footprint calculation result using 

the Tier 2 approach was obtained as 0.5014 kg CO2e per 1L of milk for Cattle. 

When the Tier 1 approach was used in the calculations for sheep pens, it was 4.5167 kg CO2e per 1kg 

of meat, while as a result of the calculation using the Tier 2 approach, 6.5627 kg CO2e per 1kg meat was 

found. In the calculations made for goat pens, when the Tier 1 approach was used, 5.0813 kg CO2e per 

1kg of meat was found, while as a result of the calculation made using the Tier 2 approach, 6.0231 kg CO2e 

per 1kg of meat was found. 

According to the findings of the study, it was observed that there were significant differences in carbon 

footprint values between animal categories and subcategories. When the Tier 2 approach was used, carbon 

footprint values were higher than the Tier 1 approach. This shows that the Tier 2 approach provides a 

more realistic assessment [35]. It has been determined that most of the carbon footprint is caused by enteric 

fermentation. Enteric fermentation is the production of methane gas by microorganisms in the stomachs 

of ruminant animals during the digestive process. Methane gas is one of the most important greenhouse 

gases in the atmosphere and its global warming potential is 28 times greater than carbon dioxide [62]. 

Some strategies suggested in the literature to reduce methane emissions from enteric fermentation include 

adding ionophores, oils, high-quality feeds or grains to the animal's diet, or using compounds that inhibit 

methane production in the animals' stomachs [63, 14, 16, 42]. 

Another finding of the study is that the manure management system also contributes to the carbon 

footprint. Manure management system can be defined as the collection, storage, processing and use of 

animal manure. The manure management system can affect emissions of both carbon dioxide and other 

greenhouse gases such as methane and nitrous oxide. Some strategies suggested in the literature to reduce 

greenhouse gas emissions from manure include improving manure operating systems or composting [64]. 

As a result of the study, it was revealed that livestock activities in Karaman province make a 

significant contribution to global warming. To reduce this contribution, mitigation methods from both the 

source and the environment should be applied. Source reduction methods are activities aimed at 

preventing or reducing the formation of greenhouse gases. Environmental mitigation methods are 

activities that enable the removal or storage of greenhouse gases from the atmosphere. In this study, 
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prevention strategies such as changing barn and coop designs or reducing the protein content of the feed 

ration were suggested among source reduction methods. In addition, environmental reduction methods 

include options such as afforestation, biomass energy, carbon capture and storage [62]. 

This study is important as it is the first study to evaluate the effects of livestock activities in Karaman 

province on global warming. It carried out a carbon footprint analysis to determine the effects of livestock 

activities in Karaman province on global warming. As a result of the study, carbon footprint values by 

animal categories and the factors affecting them were revealed. Additionally, various strategies and 

greenhouse gas emissions reduction methods suggested in the literature to reduce carbon footprint were 

evaluated. This study provides information that may be useful to both the livestock sector and all 

stakeholders combating global warming. However, the study also has some limitations. For example, only 

Cattle, Sheep and Goat populations were considered in the study. Other animal species and poultry can 

also contribute to the carbon footprint. Additionally, only the direct effects of livestock activities were 

taken into account in the study. Indirect effects of livestock activities, such as feed production, 

transportation and processing, can also affect the carbon footprint. Therefore, future studies should also 

focus on these issues. 
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ABSTRACT: Cutting mechanics must be known in terms of solving the mechanistic problems to be 

encountered as a result of the operational processes on the bone. In today's applications, operational 

procedures such as milling, drilling, cutting and screwing can be performed on the bone as a surgical 

procedure. The uncontrollable cutting forces that occur as a combination of the microstructure of the 

bone and the geometric features of the cutting tools and the resulting localized heat (fracture and 

necrosis) may cause bone damage. The fracture of the cutting tool or the cut bone due to the cutting 

force depends on the intensity and direction of the forces applied during the operation. In this study, a 

review of the studies in the literature on what the factors causing bone damage and their effects are 

reduced. In addition, the information given in this study will be useful as a one-stop document for 

technicians, engineers and researchers who need information on tool design, cutting force measurements 

in bone processing operations (in surgical applications such as milling, drilling, cutting, etc.) of cutting 

forces. 

 

Keywords: Bone Cutting, Bone Temperature, Cutting Force, Cutting Parameters, Machining 

1. INTRODUCTION 

Machining technology, which is one of the most important fields with a great impact on the 

production industry in the world, has been and will continue to be effective in areas such as health, 

automotive, defense, aerospace, machinery manufacturing in the economies of developed countries [1]. 

Cutting mechanics is extremely important in machining technology. Chip formation, cutting tool and 

cutting forces are among the important stages to be emphasized in cutting mechanics. In order to be able 

to process materials in the desired dimensions, cutting tool manufacturers and academicians in this field 

are working on the development of cutting tool geometry and materials in manufacturing systems [2]. 

Selecting the ideal cutting tool during chip removal is an important condition for maximum 

productivity. Although a suitable cutting tool is selected, if the cutting parameters are not suitable, 

productivity decreases [3]. In order to obtain good efficiency in the machining process, it is possible to 

know the properties of the part to be machined and to select the machining parameters properly. 

Machinability provides the ease of machining the material with the ideal cutter and the correct cutting 

conditions. The most important step in machinability is the cutting force [4]. The basis of the chip 

removal process is plastic deformation, which leads to high strain rates and temperature generation 

during forming [5]. Plastic deformation in the cutting plane affects the cutting forces and the power 

consumed, as well as the chip geometry [6]. 

There is a relationship between the power spent during the chip removal process and the applied 

cutting forces. Because large forces are required to separate the chip from part [7]. These forces are one 

of the factors affecting machine costs. At the same time, cutting forces have a significant effect on heat 

generation, cutting tool life, part surface quality and geometric dimensions of the workpiece. Cutting 

forces vary depending on parameters such as rigidity of the machine, cutting parameters, tool geometry, 
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workpiece material [8]. The fact that there are so many variables affecting the cutting forces has led 

scientific researchers to study the force generation [9, 82, 131]. 

One of the most important applications of cutting mechanics is in the health sector. These 

applications are generally performed in orthopedics and dental fields. Cutting and drilling operations on 

bone are the most important surgical applications that can affect the health and healing process of 

patients after surgery [117]. Today, cutting and drilling of bone in orthopedic operations are performed 

with surgical cutting systems [117, 118, 120, 132]. During cutting, heat may be generated due to friction 

between the surgical saw blade/piercing tip [51, 118, 119, 135, 136,137]  and the bone. This heat generated 

in the bone is known to adversely affect the healing process after the operation. The side effects of the 

heat generated in the bone during cutting or drilling can lead to deterioration of bone tissue [10], 

infection of the bone, decrease in the mechanical strength of the bone [11] and delayed postoperative 

healing times [12]. The heat generation on the bone can vary according to the speed of the cutting tool 

and the force applied by the user. At the same time, this heat has detrimental effects on existing bone 

tissue [12, 13, 14, 15]. When bone is heated to 50°C, irreversible changes in the mechanical properties of 

bone can be observed [16]. In addition, mechanical deformation with a cutting tool can cause 

microcracks that can lead to osteocyte apoptosis (cell death) [17]. 

Another application that can be performed on bone is drilling [121, 122, 123, 124, 125, 127, 134]. 

Drilling in bone has important surgical applications, especially in the placement of screws during the 

repair of fractures in orthopedic fields [126, 128, 129, 130]. One of the biggest problems encountered 

during drilling is heat generation. The amount of drilling depth, drilling geometry, cutting tool used, 

variations in cortical thickness, drilling speed, pressure applied to drilling and bone density affect the 

temperature rise [18]. 

 

2. MATERIAL AND METHODS 

2.1. Anatomy of Bone 

Bone is a tissue that protects and supports vital organs in the human body, and at the same time, it is 

rich in calcium and can regenerate itself and is home to bone marrow. It has different sizes shaped to 

provide the basic functions of the body [19]. After teeth, bones are the hardest structures in the body and 

are, above all, important building blocks of the skeletal system [20]. They form the main part of the 

skeleton of most vertebrates [21]. Besides their mechanical role, bones are the site of production of a 

wide variety of indispensable cells for the organism. Bone is the mineral reservoir of the organism and 

plays an active role in the regulation of calcium levels in the blood [22]. 

In terms of bone structure, there are periosteum, cortical bone (compact bone), cancellous bone 

(spongy or trabecular bone), endosteum, bone marrow, blood vessels and nerve [23, 24, 25, 26]. 

Although the layers of cortical bone and trabecular bone differ greatly in their microstructure, function 

and location, they are both composed of the same basic mineral and organic materials [27]. Spongy bone, 

protected by a layer of cortical or compact bone, is composed of lamellae (honeycomb-like tissue 

membranes) known as trabecular [24]. Trabecular bone is composed of various bone cells (osteocytes, 

osteoblasts and osteoclasts) [28]. Bone marrow produces red blood cells and is located within the 

trabecular bone. 

In the macro dimension of bone, 33% of bone tissue is composed of organic and 67% of inorganic 

substances. Inorganic substances include calcium phosphate, calcium carbonate, magnesium phosphate, 

calcium fluoride and alkali salts [29, 30, 31, 32]. Microscopically, bone is composed of support cells 

expressed as osteoblasts and osteocytes and osteoclast cells responsible for bone remodeling [33]. There 

are two different forms of bone tissue: cortical and cancellous (porous, spongy). Cortical bone is a firm, 

hard tissue with very few gaps and forms the outermost part of the bone. Cortical bone, which provides 

support for movement and is the strongest bone tissue, constitutes 80% of the skeletal system [31]. 

Cancellous bone (spongy or trabecular bone) is a bone tissue that comprises 20% of the skeletal weight, 
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forms the inner cavity of the bone with its resemblance to a lattice structure, and is more porous and 

lighter than compact bone [34]. 

 
Figure 1. Anatomy of the bone (Created from smart servier medical art [116] 

 

Cortical bone consists of osteons and haversian system. The osteon, which forms the basic structure 

of the bone, is a structure consisting of concentric circular lamellae that surrounds the blood vessels and 

the havers canal [24, 32]. Havers canals are centric canals extending longitudinally on the bone. These 

canals are surrounded by concentric circular lamellae [32]. The space on the lamellae, called lacunae, 

creates a larger surface area for osteocytes to settle [31, 35]. Lacunae are spaces between the lamellae, 

connected by a network of canals 0.2 µm in diameter, which house osteocyte cells and are called 

canaliculi [36]. Inside the bone there are branched thin canaliculi called canaliculi.  

Osteocytes connect with each other through these canaliculi. The intercellular fluid of osteocytes is 

contained in the lacunae and canaliculi. This fluid, which spreads from the blood vessels into the 

canaliculi, ensures the survival of osteocytes [37, 38, 39]. The vessels running perpendicular to the length 

of the bone are located in the spaces called Wolkman canals. Havers canals are connected to each other 

by Wolkman canals. There are nerve and blood vessels within the Havers canals.  As bone development 

increases, the osteon havers system develops. The membrane that surrounds the compact bone from the 

outside is the periosteum. The membrane surrounding the inner side of the canal is the endosteum [40]. 

Figure 2 shows the micro-sized structure of bone. 

 

 
Figure 2. Microscopic structure of bone (Modified from Lesliee P. Gartner [40, 106]) 
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2.2. Bone Operations 

In bone operations, different technologies and cutting tools may be preferred in case of bone 

removal in different parts of the body. In such surgical operations, situations such as wrapping of soft 

tissues, nerves and blood vessels should be taken into consideration in the careful removal of bones. 

Studies are being carried out in this field [137,138]. 

Significant results have been gained from academic studies conducted in various areas and 

applications pertaining to cutting force, which is a crucial component influencing heat generated and 

other bone damages. 

Many researchers have published experimental and theoretical research on bone machining over the 

years. In bone cutting, there is a small amount of work on tool design and a large number of studies on 

bone drilling operations focused on operational drilling parameters. Despite the importance of 

operational operations on bone and the growing interest in this topic, there has been no compilation or 

update of relevant studies that include both bone cutting operations and bone milling operations. A 

study that includes bone milling operations will contribute to bone machining and will guide research 

that will provide new ideas. The aims and objectives of this study can be summarized as follows: 

 

• To review the studies on the cutting operational processes on bone. 

• To examine the effects of cutting forces on bone machining operations, measurement of cutting 

forces and related research in terms of cutting tools. 

• To observe the thermomechanical damage that occurs in the operational processes on bone and 

the studies carried out for their solution. 

3. RESULTS AND DISCUSSION 

3.1. Orthogonal Bone Cutting and Force 

In orthopedic surgeries, bone cutting is performed for screw placement or plate fixation in cases 

where the bone is broken. With orthogonal cutting of bone, cutting properties such as forces, chip 

formation and surface quality can be easily analyzed according to cutting conditions. Orthopedic 

surgery requires bone processing. Success in this process depends on surface integrity, precision during 

the operation and the extent of damage to the bone [41]. The high level of cutting forces applied during 

cutting will cause micro-sized cracks and fractures in the surrounding bone tissues [42, 43]. It will also 

cause thermal necrosis on the bone with increased friction and temperatures [44]. 

Considering all machining operations, orthogonal machining is three-dimensional due to the 

geometry of the cutting tool and its position relative to the part with which it interacts, both in industrial 

applications and in surgical applications in healthcare [45, 46, 47]. In the study of cutting mechanics, 

cutting forces are important in terms of material properties, chip morphology and surface integrity [48]. 

Therefore, the cutting forces in orthogonal machining are extremely important and need to be 

emphasized. Figure 3 shows the orthogonal cutting process and cutting forces. 
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Figure 3. Representation of cutting forces in orthogonal cutting (Modified from Stephenson et al, [49]) 

 

In the cutting process, the workpiece approaching the cutting edge of the tool at the cutting speed 

(v) is compressed on the chip surface of the tool, causing deformation (shape change) with plastic shear 

along the shear plane. Under favorable conditions, a continuous and stable amount of deformation 

occurs along the slip plane, and the deformed material (chip) slides down the rake face of the tool at a 

uniform speed (chip velocity-Vc) in the form of a continuous chip. The chip thickness a before 

deformation increases to chip thickness ac during deformation. In this movement, sliding occurs along 

some specific plane under the influence of the chip angle (γ), the position of the sliding is given by the 

sliding angle (Ф). As long as h and γ are known, ac can be measured for a chip cut under stable 

conditions. Since vertical cutting behaves as a two-dimensional problem rather than a three-dimensional 

problem, it is a widely used method in experimental and theoretical studies to derive the equations 

governing the mechanics of cutting [133]. 

The first studies on orthogonal bone cutting were carried out by Jacobs et al. in a microscopic 

image-supported investigation of different sized chip types, where the cutting force increased linearly 

with the feed rate and varied with the angle of inclination [50]. Wang et al. cut bone at small depths of 

cut under different cutting conditions with an oscillating saw blade using a perpendicular cutting 

pattern and observed serrated chip formation structures using SEM [51].  Different cutting technologies 

can be applied or developed to minimize the damage that may occur in processes related to bone 

cutting. To better understand the bone cutting mechanism, Bai et al. investigated the chip mechanism in 

orthogonal cutting of cortical bone and analyzed the force signals for different cutting directions [52]. 

Qasemi et al. investigated both numerically and experimentally the shear force and temperature changes 

by milling cortical bone in different directions and observed that the errors in temperature and shear 

force prediction were low. Thus, they concluded that there is a good agreement between numerical and 

experimental results [53]. For orthogonal cutting of bone, numerical analysis is performed using finite 

element analysis structure [54, 55, 56, 57]. When the studies are supported by experimental studies, they 

show striking results. Creating the conditions of the experimental environment requires an additional 

cost, and at the same time, situations such as the creation of precautions and conditions that need to be 

taken in the experimental environment may occur. Finite element analysis can be important in terms of 

helping experimental studies in this situation. 

The studies will allow the effects of different parameters to be examined in terms of both cutting 

force and chip morphology as a result of orthogonal cutting of the bone. Therefore, it will support the 

importance of the relationship between the effective parameters and the microstructure of the cortical 

bone.  Thus, it will provide important information on the intervention of machining parameters on 

cutting damage on bone tissue and optimization of cutting operations. It will be a reference for the 

design of tools used for surgical purposes depending on the parameters. 
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3.2. Bone Milling Processes 

In milling operations, cutting occurs when the cutting tool of different geometry rotates around its 

own axis and the workpiece moves linearly. The cutting tools used in the operational process have more 

than one cutting edge. In addition, each blade has a certain and equal chip removal capacity. In addition 

to its high processing efficiency, milling has high elasticity in operations such as plane surface, step and 

channel milling with a good degree of surface completeness and precision. With the changes in cutting 

tool and control technology, milling has been preferred as the machining method. Thus, the operations 

to be performed can be carried out with different easily designed, computer-aided, multi-axis machines 

and cutting tools [58]. 

When bone is broken or damaged due to diseases in orthopedic surgery, it is subjected to cutting, 

drilling and milling for different operations. A complete understanding of bone cutting mechanics is 

required due to accident situations, diseases due to increased human aging, and the demand for 

optimized bone cutting methods. In orthopedics, cutting is done either with a tool with a rotary motion 

(drilling, milling) or with a linear motion (planar cutting with a chisel). Mechanical operations such as 

drilling, milling, sawing and chiseling performed on bone are similar to applications performed on other 

materials [59]. Among mechanical operations on bone, the most typical surgical bone processing 

operations commonly performed in orthopedic surgery are drilling and milling [60, 61, 62]. Bone milling 

is a common procedure in orthopedics, total knee replacement (TKR), cranial and spinal surgery, and is 

used for bone resection [60]. Since the mechanical milling cutter is the most commonly used tool in 

orthopedic surgical procedures, more emphasis is placed on the milling process. Some studies on bone 

milling are given in Table 1. 

 
Table 1. Studies on bone milling. 

 

3.3. Cutting Parameters and Effects in Milling 

In milling operations, solution-oriented approaches are essential for measuring cutting force. 

Obtaining the workpiece at the desired tolerance values through the milling process is a gradual process 

that includes functions such as the speed to be given to the spindle, cutting tool diameter, number of 

Ref. Authors Sample 

Preparation 

Manufacturing Force Measurement 

Method 

Experiment 

Number 

[63] Rabiee et al. (2023) Fresh 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
54 

[64] Tahmasbi et al. (2022) Fresh 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
54 

[53] Qasemi et al. (2022) Frozen 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
9 

[65] Zheng et al. (2022) Frozen 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
16 

[66] Ying et al. (2022) Fresh 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
 

[67] Qi-sen et al. (2020) Frozen Milling Machine - 16 

[68] Liao et al. (2019) Frozen 
CNC Milling 

Machine 

Piezoelectric 

Dynamometer 
21 

[69] Sui et al. (2013) Frozen Milling Machine Dynamometer - 

[70] Sugita et al. (2009) Frozen Milling Machine Dynamometer - 

[71] Itoh et al. (1983) Frozen Milling Machine 
Piezoelectric 

Dynamometer 
- 

[72] Wiggins et al. (1978) Frozen Milling Machine Dynamometer - 

[50] Jacobs et al. (1974) Frozen Milling Machine 
Two Component 

Dynamometer 
- 
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teeth and angle values. Cutting force can be related to cutting tool geometry and chip thickness. The 

purpose here is to determine the force applied to the cutting tool in order to eliminate the resistances 

that occur during machining during the milling process. Thus, an ideally created, machinable cutting 

environment is provided. The milling process can be considered a precision solution compared to other 

operational processes. Thus, it leads to innovative developments in machining processes with 

applications in fields such as biomedical, automotive, electronics and aerospace industries. Its use in 

dental and orthopedic fields through milling has added a different dimension to machining. There are 

studies showing that the changes in robotic surgery in recent years provide more decisive results than 

traditional surgery with small touches [73, 74, 75, 76]. It is important that milling has variable factor 

factors. Maximizing the performance of the process depending on the processing performed requires 

taking these variable factors into consideration. These factors are the dominant cutting parameters 

underlying the cutting process. Cutting parameters can be considered multidimensionally considering 

the material to be processed. These are the determinants that can affect machining, such as the cutting 

tool and its geometry, speed, feed and depth of cut. 

Considering the layers that make up the structure of bone in the material category to be processed 

in milling, efficiency in milling should be increased with different cutting strategies. This reduces the 

burden on the patient. The high degree of hardness of the bone may cause it to have a tendency to break 

against the forces acting on it. In addition, the increase in heat generated by the cutting force applied to 

the bone during processing will cause an increase in the temperature in the processing area. This 

situation, caused by large cutting force, will expose you to structural problems such as tissue, bone and 

even tool damage. It is of great importance to optimize the machining parameters for different cutting 

situations and at the same time to monitor these cutting situations. Ying et al. [66] chose an artificial 

neural network-based method to detect the cutting force and condition using audio signals during the 

bone milling process. They concluded that the data obtained with the force model they created to 

determine the cutting force was compatible with the experimental results, and the state and depth error 

estimates were 3.6% and 7-13%. Denis et al. [77] analyzed the effects of bone milling parameters (feed 

speed and spindle speed) on temperature, milling forces and surface smoothness. They stated that 

increasing the feed rate and decreasing the speed would limit the temperature increase. They concluded 

that milling forces increased with increasing feed rate, and surface smoothness varied between 0.15 and 

0.29 mm, which was sufficient for bone growth.  

Feldmann and colleagues [78] conducted research on orthogonal cutting of cortical bone. In his 

studies, cutting forces, bone chip formation and temperature increase were measured at two different 

rake angles (10 ͦ - 40 ͦ) and different cutting depths. He found that there was a linear correlation between 

cutting forces and bone chip and workpiece temperature increase. It was also concluded that the high 

rake angle in the tools and the increase in cutting depths significantly reduced the cutting forces and 

temperature increase. Wiggins and Malkin [72] conducted a study on the mechanics of orthogonal 

processing of bone. He conducted experiments on machine forces and energies for three different cutting 

directions, rake angles, and depths of cut. It was observed that the energy consumed due to cutting 

increased linearly with the chip surface area. In addition, he concluded that the greatest force and energy 

were made transversely to the osteon direction, and the smallest force and energy were made along 

(parallel) the osteon direction. Rabiee et al [63] performed micro milling of fresh cortical bone. The 

changes of cutting depth, tool rotation speed, feed rate, tool diameter parameters on cutting force and 

temperature were investigated experimentally and statistically. They found that cutting parameters 

related to micro milling affect the force value by 46%, feed rate by 46%, rotation speed by 34%, depth of 

cut by 15%, tool diameter by 4%, and cutting direction by 1%. They concluded that the cutting 

parameters affected the temperature value by 80.3% of the tool diameter, 9.2% of the rotation speed, 

8.9% of the feed rate, and 1.5% of the depth of cut. In their study, Tahmasbi et al. [64] found that the 

cutting parameters in milling affected the force value by 51.4% of the cutting depth, 22.9% of the feed 

rate, 19% of the rotation speed, 4.8% of the cutting direction, and 1.9% of the tool diameter. The studies 
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carried out according to the technical specifications of the cutting tools used in processing bone are listed 

in Table 2. Studies on cutting parameters used in bone processing are listed in Table 3. 

 
Table 2. Studies on cutting tool technical specifications in bone processing. 

 

Table 3. Studies on cutting parameters in bone processing. 

 
It has been observed that the forces acting on the tissue attached to the bone decrease as the rotation 

speed of the cutting tool increases. It has been observed that the increase in feed rate, tool diameter and 

depth of cut causes an increase in cutting force [53, 63, 64]. In studies, it has been observed that the 

temperature increase in bone milling increases with the increase in rotation speed, depth of cut and feed 

rate [53, 63]. With the increase in tool diameter, the contact of the large surface of the tool with air during 

cutting will facilitate cooling. In addition, thanks to the dominant state of milling power, the removal of 

chips from the cutting environment is a positive advantage. The result of these two situations will be 

effective in temperature changes [63]. Studies on technical data of cutting tools used in bone processing 

are listed in Table 4. 

 

Ref. Authors Bone Type Rake Angle (°) Clearance Angle (°) 

[63] Rabiee et al. (2023) Bovine Shank 14  

[53] Qasemi et al. (2022) Bovine Femur 7 10 

[65] Zheng et al. (2022) Porcine Femur 16.7 15 

[52] Bai et al. (2020) Human Femur 10 5 

[67] Qi-sen et al. (2020) Bovine Femur 10  

[68] Liao et al. (2019) Bovine Femur 10 10 

[79] Liao et al. (2016) Bovine Femur 8 8 

[70] Sugita et al. (2009) Porcine Femur 14  

[80] Yeager et al. (2008) Bovine Femur (-30, -20, -10, 0, 10, 20, 30) 11 

[81] Plaskos et al. (2003) Bovine Femur 0, 20, 40 10 

[77] Denis et al. (2001) Human Tibia 20 25 

[82] Krause, (1987) Bovine Femur (-30, -15, -20, -10, -5, 0) 10 

[72] 
Wiggins et al. (1978) Bovine Tibia,       

Human Tibia 

-30, 40 10 

Dates Authors Bone Type Rotational Speed 

(Rpm) 

Feed Rate 

(mm/min) 

Depth of cut 

(mm) 

[63] Rabiee et al. (2023) Bovine Shank 1000-2000-3000 10-30-50 0.4 - 0.6 - 0.8   

[64] Tahmasbi et al. (2022) Bovine Femur 1000-2000-3000 100-200-300 1-2-3  

[53] Qasemi et al. (2022) Bovine Femur 1000-2000-3000 300-400-500 1  

[65] Zheng  et al. (2022) Porcine Femur 1000-1500-2000-2500 24-36-48-60 4  

[66] Ying et al. (2022) Porcine Femur 1000-3000-5000 90-120-150 0.5 - 1 

[76] Tian et al. (2021) Porcine Femur 1000-2000-3000 30-75-120 0.1 - 0.3 - 0.5 

[105] Qasemi et al. (2020) Bovine Femur 1000-2000-3000 10-30-50 10 

[67] Chen et al. (2020) Bovine Femur 9000 -12 000 -15 000 180 - 240 - 300 0.5 - 1 

[83] 
Thounaojam et al. (2020) Bovine Femur 800 - 850 - 900 - 950 250 - 300 - 350 - 

400 

0.1 - 0.15 - 0.2 - 

0.25 

[84] 
Wu et al. (2015) Porcine Femur 3000-3500-4000-4500-

5000-5500 

30 - 60 - 90 - 120 0.3 - 0.5 - 0.8 - 1 - 

1.2 - 1.5 

[85] 
Mitsuishi et al. (2004) Human Femur 

Porcine Femur 

8000 300 3 
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Table 4. Studies on cutting tool parameters in bone processing. 

Ref.  Authors Bone Type Materials Tool  

Diameter  

(mm) 

Flute  

Number 

Helix 

Angle (°) 

[63] Rabiee et al. (2023) Bovine Shank - 0,6 - 0,8 - 1 - 30 

[64] Tahmasbi et al. (2022) Bovine Femur High Speed Steel (HSS) 4 - 6 - 8 -  

[53] Qasemi et al. (2022) Bovine Femur High Speed Steel (HSS) 4 4 30 

[65] Zheng et al. (2022) Porcine Femur Cemented Carbide 3 4 55 

[66] Ying et al. (2022) Porcine Femur - 5 12 30 

[67] Qi-sen et al. (2020) Bovine Femur Cemented Carbide 2 - 4 2 35 

[105] Qasemi et al. (2020) Bovine Femur High Speed Steel (HSS) 2 - 3.5 - 5 4 - 

[68] Liao et al. (2019) Bovine Femur Solid Carbide 4 2 30 

[70] Sugita et al. (2009) Porcine Femur High Speed Steel (HSS) 10 2 30 

[85] 
Mitsuishi et al. (2004) Human Femur 

Porcine Femur 
- 10 2 30 

[77] Denis et al. (2001) Human Tibia Hard metals 10 2 20 

 

3.4. Effects of Temperature in the Machining Operation 

Bone milling, drilling, etc. Procedures are generally performed in surgical procedures or medical 

practices such as orthopedics and dentistry. There is a risk of necrosis (death or damage to bone tissue) 

during bone milling, drilling, cutting, but this risk may vary depending on various factors. Temperature 

may be one of these factors. Temperature may have indirect effects on bone tissue. For example, surgical 

instruments that use high temperatures can cause thermal effects on bone tissue, which can lead to 

damage to bone tissue. Therefore, during surgical procedures, it must be ensured that the instruments 

are at the appropriate temperature and are controlled. More surgical skill, the cutting force effect of the 

procedures and the appropriate use of tools, and a careful approach during surgery are important to 

preserve the health of bone tissue. For this reason, operational procedures on bone should be performed 

by an expert healthcare professional and necessary medical precautions should be taken.  

In operations such as milling and drilling, overheating occurs at the interface of the cutting tool and 

bone due to the contact surface due to friction. Depending on the result of this process, when the 

temperature on the bone exceeds the required threshold value, it causes irreversible damage to the bone 

tissues. With this damage, blood cells that nourish the bone are damaged and necrosis (bone death) 

occurs. 

Measurement of the thermal properties of bone is important for calculating the temperature rise in 

bone during a cutting process using analytical and numerical modelling. The heat capacity and thermal 

conductivity of bone are important factors affecting the temperature rise during the cutting process. The 

extent of necrosis depends on the temperature increase and its duration. In literature, age, bone type, etc. 

are used for bone tissue. Depending on the conditions, thermal conductivity values vary between 0.2 

W/mK and 13 W/mK [86, 54]. In his study, Davidson found the thermal conductivity of fresh bovine 

cortical bone to be 0.53 W/mK - 0.58 W/mK and concluded that bovine cortical bone can be considered 

thermally isotropic [87]. 

When the temperature on the bone rises above 47°C for one minute, the process of thermal tissue 

necrosis begins [88]. Here, the necrosis process depends on the thermal properties of the tissue and the 

duration of exposure to temperature [89, 90, 91]. Nerves exhibit high sensitivity to temperature changes 

[92]. It has been observed that thermal damage may occur in nerve tissues close to the punctured bone 

[93]. It states that the critical temperature for thermal damage to occur is approximately 43°C. Below this 

temperature, no damage occurs no matter how long the tissue is exposed to the source [94, 95, 96, 91]. 

Numerical and experimental results have shown that necrosis extends to approximately 0.1 mm below 

the surface [70]. It has been shown in the literature that increasing the temperature above 50°C causes 

the death of osteocytes, and by increasing the temperature above 70°C, degeneration of proteins and 

https://www.sciencedirect.com/topics/engineering/high-speed-steel
https://www.sciencedirect.com/topics/engineering/high-speed-steel
https://www.sciencedirect.com/topics/engineering/high-speed-steel
https://www.sciencedirect.com/topics/engineering/high-speed-steel
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enzymes as well as biochemical damage may occur in the cells [82, 97]. Studies have been carried out in 

the literature on the effects of necrosis on cutting tool properties, cutting parameters, and changes 

depending on bone types in operational operations such as bone drilling, cutting, etc., and are still being 

carried out. 

3.5. Effects of Bone Specimen Preparation and Processing Direction 

Considering the studies on bone, it has been observed that cortical and spongy bone structures 

were examined. It has been observed that human bone [98, 99], animal bone [100, 101] and composite 

blocks [102, 62] were used as bone structure. Among animal bones, cattle and pig bones are preferred. 

Studies show that there are similarities between human bones and animal bones in terms of mechanical 

and physical properties [103, 104, 64]. The mechanical properties between human bone and bovine bone 

are shown in Table 5. The bone types used in the studies are listed in Table 6. 

 
Table 5. Comparison of human bone and bovine bone properties [53, 64, 100, 104]. 

Bone Characteristic 
Bone Type 

Human Bovine 

Tensile strength (MPa) 130-200 140-250 

Compressive strength (MPa) 40-145 45-150 

Young's modulus 10-17 10-22 

Density (Kg/m3) 1800-2000 1950-2100 

Poisson’s ratio 0.4 0.33 
Shear Modulus 3 3 

 
Some processes are carried out to make bone samples ready for use before experiments. In these 

processes, the bone sample can be prepared before the experiment or preserved (freezing) in a different 

environment until the time of the experiment. The freezing process allows bones to be stored without 

causing any change in mechanical properties [107]. Multiple studies have examined the effects of 

freezing on the mechanical properties of bone. The intention is, in part, for freezing to be a preferred 

preservation method for bone [36]. In the studies conducted, the bone was examined by subjecting it to 

the freezing process or by processing it without freezing. While there was evidence that there may be 

differences in limited publications, it was observed that there was no difference in many studies. 

Therefore, researchers should consider freezing as a suitable preservation technique [108, 109]. In their 

studies, they stored rat femur samples at -20 °C, -70 °C, -196 °C and tested them later. Freezing at -20 °C 

and -70 °C did not change the torsional strength or stiffness properties of the femurs. They concluded 

that there was no statistically significant difference in the strength parameters (torque and energy) of the 

samples tested fresh or after being stored at -20 °C, -70 °C, -196 °C. Goh et al [110] state that there is no 

significant change in the bending and torsional properties of cat humeri (forelegs) and femurs when 

stored at -20 °C for 21 days. In their study, Salai et al. [111] found no change in the biomechanical 

properties of bone in tests performed after 5 years of storage at -80 °C. In their study, Linde and 

Sorensen [112] examined the effects on pressure behavior of human bone samples by applying multiple 

freeze-thaw cycles (freezing, freeze- dissolution). As a result, they found that the mechanical behavior of 

samples frozen for 1, 10 and 100 days was not significantly different from the behavior measured 24 

hours after death, and the mechanical properties were not affected by multiple freeze-dissolution cycles. 

Van Haaren et al. [113] in their study revealed that deep freezing at -20°C had no effect on the 

biomechanical properties of goat bone over a 12-month storage period. They concluded that the bones 

used in the studies can be preserved for up to 1 year without any negative effects by freezing. Borchers 

et al. [114] examined the mechanical effects of freezing bovine bones at -20 °C and -70 °C. He performed 

tests on 24 samples in total. It was concluded that the elastic modulus and strength were not 

significantly affected by the freezing process when the samples examined in the study were compared to 

fresh ones. Hamer et al. [115] found that freezing human femur bone to −70 °C did not change the 
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mechanical properties measured in a non-conventional bending test. A review of literature studies 

indicates that freezing is unlikely to significantly alter the mechanical properties of cortical or trabecular 

bone.  

Due to the semi-brittle structure and anisotropic behavior of the bone, the difference it shows 

during cutting may occur due to the position of the osteon fibers that form the bone structure. Osteons 

within the bone structure are distributed along the axis of the cortical bone. Cutting direction can be 

evaluated to investigate the effect of cutting direction with respect to bone osteon orientation. During the 

bone milling process, the relative position between the cutting plane and the osteon fibers can be among 

the main factors affecting machine mechanics. In operational procedures performed on bone, it may 

show a distinct feature in cutting directions at different depth values. In their studies, many scientific 

researchers examined the bone by cutting it in three different situations, taking into account variable 

cutting parameters. These are the osteonal perpendicular direction (transverse), the osteonal parallel 

direction (Parallel), and the cutting edge direction parallel to the osteon direction (across). The 

examinations reveal that the change in direction due to bone processing has significant effects on cutting 

force, temperature and chip morphology, depending on the cutting parameters. Studies on this subject 

are shown in Table 6. 

 
Table 6. Studies on bone types and bone processing 

Ref.  Authors  Bone Type Cutting direction 

Parallel Across Transverse 

[72] 
Wiggins et al. (1978) Bovine Tibia, 

Human Tibia 

✓    

[82] Krause, (1987) Bovine Femur  ✓  ✓  

[77] Denis et al. (2001) Human Tibia ✓   ✓  

[81] Plaskos et al. (2003) Bovine Femur ✓  ✓  ✓  

[80] Yeager et al. (2008) Bovine Femur ✓  ✓  ✓  

[70] Sugita et al. (2009) Porcine Femur  ✓   

[69] Sui et al. (2013) Bovine Femur ✓  ✓  ✓  

[79] Liao et al. (2016) Bovine Femur ✓  ✓  ✓  

[68] Liao et al. (2019) Bovine Femur ✓   ✓  

[52] Bai et al. (2020) Human Femur ✓  ✓  ✓  

[53] Qasemi et al. (2022)  Bovine Femur       ✓  ✓   

[64] Tahmasbi et al. (2022)  Bovine Femur ✓  ✓   

 

3.6. Analysis Studies on Bone Milling 

In line with the examination of the studies on bone milling, it has been observed that different types 

of analysis are applied and these are mathematical modeling, experimental study, finite element 

analysis. The applicability of the methods varies in terms of repeatability of the processes, ease of 

simulation, low application cost and comparison with different materials. It is critical to predict cutting 

forces and mechanical damage during machining processes. It is critical to create tools that can 

accurately simulate the change in forces and temperature rise during bone processing [48]. Modeling 

these processes is very difficult and requires effort. This shows its importance in terms of the accuracy of 

the process. Considering the integrity of the process, an accurate modeling will contribute to the 

understanding of the cutting process on the bone and the selection of process parameters. It also 

facilitates the analysis process with a validated and efficient dominant model. Variables related to the 

cutting process, bone structure, factors in the cutting operation will determine the choice in the analysis. 

In some studies, it has been observed that isotropic and anisotropic structures that can help in modeling 

bone tissue have been examined [56]. Studies on this subject are shown in Table 7. 
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Table 7. Experimental procedure for bone milling. 

Ref. Authors Experiment Modelling Analysis Optimization 

[50] Jacobs et al. (1974) ✓  ✓  

[53] Qasemi et al. (2022) ✓  ✓  

[63] Rabiee et al. (2023) ✓ ✓ ✓ ✓ 

[64] Tahmasbi et al. (2022) ✓ ✓ ✓ ✓ 

[65] Zheng et al. (2022) ✓ ✓ ✓ ✓ 

[66] Ying et al. (2022) ✓ ✓ ✓  

[67] Qi-sen et al. (2020) ✓ ✓ ✓  

[68] Liao et al. (2019) ✓ ✓ ✓  

[69] Sui et al. (2013) ✓ ✓ ✓  

[70] Sugita et al. (2009) ✓  ✓  

[71] Itoh et al. (1983) ✓    

 

4. CONCLUSIONS 

Bone structure, which is of vital importance in the human body, may be exposed to problems due to 

use (disease) or some environmental negativities (accidents, etc.) throughout life. In the fields of 

orthopedic surgery and dentistry, treatment methods can be applied with different operations by cutting 

the bone such as sawing, drilling, milling and grinding methods. The industrial production of cutters 

used in this type of operational processes contributes greatly to medical applications. Known concepts 

such as integrity and machinability in the machining process will provide ease of application in medical 

fields. Reducing the cutting time on the bone will shorten the surgical time. Thus, it can be associated 

with the integrity of bone tissue and minimization of processing-related damage, including necrosis. 

By using the data obtained from the studies, it will reduce the damage to the bone tissue and will 

also help in determining the geometries of the surgical instruments that can be designed. It will also 

contribute to the improvement of process parameters with the applications to be made. 

Although the choice of different tool geometries and cutting parameters in literature reviews has 

hindered the evaluation of results related to bone processing, new studies will shed positive light on the 

selection and application of effective values. 

An accurate modeling of bone processing will contribute to a better understanding of bone 

machinability and analysis of the bone cutting process. The verification process performed with the 

created model is important in determining the values to be determined. Cutting and temperature-related 

complexities can be resolved by mathematical modeling or finite element analysis. The important issues 

here are defining the appropriate geometry and boundary conditions, correctly specifying the 

mechanical and physical properties of the bone structure, and also modeling the bone structure, which 

are difficulties that may be encountered. Accurate modeling of the mechanical behavior of bone is 

important in achieving simulation results. Studies on isotropic and anisotropic structures will be a 

reference in examining bone structure. 

The hard (cortical) and soft (trabecular) layers that make up the bone tissue, which exhibits an 

anisotropic structure, constitute an important place in the human body. It is of great importance in 

research because the biggest task at the foundation of the body is in the long bones. When we look at the 

studies, cortical bone, which may have tissue damage, takes priority in many cutting operations. Cortical 

bone is the priority layer in surgical operation. Due to its structure, it is a layer that needs to be focused 

on during bone procedures.   

To eliminate the damage that may occur in the surrounding tissues with the cutting process, it is the 

correct and proper penetration of the cutter to be applied surgically. This can be achieved by controlling 

the cutting force and evaluating the effectiveness of the cutting tool and cutting parameters. 

As a result, when we look at the studies on bone tissue, there are deficiencies in both modeling and 

application. Bone type and structural differences, as well as changes in cutting conditions, affect the test 
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results. These differences are contradictory in some studies. This may create difficulties in comparing 

some result values. This situation can be resolved with new studies. It should be supported by new 

studies on the fracture mechanics that occur during bone milling and on bone chip morphology. It will 

meet the need in this field with new studies on bone milling with different tool geometries, materials 

and cutting parameters. 
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