
 C O M M U N I C A T I O N S  

 

FACULTY OF SCIENCES 
UNIVERSITY OF ANKARA 

DE LA FACULTE DES SCIENCES 
DE L’UNIVERSITE D’ANKARA 

 

 

 

  

 

 

 

 
Series A1: Mathematics and Statistics 

 

 

 

 

 

 

 

VOLUME: 73 Number: 3 YEAR: 2024 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
Faculty of Sciences, Ankara University 

 06100 Beşevler, Ankara-Turkey 

 



 C O M M U N I C A T I O N S  

 

This Journal is published four issues in a year by the Faculty of Sciences, University of Ankara. Articles and any other material published in this journal 
represent the opinions of the author(s) and should not be construed to reflect the opinions of the Editor(s) and the Publisher(s). 
 

 

Correspondence Address:  

COMMUNICATIONS EDITORIAL OFFICE 

Ankara University, Faculty of Sciences,  

06100 Tandoğan, ANKARA – TURKEY  

Tel: (90) 312-2126720 Fax: (90) 312-2235000 
e-mail: commun@science.ankara.edu.tr 

http://communications.science.ankara.edu.tr/index.php?series=A1 

 

 

©Ankara University Press, Ankara 2024 
 

 

 

Print:  

Ankara University Press 

İncitaş Sokak No:10 06510 Beşevler 

ANKARA – TURKEY  

Tel: (90) 312-2136655  

 

FACULTY OF SCIENCES 
UNIVERSITY OF ANKARA 

DE LA FACULTE DES SCIENCES 
DE L’UNIVERSITE D’ANKARA 

 

ISSN 1303-5991 e-ISSN 2618-6470 

 
 

Series A1: Mathematics and Statistics  

Volume: 73 Number: 3 Year: 2024 
 

Owner (Sahibi) 

Sait HALICIOĞLU, Dean of Faculty of Sciences 

 

Editor in Chief (Yazı İşleri Müdürü) 

Fatma KARAKOÇ (Ankara University) 

 

                                                      Associate Editor                                            Managing Editor 

Arzu ÜNAL (Ankara University)                  Elif DEMİRCİ (Ankara University)   

 

Area Editors 

    Applied Mathematics                    Pure Mathematics               Algebra/Geometry    Statistics 

Elif DEMİRCİ (Mathematical Modelling-

Computational Mathematics) 

   

 

İshak ALTUN (Topology) 

 

Tuğce ÇALCI (Ring Theory) Yılmaz AKDİ (Econometrics-

Mathematical Statistics) 

 Songül KAYA MERDAN (Numerical 

Methods for PDEs and ODEs) 

Gülen BAŞCANBAZ TUNCA (Analysis-

Operator Theory) 

 

İsmail GÖK (Geometry) 

 

Olcay ARSLAN (Robust Statistics-

Regression-Distribution Theory) 

 Nuri ÖZALP (Applied Mathematics) 

 

Oktay DUMAN (Summability and 

Approximation Theory) 

 

Elif TAN (Number Theory, 

Combinatorics) 

 

Cemal ATAKAN (Multivariate 

Analysis) 

 Abdullah ÖZBEKLER (Differential 
Equations and Inequalities) 

Murat OLGUN (Functional Analysis, 
Fuzzy Set Theory, Decision Making) 

 

İbrahim ÜNAL (Differential 
Geometry, Differential Topology) 

 

Halil AYDOGDU (Stochastic Process-
Probability) 

 Gizem SEYHAN OZTEPE (Differential 

Equations and Difference Equations) 
Sevda SAĞIROĞLU PEKER (Topology) 

 

Burcu UNGOR (Module Theory) 

 

Birdal SENOGLU (Theory of Statistics 

& Applied Statistics) 

 Arzu ÜNAL (Partial Differential Equations) 

 

 

 

Mehmet UNVER (Analysis, Fuzzy Set 

Theory, Decision Making) 

 

 Mehmet YILMAZ (Computational 

Statistics) 

 Editors 

 
P. AGARWAL 

Anand Int. College of Eng., INDIA 

R. P. AGARWAL 

Florida Inst. of Tech.  USA 

M. AKHMET 

METU, TURKEY 

A. ATANGANA 

University of the Free State,  

SOUTH AFRICA 
A. AYTUNA 

METU, retired, TURKEY  

 

 

 

E. BAIRAMOV 

Ankara University, TURKEY 

H. BEREKETOĞLU 

Ankara University, TURKEY 

H. BOZDOĞAN 

University of Tennessee, USA 

A. EDEN 

Boğaziçi University, retired, TURKEY 

A. B. EKİN 

Ankara University, TURKEY 

D. GEORGIOU 

University of Patras, GREECE Y 

V. GREGORI  

Universitat Politècnica de València, SPAIN 

V. S. GULIYEV 

Nat. Acad. of Sciences, AZERBAIJAN 

A. HARMANCI 

Hacettepe University, TURKE 

F. HATHOUT 

Université de Saïda, ALGERIA 

K. ILARSLAN 

Kırıkkkale University, TURKEY 

A. KABASINSKAS 

Kaunas Univ. of Tech. LITHUANIA 

V. KALANTAROV 

Koç University, TURKEY 

S. KLAVŽAR  

University of Ljubljana, SLOVENIA 

A. M. KRALL 

The Pennsylvania State University, USA 

H. H. T. LIU 

Tatung University, TAIWAN 

V. N. MISHRA 

Indira Gandhi National Tribal 

University, INDIA 

C. ORHAN 

Ankara University, retired, TURKEY 

M. PITUK  

University of Pannonia, HUNGARY 

S. ROMAGUERA 

Universitat Politècnica de València, 

SPAIN 

H. M. SRIVASTAVA 

University of Victoria, CANADA  

I. P. STAVROULAKIS 

Univ. of Ioannina, GREECE 

S. YARDIMCI 

Ankara University, TURKEY 

mailto:commun@science.ankara.edu.tr
http://communications.science.ankara.edu.tr/index.php?series=A1
http://cv.ankara.edu.tr/kisi.php?id=edemirci@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=edemirci@ankara.edu.tr&deger=2
https://kariyer.kku.edu.tr/akademik/default.aspx?sicil=A-1178
http://cv.ankara.edu.tr/tcalci@ankara.edu.tr
http://cv.ankara.edu.tr/kisi.php?id=akdi@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=akdi@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/tunca@science.ankara.edu.tr
http://cv.ankara.edu.tr/tunca@science.ankara.edu.tr
http://cv.ankara.edu.tr/kisi.php?id=igok@science.ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=oarslan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=oarslan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=nozalp@science.ankara.edu.tr&deger=2
http://oduman.etu.edu.tr/
http://oduman.etu.edu.tr/
http://cv.ankara.edu.tr/etan@ankara.edu.tr
http://cv.ankara.edu.tr/etan@ankara.edu.tr
https://abs.ankara.edu.tr/cemal-atakan
https://abs.ankara.edu.tr/cemal-atakan
http://cv.ankara.edu.tr/kisi.php?id=gseyhan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=gseyhan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/olgun@ankara.edu.tr
http://cv.ankara.edu.tr/olgun@ankara.edu.tr
http://cv.ankara.edu.tr/kisi.php?id=aydogdu@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=aydogdu@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=gseyhan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=gseyhan@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=ssagir@science.ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/bungor@science.ankara.edu.tr
http://cv.ankara.edu.tr/kisi.php?id=senoglu@science.ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=senoglu@science.ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/aogun@science.ankara.edu.tr
http://cv.ankara.edu.tr/kisi.php?id=munver@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=munver@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=mehmetyilmaz@ankara.edu.tr&deger=2
http://cv.ankara.edu.tr/kisi.php?id=mehmetyilmaz@ankara.edu.tr&deger=2


 C O M M U N I C A T I O N S  

  

 
                FACULTY OF SCIENCES 
              UNIVERSITY OF ANKARA 

 

DE LA FACULTE DES SCIENCES   
DE L’UNIVERSITE D’ANKARA 

 

  

 

 

 

 

 

 

 
Series A1: Mathematics and Statistics 

 

 

 

 

 

 

 

VOLUME: 73 Number: 3 YEAR: 2024 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Faculty of Sciences, Ankara University 

06100 Beşevler, Ankara-Turkey 

 

 

ISSN 1303-5991 e-ISSN 2618-6470 

 

 



©Ankara University Press, Ankara 2024 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



 C O M M U N I C A T I O N S  

   

   

 Series A1: Mathematics and Statistics   

 

Volume: 73                                         Number: 3                                         Year: 2024 
 

©Ankara University Press, Ankara 2024 

FACULTY OF SCIENCES 
UNIVERSITY OF ANKARA 

DE LA FACULTE DES SCIENCES DE 
L’UNIVERSITE D’ANKARA 

 

Research Articles 

  

Burhan TİRYAKİOĞLU, Diffraction of sound from semi-infinite perforated and semi-infinite coated duct with ring 

source………………………………................................................................................................................................. 

 

588 

Ahmet DAŞDEMİR, Mehmet VAROL, On the Jacobsthal numbers which are the product of two Modified Pell 

numbers…………………………...................................................................................................................................... 

 

604 

Sunıl YADAV, Abdul HASEEB, Ahmet YILDIZ, Conformal η-Ricci-Yamabe solitons on submanifolds of an 

(LCS)n-manifold admitting a quarter-symmetric metric connection……….…………………………………………... 

 

611 

Fırat ÖZSARAÇ, On the Mellin-Gauss-Weierstrass operators in the Mellin-Lebesgue spaces…………..…………… 630 

Sahana BHATTACHARJEE, Nandita BORAH, Beta generated slash distribution: derivation, properties and 

application to lifetime data………………………………………………………………………………………………. 

 

641 

Zeinab NSAR, A. O. MOSTAFA, Samar MOHAMED, On a class of bi-univalent functions of complex order related 

to Faber polynomials and q-Sălăgean operator……………………………………………………...…………………... 

 

664 

Faik BABADAĞ, Ali ATASOY, A new approach to curve couples with Bishop frame………………………………. 674 

Arshed AHMAD, Murat SARI, İbrahim DEMİR, Biomedical modelling through path analysis approach……………. 684 

Abdullah ALATAWI, Maslina DARUS, Second-order Hankel determinant for a subclass of analytic functions 

satisfying subordination condition connected with modified q-Opoola derivative operator……………………..……... 

 

695 

Leila MILLER-VAN WIEREN, On ideal bounded sequences…………………………………………………………. 705 

Melike IŞILAR, Y. Murat BULUT, Two parameter Ridge estimator for the Bell regression model............................... 712 

Ömer KİŞİ, Rümeysa AKBIYIK, Mehmet GÜRDAL, Some results on I2-deferred statistically convergent double 

sequences in fuzzy normed spaces……............................................................................................................................. 

 

724 

Morteza BAYAT, Spectral properties of a functional binomial matrix………………………………….……………... 749 

Nurten GÜRSES, Zehra İŞBİLİR, An extended framework for bihyperbolic generalized Tribonacci numbers...……... 765 

Ayşe Kübra YEŞİLNACAR BİNMAR, Ecem ACAR, Sevilay KIRCI SERENBAY, Approximation properties of the 

univariate and bivariate Bernstein-Stancu operators of max-product kind………………………………………………  

 

787 

Muhammad ASİM, Ferit GÜRBÜZ, Some variable exponent boundedness and commutators estimates for fractional 

Rough Hardy operators on central Morrey space……………………………………………………………………….. 

 

802 

Övgü GÜREL YILMAZ, On the eigenstructure of the q-Stancu operator........................................................................ 820 

Gülnihal MERAL, Mathematical analysis and numerical simulations for a nonlinear Klein Gordon equation in an 

exterior domain…………………………………………………………………………………………………..……… 

 

833 

Bouazza KACIMI, Fatima Zohra KADI, Mustafa ÖZKAN, Notes on the geometry of cotangent bundle and unit 

cotangent sphere bundle.…………………………………………………………………………………………………                                      

 

845 

Fatma BOZKURT, Norm retrieval in dynamical sampling form……………………………………………………..… 860 

  

 

  

  

  

  

  

  

  

  

  

  

  

  

  

https://dergipark.org.tr/en/pub/@sahana-bhattacharjee-663291
https://dergipark.org.tr/en/pub/@nandita-borah


©Ankara University Press, Ankara 2024 

 

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

  

 



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 73, Number 3, Pages 588–603 (2024)
DOI:10.31801/cfsuasmas.1413499
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: January 2, 2024; Accepted: March 27, 2024

DIFFRACTION OF SOUND FROM SEMI-INFINITE

PERFORATED AND SEMI-INFINITE COATED DUCT WITH

RING SOURCE

Burhan TIRYAKIOGLU

Department of Mathematics, Marmara University, Istanbul, TÜRKİYE

Abstract. This study delves into the analysis of acoustic waves emanating
from a ring source in an infinite cylindrical duct. The duct is equipped with

an acoustically absorbing lining on its outer surface when z is less than l, and
is perforated when z is greater than l. The inclusion of acoustically absorb-

ing lining results in a substantial increase in the complexity of the equations

compared to the scenario without such lining. Through rigorous efforts, these
intricate equation systems are numerically solved, and graphs are generated

across various parameter values. Furthermore, by adjusting the parameter

values, a physical resemblance is established with an existing study in the
literature, showcasing impeccable alignment in the results.

1. Introduction

In recent years, the problem of diffraction or radiation of sound waves has been
a significant subject analyzed by researchers. Duct and pipe structures have a
widespread application in industrial systems such as exhaust systems, ventilation
systems, aircraft jets, and modern turbofan engines to control unwanted and poten-
tially harmful noise. Therefore, there is a need to explore more precise mathematical
models to address these complex engineering issues.

The Wiener–Hopf method [1], widely recognized for its convenience in analyz-
ing such applications, is included in numerous studies within the literature [2–8].
First, Levine and Schwinger employed the Wiener–Hopf method to investigate the
radiation of sound through a semi-infinite rigid duct [9].

There are some techniques used to reduce unwanted noise in duct and pipe
modeling. Some of these methods include covering the entire or part of the duct

2020 Mathematics Subject Classification. 78A45, 47A68, 42B10.

Keywords. Absorbing lining, perforated duct, Wiener–Hopf, ring source.
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with acoustically absorbing lining [10–14] using expansion or contraction chambers
[15,16] and using perforated structures [17,18].

This study is approached by taking inspiration from the previous study [19]. Un-
like the previous one, an acoustically absorbing lining is utilized in this study. This
change, although not creating a significant difference at first glance, can be said to
transform the existing problem into a quite complex and practical one, especially
with the use of acoustically absorbing lining. Significantly, this adjustment intro-
duces a nuanced challenge, particularly evident in terms of mathematical analysis,
where it yields a greater number of unknown functions and a binary system of equa-
tions. The primary objective of this research is to augment the existing perforated
structure by introducing an acoustically absorbing lining. It is well-established that
such linings contribute to a measurable reduction in sound pressure levels, typically
by a few decibels. Consequently, the simultaneous utilization of both a perforated
structure and an acoustically absorbing lining is posited as the key to achieving
optimal efficiency in acoustic control.

This study consists of the following sections. In Section 2, the formulation of
the problem and the presentation of boundary-continuity conditions are provided.
Section 3 addresses the derivation and solution of the Wiener–Hopf equation. Far
field analysis is performed in Section 4. In Section 5, numerical results are pre-
sented using graphics generated for various parameter values. Finally, Section 6
summarizes the findings obtained from solving the problem.

2. Problem Setting

The problem’s geometric configuration is illustrated in Figure 1. Here, the duct
walls are modeled as infinitely thin, occupying the region {r = a, z ∈ (−∞,∞)},
illuminated by a ring source [20] situated at {r = b, z = −c, c > 0}. For z < l, the
exterior surface of the cylinder assumes an acoustically absorbing lining character-
ized by Z, while the interior surface is assumed to be rigid. The duct for z > l is
considered perforated. Due to the symmetry of both the problem’s geometry and
the ring source, the total field remains independent of azimuth ϕ throughout the
circular cylindrical coordinate system (r, ϕ, z).

Figure 1. The geometry of the problem.
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The scalar potential ψ(r, z) can be ascertained by establishing a relationship
between velocity v and acoustic pressure p, as expressed by the following equations.
−→v = gradψ and p = ρ0∂ψ/∂t, where ρ0 represents the density of the undisturbed
medium, and t denotes time. In the course of this study, we assume a harmonic
time dependence of the form e−iωt, where ω stands for the angular frequency.

For analytical simplicity, the total field ψt(r, z) can be represented as:

ψt (r, z) =


ψ1 (r, z) , r > b

ψ2 (r, z) , a < r < b

ψ3 (r, z) , r < a

, (1)

where ψj(r, z), j = 1, 2, 3 appearing in (1) are an unknown functions that satisfy
the wave equation[

1

r

∂

∂r

(
r
∂

∂r

)
+

∂2

∂z2
+ k2

]
ψj(r, z) = 0, j = 1, 2, 3. (2)

Here, k = ω/c0 represents the wavenumber, where ω is the angular frequency, and
c0 is the speed of sound.

From the geometry of the problem, one can write the following boundary condi-
tions and continuity relations. The outer surface of the duct is lined with acousti-
cally absorbing lining for z < l, this means(

ik

Z
− ∂

∂r

)
ψ2(a, z) = 0, z < l, (3)

where Z denotes the acoustic impedance of the lined wall. The inner surface of the
duct is rigid for z < l, one obtains

∂

∂r
ψ3(a, z) = 0, z < l. (4)

For the perforated duct for z > l, the following conditions can be written

∂

∂r
ψ2(a, z) =

∂

∂r
ψ3(a, z), z > l

ψ2(a, z) = ψ3(a, z) + i
ζp
k

∂

∂r
ψ3(a, z), z > l

, (5)

where ζp is the specific impedance [21], which characterizes the acoustic properties
of the perforated duct.

ζp = [0.006− ik(tw + 0.75dh)]/σ,

with tw representing the screen thickness, dh denoting the perforate hole diameter,
and σ indicating the porosity.

The last following conditions can be obtained from the ring source
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∂

∂r
ψ1(b, z)−

∂

∂r
ψ2(b, z) = δ(z + c), z ∈ (−∞,∞)

ψ1(b, z)− ψ2(b, z) = 0, z ∈ (−∞,∞)
, (6)

where δ represents the Dirac delta function.
By taking Fourier transform of (2) we obtain the following integral representa-

tions

ψ1(r, z) =
k

2π

∫
L
A(α)H

(1)
0 (λkr)e−iαkzdα

ψ2(r, z) =
k

2π

∫
L
[B(α)J0(λkr) + C(α)Y0(λkr)]e

−iαkzdα

ψ3(r, z) =
k

2π

∫
L
D(α)J0(λkr)e

−iαkzdα

, (7)

In the context where A(α), B(α), C(α), and D(α) are the spectral coefficients,
determined by solving the equations (3)-(6), the integration contour L is chosen to
be a suitable inverse Fourier transform along or near the real axis in the complex
α-plane. The functions J0 and Y0 correspond to the Bessel and Neumann functions

of order zero, respectively. Additionally, H
(1)
0 = J0 + iY0 represents the Hankel

function of the first type [22], while λ stands for the square root function, defined
as:

λ(α) =
√
1− α2, λ(0) = 1.

3. Wiener–Hopf Procedure

In this section, the Wiener–Hopf equation will be derived and the soltuion ob-
tained.

3.1. Derivation of the Wiener–Hopf Equations. Enforcing the boundary con-
ditions at r = a and performing Fourier transforms of (3) and (4) yields:

k[B(α)J(Z,α) + C(α)Y (Z,α)] = eiαklΦ+
1 (α), (8)

−λkD(α)J1(λka) = eiαklΦ+
2 (α), (9)

where
J(Z,α) = iJ0(λka)/Z + λJ1(λka),

Y (Z,α) = iY0(λka)/Z + λY1(λka).

Similarly, from equation (5), we get

−λkD(α)J1(λka) + λkB(α)J1(λka) + λkC(α)Y1(λka) = eiαklΦ−
1 (α), (10)

D(α)
[
J0(λka)− iλζpJ1(λka)

]
−B(α)J0(λka)−C(α)Y0(λka) = eiαklΦ−

2 (α). (11)
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In the upper half-plane, Φ+
1,2, and in the lower half-plane, Φ−

1,2 are analytical func-

tions, as described in [19], and their definitions are as follows:

Φ+
1 (α) =

∫ ∞

l

[
ik

Z
ψ2(a, z)−

∂

∂r
ψ2(a, z)

]
eiαk(z−l)dz

Φ+
2 (α) =

∫ ∞

l

∂

∂r
ψ3(a, z)e

iαk(z−l)dz

Φ−
1 (α) =

∫ l

−∞

[
∂

∂r
ψ3(a, z)−

∂

∂r
ψ2(a, z)

]
eiαk(z−l)dz

Φ−
2 (α) =

∫ l

−∞
[ψ3(a, z)− ψ2(a, z)] e

iαk(z−l)dz

Finally, from the ring source on r = b, we obtain

λkA(α)H
(1)
1 (λkb) = λkB(α)J1(λkb) + λkC(α)Y1(λkb)− e−iαkc, (12)

A(α)H1
0 (λkb) = B(α)J0(λkb) + C(α)Y0(λkb), (13)

where H
(1)
0 = J1 + Y1. By using the above two equation (12) and (13), one gets

B(α) = A(α) + e−iαkcπb

2
Y0(λkb)

C(α) = iA(α)− e−iαkcπb

2
J0(λkb)

. (14)

The coefficients A(α), B(α), and C(α) are interrelated through the equation (14),
whereas the coefficient D(α) can be readily derived from the equation (9).

D(α) = −e
iαklΦ+

2 (α)

λkJ1(λka)
. (15)

By using (8) and (14), A(α) can be obatined as follows

A(α) =
eiαklΦ+

1 (α)

kH(Z,α)
− e−iαkcπb

2H(Z,α)
[Y0(λkb)J(Z,α)− J0(λkb)Y (Z,α)], (16)

where
H(Z,α) = iH

(1)
0 (λka)/Z + λH

(1)
1 (λka).

By substituting these coefficients (A(α), B(α), C(α) and D(α)) into (5), we obtain
the following equations

Φ+
2 (α) +

λH
1)
1 (λka)

H(Z,α)
Φ+

1 (α) +
ib

aZ
e−iαk(c+l)H

(1)
0 (λkb)

H(Z,α)
= Φ−

1 (α), (17)

−
J0(λka)− iλζpJ1(λka)

λkJ1(λka)
Φ+

2 (α)−
H

(1)
0 (λka)

kH(Z,α)
Φ+

1 (α) +
b

ka
e−iαk(c+l)H

(1)
0 (λkb)

H(Z,α)

= Φ−
2 (α). (18)
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H
(1)
0 (λka)/H(Z,α) can be eliminated from equations (17) and (18), we get

Φ+
1 (α) + L(α)Φ+

2 (α) =

[
Φ−

1 (α)− ik

Z
Φ−

2 (α)

]
, (19)

where

L(α) =
J(Z, ζp, α)

λJ1(λka)
, (20)

and
J(Z, ζp, α) = J(Z,α) + ζpJ1(λka)/Z.

Then eliminating Φ+
2 (α) from equation (18) and (19), we get

Φ+
1 (α)M(α) +

b

a

H
(1)
0 (λkb)

H(Z,α)
e−iαk(c+l)

=

[
Φ−

1 (α)−
ik

Z
Φ−

2 (α)

]
J0(λka)− iλζpJ1(λka)

J(Z, ζp, α)
+ kΦ−

2 (α), (21)

where

M(α) =
J0(λka)− iλζpJ1(λka)

J(Z, ζp, α)
− H

(1)
0 (λka)

H(Z,α)
. (22)

(19) and (21) are two coupled Wiener–Hopf equations and L(α), M(α) are kernel
functions given in (20) and (22), respectively, to be factorized.

3.2. Solution of the Wiener–Hopf Equations. Examine the first Wiener–Hopf
equation in (19) and reorganize it using (20) in the subsequent format:

λJ1(λka)

J(Z, ζp, α)
Φ+

1 (α)L+(α) + Φ+
2 (α)L+(α) =

[
Φ−

1 (α)−
ik

Z
Φ−

2 (α)

]
L−(α). (23)

Similarly, by using equation (21) and (22), we get

Φ+
1 (α)M+(α) +

b

a

H
(1)
0 (λkb)

H(Z,α)
e−iαk(c+l)M−(α)

=

[
Φ−

1 (α)−
ik

Z
Φ−

2 (α)

]
J0(λka)− iλζpJ1(λka)

J(Z, ζp, α)
M−(α) + kΦ−

2 (α)M−(α). (24)

Here, L+(α), M+(α), L−(α), and M−(α) represent analytic functions devoid of
zeros in the upper and lower half-planes, respectively. The factorization of L(α)
and M(α) is provided as follows [19]:

L(α) =
L+(α)

L−(α)
, M(α) =

M+(α)

M−(α)
.

In the upper half-plane, the left-hand side of (23) is analytic, except for the poles
originating from the zeros of J(Z, ζp, α) situated in the same half-plane, specifically

at α = α−
m with
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iJ0

(√
1−

(
α−
m

)2
ka

)
/Z +

√
1−

(
α−
m

)2
+ ζp/ZJ1

(√
1−

(
α−
m

)2
ka

)
= 0. (25)

By subtracting the infinite system of poles from both sides of (23), we obtain:

λJ1(λka)

J(Z, ζp, α)
Φ+

1 (α)L+(α)−
∞∑

m=1

c+m
α− α−

m
+Φ+

2 (α)L+(α)

=

[
Φ−

1 (α)−
ik

Z
Φ−

2 (α)

]
L−(α)−

∞∑
m=1

c+m
α− α−

m
, (26)

where

c+m = Φ+
1 (α

−
m)L+(α

−
m) lim

α→α−
m

λJ1(λka)
d
dαJ(Z, ζp, α)

. (27)

By applying the analytical continuation principle along with Liouville’s theorem to
(26), one obtains:

[
Φ−

1 (α)−
ik

Z
Φ−

2 (α)

]
=

1

L−(α)

∞∑
m=1

c+m
α− α−

m
. (28)

By applying similar procedure to (24), we get the followings

Φ+
1 (α)M+(α) = I+(α) +

∞∑
m=1

c−m
α− α+

m
, (29)

where

I(u) = − b

a

H
(1)
0 (λkb)

H(Z,α)
e−iαk(c+l)M−(α) = I+(α) + I−(α), (30)

and

c−m =

[
Φ−

1 (α
+
m)− ik

Z
Φ−

2 (α
+
m)

]
M−(α

+
m) lim

α→α+
m

J0(λka)− iλζpJ1(λka)
d
dαJ(Z, ζp, α)

. (31)

Through the decomposition of (30), we can derive analytical functions in both the
upper and lower half planes, given by I(α) = I+(α) + I−(α).

I+(u) = − 1

2πi

b

a

∫
L+

H
(1)
0 (λkb)M−(τ)

H(Z, τ)(τ − α)
e−iτk(c+l)dτ. (32)
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3.3. Determining the Coefficient c+m and c−m. Wiener–Hopf solutions (28) and
(29) involve unknown coefficients c+m and c−m that need to be determined. By
substituting α = α+

n into (28) and utilizing the relation in (31), we get:

1

M−(α
+
n ) limα→α+

n

J0(λka)−iλζpJ1(λka)
d
dαJ(Z,ζp,α)

c−n =
1

L−(α
+
n )

∞∑
m=1

c+m
α+
n − α−

m
, n = 1, 2, . . .

(33)
Similarly, by substituting α = α−

n into (29) and utilizing the relation in (27), we
obtain:

M+(α
−
n )

L+(α
−
n ) limα→α−

n

λJ1(λka)
d
dαJ(Z,ζp,α)

c+n = I+(α
−
n ) +

∞∑
m=1

c−m
α−
n − α+

m
, n = 1, 2, . . . (34)

To find the unknown coefficients c+m and c−m, numerical solutions will be obtained
for these coupled systems of algebraic equations. Given the rapid convergence of
the infinite series, truncation can be efficiently performed. Therefore, all numerical
results will be obtained by truncating the infinite series and the infinite systems
of linear algebraic equations after the first N terms. As shown in Figure 2, it
was observed that the amplitude of the diffracted field becomes insensitive to the
increase in the truncation number after reaching N = 15 [23,24].

4. Far Field

The expression for the total field in the region r > b can be derived from (7).

ψ1(r, z) =
k

2π

∫
L
A(α)H

(1)
0 (λkr)e−iαkzdα. (35)

By using (16) and (29), the total field can be formulated in the following manner:

ψ1(r, z) = ψd(r, z) + ψi(r, z) + ψr(r, z), (36)

where

ψd(r, z) =
k

2π

∫
L

Φ+
1 (α)

kH(Z,α)
H

(1)
0 (λkr)e−iαkzdα, (37)

ψi(r, z) + ψr(r, z)

= −kb
4i

∫
L

Y0(λkb)J(Z,α)− J0(λkb)Y (Z,α)

H(Z,α)
H

(1)
0 (λkr)e−iαk(z+c)dα. (38)

Substituting the following asymptotic expressions, valid for kr ≫ 1, for H
(1)
0 (λkr)

and J0(λkb) in place of them

H
(1)
0 (λkr) ∼

√
2

πλkr
ei(λkr−π/4),
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and employing the saddle point technique [25], we obtain:

ψ1(r, z) = ψd(R1, θ1) + ψi(R2, θ2) + ψr(R2, θ2), (39)

where

ψd(R1, θ1) = − i

π

Φ+
1 (− cos θ1)

H(Z,− cos θ1)

eikR1

kR1
, (40)

ψi(R2, θ2) + ψr(R2, θ2)

=
ikb

2

Y0(kb sin θ2)J(Z,− cos θ2)− J0(kb sin θ2)Y (Z,− cos θ2)

H(Z,− cos θ2)

eikR2

kR2
. (41)

Φ+
1 is given in (29). Here, R1, θ1 and R2, θ2 represent the spherical coordinates

defined as follows:

r = R1 sin θ1, z − l = R1 cos θ1,

r = R2 sin θ2, z + c = R2 cos θ2.

5. Numerical Results

In this section, graphs are produced for different parameter values by taking
advantage of the properties of geometry. Some parameter values are taken as un-
changed and given in Table 1. The values taken for different parameter values are
selected from some studies in the literature [19,21]. Figures are produced using the
Sound Pressure Level (SPL) formula defined below.

SPL = 20 log10

∣∣∣ p

2 · 10−5

∣∣∣ .
Table 1. The values of the parameter.

Truncation number N 15
Density of Un. Med. ρ0 1.255 kg/m3

Speed of sound c0 340 m/s
Screen thickness tw 0.00081 m
Hole diameter dh 0.0249 m
Ring source axis c 0.050 m
Lining length l 0.010 m
Far radius R 46 m

In Figure 2, the sound pressure level is plotted according to the increase in
truncation number (N) values. As can be seen, after a certain value of N , the
change in sound pressure level is insignificant. Therefore, other graphs are produced
for N = 15.

The change of sound pressure level according to both duct radius and ring source
radius are plotted in Figure 3 and Figure 4, respectively. As expected, the sound
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Figure 2. Sound Pressure Level (SPL) against the truncation
number (N) for a = 0.010 m, b = 0.075 m, Z = 1 − 2i and
σ = 0.057.
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Figure 3. The impact of varied duct radius values (a) on Sound
Pressure Level (SPL) at different observation angles, with fixed
parameters: f = 1500 Hz, b = 0.075 m, Z = 1−2i, and σ = 0.057.
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Figure 4. The impact of varied ring source radius values (b) on
Sound Pressure Level (SPL) at different observation angles, with
fixed parameters: f = 1500 Hz, a = 0.010 m, Z = 1 − 2i, and
σ = 0.057.

pressure level increases with increasing the values of duct radius and ring source
radius. On the other hand, the opposite situation exists for increasing values of
c and l. As in the previous study [19], a decrease in the sound pressure level is
observed both as the ring source moves away and as the duct extension increases.

The effect of acoustically absorbing lining is examined in Figure 5 and Figure6.
In Figure 5, the real part is kept constant for the complex impedance value, and the
variation of sound pressure level is plotted with respect to the imaginary part. In
Figure 6, the imaginary part is kept constant, and the variation of sound pressure
level is plotted with respect to the real part. As seen, a decrease in sound pressure
level can be achieved by selecting appropriate ReZ and ImZ values.

Figure 7 depicts the variation in sound pressure level for different porosity rates.
As expected, the sound pressure level increases with an increase in porosity.

Consistency with the previous study [19] is examined in the last two graphs.
These comparison figures indicate a meticulous handling of complex problems that
particularly emerged in this study. In Figure 8, the impact of the lining is eliminated
to establish physical similarity with the previous study. For this purpose, the
impedance value is taken to infinity to obtain a graph for the rigid surface. It should
be noted that the sound pressure level graphs obtained by taking the impedance
value to infinity are identical to the previous ones. A similar situation holds true
for Figure 9 as well. In this graph, normalized values of ka, kb, kc, and kl are
employed for consistency with the previous study. To achieve physical similarity,
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Figure 5. The impact of varied absorbing lining (reactance) val-
ues (ImZ) on Sound Pressure Level (SPL) at different observa-
tion angles, with fixed parameters: f = 1500 Hz, a = 0.010 m,
b = 0.075 m, and σ = 0.057.
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Figure 6. The impact of varied absorbing lining (resistance) val-
ues (ReZ) on Sound Pressure Level (SPL) at different observa-
tion angles, with fixed parameters: f = 1500 Hz, a = 0.010 m,
b = 0.075 m, and σ = 0.057.
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Figure 7. The impact of varied porosity values (σ) on Sound
Pressure Level (SPL) at different observation angles, with fixed
parameters: f = 1500 Hz, a = 0.010 m, b = 0.075 m and Z = 1−2i.
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Figure 8. At parameters f = 1500 Hz, a = 0.010 m, b = 0.075 m,
Z → ∞, and σ = 0.057, comparison of the Sound Pressure Level
(SPL) with different duct radius values (a) with the study of [19].
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Figure 9. At parameters ka = 1, kb = 10, kc = 6, kl = 10 and
Z → ∞, comparison of the Sound Pressure Level (SPL) with open
perforated duct with the study of [19].

the impedance value is taken to infinity. The obtained result, as in the previous
graph, demonstrates very good alignment.

6. Conclusions

In this study, the diffraction of sound waves emanating from a ring source in
an infinite duct with an acoustically lined outer surface for z < l and a perforated
surface for z > l has been investigated using the Wiener Hopf technique. Due to the
symmetry of both the problem’s geometry and the ring source, the problem has been
modeled in two dimensions. By solving the Wiener–Hopf equation, a solution is
obtained. Graphs are presented for some specific values of problem parameters, such
as the radius of the duct and the ring source, the effect of acoustically absorbing
lining, and the perforated duct, to better understand their impact on the sound
pressure level. An increase in the values of the duct radius (a) and the ring source
radius (b) is observed to result in an increase in the sound pressure level. A similar
trend is valid for both real and complex values of acoustically absorbing lining (Z).
The effect of the perforated duct on the sound pressure level is also significant, with
a decrease in the sound pressure level observed as the porosity of the perforated
duct decreases. Finally, when compared to the study of [19] for Z → ∞, it is
observed that the conformity is excellent.

This study can also be used to consider the case where mean flow is present both
inside and outside the duct. It is worth noting that when mean flow is included,
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the current problem will be much more complicated to solve analytically and will
require careful analysis.
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[15] Demir, A., Büyükaksoy, A., Transmission of sound waves in a cylindrical duct with an acous-
tically lined muffler, International Journal of Engineering Science, 41 (2003), 2411–2427.
https://doi.org/10.1016/S0020-7225(03)00240-4
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Abstract. This paper presents an analytic study of determining all the pos-

sible solutions of the Diophantine equations such that qk = JmJn and Jk =

qmqn. These give intersections of the Modified Pell and Jacobsthal numbers
too for the case where m = 1 or n = 1.

1. Introduction

It is well-known that the Pell, Modified Pell, and Jacobsthal numbers are defined
by the recurrence relations

P0 = 0, P1 = 1 and Pn+1 = 2Pn + Pn−1 for all n ⩾ 2, (1)

q0 = 1, q1 = 1 and qn+1 = 2qn + qn−1 for all n ⩾ 2, (2)

and
J0 = 0, J1 = 1 and Jn+1 = Jn + 2Jn−1 for all n ⩾ 2, (3)

respectively. These integer sequences have very interesting characteristics. For this
reason, a heavy interest has been devoted to investigation of the subject by a great
number of researchers. Here, it is proposed that two fundamental books given by
Vajda [1] and Koshy [2] are investigated for a piece of wide information.

As shown from Equations (1)-(3), all the desired terms of the related sequence
can be computed recursively by using the respective recurrence relation. Also, as a
second way, we can employ the following equations that are called Binet’s formulas:

Pn =
γn − δn

γ − δ
, qn =

γn + δn

γ + δ
, and Jn =

αn − βn

α− β
, (4)
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where γ and δ are the positive and negative roots of x2 − 2x− 1 = 0, and α and β
are the positive and negative roots of x2 − x− 2 = 0.

Up to the present, many articles have been governed related to the identities and
applications of the Modified Pell and Jacobsthal sequences. Let us briefly mention
some of the relevant research. In [3], Horadam gave the definition of the Modified
Pell numbers, including some elementary identities, and showed that Qn = 2qn,
where Qn is the nth Pell-Lucas numbers. In [4], the author defined the Jacobsthal
numbers and presented their characteristic identities. In [5], Daşdemir developed an
interesting matrix technique to find relationships between the Pell, Pell-Lucas, and
Modified Pell numbers. In [6] and [7], Daşdemir brought rich elementary context
related to the Jacobsthal and Jacobsthal-Lucas numbers to the available literature
by using some matrix identities. In [8], Arslan and Köken presented the Jacobsthal
and Jacobsthal-Lucas numbers with rational subscripts based on the idea of com-
puting square roots of the matrices of order 2 × 2. In [9], Catarino and Campos
introduced the Gaussian Modified Pell numbers, including Binet’s formula, the gen-
erating function, and some sum formula. In [10], Radicic computed determinants,
eigenvalues, and the values and boundaries of certain norms for a k-circulant matrix
involving the Pell Numbers. In [11], Daşdemir expanded the usual Mersene, Jacob-
sthal, and Jacobsthal-Lucas numbers to the ones with negative indexes. In [12],
Soykan and Göcen presented the definition, Binet formula, and generating functions
of the generalized hyperbolic Pell numbers over the bi-dimensional Clifford algebra.
In [13], Uygun defined the bi-periodic Jacobsthal and bi-periodic Jacobsthal-Lucas
numbers and discovered some features between them.

The above brief literature survey shows that many researchers have genuinely
interested in investigating the elementary identities and properties of the Modified
Pell numbers and the Jacobsthal numbers with structural configurations and this
trend is growing day by day. Motivated by these developments, in this paper, we
consider the Diophantine equations

Jk = qmqn (5)

and

qk = JmJn (6)

for any positive integer k, m, and n under m ≤ n. The fundamental outputs of the
paper are to determine the m, n, and k numbers that satisfy Equations (5) and (6).

2. Auxiliary Descriptions

The following will be used extensively in the rest of the paper

Definition 1. Let η be an algebraic number of degree d with minimal primitive
polynomial over

a0x
d + a1x

d−1 + · · ·+ ad = a0
∏d

i=1

(
x− η(i)

)
,
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where a0 is positive and η(i) is the conjugate of η. Then,

h (η) =
1

d

(
log |a0|+

∑d

i=1
log

(
max

{∣∣∣η(i)∣∣∣ , 1})) , (7)

is called the logarithmic height of η.

It should be noted that this function satisfies the following properties:

h (α∓ β) ⩽ h (α) + h (β) + log 2, h
(
αβ∓1

)
⩽ h (α) + h (β) , and h (αs) = sh (α) .

Theorem 1 (Matveev [14]). Let η1, η2, . . . , ηs be real algebraic numbers and let
b1, b2, . . . , bs be nonzero rational integers. Let dK be the degree of the number field
Q (η1, η2, . . . , ηs) over Q and let Aj be the positive real number defined by

Aj ⩾ h′ (ηj) = max
{
dKh(ηj),

∣∣log (ηj)∣∣ , 0.16} for j = 1, 2, . . . , l.

Put

Λ = η1η2 . . . ηl − 1 and D = max {|b1| , . . . , |bl|} .
If Λ ̸= 0, then

log (|Λ|) > −1.4× 30l+3 × l4.5 × d2K × (1 + log (dL)) (1 + log (D))A1A2...Al.

Lemma 1 (Dujella and Pethö [16]). Let M be a positive integer, p/q be a convergent
of the continued fraction of the irrational τ such that q > 6M , and let A, B, τ be
positive rational numbers with A > 0 and B > 1. Let ε = ∥µq∥−M ∥τq∥, where ∥·∥
is the distance from the nearest integer. If ε > 0, then there is no integer solution
(m,n, k) of inequality

0 < mτ − n+ µ < AB−k

with

m ⩽ M and k ⩾
log (Aq/ε)

logB
.

Lemma 2. Let k be a positive integer and let x, y, and z be positive real numbers.

Further, let
√
x and

√
z be irrational numbers. Then,

√
x(y +

√
z)

k
is an irrational

number.

Proof. Introduce A :=
√
x(y +

√
z)

k
. From Binomial expansion, we can write

A =
√
x

k∑
i=0

(
k
i

)
yk−i

(√
z
)i

=
√
x

[(
k
0

)
yk +

(
k
1

)
yk−1

√
z +

(
k
2

)
yk−2

(√
z
)2

+ . . .+

(
k
k

)(√
z
)k]

.

If k is even, then we have

A =
√
x (B + C) = B

√
x+ C

√
x,
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where

B := yk +

(
k
2

)
yk−2

(√
z
)2

+ . . .+

(
k

k − 2

)
y2
(√

z
)k−2

+
(√

z
)k
,

C :=

(
k
1

)
yk−1

(√
z
)1

+ . . .+

(
k

k − 1

)
y
(√

z
)k−1

.

Here, B ∈ Q, C ∈ R − Q, and B,C > 0. C
√
x can be rational or irrational

depending on xz. However, B
√
x ∈ R−Q due to B ∈ Q. As a result, A ∈ R−Q.

When k is odd, a similar evaluation can be done. This completes the proof. □

3. Main Results

In this section, we present the fundamental outcomes of the paper.

Theorem 2. Let k, m, and n be any positive integers m ⩽ n. Then, all the
solutions to Equation (5) are

(k,m, n) ∈ {(1, 1, 1) , (2, 1, 1) , (3, 1, 2) , (6, 2, 3)} (8)

and the ones of Equation (6)

(k,m, n) ∈ {(1, 1, 1) , (1, 1, 2) , (1, 2, 2) , (2, 1, 3) , (2, 2, 3)} . (9)

Proof. For validation, we apply a proof strategy of two steps. To this aim, appro-
priate boundaries will be computed separately for Equations (5) and (6). First, let
us consider Equation (5) by considering the equations

αn−2 ⩽ Jn ⩽ αn−1 (10)

and
γn−1 ⩽ qn ⩽ γn. (11)

These can be proved easily by applying the induction method n. Then, we can
write

α k−2 ⩽ J k = qn.qm ⩽ γm+n and α k−1 ⩾ J k = qn.qm ⩾ γm+n−2.

and

1 +
log γ

logα
(m+ n− 2) ⩽ k ⩽ 2 +

log γ

logα
(m+ n) ,

concluding k < 4n. Further, using the Binet’s formulas of the Jacobsthal and
Modified Pell numbers yields∣∣∣∣αk

3
− γn+m

4

∣∣∣∣ =

∣∣∣∣∣βk

3
+

γnδm + γmδn + δn+m

4

∣∣∣∣∣ <
∣∣∣∣∣βk

3
+

3γn−m

4

∣∣∣∣∣
<

3

2
max

{
|β|k, γn−m

}
=

3γn−m

2
or equally ∣∣∣∣43αkγ−n−m − 1

∣∣∣∣ < 6

γ2m
. (12)
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Considering the Matveev’s theroem, we consider the following case:

Λ1 =
4

3
αkγ−n−m−1, l = 3, η1 =

1

3
, η2 = α, η3 = γ, d1 = 1, d2 = k+2, d3 = −n−m.

Here, it is easy to verify Λ1 ̸= 0. If the reverse were true anyway, 4
3α

k = γn+m

would have to be. But, while 4
3α

k ∈ Q, γn+m /∈ Q. In this case, the assertion is

true. If choosing η1, η2, η3 ∈ L := Q
(√

2
)
, dL = 2. This means that

h (η1) = log 3, h (η2) = logα, h (η3) =
log γ

2
, A1 = 2 log 3, A2 = 2 logα, A3 = log γ

and D = 4n. As a result, we have

log |Λ1| > −2.61× 1012 (1 + log 4n) . (13)

As compared Equation (12) to Equation (13), we finally get

m log γ + log 3 < 1.4× 1012 (1 + log 4n) . (14)

Doing some mathematical arrangements by using the Binet’s formulas in Equa-
tions (4), we compute ∣∣∣∣ 2

3qm
αkγ−n − 1

∣∣∣∣ < 2

γn
. (15)

Accordingly, from Matveev’s theorem, the following equations can be obtained:

Λ2 =
2

3qm
αkγ−n − 1, l = 3, η1 = 3qm, η2 = α, η3 = γ, d1 = −1, d2 = k + 1,

and, d3 = −n.

h (η2) = logα, h (η3) =
1

2
log γ A2 = 2 logα, andA3 = log γ.

It should be noted that η1 is also a root of the polynomial 2x2 − 9Pm
2. Then,

h (η1) =
1

2
(log 1 + log |3qm|+ log |−3qm|) = log qm + log 3 ⩽ m log γ + log 3.

From Equation (15), we have

A1 = 2.8× 1012 (1 + log 4n) > 2h (η1) .

Letting D = 4n. In this case, by Lemma 2, we can find

log |Λ2| > −3.32× 1024(1 + log 4n)
2
. (16)

and from Equation (15),

log |Λ2| < log 2− n log γ. (17)

Solving Equations (16) and (17) together, we get

n < 1.72× 1028 and k < 4n. (18)
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A similar method can be applied to Equation (6). Here, to reduce the size of
the current paper, we neglect an explicit proof. But, for Equation (6), we get the
following boundaries:

n < 9× 1028 and k < 3n. (19)

Accordingly, from both Equations (18) and (19), our widest solution range is as
follows.

k < 4n and n < 9× 1028. (20)

Everything is ok but since our last range is not economical, investigating a so-
lution is very difficult. Therefore, we will take an additional approach, taking into
account four different situations.

Case I: For the case where m ⩾ 2 in Equation (12), we define

Γ1 := k logα− (n+m) log γ + log
4

3
,

or in another form, ∣∣eΓ1 − 1
∣∣ = |Λ1| <

6

γ2m
<

1

5
, (21)

which means that |Γ1| < 1
4 . By the way, |x| < 1

4 , |x| <
3
2 |e

x − 1| holds for x ∈ R
without the loss of generality. For the case where x = Γ1, we obtain

|Γ1| <
9

γ2m
. (22)

Due to Λ1 ̸= 0, Γ1 ̸= 0 too. As a result, Γ1 < 0 or Γ1 > 0. When Γ1 > 0,

0 < k

(
logα

log γ

)
− (n+m) +

(
log(4/3)

log γ

)
<

9

(log γ) γ2m
<

11

γ2m
.

According to Dujella and Pethö’s lemma for M = 3.6× 1029, we get

τ =
logα

log γ
, µ =

log (4/3)

log γ
, A = 11, and B = γ2. (23)

τ = [a0, a1, ...] is turned on to the continued fraction as follows:

[a0, ..., a60] =
p60
q60

=
6332847229674209482244367144203

8052552813322770308759378039685

such that 6M < 2.2 × 1030 < q. As a result, ε = ∥µq∥ − M ∥τq∥ > 0.41. This
means that m ⩽ 42. Also, for the case where Γ1 < 0, a similar result can be found.

Case II: In Equation (15) for n > 1 under the same assumptions, we find that
n ⩽ 89.

Case III: In Equation (6) for the case m ⩾ 4, we conclude that m ⩽ 109.
Case IV: Similarly, In Equation (6) for the case where n > 1, we can obtain

that n ⩽ 117.
According to all the above results, we obtain the widest range such as n ⩽ 117

and k < 469. If checking the possible cases by using a PC algorithm composed of in
Mathematica, we see the intersection set such that {1, 3}. This exhausts the proof.



610 A. DAŞDEMIR, M. VAROL

□

Author Contribution Statements The authors contributed equally to this work.
All authors read and approved the final copy of this paper.

Declaration of Competing Interests The authors declare that they have no
competing interest.

References

[1] Vajda, S., Fibonacci and Lucas Numbers, and the Golden Section: Theory and Applications,

Courier Corporation, New York, 2008.
[2] Koshy, T., Pell and Pell-Lucas Numbers with Applications, Springer, New York, 2014.

[3] Horadam, A. F., Applications of modified Pell numbers to representations, Ulam Quarterly,
3(1) (1994), 34–53.

[4] Horadam, A. F., Jacobsthal representation numbers, Fibonacci Quart., 34(1) (1996), 40–54.
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[13] Uygun, Ş., The relations between bi-periodic jacobsthal and bi-periodic ja-

cobsthal lucas sequence, Cumhuriyet Science Journal, 42(2) (2021), 346–357.

http://doi.org/10.17776/csj.770080
[14] Matveev, E. M., An explicit lower bound for a homogeneous rational linear form

in the logarithms of algebraic numbers. II, II. Izv. Math., 64(6) (2000), 1217–1269.

http://doi.org/10.1070/IM2000v064n06ABEH000314
[15] Baker, A., Davenport, H., The equations 3x2 − 2 = y2 and 8x2 − 7 = z2, Quart. J. Math.

Oxford Ser., 20(1) (1969), 129–137.
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Abstract. This paper presents some results for conformal η-Ricci-Yamabe

solitons (CERYS) on invariant and anti-invariant submanifolds of a (LCS)n-
manifold admitting a quarter-symmetric metric connection (QSMC). In ad-

dition, we developed the characterization of CERYS on M-projectively flat,

Q-flat, and concircularly flat anti-invariant submanifolds of a (LCS)n-manifold
with respect to the aforementioned connection. Finally, we construct an ex-

tensive example that appoints some of our inferences.

1. Background and Motivations

Conformal Ricci flow is defined in a Riemannian n-manifold (V, g) as a general-
isation of classical Ricci flow by [6]

∂g

∂t
= −2(Ric+ g

n
)− pg, τ(g) = −1,

where p is called the conformal pressure, g is the Riemannian metric; τ and Ric
denote the scalar curvature and the Ricci tensor of V, respectively.

A conformal Ricci soliton on (V, g) is defined as follows [2]:

LF1
g + 2Ric = [

1

n
(pn+ 2)− 2µ]g,
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where µ ∈ ℜ (ℜ is the set of real numbers) and LF1
denotes the Lie-derivative

operator along a smooth vector field F1

A Ricci-Yamabe flow of type (κ, l), which is a scalar combination of Ricci and
Yamabe flows, is defined as follows [7]:

∂

∂t
g(t) = 2κRic(g(t))− lτ(t)g(t), g(0) = g0,

for some scalars κ and l.
A Riemannian manifold is said to have a Ricci-Yamabe solitons of type (κ, l) (briefly,
RYS) if [4, 29]

LF1g + 2κRic+ (2µ− lτ)g = 0,

where l, κ, µ ∈ ℜ.
In [30], Zhang et al. studied conformal Ricci-Yamabe soliton (briefly, CRYS), which
is defined on (V, g) by

LF1
g + 2κRic+ [2µ− lτ − 1

n
(pn+ 2)]g = 0.

In this follow-up, the conformal η-Ricci-Yamabe soliton (briefly, CERYS) on (V, g)
is defined by [28]

LF1
g + 2κRic+ [2µ− lτ − 1

n
(pn+ 2)]g + 2ν η ⊗ η = 0, (1)

where l, κ, µ, ν ∈ ℜ. If F1=grad(f), then the Equation (1) is called a gradient
conformal η-Ricci-Yamabe soliton (briefly, GCERYS) and given by

∇2f + κRic+ [µ− lτ

2
− 1

2
(p+

2

n
)]g + ν η ⊗ η = 0,

where ∇2f is said to be the Hessian of f . A CRYS (or GCRYS) is said to be
shrinking, steady or expanding if µ < 0, = 0 or > 0, respectively. A CERYS (or
GCERYS) reduces to (i) CERS if κ = 1, l = 0, (ii) CEYS if κ = 0, l = 1, and
(iii) conformal η-Einstein soliton (briefly, CEES) if κ = 1, l = −1.

Shaikh [22] introduced the concept of n-dimensional Lorentzian concircular struc-
ture manifold (briefly, (LCS)n-manifold) and demonstrated its existence with sev-
eral examples [24], which generalises the concept of LP-Sasakian manifolds intro-
duced in [13,14]. We refer to the works [1,10,23] for more extensive studies. Mantica
and Molinari [18] recently demonstrated that a (LCS)n-manifold (n > 3) is equal
to the GRW spacetime. The authors also examined the applicability of (LCS)n-
manifolds in general theory of relativity and cosmology in [3]. Thus the geometry
of submanifolds has grown in popularity in modern analysis due to its importance
in practical mathematics and theoretical physics.

A linear connection ∇̄ on (V, g) is said to be a quarter-symmetric connection
(briefly, QSC) [8] if its torsion tensor T̄ has the form

T̄ (F1,F2) = ∇̄F1
F2 − ∇̄F2

F1 − [F1,F2] = A(F2)ψ
∗(F1)−A(F1)ψ

∗(F2), (2)
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where A is a 1-form and ψ∗ is a (1, 1) type tensor field. If a quarter-symmetric
linear connection ∇̄ satisfies the condition

(∇̄F1
g)(F2,F3) = 0,

for all F1,F2,F3 ∈ χ(V), then ∇̄ is said to be a quarter-symmetric metric connec-
tion (briefly, QSMC). If a contact metric manifold admits a QSC, then we take A=η
and ψ∗=ϕ and hence (2) takes the form T̄ (F1,F2) = η(F2)ϕ(F1)− η(F1)ϕ(F2).

The relation between the Levi-Civita connection ∇ and a QSMC ∇̄ on a contact
metric manifold is given by

∇̄F1
F2 = ∇F1

F2 − η(F1)ϕ(F2).

Recently, the QSMC have been studied by many authors such as [9, 12, 19, 31]
and many others.

2. Preliminaries

Let Ṽ be an n-dimensional Lorentzian manifold admitting a unit time-like con-
circular vector field ζ. Then there is

g(ζ, ζ) = −1.

Since ζ is a unit concircular vector field, it follows that there exists a non-zero
1-form η such that for

g(F1, ζ) = η(F1)

satisfies [25]

(∇̃F1η)F2 = α[g(F1,F2) + η(F1)η(F2)], α ̸= 0,

∇̃F1ζ = α[F1 + η(F1)ζ], α ̸= 0, (3)

for F1,F2 ∈ χ(Ṽ), where ∇̃ denotes the operator of covariant differentiation with
respect to the Lorentzian metric g and α is a non-zero scalar function that satisfies

∇̃F1
α = (F1α) = dα(F1) = ρη(F1),

ρ being a certain scalar function given by ρ=-(ζα). Let us have a look

ϕF1 =
1

α
∇̃F1

ζ, (4)

then utilizing (3) and (4) we acquire

ϕF1 = F1 + η(F1)ζ,

g(ϕF1,F2) = g(F1, ϕF2).

Thus the Lorentzian manifold Ṽ admits the unit time-like concircular vector field
ζ, its associated 1-form η and a (1,1) tensor field ϕ is said to be a Lorentzian
concircular structure manifold (briefly, (LCS)n-manifold) [17,22]. Especially, if we
take α=1, then we can obtain the LP-Sasakian structure of Matsumoto [13].
In an (LCS)n-manifold, we have [22]:

η(ζ) = −1, ϕ ◦ ζ = 0, η(ϕF1) = 0, g(ϕF1, ϕF2) = g(F1,F2) + η(F1)η(F2),
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ϕ2F1 = F1 + η(F1)ζ,

η(R̃(F1,F2)F3) = (α2 − ρ)[g(F2,F3)η(F1)− g(F1,F3)η(F2)],

R̃(F1,F2)ζ = (α2 − ρ)[η(F2)F1 − η(F1)F2],

R̃ic(F1, ζ) = (n− 1)(α2 − ρ)η(F1),

R̃(F1,F2)F3 = ϕR̃(F1,F2)F3 + (α2 − ρ)[g(F2,F3)η(F1)− g(F1,F3)η(F2)]ζ,

(∇̃F1ϕ)F2) = α[g(F1,F2)ζ + 2η(F1)η(F2)ζ + η(F2)F1],

for all F1,F2,F3 ∈ χ(Ṽ).
Let N be an m-dimensional (m < n) submanifold of an (LCS)n-manifold Ṽ with

induced metric g. Also, let ∇ be the induced connection on the tangent bundle TN
and ∇⊥ be the induced connection on the normal bundle T⊥N of N, respectively.
Then the Gauss and Weingarten formulae are respectively given by

∇̃F1
F2 = ∇F1

F2 + ℏ(F1,F2), (5)

and

∇̃F1F3 = −AF3F1 +∇⊥
F1

F3,

for all F1,F2 ∈ χ(N) and F3 ∈ χ⊥(N), where ℏ and AF3
are second fundamental

form and the shape operator (corresponding to the normal vector field F3), respec-

tively for the immersion of N into Ṽ. The second fundamental form ℏ and the shape
operator AF3 are related by [26]

g(ℏ(F1,F2),F3) = g(AF3
F1,F2),

for all F1,F2 ∈ χ(N) and F3 ∈ χ⊥(N). We note that ℏ(F1,F2) is bilinear and since
∇fF1F2=f∇F1F2 for any smooth function f on a manifold, then we have

ℏ(fF1,F2) = fℏ(F1,F2).

A submanifold N of an (LCS)n-manifold Ṽ is said to be totally umbilical if

ℏ(F1,F2) = g(F1,F2)H, (6)

where F1,F2 ∈ TN and the mean curvature vector H on N is given by H =
1
m

∑m
i=1 ℏ(υi, υi), where {υ1, υ2, ...., υm} is a local orthonormal frame of vector fields

on N. Moreover, if ℏ(F1,F2)=0 for all F1,F2 ∈ TN, then N is said to be totally

geodesic and if H=0 then N is called minimal in Ṽ.
A submanifold N of Ṽ is said to be invariant if the structure vector field ζ is

tangent to N at every point of N and ϕF1 is tangent to N for every vector field F1

tangent to N at every point of N, i.e., ϕ(TN) ⊂ TN at every point of N. Whereas,
N is said to be anti-invariant if for any F1 tangent to N, ϕF1 is normal to N, i.e.,
ϕ(TN) ⊂ T⊥N at every point of N, where T⊥N is the normal bundle of N.

Now we recall the following results:
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Lemma 1. [11] On an (LCS)n-manifold Ṽ with a QSMC
¯̃∇, we have

(i)
¯̃∇F1

F2 = ∇̃F1
F2 + η(F2)ϕF1 − g(ϕF1,F2)ζ,

(ii) R̄(F1,F2)F3 = R̃(F1,F2)F3 + (2α− 1)[g(ϕF1,F3)ϕF2 − g(ϕF2,F3)ϕF1]

+ α[η(F2)F1 − η(F1)F2]η(F3) + α[g(F2,F3)η(F1)− g(F1,F3)]ζ,

(iii) R̄ic(F2,F3) = R̃ic(F2,F3) + (α− 1)g(F2,F3) + (nα− 1)η(F2)η(F3)

−(2α− 1)εg(ϕF2,F3),

where R̄, R̄ic are the curvature and the Ricci tensors of Ṽ with respect to
¯̃∇ and

ε = traceϕ.

3. Cerys on Submanifolds of (LCS)n-Manifolds

Let (g, ζ, µ, κ, l) be a CERYS on submanifold N of an (LCS)n-manifold Ṽ. Then
in view of (1) we obtain

Lζg(F2,F3) = −2κRic(F2,F3)− [2µ− lτ − 1

n
(pn+ 2)]g(F2,F3) (7)

−2νη(F2)η(F3).

With the help of (4) and (5) one can get

αϕF1 = ∇̃F1
ζ = ∇F1

ζ + ℏ(F1, ζ). (8)

If N is invariant in Ṽ, then ϕF1, ζ ∈ TN. So from (8) we yields

(i) αϕF1 = ∇F1ζ, (ii) ℏ(F1, ζ) = 0. (9)

Using (9)(i) in (7), we obtain

Ric(F2,F3) = − 1

κ
[µ+α− lτ

2
− 1

2n
(pn+2)]g(F2,F3)−

(ν + α)

κ
η(F2)η(F3), (10)

where Lζg(F2,F3) = 2α[g(F2,F3) + η(F2)η(F3)].
Also, with the help of (9)(ii), we get from (6) that η(E)H = 0 =⇒ H = 0. So,

we obtain the result:

Theorem 1. If (g, ζ, µ, ν, κ, l) be a CERYS on an invariant submanifold N of an

(LCS)n-manifold Ṽ, then N is an η-Einstein manifold and also minimal in Ṽ.

Also, we have

R(F2,F3)ζ = ∇F2
∇F3

ζ −∇F3
∇F2

ζ −∇[F2,F3]ζ = (α2 − ρ)[η(F3)F2 − η(F2)F3],

which by using (9)(i), we lead to

Ric(F2, ζ) = (m− 1)(α2 − ρ)η(F2), for all F2. (11)
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By fixing F3=ζ in (10) and using (11), we get

µ = ν − κ(m− 1)(α2 − ρ) +
lτ

2
+

1

2
(p+

2

n
).

As consequence, we can make the following claim:

Theorem 2. If (g, ζ, µ, ν, κ, l) be a CERYS on an invariant submanifold N of an

(LCS)n-manifold Ṽ, then the CERYS reduces to
(i) CERS if µ = ν − (m− 1)(α2 − ρ) + 1

2 (p+
2
n ),

(ii) CEYS if µ = ν + τ
2 + 1

2 (p+
2
n ),

(iii) CEES if µ = ν − (m− 1)(α2 − ρ)− τ
2 + 1

2 (p+
2
n ).

Corollary 1. An η-Yamabe soliton on an invariant submanifold N of an (LCS)n-
manifold Ṽ of type (0, 1), is contracting, stable or increasing accordingly as τ <
−2ν, τ = −2ν, or τ > −2ν, respectively.

Corollary 2. An η-Ricci soliton on an invariant submanifold N of an (LCS)n-
manifolds Ṽ of type (1, 0), is contracting, stable or increasing accordingly as ν <
(m− 1)(α2 − ρ), ν = (m− 1)(α2 − ρ) or ν > (m− 1)(α2 − ρ), provided α2 ̸= ρ.

Corollary 3. An η-Einstein soliton on an invariant submanifold N of an (LCS)n-
manifolds Ṽ of type (1,−1), is contracting, stable or increasing accordingly as τ >
2[ν − (m− 1)(α2 − ρ)], τ = 2[ν − (m− 1)(α2 − ρ)] or τ < 2[ν − (m− 1)(α2 − ρ)],
provided α2 ̸= ρ.

In particular, if N is an anti-invariant submanifold on Ṽ. Then for any F1 ∈ TN and
ϕF1 ∈ T⊥N, we get from (8) that ∇F1

ζ=0, ℏ(F1, ζ)=αϕF1. Thus, Lζg(F1,F2)=0,
that is, ζ is a Killing vector field (briefly, KVF) and in this case from (7), we have

Ric(F2,F3) = − 1

κ
[µ− lτ

2
− 1

2
(p+

2

n
)]g(F2,F3)−

ν

κ
η(F2)η(F3). (12)

This results in the following outcomes:

Theorem 3. If (g, ζ, µ, ν, κ, l) be a CERYS on an anti-invariant submanifold N of

an (LCS)n-manifolds Ṽ, then N is an η-Einstein and ζ is a KVF.

Again, for an anti-invariant submanifold N of Ṽ, we have R(F2,F3)ζ=0 and hence
Ric(F2, ζ)=0. Also, from (12) we obtain Ric(F2, ζ) = − 1

κ [µ − lτ
2 − 1

2 (p +
2
n ) −

ν]η(F1). So, we get µ = lτ
2 + 1

2 (p+
2
n ) + ν. Thus, we have finalized the result:

Corollary 4. A CERYS of type (κ, l) on an anti-invariant submanifold N of an

(LCS)n-manifold Ṽ is contracting, stable or increasing accordingly as τ < −1
l [2ν +

(p+ 2
n )], τ = −1

l [2ν + (p+ 2
n )] or τ >

−1
l [2ν + (p+ 2

n )].
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4. Cerys on Submanifolds of (LCS)n-Manifolds Admitting
¯̃∇

Assume that (g, ζ, µ, ν, κ, l) be a CERYS on a submanifold N of an (LCS)n-
manifold Ṽ in view of QSMC

¯̃∇. Then from (1) we obtain

L̄F1g(F2,F3) = −2κR̄ic(F2,F3)− [2µ− lτ̄ − 1

n
(pn+ 2)]g(F2,F3) (13)

−2νη(F2)η(F3) = 0.

In view of QSMC ∇̄, the second fundamental form ℏ̄ on N is given by

¯̃∇F1
F2 = ∇̄F1

F2 + ℏ̄(F1,F2). (14)

Using Lemma 2.1(i) and (5) in (14), we lead to

∇̄F1F2 + ℏ̄(F1,F2) = ∇F1F2 + ℏ(F1,F2) + η(F2)ϕF1 − g(ϕF1,F2)ξ. (15)

We suppose that N is invariant in Ṽ, then ϕF1, ξ ∈ TN. Thus from (15) we have

∇̄F1F2 = ∇F1F2 + η(F2)ϕF1 − g(ϕF1,F2)ζ, (16)

which means N admits QSME
¯̃∇. Also, in view of (9)(i), it follows that ∇̄F1

ζ=(α−
1)ϕF1 and hence

L̄F1
g(F2,F3) = 2(α− 1)[g(F2,F3) + η(F2)η(F3)]. (17)

Let R̄ be the curvature tensor of submanifold N with respect to the QSMC
¯̃∇.

Then we get

R̄(F1,F2),F3 = R̃(F1,F2)F3 + (2α− 1)[g(ϕF1,F3)ϕF2 − g(ϕF2,F3)ϕF1)]

+α[η(F2)F1 − η(F1)F2]η(F3) (18)

+α[g(F2,F3)η(F1)− g(F1,F3)η(F2)]ζ,

where R̄(F1,F2)F3=
¯̃∇F1

¯̃∇F2
F3 −

¯̃∇F2

¯̃∇F1
F3 −

¯̃∇[F1,F2]F3.
On contracting (18), we obtain

R̄ic(F2,F3) = R̃ic(F2,F3) + [α(1− 2ε) + ε]g(F2,F3) (19)

+[α(m− 2ε) + ε− 1]η(F2)η(F3).

In view of (17) and (19), equation (13) reduces to

R̃ic(F2,F3) = − 1

κ

[
µ− lτ̄

2
− 1

2n
(pn+ 2) + (α− 1) + κ{α(1− 2ε) + ε}

]
g(F2,F3)

−
[
κ{α(m− 2ε) + ε− 1}+ α− 1 + ν

]
η(F2)η(F3).

Thus, we state:

Theorem 4. Let (g, ζ, µ, ν, κ, l) be a CERYS on an invariant submanifold N of an

(LCS)n-manifold Ṽ with respect to QSMC
¯̃∇. If ∇̄ be the induced connection on N

from the connection
¯̃∇, then N is an η-Einstein manifold.
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Next, if N is anti-invariant submanifold on Ṽ as per
¯̃∇, then from (15), we get

∇̄F1ζ=0 and hence we find L̄ζg(F2,F3)=0. So from (13) we leads to the outcome:

Theorem 5. Let (g, ζ, µ, ν, κ, l) be a CERYS on an anti-invariant submanifold N
of an (LCS)n-manifold Ṽ admits QSMC

¯̃∇. Then N is η-Einstein with respect to
induced Riemannian connection.

Corollary 5. There does not exist a CEYS on an invariant (or, anti− invariant)

submanifold N of an (LCS)n-manifold Ṽ with respect to the QSMC
¯̃∇.

5. Cerys on M-Projectively Flat Anti-Invariant Submanifolds
Admitting

¯̃∇

The M-projective curvature tensor M♭ of rank three on (Nn, g) is given by [5,20]

M♭(F1,F2)F3 = R(F1,F2)F3 −
1

2(n− 1)
[Ric(F2,F3)F1 −Ric(F1,F3)F2]

− 1

2(n− 1)
[g(F2,F3)QF1 − g(F1,F3)QF2] (20)

for all smooth vectors fields F1,F2,F3 ∈ χ(N), where Q is the Ricci operator.

We suppose that, N isM-projectively flat with respect to QSMC
¯̃∇, i.e.,M♭(E ,F)G =

0, then from (20) we have

R̄(F1,F2)F3 =
1

2(n− 1)
[R̄ic(F2,F3)F1 − R̄ic(F1,F3)F2]

+
1

2(n− 1)
[g(F2,F3)Q̄F1 − g(F1,F3)Q̄F2],

which implies that

R̄ic(F2,F3) =
τ̄

n
g(F2,F3). (21)

With the help of (21) and Lemma 2.1 (iii), we obtain

R̃ic(F2,F3) = [
τ̄

n
+ ε(2α− 1) + (1− α)]g(F2,F3)

+ [ε(2α− 1)− (nα− 1)]η(F2)η(F3). (22)

Putting F3=ζ in (22) and then multiplying both sides by 2κ, we get

2κR̃ic(F2, ζ) = [
2κτ̄

n
+ 2κα(n− 1)]η(F2). (23)

Next, let (g, ζ, µ, ν, κ, l) be a CERYS on N and N is anti-invariant, then from (1),
we lead to

2κR̃ic(F2,F3) = −[2µ− lτ − 1

n
(pn+ 2)]g(F2,F3)− 2νη(F2)η(F3). (24)
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Again setting F3=ζ in (24), we have

2κR̃ic(F2, ζ) = [−2µ+ lτ +
1

n
(pn+ 2) + 2ν]η(F2). (25)

Equating (23) and (25), we get

µ = −κτ̄
n

− κα(n− 1) +
lτ

2
+

1

2n
(pn+ 2) + ν. (26)

We assert the outcome:

Theorem 6. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is M-

projectively flat with respect to QSMC
¯̃∇, then the CERYS of type (κ, l) on N is

contracting, stable or increasing accordingly as

−κτ̄
n

− κα(n− 1) +
lτ

2
+

1

2n
(pn+ 2) + ν ⪋ 0.

It is clear, from (26) that, if κ = 0, then µ = lτ
2 + 1

2n (pn+2)+ ν and if l = 0, then

µ = −κτ̄
2 − κα(n− 1) + 1

2n (np+ 2) + ν. Thus, we state:

Corollary 6. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is M-

projectively flat with respect to QSMC
¯̃∇, then the CEYS of type (0, 1) on N is

contracting, stable or increasing accordingly as τ < − 1
n [n(p+2ν)+2], τ = − 1

n [n(p+

2ν) + 2], or τ > − 1
n [n(p+ 2ν) + 2], respectively.

Corollary 7. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is M-

projective flat with respect to QSMC
¯̃∇, then the CERS of type (1, 0) on N is

contracting, stable or increasing accordingly as

− τ̄
2
− α(n− 1) +

1

2n
(np+ 2) + ν ⪋ 0.

Again taking F2=F3=υi, i (1 ≤ i ≤ n) in (1) and using (21), we have

L̄F1
g(υi, υi) +

{
2κτ̄

n
+ 2µ− lτ − 1

n
(pn+ 2)

}
g(υi, υi) + 2νη(υi)η(υi) = 0,

which leads to

div(F1) +

{
κτ̄ + nµ− lnτ

2
− 1

2
(pn+ 2)

}
− ν = 0. (27)

If F1 is solenoidal, then div(F1)=0 and hence (27) reduces to

µ = (
p

2
+

1

n
) +

lτ

2
− κτ̄

2
+
ν

n
.

Again, if F1=grad(f), then the equation (27) becomes

∇2f = −κτ̄ − nµ+
lnτ

2
+

1

2
(pn+ 2) + ν. (28)

As a result, we may state:
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Theorem 7. Let the metric g of an M-projectively flat anti-invariant submanifold

N of an (LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type (κ, l),

where F1=grad(f) then (28) holds.

Corollary 8. Let the metric g of an M-projectively flat anti-invariant submanifold

N of an (LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type (κ, l).

Then the vector field F1 is solenoidal iff

µ =
1

2
(p+

2

n
) +

lτ

2
− κτ̄

n
+
ν

n
.

6. Cerys on Pseudo-Projectıvely Flat Anti-Invariant Submanifolds
Admitting

¯̃∇

The pseudo-projective curvature tensor P̃ of rank three on (Nn, g) is given by [21]

P̃(F1,F2)F3 = σR(F1,F2)F3 + ς[Ric(F2,F3)F1 −Ric(F1,F3)F2] (29)

+ϱτ [g(F2,F3)F1 − g(F1,F3)F2],

for all smooth vectors fields F1,F2,F3 ∈ χ(N), where σ, ς, ϱ are non-zero constants
related by ϱ = − 1

n (
σ

n−1 + ς).

Let (Nn, g) is pseudo-projectively flat with respect to QSMC
¯̃∇, then from (29), we

yields

σR̄(F1,F2)F3 = −ς[R̄ic(F2,F3)F1 − R̄ic(F1,F3)F2]

− ϱτ̄ [g(F2,F3)F1 − g(F1,F3)F2],

which is equivalent to

[σ + ς(n− 1)]R̄ic(F2,F3) = −ϱτ̄(n− 1)g(F2,F3). (30)

Using (30) in Lemma 2.1-(iii), we obtain

R̃ic(F2,F3) =
[ −ϱτ̄(n− 1)

{σ + ς(n− 1)}
+ ε(2α− 1)− (α− 1)

]
g(F2,F3) (31)

−[(nα− 1)− ε(2α− 1)]η(F2)η(F3).

By fixing G = ξ in (31) and then multiplying both sides by 2κ, we have

2κR̃ic(F2, ζ) = [
−2κϱτ̄(n− 1)

{σ + ς(n− 1)}
+ 2ακ(n− 1)]η(F2). (32)

In view of (25) and (32), we get

µ =
κϱτ̄(n− 1)

{σ − ς(1− n)}
+
lτ

2
+ (

p

2
+

1

n
) + ακ(1− n) + ν.

Accordingly, as the Section 5, we claim:
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Theorem 8. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

pseudo-projectively flat with respect to QSMC
¯̃∇, then the CERYS of type (κ, l)

on N is contracting, stable or increasing accordingly as

κϱτ̄(n− 1)

{σ − ς(1− n)}
+ ακ(1− n) +

lτ

2
+ (

p

2
+

1

n
) + ν ⪋ 0.

Corollary 9. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

pseudo-projectively flat admits QSMC
¯̃∇, then the CEYS of type (0, 1) on N is con-

tracting, stable or increasing accordingly as τ < −[(p+ 2
n )+2ν], τ = −[(p+ 2

n )+2ν]

or τ > −[(p+ 2
n ) + 2ν].

Corollary 10. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

pseudo-projectively flat admits QSMC
¯̃∇, then the CERYS of type (1, 0) on N is

contracting, stable or increasing accordingly as

ϱτ̄(n− 1)

{σ − ς(1− n)}
+ α(1− n) + (

p

2
+

1

n
) + ν ⪋ 0.

Next, we replace F2=F3=υi i(1 ≤ i ≤ n) in (1) we have

L̄F1
g(υi, υi) =

{
2κϱτ̄(n− 1)

σ + ς(n− 1)
+ 2κ{α(1− 2ε) + ε} − {2µ− lτ − 1

n
(pn+ 2)}

}
g(υi, υi)

− [2ν − 2κ{α(m− 2ε) + ε− 1}]η(υi)η(υi),
which implies that

div(F1) =

{
nκϱτ̄(n− 1)

σ + ς(n− 1)
+ nκ{α(1− 2ε) + ε} − {nµ− nlτ

2
− 1

2
(pn+ 2)}

}
− [ν − κ{α(m− 2ε) + ε− 1}]. (33)

If F1 is solenoidal, then div(F1)=0 and hence equation (33) reduces to

µ =

[
κϱτ̄(n− 1)

σ + ς(n− 1)
+
lτ

2
+

1

2n
(pn+ 2) + κ{α(1− 2ε) + ε}

]
(34)

− 1

n
[ν − κ{α(m− 2ε) + ε− 1}].

Again, if F1=grad(f), then the equation (33) becomes

∇2f =
nκϱτ̄(n− 1)

σ − ς(n− 1)
+ nκ{α(1− 2ε) + ε} − nµ+

nlτ

2
+

1

2
(pn+ 2)

− [ν − κ{α(m− 2ε) + ε− 1}]. (35)

Thus, we assert:

Theorem 9. Let the metric g of a pseudo-projectively flat anti-invariant subman-

ifold N of an (LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type

(κ, l), where F1=grad(f), then (35) holds.
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Corollary 11. Let the metric g of a pseudo-projectively flat anti-invariant sub-

manifold N of an (LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type

(κ, l), then the vector field F1 is solenoidal iff the relation (34) holds.

7. Cerys on Q Flat Anti-Invariant Submanifolds Admitting
¯̃∇

A curvature tensor of type (1, 3) on (Nn, g)(n > 2) is denoted by Z and defined
by

Z(F1,F2)F3 = R(F1,F2)F3 −
ψ

n− 1
[g(F2,F3)F1 − g(F1,F3)F2], (36)

where ψ can be any scalar function. This type of tensor Z is known as aQ-curvature
tensor [15, 16]. If ψ= τ

n , then the Q curvature tensor is reduced to the concircular
curvature tensor.
Let the submanifold N be Q-flat with respect to

¯̃∇, i.e., Z̄(F1,F2)F3 = 0. Then
from (36), we have

R̄(F1,F2)F3 =
ψ

n− 1
[g(F2,F3)F1 − g(F1,F3)F2],

which implies that

R̄ic(F2,F3) = ψg(F2,F3). (37)

With the help of (9) and Lemma 2.1-(iii), we obtain

R̃ic(F2,F3) = [ψ + ε(2α− 1) + (1− α)]g(F2,F3) (38)

−[nα− 1 + ε(1− 2α)]η(F2)η(F3).

After taking F3=ζ in (38) and then multiplying both sides by 2κ we lead to

2κR̃ic(F2, ζ) = 2κ[ψ + α(n− 1)]η(F2). (39)

Equating (25) and (39), we find

µ =
1

2
(p+

2

n
) +

lτ

2
− κ[ψ + α(n− 1)] + ν. (40)

Thus, likewise section 6 we bring the outcome:

Theorem 10. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is Q-

flat with respect to QSMC
¯̃∇, then the CERYS of type (κ, l) on N is contracting,

stable or increasing accordingly as

1

2
(p+

2

n
) +

lτ

2
− κ[ψ + α(n− 1)] + ν ⪋ 0.

As a result of the aforementioned theorem, we have the following result:
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Corollary 12. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

concircularly flat with respect to QSMC
¯̃∇, then the CERYS of type (κ, l) on N is

contracting, stable or increasing accordingly as

τ ⪋
1

(nl − 2κ)
[2καn(n− 1)− (np+ 2)− 2nν].

Also, from (40), if κ = 0, l = 1, then µ= τ
2 + 1

2 (p+
2
n ) + ν, and if l = 0, κ = 1 ,then

µ= 1
2 (p+

2
n )− [ψ − α(1− n)] + ν. Thus, we state the results:

Corollary 13. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

concircularly flat with respect to QSMC
¯̃∇, then the CEYS of type (0, 1) on N is

contracting, stable or increasing accordingly as τ < −[(p + 2
n ) + 2ν], τ = −[(p +

2
n ) + 2ν] or τ > −[(p+ 2

n ) + 2ν], respectively.

Corollary 14. If an anti-invariant submanifold N of an (LCS)n-manifold Ṽ is

concircularly flat with respect to QSMC
¯̃∇, then the CERS of type (1, 0) on N is

contracting, stable or increasing accordingly as

(
p

2
+

1

n
)− κ[ψ − α(1− n)] + ν ⪋ 0.

Finally, using (37) in (1) and replacing F2=F3=υi, i(1 ≤ i ≤ n), we get

L̄F1
g(υi, υi) = −

{
2µ− lτ − 1

n
(pn+ 2) + 2κψ − 2κ{α(1− 2ε) + ε}}

}
g(υi, υi)

−[2ν − 2κ{α(m− 2ε) + ε− 1}]η(υi)η(υi),
it leads to the conclusion that

div(F1) = −[nµ− nlτ

2
− 1

2
(pn+ 2) + nκψ − nκ{α(1− 2ε) + ε}] (41)

−[ν − κ{α(m− 2ε) + ε− 1}].
If F1 is solenoidal, then div(F1)=0 and hence (41) reduces to

µ =
lτ

2
+

1

2n
(pn+2)−ψκ+κ{α(1− 2ε)+ ε}− 1

n
[ν−κ{α(m− 2ε)+ ε− 1}]. (42)

Again, if F1=grad(f), then the equation (41) becomes

∇2f = [−nµ+
nlτ

2
+

1

2
(pn+ 2)− nκψ + nκ{α(1− 2ε) + ε}] (43)

−[ν − κ{α(m− 2ε) + ε− 1}].
Theorem 11. If the metric g of a Q-flat anti-invariant submanifold N of an

(LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type (κ, l), where

F1=grad(f), then (43) holds.

Corollary 15. Let the metric g of a Q-flat anti-invariant submanifold N of an

(LCS)n-manifold Ṽ with respect to QSMC
¯̃∇ be a CERYS of type (κ, l). Then the

vector field F1 is solenoidal iff the relation (42) holds.
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8. Harmonic Aspect of Cerys on Anti-Invariant Submanifolds
Admitting

¯̃∇

Taking a look at a function f :N → ℜ. We say that f harmonic if ∇2f=0,
where ∇2 is the Lalplacian operator on N [27]. Since, ζ=grad(f). Then, utilizing
Theorems 7, 9, and 11, we convey the following outcomes:

Theorem 12. If the metric g of an M-projectively flat anti-invariant submanifold

N of an (LCS)n-manifold Ṽ admits a CERYS of type (κ, l) with respect to QSMC
¯̃∇

and F1=grad(f). If f is a harmonic function on N, then the soliton is increasing,
stable, or contracting
(i) τ > 2

nl [κτ̄ −
1
2 (pn+ 2)− ν],

(ii) τ > 2
nl [κτ̄ −

1
2 (pn+ 2)− ν], or

(iii) τ > 2
nl [κτ̄ −

1
2 (pn+ 2)− ν], respectively.

Proof. With the help of (28), We may just accomplish the needed results. □

Theorem 13. If the metric g of a pseudo-projectively flat anti-invariant subman-

ifold N of an (LCS)n-manifold Ṽ admits a CERYS of type (κ, l) with respect to

QSMC
¯̃∇ and F1=grad(f). If f is a harmonic on N, then the soliton is growing,

stable, or collapsing

(i) τ > −1
l

[
2κϱτ̄(n−1)
(σ+ς(n−1)) + 2κ{α(1− 2ε) + ε}+ (p+ 2

n )−
2
n [ν − κ{α(m− 2ε) + ε− 1}

]
,

(ii) τ = −1
l

[
2κϱτ̄(n−1)
(σ+ς(n−1)) + 2κ{α(1− 2ε) + ε}+ (p+ 2

n )−
2
n [ν − κ{α(m− 2ε) + ε− 1}

]
,

or

(iii) τ < −1
l

[
2κϱτ̄(n−1)
(σ+ς(n−1)) + 2κ{α(1− 2ε) + ε}+ (p+ 2

n )−
2
n [ν − κ{α(m− 2ε) + ε− 1}

]
,

respectively.

Proof. We arrive at our conclusions using the equation (35). □

Theorem 14. If the metric g of a Q-flat anti-invariant submanifold N of an

(LCS)n-manifold Ṽ admits a CERYS of type (κ, l) with respect to QSMC
¯̃∇ and

F1=grad(f). If f is a harmonic on N, then the soliton is growing, stable, or col-
lapsing
(i) τ > − 2

l [
1
2 (p+

2
n )− κψ + κ{α(1− 2ε) + ε} − 1

n [ν − κ{α(m− 2ε)− 1}]],
(ii) τ = − 2

l [
1
2 (p+

2
n )− κψ + κ{α(1− 2ε) + ε} − 1

n [ν − κ{α(m− 2ε)− 1}]],
(iii) τ < − 2

l [
1
2 (p+

2
n )−κψ+κ{α(1−2ε)+ε}− 1

n [ν−κ{α(m−2ε)−1}]], respectively.

Proof. By virtue of equation (43) we may simply obtain the desired outcome. □

9. Example

We define Ṽ5={(r, s, t, u, v) ∈ ℜ5 : u ̸= 0}, where {υ1, υ2, υ3, υ4, υ5} being stan-

dard coordinates of linearly independent vector fields of Ṽ5 given by

υ1 = eu
∂

∂r
+ eus

∂

∂t
, υ2 =

∂

∂s
, υ3 =

∂

∂t
= ζ, υ4 =

∂

∂u
+ euv

∂

∂t
, υ5 =

∂

∂v
.
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Also, the metric g of Ṽ5 has the following relations

g(υ1, υ1) = g(υ2, υ2) = g(υ3, υ3) = g(υ4, υ4) = g(υ5, υ5) = 1, , g(υ3, υ3) = −1.

Let the 1-form η is given by η(F1)=g(F1, υ3), ∀ F1 ∈ Ṽ5 and the (1, 1)-tensor field

ϕ of Ṽ5 as follows

ϕυ1 = υ2, ϕυ2 = υ1, ϕυ3 = 0, ϕυ4 = υ5, ϕυ5 = υ4.

Utilizing the linearity qualities of ϕ and g dictates how they interact.

ϕ2υi = υi + η(υi)ζ, η(υ3) = −1,

hold for i=1, 2, 3, 4, 5 and ζ=υ3. Also, for ζ=υ3, Ṽ5 satisfies g(υi, υ3)=η(υi),
g(ϕυi, υj)=g(υi, ϕυj) and g(ϕυi, ϕυj)=g(υi, υj)+η(υi)η(υj), where i, j = 1, 2, 3, 4, 5.
Now, we can compute

[υi, υj ] =


−euυ3, if i = 1, j = 2,

−euυ1, if i = 1, j = 4,

−euυ3, if i = 4, j = 5,

0, otherwise.

We may use Koszul’s formula for getting

∇̃υ1
υ1 = 0, ∇̃υ1

υ2 =
eu

2
υ3, ∇̃υ1

υ3 = −e
u

2
υ2, ∇̃υ1

υ4 = 0, ∇̃υ1
υ5 = 0,

∇̃υ2υ1 = −e
u

2
υ3, ∇̃υ2υ2 = 0, ∇̃υ2υ3 = −e

u

2
υ1 ∇̃υ2υ4 = 0, ∇̃υ2υ5 = 0,

∇̃υ3
υ1 = −e

u

2
υ2, ∇̃υ3

υ2 = −e
u

2
υ1, ∇̃υ3

υ3 = 0, ∇̃υ3
υ4 = −e

u

2
υ5, ∇̃υ3

υ5 = −e
u

2
υ4,

∇̃υ4
υ1 = 0, ∇̃υ4

υ2 = 0, ∇̃υ4
υ3 = −e

u

2
υ5, ∇̃υ4

υ4 = 0, ∇̃υ4
υ5 = −e

u

2
υ3,

∇̃υ5
υ1 = 0, ∇̃υ5

υ2 = 0, ∇̃υ5
υ3 = −e

u

2
υ4, ∇̃υ5

υ4 = −e
u

2
υ3, ∇̃υ5

υ5 = 0.

Thus for υ3=ζ and α=- e
u

2 we verified that ∇̃F1
ζ=αϕF1 for all F1 ∈ T Ṽ5, where

F1=F1υ1 + F2υ2 + F3υ3 + F4υ4 + F5υ5. So, the manifold Ṽ5 equipped with the
structure (ϕ, ζ, η, g) is an (LCS)5-manifold with α=- e

u

2 and ϱ⋆=-F4α.

Let π̃ : N → Ṽ and given by π̃(r, s, t)=(r, s, u, 0, 0). Then we define N={(r, s, u) ∈
ℜ3 : u ̸= 0}, where (r, s, u) are the standard coordinates in ℜ3. Let {υ1, υ2, υ3} on
N given by

υ1 = eu
∂

∂r
+ eus

∂

∂u
, υ2 =

∂

∂s
, υ3 =

∂

∂u
.

g(υ1, υ1) = g(υ2, υ2) = 1, g(υ3, υ3) = −1.

Also, the (1, 1)-tensor field ϕ of N3 is given by

ϕυ1 = υ2, ϕυ2 = υ1, ϕυ3 = 0.
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Utilizing the linearity qualities of ϕ and g dictates how they interact

ϕ2υi = υi + η(υi)ζ, η(ζ) = −1,

for i=1, 2, 3 and ζ=υ3. Again, for ζ=υ3, N3 satisfies

g(ϕυi, ϕυj) = g(υi, υj) + η(υi)η(υj),

where i, j=1, 2, 3. Next, one can easily obtain

[υ1, υ2] = −euυ3, [e1, υ3] = −euυ1, [υ2, υ3] = 0.

We acquire assuming Koszul’s formula

∇υ1υ1 = 0, ∇υ1υ2 =
eu

2
υ3, ∇υ1υ3 = −e

u

2
υ2, ∇υ2e1 = −e

u

2
υ3, ∇υ2υ2 = 0,

∇υ2
υ3 = −e

u

2
υ1, ∇υ3

υ1 = −e
u

2
υ2, ∇υ3

υ2 = −e
u

2
υ1, ∇υ3

υ3 = 0.

Thus the data (ϕ, ζ, η, g) is an (LCS)3-structure on N. Consequently, if N3 equipped

with the structure (ϕ, ζ, η, g) is (LCS)3 manifold with α=- e
u

2 and ϱ⋆=-F3α. We

define the tangent space T N of N3 as follows

T N = D ⊕D⊥⊕ < ζ >,

where D=< υ1 >, D⊥=< υ2 >. Since ϕυ1=υ2 ∈ D⊥, for υ1 ∈ D and ϕυ2=υ1 ∈ D,

for υ2 ∈ D⊥. Then, N3 is an invariant submanifold of Ṽ5. Also, from (5) we have

ℏ(υi, υj)=∇̃υi
υj − ∇υi

υj . Using the values of ∇̃υi
υj and ∇υi

υj , we notice that
ℏ(υi, υj)=0, ∀ i, j = 1, 2, 3. i.e., N3 is totally geodesic. So, Theorem 1 is verified.

Now, using (16) we get the QSMC
¯̃∇ on N as follows

¯̃∇υ1υ3 = −
{
eu + 2

2

}
υ2,

¯̃∇υ1
υ1 = 0,

¯̃∇υ1
υ2 =

{
eu − 2

2

}
υ3,

¯̃∇υ2
υ3 = −

{
eu + 2

2

}
υ1,

¯̃∇υ3
υ2 = −e

u

2
υ1,

¯̃∇υ2
υ1 = −

{
eu + 2

2

}
υ3,

¯̃∇υ3
υ3 = 0,

¯̃∇υ2
υ2 = 0,

¯̃∇υ3
υ1 = 0.

By using the preceding relations, one can get R̄.

R̄(υ1, υ2)υ1 =
(eu + 2)2

4
υ2, R̄(υ1, υ2)υ2 = − (3e2u − 4)

4
υ1, R̄(υ2, υ3)υ2 =

eu(eu + 2)

4
υ3.

Also, the R̄ic and τ̄ have the value

R̄ic(υ1, υ1) = − (3e2u − 4)

4
, R̄ic(υ2, υ2) = 0, R̄ic(υ3, υ3) =

eu(eu + 2)

4
,

τ̄ = −[(e2u − 1) +
eu

2
].
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Since, N in invariant on Ṽ. Therefore, from the equations (1) and (17) we obtain

2κR̄ic(υi, υi) + [2(α− 1) + 2µ− lτ̄ − 1

n
(pn+ 2)]g(υi, υi) (44)

+2[α− 1 + ν]η(υi)η(υi) = 0,

for all i ∈ {1, 2, 3}. From the equation (44), we can easily calculate

µ =
1

6
[(3p+ 2)− (3l − 2κ)τ̄ + 2ν − 4(α− 1)]. (45)

ν = −1

6
(3p+ 2)− κeu(eu + 2)

4
+ µ− lτ̄

2
. (46)

With help of equations (45), (46) and the value of τ̄ , we obtain

µ =
(3p+ 2)

6
− l(2e2u − 2 + eu)

4
+
κ(3e2u − 4)

8
− α+ 1.

Thus the data (g,F1, µ, ν, κ, l) is a CERYS of type (κ, l) with respect to QSMC
¯̃∇

on (N3, g). Now, we conclude that:

Case(a):
For κ = 1 and l = 0, (N3, g) also admits the CERS, which is
(i) expanding if p > − 3

4e
2u + 2α− 5

3 ,

(ii) steady if p = − 3
4e

2u + 2α− 5
3 ,

(iii) shrinking if p < − 3
4e

2u + 2α− 5
3 .

Case(b):
For κ = 0 and l = 1, then (N3, g) admits the CEYS, which is
(i) expanding if p > eu(eu + 1

2 ) + 2α− 11
3 ,

(ii) steady if p = eu(eu + 1
2 ) + 2α− 11

3 ,

(iii) shrinking if p < eu(eu + 1
2 ) + 2α− 11

3 .

Case(c):
For κ = 1 and l = −1, (N3, g) admits the CEES, which is

(i) expanding if p > − eu

4 (7eu + 2)− 2
3 + 2α,

(ii)steady if p = − eu

4 (7eu + 2)− 2
3 + 2α,

(iii) shrinking if p < − eu

4 (7eu + 2)− 2
3 + 2α.

10. Conclusion

The investigation of a CERYS on Riemannian (or pseudo-Riemannian) mani-
folds is crucial in differential geometry, relativity theory and physics. RY flow is
the most visible representative of modern physics. In addition to differential geom-
etry, the CERYS is a new idea that works with geometric and physical applications.
We characterized the submanifolds of a (LCS)n-manifold that admits the CERYS
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with a QSMC in our study.
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ON THE MELLIN-GAUSS-WEIERSTRASS OPERATORS IN THE

MELLIN-LEBESGUE SPACES

Fırat OZSARAC

Kirikkale University, Faculty of Engineering and Natural Sciences, Department of Mathematics,

Yahsihan, 71450 Kirikkale, TÜRKİYE

Abstract. In this paper, we present the modulus of smoothness of a function
f ∈ Xp

c , which the Mellin-Lebesgue space, and later we state some properties

of it. In this way, the rate of convergence is gained. Moreover, we elucidate
some pointwise convergence results for the Mellin-Gauss-Weierstrass operators.

Especially, we acquire the pointwise convergence of them at any Lebesgue point

of a function f .

1. Introduction

Mellin analysis is famous in approximation theory and Mellin operators are
broadly investigated in this field (see [13], [18] for a comprehensive theory and,
for other approximation results, [7], [12]). The reputation of Mellin operators is
both mathematically and due to their applications in different fields. For instance,
they are relevant to various problems of Signal Processing: actually, Mellin analysis
is quite helpful in situations, where the samples to reconstruct a signal are expo-
nentially spaced rather than equally spaced as in the classical Shannon Sampling
Theorem (see, e.g., [14]).

The singular integrals of Mellin convolution type were first-time presented by
Kolbe and Nessel [17] in 1972. They play a remarkable role in the Mellin analysis,
likewise the traditional convolution operators in the Fourier analysis. These convo-
lution integrals are utilized to explain the attitude of solutions of certain boundary
value problems in the wedge-shaped regions. Butzer and Jansche [13] broadly an-
alyzed them, relating to the Lp convergence. The pointwise convergence of linear
singular integrals of the Fejer-type in the periodic case or in the line group is was
broadly investigated in the classical book by P.L. Butzer and R.J. Nessel [15] in
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Keywords. Mellin-Gauss-Weierstrass operators, Mellin-Lebesgue spaces, modulus of smooth-
ness, Lebesgue point.
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1971, where specially an almost everywhere convergence is gained by using the
concept of the Lebesgue point of a function f ∈ Lp, 1 ≤ p ≤ +∞.

In [18], the approximation theory by Mellin convolution operators is evolved
using a more direct and inherent way, totally unconnected from the Fourier the-
ory, bottomed on a ‘logarithmic’version of Taylor formula, Mellin derivatives, and
the concepts of ‘logarithmic’ uniform continuity and ‘logarithmic’moment of kernel
function, which gives a different and powerful approach.

From the early 2000s until today, Mellin convolution operators have been worked
intensively, particularly by Bardaro and Mantellini, and quite significant guidances
have been accomplished to this field. In [4] and [5], the authors asserted a con-
venient linear composition of Mellin type operators to accelerate convergence. In
another view to gain better order of approximation, Bardaro and Mantellini [8] took
into account linear compositions of Mellin type operators using the iterated kernels
instead of the basic kernels. Same authors, in [5], improved the pointwise approxi-
mation theory for Mellin convolution operators including Mellin-Gauss-Weierstrass
operators, acting on functions defined on the multiplicative group R+.

Bardaro and Mantellini [7] considered Mellin convolution operators of type

(Twf) (s) =
∞∫
0

Kw (t) f (ts)
dt

t
, s ∈ R+

where f pertains to domain of the operator Tw and Kw : (0,∞) → R is a set of

the kernels, which provides the condition
∞∫
0

Kw (t) dt
t = 1. Check against the usual

classical convolution, the translation operator is changed by a dilation operator, and
let R+ be the multiplicative topological group granted with the Haar measure µ =
dt
t becoming the Lebesgue measure. We will indicate by Lp (µ,R+) = Lp (µ), 1 ≤
p ≤ +∞, the Lebesgue spaces according to the measure µ and we will demonstrate
by ∥f∥p the matching norm of a function f ∈ Lp (µ).

Moreover, in recent important papers, the authors have been working on the
Mellin-Lebesgue spaces. For example, in [10], the authors study convergence theo-
rems to a function f of its generalized exponential sampling series in the weighted
Lebesgue spaces. In [2], some results on exponential sampling operators in the
weighted Lebesgue spaces have been performed recently. In the very recent papers,
in [6] and [11], Bardaro et al. examine the boundedness properties and the conver-
gence features of certain semi-discrete exponential-type sampling operators in the
weighted Lebesgue spaces, respectively.

Additionally, many studies have been carried out for similar operators on the
subject. For instance, in [3], q analogue of the Stancu-Beta operators is intro-
duced, and direct results in terms of the modulus of continuity and the weighted
approximation theorem are expressed. In [16], Gupta et al. deal with the semi-
exponential type Gauss-Weierstrass operators and they estimate some direct results
using suitable modulus of continuity, weighted approximation, quantitative asymp-
totic formula and pointwise convergence. In the last year, in [1], a new modulus
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of continuity for locally integrable function spaces is presented and the obtained
results are applied to the Gauss-Weierstrass operators.

The rest of the paper is organised as follows. In the next part, elementary
informations related to the subject are reminded. After that, the definition of
modulus of smoothness of a function f ∈ Xp

c and its some properties are given.
In this way, the rate of convergence is gained. Other than these, the definition
of Lebesgue point of a function f ∈ Xp

c is expressed. Later, we state pointwise
convergence of the linear Mellin-Gauss-Weierstrass operators.

2. Basic Notations

Let us represent by N, R+ and R+
0 the sets of positive integers, positive real

numbers and nonnegative real numbers, respectively. By C, we symbolize the set
of complex numbers. Throughly the paper, C (R+) settles for the space of all
continuous and bounded functions defined on R+and by Ccomp (R+) the subspace of
C (R+) including all functions with compact support in R+. Moreover, C∞

comp (R+)

denotes the subspace of Ccomp (R+) including all test functions, i.e., the functions
of compact support which are infinitely differentiable.

For 1 ≤ p ≤ ∞, we represent by Lp (R+) the ordinary Lebesgue space comprising
all Lebesgue measurable function such that

∥f∥p :=

{∫ ∞

0

|f (x)|p dx
}1/p

< ∞ (1 ≤ p < ∞)

and
∥f∥∞ := ess sup

x∈R+

|f (x)| < ∞.

We should point out that C (R+) ⊂ L∞ (R+) and the norm of two spaces is the
same.

Let’s assume that c ∈ R is constant. For 1 ≤ p < ∞, we symbolize by Xp
c

the weighted Lebesgue space, so called Mellin-Lebesgue space, which represent the
natural Mellin counterpart of the classical Lebesgue spaces, defined by

Xp
c :=

{
f : R+ → C : f (·) (·)c−1/p ∈ Lp

(
R+

)}
and equipped with the norm

∥f∥Xp
c

: =

{∫ ∞

0

|f (x)|p xcp−1dx

}1/p

=

{∫ ∞

0

|f (x)|p xcp dx

x

}1/p

< ∞ .

In case p = 1, we will simply writeX1
c ≡ Xc. In an equal form, Xp

c is the space of all
functions f such that f (·) (·)c ∈ Lp

µ (R+), where Lp
µ (R+) represents the Lebesgue

space in connection with the invariant measure µ (A) =
∫
A

dt
t for any measurable

set A ⊂ R+. For details, see [13].
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We consider the linear Mellin-Gauss-Weierstrass operators defined in [13, Page
342 Definition 8] as follows

(Twf) (s) =
w√
4π

∫ ∞

0

e−(
w
2 log t)

2

f (st)
dt

t
, s ∈ (0,∞) .

It is easy to see that
w√
4π

∫ ∞

0

e−(
w
2 log t)

2 dt

t
= 1. (1)

3. Pointwise Convergence and Quantitative Estimate

This part is seperated to state pointwise convergence of (Tw) and the rate of
convergence through modulus of smoothness which will also be defined.

To acquire convergence theorems for the operators Tw, we need the following
density result (see [10]). We accept the following impression: for a subspace H ⊂
Xp

c , we represent by clsXp
c
(H) the closure of H in connection with the norm-

topology of Xp
c .

Theorem 1. [10] For every p ≥ 1 and c ∈ R, we have

clsXp
c

(
C∞

comp

(
R+

))
= Xp

c .

Firstly, we begin with the following lemma.

Lemma 1. If f ∈ Xp
c , then we get

∥Twf∥Xp
c
≤ ec

2/w2

∥f∥Xp
c
.

Proof. We can write

∥Twf∥Xp
c

=

{∫ ∞

0

|(Twf) (s)|p scp
ds

s

}1/p

=
w√
4π

{∫ ∞

0

∣∣∣∣∫ ∞

0

e−(
w
2 log t)

2

f (st)
dt

t

∣∣∣∣p scp dss
}1/p

≤ w√
4π

∫ ∞

0

{∫ ∞

0

|f (st))|p scp ds
s

}1/p

e−(
w
2 log t)

2 dt

t

=
w√
4π

∥f∥Xp
c

∫ ∞

0

e−(
w
2 log t)

2

t−c dt

t

= ec
2/w2

∥f∥Xp
c
.

□

Definition 1. We present the first modulus of smoothness of a function f ∈ Xp
c

with
ωXp

c
(f ; δ) = sup

|ln t|<δ

∥f (t·)− f (·)∥Xp
c
, δ > 0.

The modulus has the following properties:



634 F. OZSARAC

Theorem 2. If f ∈ Xp
c , we have

lim
δ→0

ωXp
c
(f ; δ) = 0. (2)

Proof. Let be |ln t| < δ. Assuming first that c > 0, since f ∈ Xp
c , for every ε > 0

there exists A > 1 such that for any δ > 1

I1 :=

 e−A∫
0

|f (s)|p scp ds
s


1/p

<
ε

4ecδ and I2 :=

 ∞∫
eA

|f (s)|p scp ds
s

1/p

<
ε

4ecδ .

(3)
From (3), we have ∫

s/∈(e−A,eA)

|f (s)|p scp ds
s


1/p

=


 e−A∫

0

+

∞∫
eA

 |f (s)|p scp ds
s


1/p

<
ε

2
.

It is obvious that for any δ > 1 ∫
s/∈[e−A−δ,eA+δ]

|f (s)|p scp ds
s


1/p

<
ε

2
. (4)

Then, using the change of variable ts = u, with |ln t| < δ (δ > 1), and from (3), we
obtain  e

−δ−A∫
0

|f (ts)|p scp ds
s


1/p

< t−c

 te−δ−A∫
0

|f (u)|p ucp du

u


1/p

< e
cδ

 e−2δ−A∫
0

|f (u)|p ucp du

u


1/p

<
ε

4
(5)

and  ∞∫
eδ+A

|f (ts)|p scp ds
s


1/p

< t−c

 ∞∫
teδ+A

|f (u)|p ucp du

u

1/p

< e
cδ

 ∞∫
e2δ+A

|f (u)|p ucp du

u

1/p

<
ε

4
. (6)
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From (4), (5) and (6), we obtain

sup
|ln t|<δ

 e
−δ−A∫
0

|f (ts)− f (s)|p scp ds
s


1/p

+ sup
|ln t|<δ

 ∞∫
eδ+A

|f (ts)− f (s)|p scp ds
s

1/p

< ε.

In this case, we can write the inequality

ωXp
c
(f ; δ) ≤ ε+ sup

|ln t|<δ

 eδ+A∫
e−δ−A

|f (ts)− f (s)|p scp ds
s


1/p

.

For every f ∈ Xp
c , using Theorem 1, there is g ∈ Ccomp (R+) such that e2δ+A∫

e−2δ−A

|g (s)− f (s)|p scp ds
s


1/p

<
ε

ecδ . (7)

Using the Minkowsky inequality and the logarithmic continuity of smoothness of
the function g in the closed interval, we attain eδ+A∫

e−δ−A

|f (ts)− f (s)|p scp ds
s


1/p

≤

 eδ+A∫
e−δ−A

|f (ts)− g (ts)|p scp ds
s


1/p

+

 eδ+A∫
e−δ−A

|g (ts)− g (s)|p scp ds
s


1/p

+

 eδ+A∫
e−δ−A

|g (s)− f (s)|p scp ds
s


1/p

.

According to (7), we get eδ+A∫
e−δ−A

|f (ts)− g (ts)|p scp ds
s


1/p

< ε and

 eδ+A∫
e−δ−A

|g (s)− f (s)|p scp ds
s


1/p

< ε.

As g is a continuous function, for |ln t| < δ, we can take

|g (ts)− g (s)| < ε

(2 (A+ δ))
1/p

e(A+δ)c
.
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Hence, we have

sup
|ln t|<δ

 eδ+A∫
e−δ−A

|f (ts)− f (s)|p scp ds
s


1/p

≤ 3ε

and this theorem proves.
A similar result is obtained when c < 0. Thus, the desired result emerges again

in a similar way. □

Theorem 3. If f ∈ Xp
c and n ∈ N, then we get

ωXp
c
(f ;nδ) ≤ nωXp

c
(f ; δ) .

Proof. With the aid of the definition of ωXp
c
, we obtain

ωXp
c
(f ;nδ) = sup

|ln t|<nδ

∥f (t·)− f (·)∥Xp
c

= sup
|ln t|<δ

{∫ ∞

0

|f (tns)− f (s)|p scp ds
s

}1/p

= sup
|ln t|<δ

{∫ ∞

0

∣∣∣∣ n∑
k=1

f
(
tks

)
− f

(
tk−1s

)∣∣∣∣p scp dss
}1/p

≤
n∑

k=1

sup
|ln t|<δ

{∫ ∞

0

∣∣f (
tks

)
− f

(
tk−1s

)∣∣p scp ds
s

}1/p

= nωXp
c
(f ; δ) .

□

Corollary 1. If f ∈ Xp
c and λ ∈ R, then we get

ωXp
c
(f ;λδ) ≤ (1 + λ)ωXp

c
(f ; δ) .

Now, we give the following:

Definition 2. We will call that a point s ∈ R+ is a Lebesgue point of a function
f ∈ Xp

c (c ̸= 0) if

lim
z→1

∣∣∣∣ 1

log z

∫ z

1

|f (su)− f (s)|p ucp du

u

∣∣∣∣1/p = 0.

This is equivalent to

limz→1−

(
1

− log z

∫ 1

z
|f (su)− f (u)|p ucp du

u

)1/p

+ limz→1+

(
1

log z

∫ z

1
|f (su)− f (u)|p ucp du

u

)1/p

= 0.

You can refer to [9] for the situation in X1
0 space.

The main conclusion of this part is on pointwise convergence as following:



MELLIN-GAUSS-WEIERSTRASS OPERATORS IN THE MELLIN-LEBESGUE SPACES 637

Theorem 4. If f ∈ Xp
c , then we get

lim
w→∞

(Twf) (s) = f (s)

for any Lebesgue point s ∈ R+.

Proof. Using the property (1), we can obtain that

|(Twf) (s)− f (s)| ≤ w√
4π

∫ ∞

0

e−(
w
2 log t)

2

|f (st)− f (s)| dt
t
.

Using Hölder’s inequality, we attain

|(Twf) (s)− f (s)|p ≤
(∫ ∞

0

w√
4π

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

)
×

(∫ ∞

0

w√
4π

e−(
w
2 log t)

2

t−cq dt

t

) p
q

,

where 1
p + 1

q = 1. Consider the integral∫ ∞

0

w√
4π

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t
.

Let δ > 1 be fixed and let us consider Hδ =
(
δ−1, δ

)
. Then

w√
4π

∫ ∞

0

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

=
w√
4π

∫ δ

1/δ

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

+
w√
4π

∫
R+\Hδ

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

= I1 + I2.

Firtsly, we take into account I1.

I1 =
w√
4π

∫ 1

1/δ

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

+
w√
4π

∫ δ

1

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

= I11 + I21 .

Let us define

F− (z) :=

∫ 1

z

|f (su)− f (u)|p ucp du

u

for every z ∈
(
δ−1, 1

)
. Let ε > 0 be fixed. Since s ∈ R+ is a Lebesgue point of f,

we can choose δ > 1 such that

F− (z) ≤ −ε log z.
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Then, we have

I11 =
w√
4π

∫ 1

1/δ

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

= − w√
4π

∫ 1

1/δ

e−(
w
2 log z)

2

dF− (z)

=
w√
4π

e−(
w
2 log 1/δ)

2

F− (1/δ) +

∫ 1

1/δ

F− (z) d

(
w√
4π

e−(
w
2 log z)

2
)

≤ ε
w√
4π

e−(
w
2 log 1/δ)

2

log δ − ε

∫ 1

1/δ

log zd

(
w√
4π

e−(
w
2 log z)

2
)

≤ ε
w√
4π

e−(
w
2 log 1/δ)

2

log δ − ε

[
log δ

w√
4π

e−(
w
2 log 1/δ)

2

− w√
4π

∫ 1

1/δ

e−(
w
2 log z)

2 dz

z

]
≤ ε.

Next for I21 , utilizing the similar ways and paying attention to the function

F+ (z) :=

∫ z

1

|f (su)− f (u)|p ucp du

u
,

we obtain analogous estimate. Thus, we achieve I1 → 0 for ω → ∞.
Now, we handle

I2 =
w√
4π

∫
R+\Hδ

e−(
w
2 log t)

2

|f (st)− f (s)|p tcp dt
t

≤ 2p
w√
4π

∫ 1/δ

0

e−(
w
2 log t)

2

|f (st)|p tcp dt
t
+ 2p |f (s)|p w√

4π

∫ 1/δ

0

e−(
w
2 log t)

2

tcp
dt

t

+2p
w√
4π

∫ ∞

δ

e−(
w
2 log t)

2

|f (st)|p tcp dt
t
+ 2p |f (s)|p w√

4π

∫ ∞

δ

e−(
w
2 log t)

2

tcp
dt

t
.

As w√
4π

e−(
w
2 log t)

2

is increasing in (0, 1), we can write

w√
4π

∫ 1/δ

0

e−(
w
2 log t)

2

|f (st)|p tcp dt
t

≤ w√
4π

e−(
w
2 log 1/δ)

2

s−cp ∥f∥Xp
c
.

Similarly,

w√
4π

∫ 1/δ

0

e−(
w
2 log t)

2

tcp
dt

t

tends to zero for w → ∞. On the other hand, we obtain

w√
4π

∫ ∞

δ

e−(
w
2 log t)

2

tcp
dt

t
=

1√
4π

∫ ∞

δw
e−(

1
2 log t)

2

t
cp
w
dt

t
,

which tends to zero for w → ∞. The last term can be estimated similarly. □
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Corollary 2. If f ∈ Xp
c , then we get

lim
w→∞

(Twf) (s) = f (s)

almost everywhere in R+.

Theorem 5. If f ∈ Xp
c , then we get

∥Twf − f∥Xp
c
≤

(
1 +

2√
π

)
ωXp

c

(
f ;w−1

)
.

Proof. Since the property (1), we have

(Twf) (s)− f (s) =
w√
4π

∫ ∞

0

e−(
w
2 log t)

2

(f (ts))− f (s))
dt

t
.

Then, we deduce

∥Twf − f∥Xp
c

=
w√
4π

{∫ ∞

0

∣∣∣∣∫ ∞

0

e−(
w
2 log t)

2

(f (ts))− f (s))
dt

t

∣∣∣∣p scp dss
}1/p

≤ w√
4π

∫ ∞

0

{∫ ∞

0

|(f (ts))− f (s))|p scp ds
s

}1/p

e−(
w
2 log t)

2 dt

t

≤ w√
4π

∫ ∞

0

ωXp
c
(f ; |ln t|) e−(

w
2 log t)

2 dt

t

≤ w√
4π

ωXp
c
(f ; δ)

∫ ∞

0

(
1 +

1

δ
|ln t|

)
e−(

w
2 log t)

2 dt

t

= ωXp
c
(f ; δ)

(
1 +

1

δ

2

w
√
π

)
.

Choosing δ = w−1, we obtain desired result. □
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BETA GENERATED SLASH DISTRIBUTION: DERIVATION,

PROPERTIES AND APPLICATION TO LIFETIME DATA

Sahana BHATTACHARJEE1 and Nandita BORAH2

1,2Department of Statistics, Gauhati University, Guwahati, INDIA

Abstract. In this paper, we introduce a new distribution called beta gener-

ated slash distribution by applying the slash construction idea to the existing
beta distribution of first kind. The statistical properties of the distribution

such as moments, skewness, kurtosis, median, moment generating function,

mean deviations, Lorenz and Bonferroni curves, order statistics, Mills ratio,
hazard rate functions have been discussed. The location-scale form of the beta

generated slash distribution is also established. The hazard rate function is
seen to assume different shapes depending upon the values of the parameters.

The method of maximum likelihood is used to estimate the unknown parame-

ters of beta generated slash distribution and a simulation study is conducted
to check the performance of these estimates. Finally, the proposed distribu-

tion is applied to a real-life data set on failure times and the goodness-of-fit of

the fitted distribution is compared with four other competing distributions to
show its flexibility and advantage particularly in modeling heavy tailed data

sets.

1. Introduction

The beta distribution is a continuous type of probability distribution. This
distribution represents a family of probabilities and is a versatile way to represent
outcomes for percentages or population. The basic beta distribution is called the
beta distribution of first kind and is used in a range of disciplines including rule
of succession, Bayesian statistics and task duration modelling. The probability
density function of beta distribution of first kind is:

f(x, a, b) =
1

β(a, b)
xa−1(1− x)b−1, 0 ≤ x ≤ 1 (1)
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The shape of the distribution is controlled by the two shape parameters a and
b. Beta distribution is more useful than the normal distribution if we need to
model a behaviour that is obviously bounded. In (1), β(a, b) is referred to as
the beta function and with its help, incomplete beta function ratio, incomplete
beta function, the members of several beta generalised distributions have been
introduced. For example, Beta Normal distribution by Eugene et al. [1], Beta
Gumbel distribution by Nadarajah and Kotz [2], Beta Exponential distribution by
Nadarajah and Kotz [3], Beta Exponentiated Weibull distribution by Cordeiro et
al. [4] and Beta - Dagum distribution by Domma and Condino [5].

The slash distribution is defined by Rogers and Tukey [6] as the ratio of standard
normal random variable to the uniform random variable following the stochastic
representation

Y =
X

U
1
q

(2)

where X∼ N(0,1) and U∼U(0,1). q > 0 is the shape parameter which controls the
kurtosis of the distribution. The fundamental studies on slash distribution have
focused on its properties and application to model heavy-tailed data. A modified
version of slash distribution has been proposed by Reyes et al. [7] who considered
the distribution of U in (2) as exponential distribution with parameter 2. Reyes
et al. [8] have introduced generalised modified slash distribution by considering
U in (2) to be distributed as two - parameter gamma distribution. The authors
have showed that this generalised modified- slash distribution performs better than
the existing slash distribution and modified-slash distribution in modelling heavy-
tailed data. The logit slash distribution [9] is a new extension of slash distribution
having support in (0,1). This distribution offers flexible forms depending on the
values of the shape parameter q, thus making it useful for bounded heavy-tailed
data. The slash distribution is particularly useful when models with heavy tails
are neccesary to fit a real data set. This simple concept has launched a remark-
able creativity among the reseachers. In the last decade, slash distribution for
many popular parent distributions have been extensively explored. For example,
the slashed versions for the epsilon half-normal has been established by Gui et
al. [10] where a slash distribution is naturally defined with the help of an exten-
sion of half normal distribution, the extended slash distribution of sum of two
independent logistic variables [11], the modified slash Birnbaum−Saunders distri-
bution by Reyes et al. [12] where an extension of Birnbaum−Saunders has been
introduced on the basis of modified slash distribution approach proposed by [7].
An extension of Akash distribution has been introduced by Gomez et al. [13] by
using slash construction approach to make the kurtosis of the Akash distribution
more flexible. Extensive works on multivariate slash distributions have also been
carried out by several authors. For instance, the multivariate skew - slash dis-
tribution by Wang and Genton [14] where they discussed the multivariate skew
version of the distribution and studied its properties and inferences and used it to
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fit some skewed data sets. The multivariate asymmetric slash Laplace distribution
has been established by Punthumparambath [15]. An alternative to multivariate
skew - slash distribution has been introduced by Arslan [16]. Genc established
the generalisation of slash distribution by using the scale mixture of exponential
power distribution [17]. A family of skew-slash distributions generated by normal
and Cauchy kernels was established by Punthumparambath [18] [19]. The general
properties of the canonical form of slash distribution have been studied by Rogers
and Tukey [6] and Mosteller and Tukey [20]. The maximum likelihood estimators
of the location and scale parameters of the standard slash distribution have been
studied by Kafadar [21]. Both the discrete and continous structure of the uniform
slash and α-slash distributions have been established by Jones and Higuchi [22].
A new family of modified slash distribution along with their applications has been
studied by Reyes et al. [23] where type II modified slash distribution is introduced
by considering the distribution of U in (2) to be Birnbaum−Saunders distribution.

An extensive review of the existing works on slash distribution revealed that the
slash distribution is particulary useful when models with heavy tails are necessary
to fit a real data set. In presence of extreme values, the heavy-tailed models are
required to perform better modelling. Skewed models provide better prospect in
modelling heavy - tailed data and slash distribution is one type of skewed distri-
bution. The usual regression model which finds application across diverse fields
of biology, sociology, economics, psychology, epidemiology, marketing etc may not
conform to the normal probability law all the time. In such cases the error struc-
tures should be handled from the perspective of asymmetry or skewness. Also,
slash distribution offers flexibility in modelling extreme events as it is associated
with augmenting the kurtosis of the underlying data, thereby accomodating the out-
liers. Slash distribution has been more popular in robust statistical analysis. Slash
distribution remains robust where traditional distribution may fail to adequately
capture the tails of the data.

Heavy - tailed lifetime data often arise in real life which requires a flexible heavy-
tailed probability model for describing its behaviour. One may also need to look for
a probability model which is able to account for the outliers in lifetime data. A slash
distribution being a flexible heavy-tailed model is equipped to handle such type of
data. Further, most of the existing works focuses on establishing the slash version
of random variables having support in the range (−∞,∞) and (0,∞). However
till now, not much work on developing the slash distribution for finitely bounded
random variable has been carried out. This motivated us to carry out our work
on constructing the slashed version of a finite bounded r.v. which is particulary
applicable to lifetime data. In particular, the beta random variable of first kind has
been considered for this research work.

Here, we introduce an extension of beta distribution through the slash construc-
tion idea and the proposed distribution has been named as the beta generated slash
(BGSl) distribution. The newly proposed distribution is expected to be useful in



644 S. BHATTACHARJEE, N. BORAH

modelling data with higher level of kurtosis, providing a more precise representation
of extreme outcomes.

We shall say that Y follows the BGSl distribution with parameters a, b and q
or Y ∼ BGSl(a,b,q) if it can be stochastically expressed as

Y =
X

U
1
q

where X ∼ beta(a,b) and U∼U(0,1) and are distributed independently of each other.
The rest of the paper is organised as follows. Section 2 introduces the density

function of the proposed distribution. Expressions for pdf, cdf, various descriptive
statistics are derived and and behaviour of the curve of the proposed distribution
for varying values of the parameters graphically are shown in Section 3. The max-
imum likelihood estimation of the parameters of the distribution are dealt with in
Section 4. In Section 5, some stochastic simulations are performed to illustrate the
behaviour of the parameters of the proposed distribution. In Section 6, the pro-
posed model is applied to data set on failure times to exhibit the potential of the
distribution in modeling real-life data sets. Finally, the conclusions of this paper
are given in Section 7 .

2. Definition and Derivation of the BGSl Distribution

Theorem 1. Let Y ∼ BGSl(a,b,q). Then the pdf of Y is given by:

f(y; a, b, q) =


q

β(a,b)yq+1 β(y; a+ q, b), 0 ≤ y < 1

q
β(a,b)yq+1 β(a+ q, b), 1 ≤ y <∞

(3)

where a,b are the scale parameters, q is the shape parameter and β(y; a + q, b) is
the incomplete beta function which is given by:

β(y; a, b) =

∫ y

0

ua−1(1− u)b−1du

Proof. Let us consider X to be distributed as Beta(a,b). Then the pdf of X is given
by

f(x; a, b) =
xa−1(1− x)b−1

β(a, b)
, 0 ≤ x ≤ 1

Let us now consider the following stochastic representation:

Y =
X

U
1
q

where U ∼ U(0, 1)

Suppose
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W = U =⇒ X = YW
1
q

Then the jacobian of the transformation is:

J =

∣∣∣∣∣∣
∂X
∂Y

∂X
∂W

∂U
∂Y

∂U
∂W

∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
w

1
q yw

1
q
−1

q

0 1

∣∣∣∣∣∣∣ = w
1
q

∴

fY (y, w) = fx,u(yw
1
q , w)|J |

=
1

β(a, b)
xa−1(1− x)b−1w

1
q

=
1

β(a, b)
ya−1w

a
q (1− yw

1
q )b−1

When 0< X <1 =⇒ 0< yw
1
q <1 =⇒ 0< y < 1

w
1
q

When 0< U < 1 =⇒ 0< W < 1
∴ The required joint pdf is

f(y, w) =

{
1

β(a,b)y
a−1w

a
q (1− yw

1
q )b−1, 0 < y < 1

w
1
q
, 0 < w < 1

0, otherwise
(4)

Hence, the marginal distribution function of Y is given by:

f(y,w) =

{
f1(y), 0 ≤ y < 1

f2(y), 1 ≤ y <∞
(5)

where

f1(y) =
ya−1

β(a, b)

∫ 1

0

w
a
q (1− yw

1
q )b−1dw

=
q

β(a, b)yq+1
β(y; a+ q, b) (6)

β(y; a+ b, q) being the incomplete beta function and

f2(y) =
ya−1

β(a, b)

∫ 1
yq

0

w
a
q (1− yw

1
q )b−1dw

=
q

β(a, b)yq+1
β(a+ q, b) (7)

□

The pdf of BGSl distribution for different values of parameters, is plotted in
Figure 1. From the figure it is seen that the kurtosis of the distribution increases
with an increase in the value of q.
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Figure 1. Probability density function plots of the BGSl distri-
bution for different values of a,b and q

Again the cdf of Y is given by :

F (y) =

{
F1(y), 0 ≤ y < 1

F2(y), 1 ≤ y <∞
(8)

where

F1(y) = P (Y ≤ y)

=

∫ y

0

q

β(a, b)tq+1
β(t; a+ q, b)dt

=
q

β(a, b)

∫ y

0

β(t; a+ q, b)t−(q+1)dt

=
β(y; a, b)

β(a, b)
− y−q β(y; a+ q, b)

β(a, b)
(9)

F2(y) = P (Y ≤ y)

=

∫ 1

0

f1(t)dt+

∫ y

1

f2(t)dt

= 1− β(a+ q, b)

β(a, b)
+
β(a+ q, b)

β(a, b)
(1− y−q) (10)
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The cdf plot for BGSl distribution is shown in Figure 2.

Figure 2. Cumulative distribution function plots of the BGSl dis-
tribution for different values of a,b and q

2.1. Location Scale form of BGSl(a,b,q). Another form of beta generated slash
distribution is the location - scale form. By applying the well known location - scale
transformation and considering the general form of BGSl distribution, we get the
location - scale transformed BGSl variate as

T = µ+ σ
X

U
1
q

(11)

where X ∼ Beta(a,b) and U ∼ U(0, 1) are independent, q > 0, 0 < µ < ∞ and
σ > 0. µ and σ are the location and scale parameters respectively. The location-
scale form of BGSl distribution has the following pdf:

f(t; a, b, q) =


qσq(t−µ)−(q+1)

β(a,b) β( t−µ
σ ; a+ q, b), µ < T < µ+ σ

qσq(t−µ)−(q+1)

β(a,b) β(a+ q, b), µ+ σ ≤ T <∞
(12)

It is denoted by T ∼ BGSlLS(a, b, q, µ, σ).
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2.1.1. Special cases of BGSlLS(a, b, q, µ, σ):

• If µ = 0, σ = 1, then BGSlLS(a,b,q,µ,σ) reduces to BGSl(a,b,q).

• If q→∞ then BGSlLS(a,b,q,µ,σ) tends to β(a, b, µ, σ) which is the location
scale form of beta distribution.

3. Properties of BGSL(a,b,q)

3.1. Moments and Other Descriptive Measures. If Y ∼ BGSl(a, b, q), then
the rth raw moment of Y is given by:

µ/
r = E(Y r)

=

∫ ∞

0

yrf(y)dy

=

∫ 1

0

yrf1(y)dy +

∫ ∞

1

yrf2(y)dy

where r =1, 2, 3...... and q> 0.

In particular,

µ
/
1 =

a

(a+ b)

q

(q − 1)
, q > 1

µ
/
2 =

a(a+ 1)

(a+ b)(a+ b+ 1)

q

(q − 2)
, q > 2

µ
/
3 =

a(a+ 1)(a+ 2)

(a+ b)(a+ b+ 1)(a+ b+ 2)

q

(q − 3)
, q > 3

µ
/
4 =

a(a+ 1)(a+ 2)(a+ 3)

(a+ b)(a+ b+ 1)(a+ b+ 2)(a+ b+ 3)

q

(q − 4)
, q > 4

The measures of skewness and kurtosis denoted by γ1 and γ2 respectively, are
defined as:

γ1 =
µ
/
3 − 3µ

/
3µ

/
1 + 2µ

/
1
3

(µ
/
2 − µ

/
1
2)

3
2

, q > 3

γ2 =
µ
/
4 − 4µ

/
3µ

/
1 + 6µ

/
2µ

/
1
2 − 3µ

/
1
4

(µ
/
2 − µ

/
1
2)2

, q > 4 (13)

In Table 1, the skewness and kurtosis values for some selected values of a,b and q
are displayed. From Table 1, it is observed that skewness decreases and kurtosis
increases with an increase in q. When b is fixed for some values, skewness and
kurtosis increase for a < 0.5 but kurtosis decreases slowly as a > 0.5.
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Table 1. Skewness and Kurtosis measurements of BGSl(a,b,q)
distribution for different values of a, b and q

a q b Skewness Kurtosis
5 0.5 1.286 69.346

1 1.339 109.617
2 1.894 130.506

0.25 6 0.5 1.017 58.723
1 1.707 64.635
2 2.442 97.201

10 0.5 0.765 53.397
1 1.465 56.188
2 2.185 81.890

5 0.5 0.860 128.556
1 1.339 109.617
2 1.894 140.506

0.5 6 0.5 0.488 130.7417
1 1.025 139.622
2 1.603 160.215

10 0.5 0.126 141.748
1 0.736 139.866
2 1.336 157.930

5 0.5 0.9102 348.533
1 1.069 235.526
2 1.411 210.333

1 6 0.5 0.285 352.952
1 0.610 218.938
2 1.037 183.11

10 0.5 0.384 402.169
1 0.158 223.903
2 0.684 174.225

3.2. Median. The median (M) of a probability distribution is the value which
divides the total area under the probability curve into two equal halves. Since the
area under the probability curve of BGSl distribution is different in the range [0, 1)
and [1,∞), so the median of the proposed distribution can appear in either one of
the two ranges - [0, 1) or [1,∞). To find the median, the following steps are used:

(1) Compute F(1)=
∫ 1

0
f1(y)dy.
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(2) If F(1) ≥ 0.5 then the median will lie in [0, 1) and M is obtained by solving
the following equation: ∫ M

0

f1(y)dy = 0.5

=⇒ β(M ; a, b)

β(a, b)
− M−qβ(M ; a+ q, b)

β(a, b)
= 0.5

(3) If F(1) < 0.5 then the median will lie in [1,∞) and M is obtained by solving
the following equation:∫ 1

0

f1(y)dy +

∫ M

1

f2(y)dy = 0.5

=⇒ 1− β(a+ q, b)

β(a, b)
+
β(a+ q, b)

β(a, b)

[
1−M−q

]
= 0.5 (14)

The median values for different set of parameters are given in Table 2:

Table 2. Median values for diffrent set of parameters

Parameters Median
(0.9,0.3,2) 0.75938
(1,1.5,2) 0.56557
(2,0.3,0.5) 4.23087
(0.9,0.3,0.5) 9.96179

3.3. Moment Generating Function. For a random variable Y with pdf f(y),
the moment generating function is given by:

MY (t) = E(ety)

Hence the moment generating function of BGSL distribution is given by:

MY (t) = E
(
ety
)

=

∫ 1

0

etyf1(y)dy +

∫ ∞

1

etyf2(y)dy

=

∫ 1

0

ety
qβ(y; a+ q, b)

β(a, b)yq+1
dy +

∫ ∞

1

ety
qβ(a+ q, b)

β(a, b)yq+1
dy

=
q

β(a, b)

∫ 1

0

etyy−(q+1)β(y; a+ q, b)dy +
qβ(a+ q, b)

β(a, b)

∫ 1

0

etyy−(q+1)dy

=
q

β(a, b)

∫ 1

0

( ∞∑
k=0

(ty)
k

k!

)
y−(q+1)β(y; a+ q, b)dy+
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qβ(a+ q, b)

β(a, b)

∫ ∞

1

( ∞∑
k=0

(ty)
k

k!

)
y−(q+1)dy

=
q

β(a, b)

∞∑
k=0

tk

k!

∫ 1

0

yk−q−1β(y; a+ q, b)dy +
qβ(a+ q, b)

β(a, b)

∞∑
k=0

tk

k!

∫ ∞

1

yk−q−1dy

=
q

β(a, b)

∞∑
k=0

tk

k!

1

k − q
{β(a+ q, b)− β(a+ k, b)}+ qβ(a+ q, b)

β(a, b)

∞∑
k=0

tk

k!

1

q − k

=
q

β(a, b)

t0

0!

1

(−q)
{β(a+ q, b)− β(a, b)}+ q

β(a, b)

∞∑
k=1

tk

k!

1

k − q

{β(a+ q, b)− β(a+ k, b)}+ qβ(a+ q, b)

qβ(a, b)
+

∞∑
k=1

tk

k!(q − k)

{
qβ(a+ q, b)

β(a, b)

}

= 1− q

β(a, b)

∞∑
k=1

tk

k!(k − q)
β(a+ k, b) (15)

3.4. Additive Property. In this section, the additive property of BGSl(a,b,q) is
discusssed through the following theorem.

Theorem 2. BGSl(a, b, q) does not satisfy the additive property i.e., if X ∼ BGSl(a1,
b1,q1) and Y ∼ BGSl(a2,b2,q2), then (X+Y ) does not follow the BGSl distribution.

Proof. The m.g.f. of BGSl(a, b, q) is given by:

MY (t) = E
(
ety
)

=

∫ 1

0

etyf1(y)dy +

∫ ∞

1

etyf2(y)dy

= 1− q

β(a, b)

∞∑
k=1

tk

k!(k − q)
β(a+ k, b) (16)

Let Z = X+Y where X ∼ BGSl(a1, b1,q1) and Y ∼ BGSl(a2,b2,q2) and are
independently distributed of each other. Then the m.g.f. of Z is

MZ(t) =MX+Y (t)

=MX(t)MY (t)

=

(
1− q1

β(a1, b1)

∞∑
k=1

tk

k!(k − q1)
β(a1 + k, b1)

)

×

(
1− q2

β(a2, b2)

∞∑
k=1

tk

k!(k − q2)
β(a2 + k, b2)

)
(17)
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which is not the m.g.f. of BGSl distribution.
Thus, X+Y does not follow BGSl distribution or in other words, the BGSl distri-
bution does not satisfy the additive property. □

3.5. Mean Deviation About Mean. The mean deviation about mean of a popu-
lation measure the amount of scatter in a population to some extent. For a random
variable Y with pdf f(y), cdf F(Y), mean µ = E(Y), the mean deviation about
mean is defined by:

δ1(y) =

∫ ∞

0

|y − µ|f(y)dy

=

∫ ∞

0

(µ− y)f(y)dy +

∫ ∞

µ

(y − µ)f(y)dy

= µF (µ)−
∫ ∞

0

yf(y)dy − µ [1− F (µ)] +

∫ ∞

µ

yf(y)dy

= 2µF (µ)− 2µ+ 2

∫ ∞

µ

yf(y)dy

= 2µF (µ)− 2

∫ µ

0

yf(y)dy (18)

Hence the mean deviation for BGSl distribution is given by:

δ1(y) = I[0,1)(y)

[
2aq

(a+ b)(q − 1)

{
β(µ; a, b)

β(a, b)
− µ−qβ (µ; a+ q, b)

}
−
{

1

q − 1
β (µ, a+ 1, b)− µ1−q

q − 1
β(µ; a+ q, b)

}]
+(1− I[0,1))(y)

[
2qβ(a+ q, b)

β(a, b)(1− q)

{
(1− µ−q)− β(a+ q, b)

β(a, b)

}]
(19)

where

I[0,1)(y) =

{
1, if 0 ≤ y < 1

0, if 1 ≤ y <∞

3.6. Mills Ratio. The Mills Ratio is the ratio of complementary cumulative dis-
tribution function to the probability density function. Mills ratio can be used in
regression analysis to take account of a possible selection bias. Mills Ratio for BGSl
distribution is :

M(y) =
1− F1(y)

f1(y)
+ (1− I[0,1)(y))

1− F2(y)

f2(y)

= I[0,1)(y)

[
1− β(y;a,b)

β(a,b) + y−qβ (y; a+ q, b)

qβ(y;a+q,b)
β(a,b)yq+1

]
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+ (1− I[0,1))(y)

[
1− β(a+q,b)

β(a,b) (1− y−q)
q

β(a,b)yq+1 β (a+ q, b)

]

= I[0,1)(y)

[
yq+1β (a, b)− yq+1β (y; a, b)− yβ(y; a+ q, b)

qβ(y; a+ q, b)

]

+ (1− I[0,1))(y)

[
yq+1 {β(a, b)− β(a+ q, b)(1− y−q)}

qβ(a+ q, b)

]
(20)

3.7. Order Statistics. Consider a random sample y1, y2,......,yn of size n drawn
from BGSl(a,b,q). Further, let y(1) < y(2) < ......... < y(n) denote the order statistics

corresponding to this sample. Then the probability density function of the kth order
statistic is given by

f(k)(y) =
n!

(k − 1)!(n− k)!
[F (y)]

k−1
[1− F (y)]

n−k
f(y)

Hence the density of kth order statistic for BGSl(a,b,q) is

f(k)(y) = I[0,1)(y)

[
n!

(k − 1)!(n− k)!

{
β(y; a, b)

β(a, b)
− y−q β(y; a+ q, b)

β(a, b)

}k−1

{
1− β(y; a, b)

β(a, b)
+ y−q β(y; a+ q, b)

β(a, b)

}n−k
q

β(a, b)yq+1
β(y; a+ q, b)

]
+ (1− I[0,1)(y))

[{
β(a+ q, b)

β(a, b)
(1− y−q)

}k−1{
1− β(a+ q, b)

β(a, b)
(1− y−q)

}n−k

q

β(a, b)yq+1
β(a+ q, b)

]
(21)

The p.d.f of the smallest order statistic y(1) is

f(1)(y) = I[0,1)(y)

[
n

{
1− β(y; a, b)

β(a, b)
+ y−q β(y; a+ q, b)

β(a, b)

}n−1

q

β(a, b)yq+1
β(y; a+ q, b)

]
+ (1− I[0,1)(y))

×

[{
1− β(a+ q, b)

β(a, b)
(1− y−q)

}n−1
q

β(a, b)yq+1
β(a+ q, b)

]
(22)
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The pdf of the largest order statistic y(n) is

f(n)(y) = I[0,1)(y)

[
n

{
β(y; a, b)

β(a, b)
− y−q β(y; a+ q, b)

β(a, b)

}n−1
q

β(a, b)yq+1
β(y; a+ q, b)

]

+(1− I[0,1)(y))

[
n

{
β(a+ q, b)

β(a, b)
(1− y−q)

}n−1
q

β(a, b)yq+1
β(a+ q, b)

]
(23)

3.8. Lorenz and Bonferroni Curve. The Bonferroni and Lorenz Curve are the
most used tools in income inequality measurement. These two curves are widely
used in the field of reliability, demography, medicine and insurance. The Bonferroni
and Lorenz curves are defined as:

L(F (y)) = I[0,1)(y)

[
1

µ

∫ y

0

tf1(t)dt

]
+ (1− I[0,1)(y))

[
1

µ

∫ y

0

tf2(t)dt

]
(24)

B(F (y)) = I[0,1)(y)

[
1

µF1(y)

∫ y

0

tf1(t)dt

]
+ (1− I[0,1)(y))

[
1

µF2(y)

∫ y

0

tf2(t)dt

]
= I[0,1)(y)

[
L(F1(y))

F1(y)

]
+ (1− I[0,1)(y))

[
L(F2(y))

F2(y)

]
(25)

After simplifications,

L(F (y)) = I[0,1)(y)

[[
β(y; a+ 1, b)− t1−qβ(y; a+ q, b)

]
(a+ b)

aβ(a, b)

]
−(1− I[0,1)(y))

[
β(a+ q, b)(a+ b)y1−q

aβ(a, b)

]
(26)

B(F (y)) = I[0,1)(y)

[
β(y; a+ 1, b)− t1−qβ(y; a+ q, b)

]
(a+ b)

aβ(a, b)

×
[
β(y; a, b)

β(a, b)
− y−qβ(y; a+ q, b)

]
(27)

+ (1− I[0,1)(y))

[
β(a+ q, b)(a+ b)y1−q

a (β(a, b)− β(a+ q, b) + β(a+ q, b)(1− y−q))

]
3.9. Hazard Rate Function. The hazard rate function is a very important tool
in understanding about the failure mechanism of a lifetime distribution. Hazard
rate function can be used to postulate life distributions in the presence of several
competing risk factors. It measures the instantaneous rate at which a system or
component is likely to fail, given that it has survived up to a certain time. The
hazard rate function of BGSl(a,b,q) is obtained by using the following formula:

h(y) = I[0,1)(y)
f1(y)

1− F1(y)
+ (1− I(0,1))

f2(y)

1− F2(y)
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= I[0,1)(y)

[
qβ(y, a+ q, b)

yq+1 {β(a, b)− β(y, a, b) + y−qβ(y, a+ q, b)}

]
+ (1− I[0,1))(y)

[
qβ(y, a+ q, b)

yq+1 {1− (1− y−qβ(a+ q, b))}

]
(28)

The HRF plots of the BGSl distribution for various values of the parameters are
shown in Figure 3. For all the combinations of a,b and q, the initial hazard is
high which decreases consistently. This shows the flexibility of the hazard rate
function of the beta generated slash distribution, thereby indicating that various
real-life situations can be suitably modeled using this distribution. For example, for
a patient who has undergone a surgery, the hazard (probability of death because
of post-surgical complications in this case) is high for a specific period post the
procedure. The hazard keeps on decreasing with time and after a certain period
of time,i.e. after full recovery, the hazard drops to approximately 0 and remains
constant thereafter.
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Figure 3. HRF plots of the BGSl distribution for different values
of a,b and q

We shall now discuss the marginal probability of the variate obtained via the
conditional distribution of the location-scale form of beta distribution given a
Uniform(0, 1) variate, which is presented in Theorem 3.
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Theorem 3. If Z|U∼β(a,b,0, σ u−
1
q ) where β(a,b,0, σ u−

1
q ) is location -scale form

of beta distribution and U ∼U(0,1) then Z∼BGSl(a,b,q,0,σ u−
1
q ).

Proof.

P (Z|U = u) = f(z|u)

=
1

σu
1
q

( z
σ

)a−1 (
1− z

σ

)b−1

∴

fz =

∫ 1

0

f(z|u)f(u)du

=

∫ 1

0

u
1
q

σβ(a, b)

(
u

1
q
z

σ

)a−1 (
1− z

σ

)b−1

du

=
qσq

zq+1β(a, b)
β(
z

σ
, a+ q, b)

□

4. Estimation

In this section, we discuss the maximum likelihood method of estimation for the
unknown model parameters of BGSl(a,b,q). Let y1,y2,......,yn be a random sample
of size n from BGSl(a,b,q). Then the log - likelihood function is obtained as:

L(a, b, q,y) =

n∏
i=1

f(yi, a, b, q)

= L1(a, b, q,y) ∗ L2(a, b, q,y)

where

L1(a, b, q,y) =
∏n

i=1 f
I(0,1)(yi)
1

= f
∑n

i=1 I(0,1)(yi)
1

logL1(a, b, q,y) =

n∑
i=1

I[0,1)(yi)

[
log q + log β(yi, a+ q, b)

− log β(a, b)− (q + 1) log yi

] (29)

Again,

L2(a, b, q,y) =

n∏
i=1

f
1−I(0,1)(yi)
2

= f2
(n−

∑n
i=1 I(0,1)(yi))
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logL2(a, b, q,y) =

n∑
i=1

(
n− I[0,1)(yi)

) [
log q + log β(a+ q, b)

− log β(a, b)− (q + 1) log yi

] (30)

logL(a, b, q,y) =

n∑
i=1

I[0,1)(yi)

[
log q + log β(yi, a+ q, b)− log β(a, b)− (q + 1) log yi

]

+

n∑
i=1

(
n− I[0,1)(yi)

) [
log q + log β(a+ q, b)− log β(a, b)− (q + 1) log yi

]
(31)

The maximum likelihood estimates (MLE) of the parameters are computed by
solving the maximum likelihood equations, which are given by

∂ logL

∂a
=⇒

n∑
i=1

I[0,1)(yi)

[
1

β(yi, a+ q, b)

d

da
β(yi, a+ q, b)− {ψ0(a)− ψ0(a+ b)}

]
+
(
n− I[0,1)(yi)

) [ 1

β(a+ q, b)

d

da
β(a+ q, b)− {ψ0(a)− ψ0(a+ b)}

]
= 0

(32)

∂ logL

∂b
=⇒

n∑
i=1

I[0,1)(yi)

[
1

β(yi, a+ q, b)

d

db
β(yi, a+ q, b)− {ψ0(b)− ψ0(a+ b)}

]
+
(
n− I[0,1)(yi)

) [ 1

β(a+ q, b)

d

db
β(a+ q, b)− {ψ0(b)− ψ0(a+ b)}

]
= 0

(33)

∂ logL

∂q
=⇒

n∑
i=1

I[0,1)(yi)

[
1

q
+

1

β(yi, a+ q, b)

d

dq
β(yi, a+ q, b)− logyi

]
+
(
n− I[0,1)(yi)

) [1
q
+

1

β(a+ q, b)

d

dq
β(a+ q, b)− logyi

]
= 0 (34)

The above maximum likelihood Equations 32- 34 are not in closed form and so,
they are difficult to be solved analytically. Hence, we shall use a suitable numerical
technique to solve the above equations for a, b and q.

Here all the calculations have been carried out using the R software version
3.6.3. The maxLik package is used to obtain the maximum likelihood estimates of
the parameters, the rootSolve package is used to generate random variables from
BGSl(a,b,q) and zipfR package is used to evaluate the incomplete beta function.
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5. Simulation

In this section, generation of random numbers from BGSl(a,b,q) is discussed.
For different values of the parameters a,b and q, we generate random samples of
size 50, 100, 200 and 500 from BGSl(a,b,q) . Then the MLEs of the parameters are
obtained for each of the generated samples. Finally, the average values of bias and
mean squared error (MSE) of these estimates are calculated by using the Monte
Carlo approximation technique, taking N = 1,000 replicates. The algorithm used
in this simulation study is shown below:

(1) Simulate X ∼ Beta(a, b)
(2) Simulate U ∼ U(0, 1)
(3) Compute Y = X

U
1
q

Y thus generated is a random number from the BGSl(a,b,q). To calculate the
average bias and MSE of the likelihood estimates, we use the formulae as shown
below :

Let the true value of the parameter a be a* and estimate be â . Then the bias
and mean square error (MSE) of â in estimating a is given by:

Bias(â) =
1

N

N∑
i=1

(âi − a∗)

MSE(â) =
1

N

N∑
i=1

(âi − a∗)2

where N is the number of replications and âi is the MLE of â obtained in the ith

replicate. Similarly, the bias and MSE of b and q are calculated. It is well known
that an estimate is consistent if the bias and MSE decrease (approaches to zero)
with an increase in the sample size. Table 3 shows the results of the simulation
studies.

From Table 3, it has been found that the parameters are well estimated and
the bias and MSE of all the estimators approaches towards zero with an increase
in the sample size. Hence, the estimates of the parameters can be believed to be
consistent.

6. Application

To show the flexibility of the proposed distribution over some existing distri-
butions in modeling heavy - tailed data we apply these distributions to a real life
data set. The dataset is taken from Proschan [24] which describes the times among
airconditioning equipment consecutive failures in a Boeing 720 airplane. The data
set comprises of the observations:
74, 57, 48, 29, 502, 12, 70, 21, 29, 386, 59, 27, 153, 26, 326.
The histogram of the data set exhibits a right skewed behavior, which may be aptly
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Table 3. Average bias and RMSE of BGSl(a,b,q) distribution.

parameters n â b̂ q̂

Mean Bias(â) RMSE(â) Mean Bias(b̂) RMSE(b̂) Mean Bias(q̂) RMSE(q̂)
30 0.32641 0.02643 0.01384 0.59527 0.03287 0.08526 0.13275 0.00457 0.00042

a=0.3 50 0.31664 0.01658 0.00763 0.54859 0.02548 0.06785 0.10034 0.00331 0.00030
b=0.5 100 0.30603 0.00609 0.00368 0.53248 0.00825 0.05964 0.00957 0.00275 0.00018
q=0.9 200 0.30304 0.00327 0.00181 0.53008 0.00803 0.04327 00932 0.00187 0.00004

500 0.30238 0.00235 0.00072 0.51635 0.00629 0.03219 0.00854 0.00104 0.00001
30 0.17883 0.27816 0.07949 0.05267 0.05034 00034 1.91939 0.80460 0.00896

a=1.2 50 0.59274 0.09273 0.02966 0.53127 0.04520 0.00028 1.87617 0.78347 0.00725
b=0.5 100 0.52979 0.02979 0.01298 0.52958 0.04278 0.00023 1.86524 0.76219 0.00658
q=0.8 200 0.52421 0.02421 0.00664 0.51653 0.40595 0.00002 1.85928 0.75727 0.00568

500 0.50996 0.00996 0.00252 0.50216 0.03863 0.00001 1.84872 0.73527 0.00504
30 0.87878 0.07873 0.03837 1.23645 0.49152 2.96958 1.99152 0.87210 1.28645

a=0.8 50 0.83583 0.03583 0.02111 0.96879 0.00630 1.12792 1.94481 0.73594 1.00257
b= 1.3 100 0.82729 0.02729 0.01039 0.00435 0.00952 1.71888 0.70267 0.36485 0.99854
q=1.8 200 0.80816 0.00816 0.00498 0.94876 0.00380 0.00634 1.69458 0.65468 0.97380

500 0.80684 0.00684 0.00203 0.92135 0.00303 0.00439 1.54896 0.58642 0.93276

modelled by the proposed distribution. Since beta generated slash distribution is
an extended distribution having support on positive real line, we compare its fit to
the considered data sets with some other extended distributions, namely Modified
Slash Lindley (MSL) distribution, Generalised beta distribution of first kind (GB1),
Generalised Exponential distribution(GE) and Generalised Gamma(GG) distribu-
tion distributed on the range (0,∞). The various values of log-likelihood, AIC and
BIC statistic for BGSl and its competing distributions are shown in Table 4

From the Table 4, it is seen that the BGSl distribution has maximum likelihood
and minimum AIC, BIC statistics. Hence the BGSl distribution performs better
than the other competing distributions. Furthermore, Figure 4 and Figure 5 show
the histogram of the data set along with the fitted densities and the empirical
cdf versus fitted cdfs respectively for the times among airconditioning equipment
consecutive failures in a Boeing 720 airplane. These figures confirm the best fit of
BGSL(a, b, q) as compared to the other competing distributions.

7. Conclusion

This paper introduces a new distribution called the beta generated slash distri-
bution having three parameters, which is obtained from the beta distribution by
applying slash construction idea. The various distributional aspects such as mo-
ments, skewness, kurtosis, median, moment generating function, mean deviation,
mills ratio, order statistics, Lorenz and Bonferroni curves are studied. The method
of maximum likelihood is used to estimate the parameters and a simulation study
is performed to study the finite sample behaviour of the ML estimates. The MLE’s
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Table 4. Estimated parameters and discrimination criteria of
BGSl(a,b,q) distribution, Modified Slash Lindley (MSL) distribu-
tion, Generalised beta distribution of first kind (GB1), Generalised
Exponential distribution(GE) and Generalised Gamma(GG) dis-
tribution fitted to the data on failure times

Distribution MLE log-likelihood AIC BIC
BGSl(a,b,q) â=0.01976

b̂=7.9395 -16.9600 39.92008 37.4483
q̂=4.05135

MSL ˆλ=0.05035
q̂=1.196 -26.0660 56.1321 54.4843

GB1 â=0.4980

b̂=0.0271 -74.2625 156.5254 153.2293
p̂=0.5655
q̂=0.0513

GE â=0.4980153

λ̂=0.02710 -76.7627 157.5254 155.8773
GG â=97.9396

d̂=0.6999 -84.4641 174.9282 172.4565
p̂=0.5655

are found to be consistent and precise in estimating the true value of the parame-
ters. To show the application of the proposed distribution, it is applied to a dataset
consisting of failure times and its fit is compared with that of Modified Slash Lindley
(MSL) distribution, Generalised beta distribution of 1st kind (GB1), Generalised
Gamma distribution (GG)and Generalised Exponential (GE) distribution using log
- likelihood measure, Akaike information criterion(AIC) and Bayesian information
criterion(BIC). It is observed that the BGSl distribution is a better fit to the data
as compared to the others. Thus it can be concluded that the proposed distribution
is more flexible and has advantage in modeling right skewed heavy - tailed datasets
occuring in [0, ∞) or any subset of it.
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Figure 4. Histogram of and fitted densities to the data on air-
conditioning equipment consecutive failure times in a Boeing 720
airplane

Figure 5. CDF plot of the observed data and fitted distributions
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ON A CLASS OF BI-UNIVALENT FUNCTIONS OF COMPLEX

ORDER RELATED TO FABER POLYNOMIALS AND

q−SĂLĂGEAN OPERATOR

Zeinab NSAR1, Adela O. MOSTAFA2 and Samar MOHAMED3

1Basic Science Dept. Higher. Techno. Instit., The tenth of Ramadan, EGYPT
2Math. Dept., Faculty of Science, Mansoura University, EGYPT

3Basic Science Dept. Higher. Instit. Eng. Tec., New Damietta, EGYPT

Abstract. In this paper, we define a new class of bi-univalent functions of
complex order

∑n
q (τ , ζ;ϕ) which is defined by subordination in the open unit

disc D. By using Dn
q 𭟋(ς) operator. Furthermore, using the Faber polynomial

expansions, we get upper bounds for the coefficients of function belonging to

this class.

1. Introduction

Let A be the class of functions

𭟋(ς) = ς +

∞∑
ρ=2

aρς
ρ, (1)

defined in D = {ς ∈ C : |ς| < 1} normalized by the conditions 𭟋(0) = 𭟋′
(0)− 1 = 0

for every ς ∈ D and S be the subclass of A consisting of univalent functions in
D. For every 𭟋 ∈ S there exists an inverse function 𭟋−1 which is defined in some
neighborhood of the origin, and satisfying the conditions

𭟋−1(𭟋(ς)) = ς, (ς ∈ D),

and

𭟋(𭟋−1(ω)) = ω, (|ω| < r0(𭟋); r0(𭟋) ≥ 1

4
),
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where

g(ω) = 𭟋−1(ω) = ω−a2ω2 + (2a22 − a3)ω
3 +−(5a32 − 5a2a3 + a4)ω

4 + ...

= ω +

∞∑
ρ=2

Aρω
ρ. (2)

If both 𭟋 and 𭟋−1 are univalent in D, then 𭟋 ∈ A is called bi-univalent in D and
the class of these functions is denoted by σ. For more study this class (see [5,7,13,
24,26,27]).

In [17] Faber introduced a polynomial which bears his name and is very important
role in geometric function theory.

By using the expansion of this polynomial for 𭟋 ∈ S, the coefficients of its inverse
g = 𭟋−1 may be expressed, (see [3] and [4]) as

g(ω) = 𭟋−1(ω) =ω +

∞∑
ρ=2

1

ρ
χ−ρ
ρ−1(a2, a3, ..., aρ)ω

ρ, (3)

where

χ−ρ
ρ−1 =

(−ρ)!
(−2ρ+ 1)!(ρ− 1)!

aρ−1
2 +

(−ρ)!
(2(−ρ+ 1))!(ρ− 3)!

aρ−3
2 a3

+
(−ρ)!

(−2ρ+ 3)!(ρ− 4)!
aρ−4
2 a4 +

(−ρ)!
(2(−ρ+ 2))!(ρ− 5)!

aρ−5
2

×
[
a5 + (−ρ+ 2)a23

]
+

(−ρ)!
(−2ρ+ 5)!(ρ− 6)!

aρ−6
2 × [a6 + (−2ρ+ 5)a3a4]

+

∞∑
j≥7

aρ−j2 Vj ,

such that Vj with 7 ≤ j ≤ ρ is a homogeneous polynomial in the variables

a2, a3, ..., aρ, (see [4]). The first three terms of χ−ρ
ρ−1 are

χ−2
1 = −2a2, χ

−3
2 = 3(2a22 − a3), χ

−4
3 = −4(5a32 − 5a2a3 + a4).

In general, for any p ∈ Z= {0,±1,±2, ...}, an expansion of χpρ is (see for details [3,33]
or [4])

χpρ = paρ+1 +
p(p− 1)

2
D2
ρ +

p!

(p− 3)!3!
D3
ρ + ...+

p!

(p− ρ)!ρ!
Dρ
ρ,

where Dp
ρ = Dp

ρ(a2, a3, ...) and by [22] (see for details [2, 14,16,20,23,31–33,35])

Dm
ρ (a2, a3, ..., aρ+1) =

∞∑
ρ=0

m!(a2)
µ1 ...(aρ+1)

µρ

µ1!...µρ!
, (4)

where the sum is taken ∀ µ1, ..., µρ ∈ N= {1, 2, ...} satisfying{
µ1+µ2+...+µρ=m,

µ1+2µ2+...+kµρ=ρ.
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Note that Dρ
ρ(a2, a3, ..., aρ+1) = aρ2.

In the rest of this paper, assume that ϕ is an analytic function with positive real

part in D, satisfying ϕ(0) = 1, ϕ
′
(0) > 0 and ϕ(D) is symmetric w. r. to the real

axis and has the expansion

ϕ(ς) = 1 + ψ1ς + ψ2ς
2 + ψ3ς

3 + ... (ψ1 > 0).

Let u(ς) and v(ω) are analytic in D with u(0) = v(0) = 0, |u(ς)| < 1, |v(ω)| < 1,
and

u(ς) = ς(p1 +

∞∑
ρ=2

pρς
ρ−1) and v(ω) = ω(q1 +

∞∑
ρ=2

qρω
ρ−1) (ς, ω ∈ D). (5)

Then
|p1| ≤ 1, |pρ| ≤ 1− |p1|2 , |q1| ≤ 1, |qρ| ≤ 1− |q1|2 , (ρ ≥2), (6)

see ( [28]).
The Jackson [21] q−derivative, 0 < q < 1, was defined by (see also [6], [8, 9, 11],

[18], [30]):

∇q𭟋(ς) =

{𭟋(ς)−𭟋(qς)
(1−q)ς

,ς ̸=0

𭟋′ (0) ,ς=0
,

that is

∇q𭟋(ς) = 1 +

∞∑
ρ=2

[ρ]qaρς
ρ−1, (7)

where

[j]q =
1− qj

1− q
, [0]q = 0. (8)

As q → 1−, [j]q = j and ∇q𭟋(ς) = 𭟋′
(ς).

Now [19,34] defined q− Sălăgean operator by

D0
q𭟋(ς) = 𭟋(ς)

D1
q𭟋(ς) = ς∇q(𭟋(ς)) = ς +

∞∑
ρ=2

[ρ]qaρς
ρ,

D2
q𭟋(ς) = ς∇q(Dq𭟋(ς)),

and

Dn
q𭟋(ς) = ς∇q(Dn−1

q 𭟋(ς))

= ς +

∞∑
ρ=2

[ρ]nq aρς
ρ, n ∈ N0= N∪{0} . (9)

Note that: Putting q → 1−in (9) we have the Sălăgean operator Dn ( [29]).

Definition 1. ( [12, 25]) For 𭟋 and g, analytic in D, 𭟋 is subordinate to g in D
written 𭟋 ≺ g, if ∃ Ω(ς), analytic in D, with Ω(0) = 0 and |Ω(ς)| < 1 (ς ∈ D),
such that 𭟋(ς) = g(Ω(ς)) (ς ∈ D).
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Definition 2. For τ ∈ C∗ = C \ {0} , 0 ≤ ζ ≤ 1, 0 < q < 1, n ∈ N0 and 𭟋 ∈ σ,
𭟋 ∈

∑n
q (τ , ζ;ϕ) if for all ς, ω ∈ D :

1 +
1

τ

[
∇q(Dn

q𭟋(ς)) + ζς∇q(∇qDn
q𭟋(ς))− 1

]
≺ ϕ(ς), (10)

and

1 +
1

τ

[
∇q(Dn

q g(ω)) + ζω∇q(∇qDn
q g(ω))− 1

]
≺ ϕ(ω), (11)

where g(ω) = 𭟋−1(ω).

Note that:
(i)

∑0
q(τ , ζ;ϕ) =

∑
q(τ , ζ;ϕ);

(ii)
∑0
q(1, ζ;ϕ) =

∑
q(ζ;ϕ);

(iii)
∑n
q ((1− α)e−iθ cos θ, ζ;ϕ) =

∑n
q (ζ, α, θ;ϕ) (0 ≤ α < 1, |θ| < π

2 ), where

=

 𭟋 ∈ σ :
eiθ[∇q(Dn

q 𭟋(ς))+ζς∇q(∇qDn
q 𭟋(ς))]−(α cos θ+i sin θ)

(1−α) cos θ ≺ ϕ(ς)

g ∈ σ :
eiθ[∇q(Dn

q g(ω))+ζω∇q(∇qDn
q g(ω))]−(α cos θ+i sin θ)

(1−α) cos θ ≺ ϕ(ω)
;

(iv) limq→1−
∑0
q(τ , ζ;ϕ) =

∑
(τ , ζ;ϕ) (see [15]);

(v) limq→1−
∑0
q(1, ζ;ϕ) =

∑
(ζ;ϕ) (see [1]);

(vi) limq→1−
∑0
q((1−α)e−iθ cos θ, ζ;

1+ς
1−ς ) =

∑
(ζ, α, θ; 1+ς

1−ς ) (0 ≤ α < 1, |θ| < π
2 ),

where

=

 𭟋 ∈ σ :
eiθ

[
𭟋

′
(ς)+ζς𭟋

′′
(ς)

]
−(α cos θ+i sin θ)

(1−α) cos θ ≺ 1+ς
1−ς

g ∈ σ :
eiθ

[
g
′
(ω)+ζωg

′′
(ω)

]
−(α cos θ+i sin θ)

(1−α) cos θ ≺ 1+ω
1−ω

.

2. Main Results

We assume that τ ∈ C∗, 0 < q < 1, 0 ≤ ζ ≤ 1, n ∈ N0 and 𭟋(ς) ∈ σ.
In this section we obtain some inequalities for the function class

∑n
q (τ , ζ;ϕ).

Theorem 1. Let 𭟋∈
∑n
q (τ , ζ;ϕ). If aε = 0 for 2 ≤ ε ≤ ρ− 1, then

|aρ| ≤
ψ1 |τ |

(1 + ζ[ρ− 1]q) [ρ]
n+1
q

(ρ ≥ 3), (12)

Proof. For functions Dn
q𭟋(ς) given by (9) and g = 𭟋−1, we have

1 +
1

τ

[
∇q(Dn

q𭟋(ς)) + ζς∇q(∇qDn
q𭟋(ς))− 1

]
= 1 +

1

τ

∞∑
ρ=2

(1 + ζ[ρ− 1]q) [ρ]
n+1
q aρς

ρ−1, (13)

1 +
1

τ

[
∇q(Dn

q g(ω)) + ζω∇q(∇qDn
q g(ω))− 1

]
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= 1 +
1

τ

∞∑
ρ=2

(1 + ζ[ρ− 1]q) [ρ]
n+1
q Aρω

ρ−1. (14)

Using (3), we have

1 +
1

τ

[
∇q(Dn

q g(ω)) + ζω∇q(∇qDn
q g(ω))− 1

]
= 1 +

1

τ

∞∑
ρ=2

(1 + ζ[ρ− 1]q) [ρ]
n+1
q

1

ρ
χ−ρ
ρ−1(a2, a3, ..., aρ)ω

ρ−1. (15)

Considering (10) and (11), there are two Schwarz functions u, v : D → D with
u(0) = v(0) = 0, which are given by (5), so that

1 +
1

τ

[
∇q(Dn

q𭟋(ς)) + ζς∇q(∇qDn
q𭟋(ς))− 1

]
= ϕ(u(ς)), (16)

1 +
1

τ

[
∇q(Dn

q g(ω)) + ζω∇q(∇qDn
q g(ω))− 1

]
= ϕ(v(ω)). (17)

Also, by (4) we get

ϕ(u(ς)) = 1 + ψ1p1ς + (ψ1p2 + ψ2p
2
1)ς

2 + ...

= 1 +

∞∑
ρ=1

ρ∑
ε=1

ψεD
ε
ρ(p1, p2, ..., pρ)ς

ρ (ς ∈ D), (18)

and

ϕ(v(ω)) = 1 + ψ1q1ω + (ψ1q2 + ψ2q
2
1)ω

2 + ...

= 1 +

∞∑
ρ=1

ρ∑
ε=1

ψεD
ε
ρ(q1, q2, ..., qρ)ω

ρ (ω ∈ D). (19)

Comparing the coefficients of (13) and (16) with (18), we get

1

τ
(1 + ζ[ρ− 1]q) [ρ]

n+1
q aρ =

ρ−1∑
ε=1

ψεD
ε
ρ−1(p1, p2, ..., pρ−1) (ρ ≥ 2). (20)

Similarly, from (15) and (17) with (19), we get

1

τ
(1 + ζ[ρ− 1]q) [ρ]

n+1
q

1

ρ
χ−ρ
ρ−1(a2, a3, ..., aρ) =

ρ−1∑
ε=1

ψεD
ε
ρ−1(q1, q2, ..., qρ−1) (ρ ≥ 2).

(21)
Now, from aε = 0 for 2 ≤ ε ≤ ρ− 1, we have Aρ = −aρ and the equalities (20) and
(21) yield

(1 + ζ[ρ− 1]q) [ρ]
n+1
q aρ = τψ1pρ−1,

− (1 + ζ[ρ− 1]q) [ρ]
n+1
q aρ = τψ1qρ−1. (22)

Taking the modulus of each of the two equations in (22) and using (6), we obtain
(12). □
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Corollary 1. For ϕ(ς) = ( 1+ς1−ς )
α (0 < α ≤ 1), let 𭟋∈

∑n
q (τ , ζ;ϕ), then

|aρ| ≤
2α |τ |

(1 + ζ[ρ− 1]q) [ρ]
n+1
q

(ρ ≥ 3). (23)

Corollary 2. For ϕ(ς) = 1+(1−2β)ς
1−ς (0 ≤ β < 1), let 𭟋∈

∑n
q (τ , ζ;ϕ), then

|aρ| ≤
2 |τ | (1− β)

(1 + ζ[ρ− 1]q) [ρ]
n+1
q

(ρ ≥ 3). (24)

Remark 1. For τ = 1, n = 0, q → 1− Corollary 2, reduces to results for [31,
Theorem 1], for all 0 ≤ ζ ≤ 1.

Theorem 2. Let 𭟋∈
∑n
q (τ , ζ;ϕ). Then

|a2| ≤
ψ1

√
ψ1 |τ |√

ψ1[2]
2n+2
q (1 + ζ)

2
+
∣∣∣τ [3]n+1

q (1 + ζ[2]q)ψ
2
1 − [2]2n+2

q (1 + ζ)
2
ψ2

∣∣∣ , (25)

|a3| ≤ min {K(ζ),L(ζ)} , (26)

where

L(ζ) =



ψ1|τ |
[3]n+1

q (1+ζ[2]q)
×

[3]n+1
q (1+ζ[2]q)|τ |ψ2

1+|[3]n+1
q (1+ζ[2]q)τψ

2
1−[2]2n+2

q (1+ζ)2ψ2|
[2]2n+2

q (1+ζ)2ψ1+|[3]n+1
q (1+ζ[2]q)τψ2

1−[2]2n+2
q (1+ζ)2ψ2|

, ψ1 ≥ [2]2n+2
q (1+ζ)2

[3]n+1
q (1+ζ[2]q)|τ |

ψ1|τ |
[3]n+1

q (1+ζ[2]q)
, 0 ≤ ψ1 ≤ [2]2n+2

q (1+ζ)2

[3]n+1
q (1+ζ[2]q)|τ |

(27)

and

K(ζ) =


|ψ2||τ |

[3]n+1
q (1+ζ[2]q)

, |ψ2| > ψ1

ψ1|τ |
[3]n+1

q (1+ζ[2]q)
, |ψ2| ≤ ψ1

. (28)

Proof. If we set ρ = 2 and ρ = 3 in (20) and (21), respectively, we have

1

τ
[2]n+1
q (1 + ζ) a2 = ψ1p1, (29)

1

τ
[3]n+1
q (1 + ζ[2]q) a3 = ψ1p2 + ψ2p

2
1, (30)

−1

τ
[2]n+1
q (1 + ζ) a2 = ψ1q1, (31)

and
1

τ
[3]n+1
q (1 + ζ[2]q) (2a

2
2 − a3) = ψ1q2 + ψ2q

2
1 . (32)

From (29) and (31), we obtain

p1 = −q1. (33)
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Adding (30) and (32), and using (33), we have

2

τ
[3]n+1
q (1 + ζ[2]q) a

2
2 − 2p21ψ2 = ψ1(p2 + q2). (34)

From (29), we get[
2τ [3]n+1

q ψ2
1 (1 + ζ[2]q)− 2[2]2n+2

q (1 + ζ)
2
ψ2

]
a22 = τ2ψ3

1(p2 + q2). (35)

By (6), (29) and (33), we obtain∣∣∣2τ [3]n+1
q ψ2

1 (1 + ζ[2]q)− 2[2]2n+2
q (1 + ζ)

2
ψ2

∣∣∣ |a2|2
≤ |τ |2 ψ3

1(|p2|+ |q2|)
≤ 2 |τ |2 ψ3

1(1− |p1|2)
= 2 |τ |2 ψ3

1 − 2[2]2n+2
q (1 + ζ)

2
ψ1 |a2|

2
. (36)

Consequently

|a2|2 ≤ |τ |2 ψ3
1

[2]2n+2
q (1 + ζ)

2
ψ1 +

∣∣∣τ [3]n+1
q ψ2

1 (1 + ζ[2]q)− [2]2n+2
q (1 + ζ)

2
ψ2

∣∣∣ .
So we obtain the bound on |a2| in (25).

Next, in order to find the bound on the coefficient |a3|, by subtracting (32) from
(30), and using (33), we get

−2

τ
[3]n+1
q (1 + ζ[2]q) a

2
2 +

2

τ
[3]n+1
q (1 + ζ[2]q) a3 = ψ1(p2 − q2). (37)

Using (6), we have

2[3]n+1
q (1 + ζ[2]q) |a3| ≤ 2[3]n+1

q (1 + ζ[2]q) |a2|2 + |τ |ψ1(|p2|+ |q2|)

≤ 2[3]n+1
q (1 + ζ[2]q) |a2|2 + 2 |τ |ψ1(1− |p1|2).

(38)

From (29), we get

[3]n+1
q (1 + ζ[2]q) |τ |ψ1 |a3| ≤ |τ |2 ψ2

1 (39)

+
[
|τ | [3]n+1

q ψ1 (1 + ζ[2]q)− [2]2n+2
q (1 + ζ)

2
]
|a2|2 .

On the other hand from (30), we have

[3]n+1
q (1 + ζ[2]q) |a3| ≤ |τ |

[
ψ1(1− |p1|2) + |ψ2| |p1|

2
]
.

Consequently,

|a3| ≤


|ψ2||τ |

[3]n+1
q (1+ζ[2]q)

, |ψ2| > ψ1

ψ1|τ |
[3]n+1

q (1+ζ[2]q)
, |ψ2| ≤ ψ1

. (40)

Hence, from (39) and (40), we obtain (26). □
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By letting τ = 1, n = 0, we have:

Corollary 3. Let 𭟋∈
∑0
q(1, ζ;ϕ). Then

|a3| ≤ min {K(ζ),L(ζ)} , (41)

where

L(ζ) =


ψ1

[3]q(1+ζ[2]q)
×

[3]q(1+ζ[2]q)ψ
2
1+|[3]q(1+ζ[2]q)ψ2

1−[2]2q(1+ζ)
2ψ2|

[2]2q(1+ζ)
2ψ1+|[3]q(1+ζ[2]q)ψ2

1−[2]2q(1+ζ)
2ψ2|

, ψ1 ≥ [2]2q(1+ζ)
2

[3]q(1+ζ[2]q)

ψ1

[3]q(1+ζ[2]q)
, 0 ≤ ψ1 ≤ [2]2q(1+ζ)

2

[3]q(1+ζ[2]q)

,

(42)
and

K(ζ) =

{ |ψ2|
[3]q(1+ζ[2]q)

, |ψ2| > ψ1
ψ1

[3]q(1+ζ[2]q)
, |ψ2| ≤ ψ1

. (43)

3. Future Work

The authors suggest to find upper bounds for the coefficients of function class∑m
λ,q(τ , ζ;ϕ) for all ϑ, ω ∈ D :

1 +
1

τ

[
∇q(Dm

λ,q𭟋(ς)) + ζς∇q(∇qDm
λ,q𭟋(ς))− 1

]
≺ ϕ(ς), (44)

and

1 +
1

τ

[
∇q(Dm

λ,qg(ω)) + ζω∇q(∇qDm
λ,qg(ω))− 1

]
≺ ϕ(ω), (45)

where

∇m
λ,q(𭟋(ς)) = ς +

∞∑
k=2

[1 + λ([k]q − 1)]makς
k, λ ≥ 0, m ∈ N0 = N ∪ {0}, (46)

is the q− Al-Oboudi operator is defined by Aouf et al. [10].

4. Conclusions

Throughout the paper, we defined a new subclass of bi-univalent functions of
complex order

∑n
q (τ , ζ;ϕ) by using Dn

q𭟋(ς) operator. Furthermore, using the Faber
polynomial expansions, we find the initial coefficient bounds for this function class.
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[23] Kazımoğlu, S., Deniz, E., Fekete-Szego problem for generalized bi- subordinate functions of

complex order, Hacet. J. Math. Stat., 49(5) (2020), 1695-1705. DOI : 10.15672/hujms.557072
[24] Madian, S. M., Some properties for certain class of bi-univalent functions defined by
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Abstract. This paper presents a detailed study of a new generation of the
Bishop frame with components including three orthogonal unit vectors, which

are tangent vector, normal vector and binormal vector. It is a frame field
described on a curve in Euclidean space, which is an alternative to the Frenet

frame. It is useful for curves for which the second derivative is not available.

Moreover, the conditions which the Bishop frame of one curve coincides with
the Bishop frame of another curve are defined. It would be valuable to replicate

similar approaches in the Bishop frame of one curve coincides with the Bishop

frame of another curve.

1. Introduction

In 1975, Bishop [1] defined a frame which is called the Bishop frame as an alter-
native to Frenet frame. This frame is useful for the curves that the second derivative
is not available. The Bishop frame consists of three orthogonal unit vectors. These
vectors are tangent vector, normal vector and binormal vector. Unlike the Frenet
frame, the Bishop frame does not require the second derivative of the curve to be
defined. The curvature functions κ and τ give important information about a curve
in the curve theory. For instance, for any curve, if κ and τ are zero, this curve is
geodesic. So, with the help of their curvatures, we get information about the shape
and properties of a curve. There are different methods for characterization of a
curve [2–4]. The position vector of a curve is very important in these methods.
The orthogonal coordinate system {T,N,B} spanned by tangent (T ), basic normal
(N) and binormal (B) vectors at each point of a unit-speed curve. The coordinate
system {T,N,B} is called the Frenet frame. This frame is spanned by osculat-
ing plane, rectifying plane and normal plane. The osculating plane is spanned by
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{T,N}, the rectifying plane is spanned by {T,B} and the normal plane is spanned
by {N,B}, many researchers have done investigation that is related to classical
differential geometry topics in the Euclidean space, Minkowski space, dual space,
and a new version of Bishop frame and its related applications were given [5–12].

2. Preliminaries

In this section, a brief summary of the concept of Bishop frame is given to pro-
vide a background to understand the main idea and the results of this study. The
Bishop frame consists of three orthonormal vectors that evolve along a curve, off
eringanatural way to describe the curve’s orientation in space. Unlike the Frenet-
Serret frame, which relies on curvature and torsion defi ned for curves with non-zero
curvature and non-vanishing speed, the Bishop frame’s adaptability makes it par-
ticularly suited for analyzing curves with varying geometric behaviors. Our study
develops this adaptability to investigate the cases associated with the tangential,
normal, or binormal planes of two distinct curves.

Let α : I ⊂ R → E3 is an arbitrary curve [13–15]. If α is unit speed curve, then
⟨α′(s), α′(s)⟩ = 1, where s is arc length parameter and

⟨γ, v⟩ = γ1v1 + γ2v2 + γ3v3

is the standard scalar product of E3. Furthermore, ∥γ∥ =
√

⟨γ, γ⟩ is the norm of
γ. Bishop frame along the unit speed curve α is denoted by the tangent T , the
principal normal N1 and the binormal N2 vector fields. Bishop derivative formulas
are written as follows:

T ′ = k1N1 + k2N2, N ′
1 = −k1T, N ′

2 = −k2T

where we shall call the set T,N1, N2 as Bishop trihedra and k1 and k2 (k2 is not
equal to zero) as Bishop curvatures. For all t ∈ I, if a curve γ is considered spherical,
then the curve γ(t) lies on a sphere of radius R, centered at the origin in E3. This
can be mathematically expressed as ∥γ∥ = R. The normal curves in E3 are spherical
curves [16]. The Bishop frame, an alternative to the traditional Frenet frame, offers
a more flexible representation of curves in E3 by eliminating the torsion component,
thus providing a simpler and often more intuitive understanding of curve geometry.
This research leverages the Bishop frame to examine the conditions under which
two distinct curves in E3 can share a common plane in their respective Bishop
frames. We denote the tangent vector of a curve at a point by T , and the principal
normal vector by N1. The notation T̄ ∈ Sp {T,N1} signifies that the modified
tangent vector T̄ of one curve lies within the plane spanned by the tangent and
principal normal vectors of other curve. This study not only contributes a new
perspective to the analysis of curves within Euclidean space but also underscores
the utility and versatility of the Bishop frame in uncovering complex geometric
relationships. Through a careful and thorough classification of the possible cases
where curve pairs share a Bishop frame plane, combined with the derivation of
several interesting results, we enhance the existing knowledge base in differential
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geometry and open the door to future investigations in this rich and captivating
field.

3. On Characterizations of the Curve Couples and Bishop Frame

Let α and ᾱ are any curves in 3-dimensional Euclidean space where they are de-
scribed on the same open interval I ⊂ R. The frames {T,N1, N2} and

{
T̄ , N̄1, N̄2

}
are Bishop frames of α and ᾱ, respectively. Let’s denote the are length parameters,
first Bishop curvatures and second Bishop curvatures for α and ᾱ with s, k1, k2 and
s̄, k̄1, k̄2 respectively. {T,N1} , {N1, N2} , {T,N2} planes are the osculating plane,
the normal plane and the rectifying plane according to Bishop frame, respectively.
These planes are donated, respectively, by OB,AB and CA. Let ᾱ be a unit
speed curve with first and second curvatures k̄1, k̄2 and Bishop vectors T̄ , N̄1, N̄2.
Similarly,

{
T̄ , N̄1

}
,
{
N̄1, N̄2

}
,
{
T̄ , N̄2

}
planes are the osculating plane, the normal

plane and the rectifying plane according to Bishop frame. These planes are denoted
with OB,AB and CA, respectively. If we take r = ds̄

ds , Bishop formulas are

T ′ = k1N1 + k2N2, N ′
1 = −k1T, N ′

2 = −k2T (1)

T ′ = k̄1N̄1 + k̄2N̄2, N̄ ′
1 = −k̄1T̄ , N̄ ′

2 = −k̄2T (2)

where (′) denotes d
ds . Classify whether any Bishop frame plane of a curve is the any

Bishop frame plane of another curve or not and we will give the following cases and
their related theorems, here a1 and a2 are the non-zero functions of the parameter
s and the position vectors of ᾱ and α are γ̄ and γ.

Table 1. The cases of curve couples

Cases Bishop plane for α Bishop plane for ᾱ Conditions

1 sp {T,N1} = OB sp
{
T̄ , N̄1

}
= OB OB = OB

2 sp {T,N1} = OB sp
{
N̄1, N̄2

}
= AB OB = AB

3 sp {T,N1} = OB sp
{
T̄ , N̄2

}
= CA OB = CA

4 sp {N1,N2} = AB sp
{
T̄ , N̄1

}
= OB AB = OB

5 sp {N1,N2} = AB sp
{
N̄1, N̄2

}
= AB AB = AB

6 sp {N1,N2} = AB sp
{
T̄ , N̄2

}
= CA AB = CA

7 sp {T,N2} = CA sp
{
T̄ , N̄1

}
= OB CA = OB

8 sp {T,N2} = CA sp
{
N̄1, N̄2

}
= AB CA = AB

9 sp {T,N2} = CA sp
{
T̄ , N̄2

}
= CA CA = CA

Now we investigate these possible cases step by step (see TABLE 1):

Case 1. Assume that OB = OB. The osculating plane according to Bishop frame
plane of a curve α is the osculating plane according to Bishop frame plane of curve
ᾱ.
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Theorem 1. There isn’t a curve pair (α, ᾱ) in E3 such that the osculating plane
according to Bishop frame of α is same osculating plane according to Bishop frame
of ᾱ.

Proof. Assume that the osculating plane according to Bishop frame of a curve α
is the osculating plane according to Bishop frame of a other curve ᾱ. Then, the
relation can be given that

γ̄ = γ + a1T + a2N1, a1 ̸= 0, a2 ̸= 0 (3)

where γ̄ and γ are position vectors of the curves ᾱ and α respectively, a1 and a2
are the non-zero functions of the parameter s. If we take the derivative of (3) with
respect to s and by using Bishop formulas in (1) and (2), we have

T̄ = (1 + a′1 − a2k1)
1

r
T + (a1k1 + a′2)

1

r
N1 + a1k2

1

r
N2 (4)

If we rewrite in (4) for constant λ = (1 + a′1 − a2k1)
1
r and µ = (a1k1 + a′2)

1
r then

we obtain

T̄ = λT + µN1 = (1 + a′1 − a2k1)
1

r
T + (a1k1 + a′2)

1

r
N1 + a1k2

1

r
N2 (5)

where T̄ ∈ Sp {T,N1}. If we multiply (5) by N2, we find

a1k2
1

r
= 0.

Then, a1 or k2 must be zero. This situation contradicts our assumption. □

Case 2. Suppose that OB = AB. In the osculating plane according to Bishop frame
plane of a curve is the normal plane according to Bishop frame plane of other curve.

Theorem 2. Let α be any unit speed curve in E3 with non-zero first Bishop curva-
ture k1, second Bishop curvature k2 and Bishop vectors T,N1, N2. If the osculating
plane according to Bishop frame of the curve α is the normal plane according to
Bishop frame of the space curve ᾱ, then ᾱ is written as

ᾱ = α+
ds̄

ds

1

k2
T +

1

k1
+

1

k1k22

(
d2s̄

ds2
k2 −

ds̄

ds
k′2

)
N1.

Proof. Assume that the osculating plane according to Bishop frame of a curve α
is the normal plane according to Bishop frame of a another curve ᾱ. Then, the
relation can be given that

γ̄ = γ + a1T + a2N1, a1 ̸= 0, a2 ̸= 0. (6)

Taking the derivative of (6) with respect to s and apply (1) and (2). We have

T̄ = (1 + a′1 − a2k1)
1

r
T + (a1k1 + a′2)

1

r
N1 + a1k2

1

r
N2. (7)
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Since N⊥
2 = Sp {T,N1} = Sp

{
N̄1, N̄2

}
= T̄⊥, N2 and T̄ are parallel. If we multiply

7 by N2 and T , respectively, then we obtain

a1 = r
k2

a2 = 1
k1

+ 1
k1k2

2

(
d2s̄
ds2 k2 − rk2

′
)
.

□

Case 3. Assume that OB = CA. The osculating plane according to Bishop frame
plane of a curve is the rectifying plane according to Bishop frame plane of other
curve.

Theorem 3. There isn’t a curve pair (α, ᾱ) in E3 such that the osculating plane
according to Bishop frame of α is the rectifying plane according to Bishop frame of
ᾱ.

Proof. Let’s assume that, the osculating plane according to Bishop frame of a curve
α be the rectifying plane according to Bishop frame of the curve ᾱ. Then, the
relation can be given that

γ̄ = γ + a1T + a2N1, a1 ̸= 0, a2 ̸= 0.

Taking the derivative of the last equality with respect to s and apply (1) and (2)
then, we get

T̄ = (1 + a′1 − a2k1)
1

r
T + (a1k1 + a′2)

1

r
N1 + a1k2

1

r
N2.

For some constant λ and µ, since T̄ ∈ Sp {T,N1}, we can write

T̄ = λT + µN1 = (1 + a′1 − a2k1)
1

r
T + (a1k1 + a′2)

1

r
N1 + a1k2

1

r
N2 (8)

if we multiply (8) by N2, we obtain

a1k2
1

r
= 0

where a1 or k2 must be zero. This situation contradicts our assumption. □

Case 4. Assume that AB = OB. We examine the case that the normal plane
according to Bishop frame plane of a curve is the osculating plane according to
Bishop frame plane of other curve.

Theorem 4. Let α be any unit speed curve with non-zero first Bishop curvature
k1, second Bishop curvature k2 and Bishop vectors T,N1, N2. If the normal plane
according to Bishop frame of the curve α is the osculating plane according to Bishop
frame of a other space curve ᾱ, then α is a spherical curve.
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Proof. Let’s assume that, the normal plane according to Bishop frame of a curve
α is the osculating plane according to Bishop frame of a other curve ᾱ. Then, the
relation can be given that

γ̄ = γ + a1N1 + a2N2, a1 ̸= 0, a2 ̸= 0. (9)

Let’s take the derivative of (9) with respect to s and applying (1) and (2). Then,
we get

T̄ = (1− a1k1 − a2k2)
1

r
T + a′1

1

r
N1 + a′2

1

r
N2.

For some constant λ and µ, if we take T̄ = λ1N1 + µ1N2 and T̄ ∈ Sp {N1, N2}, we
can write

λ1N1 + µ1N2 = (1− a1k1 − a2k2)
1

r
T + a′1

1

r
N1 + a′2

1

r
N2. (10)

Now, if we multiply (10) by T , we have

a1k1 + a2k2 = 1.

Here the curve γ is a spherical curve. □

Case 5. Assume that AB = AB. The normal plane according to Bishop frame
plane of a curve is the normal plane according to Bishop frame plane of other
curve.

Theorem 5. Let’s take any α and ᾱ curves with non-zero first Bishop curvature
k1, non-zero second Bishop curvature k2 in E3 and Bishop vectors T,N1, N2. If
the normal plane according to Bishop frame of the curve α is the normal plane
according to Bishop frame of a another curve ᾱ, then α is a spherical curve where
r ̸= 1.

Proof. Let’s assume that, the normal plane according to Bishop frame of a curve α
be the normal plane according to Bishop frame of the curve ᾱ. Then, the relation
can be given that

γ̄ = γ + a1N1 + a2N2, a ̸= 0, b ̸= 0 (11)

Taking the derivative of (11) with respect to s and applying the Bishop formulas
given in (1) and (2), we obtain

T̄ = (1− a1k1 − a2k2)
1

r
T + a′1

1

r
N1 + b′

1

r
N2. (12)

T and T̄ are parallel and T⊥ = Sp {N1, N2} = Sp
{
N̄1, N̄2

}
= T̄⊥. So, we write

< T̄ , T >= 1

and multiplying (12) by T , we have

a1k1 + a2k2 = 1− r,

then, we can write
a1
c
k1 +

a2
c
k2 = 1
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where 1− r = c and r ̸= 1. Then, the curve α is a spherical curve. □

Case 6. Suppose that AB = CA. Now, we give the normal plane according to
Bishop frame plane of a curve is the rectifying plane according to Bishop frame
plane of other curve.

Theorem 6. Let α be unit speed curve in E3 with non-zero first and second Bishop
curvatures k1, k2, and Bishop vectors T,N1, N2. If the normal plane according to
Bishop frame of α is the rectifying plane according to Bishop frame of the curve ᾱ,
then α is a spherical curve.

Proof. Let’s assume that, the normal plane according to Bishop frame of a curve
α be the rectifying plane according to Bishop frame of another curve ᾱ. Then, the
relation can be given that

γ̄ = γ + a1N1 + a2N2, a1 ̸= 0, a2 ̸= 0.

Let’s take the derivative of the last equality with respect to s and apply in (1) and
(2). Then, we get

T̄ = (1− a1k1 − a2k2)
1

r
T + a′1

1

r
N1 + a′2

1

r
N2. (13)

For some constants λ and µ, we write T̄ = λN1 + µN2 and T̄ ∈ Sp {N1, N2}. From
(13), we get

λN1 + µN2 = (1− a1k1 − a2k2)
1

r
T + a′1

1

r
N1 + a′2

1

r
N2. (14)

By multiplying (14) by T , we have

a1k1 + a2k2 = 1.

□

Case 7. Let us consider CA = OB. The rectifying plane according to Bishop frame
of a curve α is the osculating plane according to Bishop frame of other curve ᾱ.
Then, the relation can be given that

γ̄ = γ + a1T + a2N1, a1 ̸= 0, a2 ̸= 0. (15)

By taken the derivative of (15) with respect to s and apply in (1) and (2). We
will have

T̄ = [(1 + a′1 − k1a2)T + (a1k1 + a′2)N1 + a1k2N2]
1

r
(16)

where T̄ = λT + µN2 and for some constant λ and µ, since T̄ ∈ Sp {T,N2}. From
(16), we obtain

λT + µN2 = [(1 + a′1 − k1a2)T + (a1k1 + a′2)N1 + a1k2N2]
1

r
. (17)

Then multiplying (17) by N1, we get

a1k1 + a′2 = 0.
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Case 8. Assume that CA = AB. The rectifying plane according to Bishop frame
plane of a curve is the normal plane according to Bishop frame plane of other curve.

Theorem 7. Let α be unit speed curve in E3 with non-zero first and second Bishop
curvatures kl, k2 and Bishop vectors T,N1, N2. If the rectifying plane according to
Bishop frame of α is the normal plane according to Bishop frame of other curve α,
then we can write

α = α+
1

k1
T + [

1

k2
+

1

k2
(
1

k1
)′]N2.

Proof. Assume that, the rectifying plane according to Bishop frame of a curve α
be the normal plane according to Bishop frame of the curve α. Then, the relation
can be given as

γ = γ + a1T + a2N2, a1 ̸= 0, a2 ̸= 0 (18)

Taking the derivative of (18) with respect to s and applying the (1) and (2), then,
we have

T = [(1 + a′1 − a2k2)T + a1klN1 + (a1k2 + a′2)N2]
1

r
. (19)

N1 and T are parallel. Since N⊥ = Sp{T, N2} = Sp{N1, N2} = T
⊥
, multiplying

(19) by N1, we get

a1 =
1

k1
.

If we Multiply (19) by T , we get

1 + a′1 − a2k2 = 0,

b =
1

k2
+

1

k2
(
1

k1
)′.

□

Case 9. Assume that CA = CA. The rectifying plane according to Bishop frame
plane of a curve is the rectifying plane according to Bishop frame plane of other
curve.

Theorem 8. There isn’t a curve pair (α, α) in E3 such that the rectifying plane
according to Bishop frame of α is the rectifying plane according to Bishop frame of
α.

Proof. Assume that the rectifying plane according to Bishop frame of a curve α be
the rectifying plane according to Bishop frame of other curve α. Then, the relation
can be given that

γ = γ + a1T + a2N2, a1 ̸= 0, a2 ̸= 0. (20)

Taking the derivative of (20) with respect to s and using (1) and (2), then, we write

T = [(1 + a′ − bk2)T + aklN1 + (ak2 + b′)N2]
1

r
. (21)
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For some constant λ and µ, we can write T = λT + µN2. Since
T ∈ Sp{T, N2}, by using (21), we obtain

λT + µN2 = [(1 + a′1 − a2k2)T + a1klN1 + (a1k2 + a′2)N2]
1

r
. (22)

If we multiply (22) by N1, we obtain a1kl
1
r = 0 and a1 = 0 or k1 = 0. □

4. Conclusion

Bishop frame is considered as an alternative to Frenet frame in 3-dimensional
Euclidean space. This idea is a useful method for curves where the second derivative
is not available. Here, the conditions for Bishop frame plane to be the same as
Bishop frame plane of another curve for a curve are investigated in 3 dimensional
Euclidean space. Thus, nine possible cases are examined. The results found extend
previous studies. The Bishop frame provides an alternative framework for studying
curves, and the results of this paper demonstrate the usefulness of the Bishop frame
in this context.

Overall, this paper provides new insights into the geometry of curves in Euclidean
space, and highlights the importance of alternative frames such as the Bishop frame
in studying curves.

Author Contribution Statements All authors jointly worked on the results,
and they read and approved the final manuscript.

Declaration of Competing Interests The authors declare no conflict of interest.

References

[1] Bishop, L. R., There is more than one way to frame a curve, The American Mathematical
Monthly, 82(3) (1975), 246-251. https://doi.org/10.2307/2319846

[2] Chen, B. Y., Dillen, F., Rectifying curves as centrodes and extremal curves, Bull. Inst. Math.
Academia Sinica, 33(2) (2005), 77-90.

[3] Kuhnel, W., Differential Geometry: Curves-Surfaces-Manifolds, Wiesbaden, Germany, 2003.

[4] Millman, R. S., Parker, G. D., Elements of Differential Geometry, Prentice-Hall, New Jersey,
1977.

[5] Chen, B. Y., When does the position vector of a space curve always lie an its rectifying plane?,

The American Mathematical Monthly, 110 (2003), 147-152. https://doi.org/10.2307/3647775
[6] Azak, A. Z., Masal, M., Bertrand curves and Bishop frame in the 3-Dimensional

Euclidean Space, Sakarya Universty Journal of Science 21(6) (2017), 1140-1145.

https://doi.org/10.16984/saufenbilder.267557
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Abstract. Since blood disease markers are one of the most prevalent health

problems in this era, the aim of this study is to forecast pathological sub-
jects from a population through biomedical variables of individuals using the

currently produced path analysis (PA) model. In terms of the dataset, 539

subjects were used to implement this study. A mathematical approach based
on the PA has been used to create a reliable biomedical model in this research

that investigates if there exists a relation between the various anemia types

and the biomedical variables through observational variables (the blood vari-
ables, age, and sex) and anemia types. Other linear approaches were taken

into consideration for comparison, in terms of R2 value of the model, which

has a value of 0.699. The findings reveal that the model has great predictive
potential. It is believed that the developed model, which includes observa-

tional variables, will help healthcare providers predictively plan appropriate

treatment programs for their patients.

1. Introduction

Medical models are frequently used in many healthcare processes and also as a
tool for analyzing pathological features. Modelling has become a substantial tool
in studies of prediction because of its ease of interpretation for pathological data;
therefore, these studies commonly use mathematical modeling to portray the inter-
relationship among the multiple variables in a mathematical equation. According
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to the research [1–5], how effectively any aim can be achieved depends on knowl-
edge about the problem and how well the modeling is done. Any disease state has
different effects for a single disease, which may be used to evaluate the circum-
stances shown in hospitals. As a result, several endogenous variables determine the
majority of outcomes in real-life problems.

The purpose of this study is to use biomedical variables and anemia types to
predict pathological people in a population and know the relationship between
blood variables. The literature [6, 7] indicates that there has been an increase
in anemia among various segments of the population of the community; thus, it
is crucial to predict the anemia types. Therefore, our aim is to develop a new
biomedical model to study the effect of the blood variables, sex, and age together
and their effect on the anemia types.

Our model differs from the other models contained in the literature [8–10] and
has been successfully used to predict several anemia types using a wide range of
blood variables, sex, and age.

The previous studies [8, 9, 11–13] produced relatively less accurate results by
using a relatively small or limited number of blood variables to predict anemia
types or a small number of anemia types.

The PA is a generalization of multiple regression that allows one to estimate
the strength and sign of directional relationships for complicated causal schemes
with multiple dependent variables. A major advantage of the PA is that, in ad-
dition to studying the direct effects, indirect effects through intervening variables
can be studied, as can estimating the values of coefficients in the model, adding
non-recurring paths, reporting additional appropriate indicators, and estimating
residuals and their potential relationships with each other. Also, it is seen when
there are two or more dependent variables. Therefore, a great deal of research
has been done in a variety of fields using the PA found in the literature. Ex-
amples of these include the COVID-19 emergency [14], stability analysis and an
epidemic model [15], odds of elevated systolic blood pressure [16], blood-associated
parasites [17], predicting blood donation behavior among donors [18], the relation-
ship between iron deficiency anemia and blood cadmium and vitamin D [19], the
relationship between blood pressure and the structures of the health promotion
model [20], and assessing the healthcare empowerment model among HIV-positive
individuals [21]. In this study, a realistic model has been developed that allows
the best relationship between blood variables to be found through the PA by using
many input variables. Because there are more input variables in the created model,
it is therefore more realistic in the field of biomedicine. Therefore, the primary goal
of the current study is to identify the different forms of anemia utilizing a large
number of practical observational characteristics. As a result, it is believed that
this study significantly advances the understanding of anemia types
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2. Materials and Methods

2.1. Collection of the study samples. Here the samples for people and for each
subject readings of blood variables are [22, 23] Hemoglobin (HB), Red Blood Cells
(RBC), White Blood Cell (WBC), Mean Corpuscular Volume (MCV), Mean Cor-
puscular Hemoglobin (MCH), Hematocrit (HCT), Mean Corpuscular Hemoglobin
Concentration (MCHC), Platelets (PLT) and sex and age. The following explana-
tion applies to the blood variables. Within the RBC, the HB is a transportable
protein that is made of iron atoms. The worthless nucleus of the RBCs, which are
concave cells, contains the HB. The computed result obtained from the HB mea-
surement and a few red cells is the MCH. The immune system cells known as WBCs
are responsible for defending the body against infectious diseases. The volume of
RBCs in total blood volume divided by the percentage is the HCT. The estimated
amount of HB in a particular volume of RBC is known as the MCHC. The PLT
is a haphazard, disc-shaped component of blood that promotes blood coagulation.
The MCV calculates the average size of the red blood cells in a sample.

Table 1 displays the many forms of anemia and the biological variables used to
collect the data. Table 3 additionally lists the many forms of anemia.

Table 1. Some study samples of the data

HB RBC MCH WBC MCV HCT MCHC PLT Sex Age Anemia type
11 4.16 26.5 7.7 88 36.6 30.1 180 2 10 0
16.3 6.07 26.9 8.16 80.9 49.1 33.2 349 1 23 0
14.1 4.5 31.2 5.5 90 40.3 34.9 198 1 56 0
11 4.86 22.6 13.6 78 37.7 29.2 482 2 6 1
5.79 9.3 16 14.6 60 34.8 26.6 411 1 16 1
4.65 10.2 21.9 6.7 77 35.8 28.5 409 2 48 1
4.1 1.13 36.2 1.6 114 12.8 31.8 6 2 9 2
10.4 3.7 28 9.2 91 33.7 30.7 607 1 16 2
1.46 4.4 30.4 59.8 108 15.8 28.2 330 2 29 2
7.4 3.1 23.9 5.37 70.6 21.9 33.8 233 1 6 3
10.6 4.78 22.1 16.4 76 36.2 29.2 351 2 27 3
5.4 1.92 28 21.2 94 18 29.9 107 1 54 3
8.3 2.58 31.9 12.4 103 26.7 30.9 458 1 11 4
2.73 8.9 32.6 21.78 94.9 25.9 34.4 546 2 20 4
2.66 8.2 30.8 15.7 90.6 24.1 34 437 1 29 4
11.5 4.63 24.9 7 78 35.9 32 180 1 7 5
7.3 2.06 35.4 15.6 117 24.2 30.2 478 2 16 5
4.41 11 24.9 8.67 73.5 32.4 34 280 1 37 5

The purpose of the paper is to predict diseased people from a community using
various biomedical data. In order to determine whether a subject was healthy
or infected, data were collected through observations of blood variables, and 539
patients provided from the work of Sari and Ahmad [2, 24], we ran investigative
analysis using SPSS, AMOS. Some related calculated variables are shown and the
anemia types and the number of individuals (see Tables 2, 3)
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Table 2. Descriptive statistics about the values of the sample

Parameters HB RBC MCH WBC MCV HCT MCHC PLT Sex Age
Average 9.59 5.10 26.67 13.18 82.60 33.18 32.08 363.26 1.54 21.48
Min. 1.46 0.96 11.7 1.6 38.6 7.7 22.6 2 1 6
Max. 18.2 11.9 77 146.1 117 51.7 60.5 1892 2 56
Standard deviation 4.34 2.26 4.56 16.23 8.71 9.01 3.15 210.13 0.499 10.65
Sig. 0.000 0.001 0.054 0.549 0.988 0.565 0.643 0.009 0.000 0.022

Table 3. The anemia types and their population

Parameters Type0 Type1 Type2 Type3 Type4 Type5
Definition Healthy Iron Deficiency Anemia Deficiency Vitamin B12 Thalassemia Sickle Cell Spherocytosis
No. of subjects 211 83 9 217 10 9

2.2. Path Analysis. The directed dependencies between a group of variables are
described by the PA, which was created as a technique for examining the direct and
indirect impacts of variables. Furthermore, the PA is viewed as a type of multiple
regression that focuses on causation; its goal is to clarify the plausibility of the
causal models that researchers develop using their theoretical understanding and
knowledge, rather than to identify causes.

In path models, the independent and dependent variables are shown as boxes
or rectangles. Single-headed arrows are emanating from the exogenous; a double-
headed arrow signifies that the variables are only correlated. ’Endogenous’ variables
are those that are dependent variables. There is one or more single-headed arrows
pointing at endogenous variables [25].

While determining the amount and direction of the relation between two or
more variables by correlation analysis, the mathematical structure of the relation
is determined by regression analysis. For this reason, correlation and regression
analysis are often used to examine causal relationships. However, in some cases,
these methods are often insufficient to reveal the relationship between variables.
In multivariate regression analysis, this situation becomes somewhat complicated.
Entering independent variables with a high correlation between them can distort
the importance of the model, or make transactions in the model meaningless, or
either make the effect on the model more or less necessary or make it act against
the outcome of the correlation. Because of this, it is critical to assess the structural
relationship between quantitative variables and illustrate the connections between
independent variables by analyzing the pathway.

3. Results and Discussion

According to the literature, various strategies of many approaches are used to
analyze blood variables [8, 9, 12, 26, 27]. Many researchers [28–34] have taken into
account the multiple regression analysis while addressing various anemia problems
at various levels. Also, the PA has been studied of blood disease in the litera-
ture [16, 17, 19, 20]. Although they investigated a relationship for the prediction of
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various types of anemia, they only used a few blood factors and were aware of the
relationship between them. As a result, the current study focuses on the relation-
ship between a number of observational variables and different forms of anemia.
However, some of the observed factors have a greater effect than others.

The correlation analysis was carried out to determine the link between blood
variables. Pearson correlation analysis was used to determine the relationship be-
tween blood variables. The connections between the blood variables were as follows:
HB and RBC (-0.307), HB and MCH (0.420), HB and WBC (-0.276), HB and MCV
(0.195), HB and HCT (0.807), HB and MCHC (0.504), HB and PLT (-0.335), HB
and sex (-0.2), HB and age (0.258), and other blood variables. Pearson correlation
analysis was performed to examine whether our data is suitable for path analysis
or to understand the relationship between variables (see Table 4 and Figure 1).

Table 4. Correlations relationship between the blood variables

Independent variables HB RBC MCH WBC MCV HCT MCHC PLT Sex Age
HB 1.000 -0.307*** 0.420*** -0.276*** 0.195*** 0.807*** 0.504*** -0.335*** -0.200*** 0.258***
RBC -0.307*** 1.000 -0.131** 0.016 -0.050 0.268*** -0.178*** 0.015 0.202*** 0.323***
MCH 0.420*** -0.131** 1.000 -0.096* 0.570*** 0.266*** 0.564*** -0.211*** -0.126** 0.197***
WBC -0.276*** 0.016 -0.096* 1.000 0.050 -0.249*** -0.183*** 0.574*** 0.006 -0.077
MCV 0.195*** -0.050 0.570*** 0.050 1.000 0.254*** 0.231*** -0.113** -0.034 0.149***
HCT 0.807*** 0.268*** 0.266*** -0.249*** 0.254*** 1.000 0.310*** -0.322*** -0.051 0.434***
MCHC 0.504*** -0.178*** 0.564*** -0.183*** 0.231*** 0.310*** 1.000 -0.221*** -0.234*** 0.265***
PLT -0.335*** 0.015 -0.211*** 0.574*** -0.113** -0.322*** -0.221*** 1.000 -0.013 -0.113**
sex -0.200*** 0.202*** -0.126** 0.006 -0.034 -0.051 -0.234*** -0.013 1.000 -0.049
age 0.258*** 0.323*** 0.197*** -0.077 0.149*** 0.434*** 0.265*** -0.113** -0.049 1.000
∗P < 0.05, ∗ ∗ p < 0.01

Some blood variables had a beneficial effect on anemia types, whilst others had a
negative effect. That is, the value of the anemia will rise as the value of the variable
rises, and fall as the value of the variable declines. As a result, the standardized co-
efficient assesses the relative impact of each blood characteristic, sex, and age on dif-
ferent anemia types. It is thus given by Standard Estimatej = Bj∗SD(Xj)/SD(Y ).

In comparison to the other variables, the HB absolute value of the coefficient,
which is (-0.663), has the largest correlation with the disease categories, i.e., when
HB goes up by 1 standard deviation, anemia types go down by 0.663 standard
deviations, also, the other blood variables. The Standard Estimate value for the HB,
means that the dependent variable will vary by the Standard Estimate coefficient
value for every change in the HB (see Table 5).

The regression weight for HB in the prediction of anemia types is significantly
different from zero at the 0.001 level. Also, RBC and sex are significantly different
from zero at the 0.001 level, PLT at the 0.01 level and age at the 0.05 level. As for
MCH, WBC, MCV, HCT, and MCHC, the regression weight in the prediction of
anemia types is not significantly different from zero at the 0.05 level (see Table 5).
As for the regression weight estimate, when HB goes up by 1, anemia types go down
by 0.224. In addition, when RBC, MCH, HCT, sex, and age go up by 1, anemia
types go down by (0.224), (0.029), (0.016), (0.311), and (0.009), respectively. Also,



BIOMEDICAL MODELLING THROUGH PA APPROACH 689

Table 5. Regression weights of the blood variables and Anemia
by using the PA

Estimate Standard Estimate S.E. C.R. P
Diseases < −−− HB -0.224 -0.663 0.062 -3.615 ***
Diseases < −−− RBC -0.224 -0.345 0.065 -3.424 ***
Diseases < −−− MCH -0.029 -0.090 0.015 -1.949 0.051
Diseases < −−− WBC 0.001 0.016 0.003 0.554 0.580
Diseases < −−− MCV 0.000 -0.001 0.007 -0.015 0.988
Diseases < −−− HCT -0.016 -0.100 0.028 -0.581 0.561
Diseases < −−− MCHC 0.007 0.016 0.016 0.469 0.639
Diseases < −−− PLT 0.001 0.080 0.000 2.662 0.008
Diseases < −−− sex -0.311 -0.106 0.073 -4.231 ***
Diseases < −−− age -0.009 -0.065 0.004 -2.325 0.020

when WBC, MCV, MCHC, and PLT go up by 1, anemia types go up by (0.001),
(0.000), (0.007), and (0.001), respectively.

The P values were applied to measure the partial effect of the observations of
blood variables, sex, and age on the various anemia types compare with p < 0.05.
The biomedical variables have been seen to affect the various anemia types but in
varying rates (see Table 5).

The critical ratio (C.R.) is equal to the parameter estimate divided by the param-
eter’s standard error estimate. This statistic has a conventional normal distribution
under the null hypothesis that the parameter has a population value of zero if the
necessary distributional assumptions are made. The critical ratio was used to calcu-
late the partial effect of age, sex, and variables on the various anemia types. These
biomedical variables have been demonstrated to have differing degrees of effect on
the various anemia types (see Table 5).

As for the standard error, the regression weight estimate, -0.224, -0.224, -0.029,
0.001, 0.000, -0.016, 0.007, 0.001, -0.311, and -0.009 have a standard error of about
0.062, 0.065, 0.015, 0.003, 0.007, 0.028, 0.016, 0.000, 0.073, and 0.004, respectively
(see Table 5). This means that each blood variable has a different effect than the
other on anemia types.

Variance is a statistical measure of how much a set of observations differ from
each other, it measures how far a data set is spread out. The variance of HB is esti-
mated to be 18.831, has a standard error of about 1.148. In addition, the variance
of RBC, MCH, WBC, MCV, HCT, MCHC, PLT, sex, and age are estimated and
have a standard error (see Table 6). The results have been shown that the variance
estimate for blood variables is significantly different from zero at the 0.001 level.

In the outcome of the current PA, the biomedical model has been found to be
highly effective, on the prediction of the various anemia types, it is 0.699 of the
model. Which clarify 69.90% of the change in the relationship of the biomedical
model between all the observational variables and the various anemia types. In
other words, the error variance of anemia types is approximately 30.1% (see Table
7). As a result, it is concluded that the model including the blood variables, sex,
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Table 6. Variances

Estimate S.E. C.R. P
HB 18.831 1.148 16.401 ***
RBC 5.113 0.312 16.401 ***
MCH 20.777 1.267 16.401 ***
WBC 263.233 16.050 16.401 ***
MCV 75.850 4.625 16.401 ***
HCT 81.030 4.941 16.401 ***
MCHC 9.966 0.608 16.401 ***
PLT 44075.983 2687.360 16.401 ***
sex 0.248 0.015 16.401 ***
age 113.296 6.908 16.401 ***
e 0.645 0.039 16.401 ***

and age is significant (p < 0.000). By correlating the independent variables among
themselves, the model achieved similar results in this study.

In this study, the concept was used principle of whether the approach provides
an acceptable prediction or not. In comparison to the other approaches [2, 24, 34],
the findings show that the PA has a good fit for the initial dataset (see Table
7). Therefore, the current study offers a reliable model for predicting the various
anemia types.

Table 7. Comparison of the PA results with the other approaches

Approaches R2

PA 0.699
Particle Swarm Optimization [24] 0.699
Linear Regression Analysis [2, 34] 0.699
Linear Deep Learning Methods (LSTM) [2] 0.695
LSTM: Long Short-Term Memory

To know how significant the model, results were investigated of the root mean
square residual (RMR) is the square root of the average squared amount by which
the sample variances and covariances differ from their estimates obtained for the
model. Therefore, the smaller the RMR is indicating the better fit. Thus, the
result shows that, according to RMR=0.001 (see Table 8). However, value for the
normed fit index (NFI) should range between 0 and 1, NFI values close to 1 indicate
a perfect fit.

Incremental Fit Index (IFI): adjusts the NFI for sample size and degrees of
freedom. IFI values close to 1 indicate a good fit. The comparative fit index (CFI)
analyzes the model fit by examining the discrepancy between the data and the
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hypothesized model. CFI values range from 0 to 1, CFI values close to 1 indicate
a very good fit. Thus, the results show that each from NFI, IFI, and CFI is equal
to 1.000. Therefore, the model is considered a suitable fit (see Table 8).

Table 8. Model fit

CMIN RMR NFI IFI CFI
0.000 0.001 1.000 1.000 1.000

Since blood variables and anemia types are related to each other, blood variables
are displayed double-headed arrows between boxes. As the blood variables affect
anemia types, therefore, the model has consisted of single-headed arrows when
creating the model. The coefficients obtained from the PA are displayed in the
model (see Figure 1).

Figure 1. Diagram of the PA for prediction of anemia
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4. Conclusions and Future Research

This study has predicted the anemia types through biomedical information (the
blood variables, age, and sex of individuals). A mathematical method based on the
PA has been implemented for the first time because it is a form of multiple regres-
sion centering on causality and sheds light on the tenability of the causal models
a researcher formulates based on knowledge and theoretical considerations. So, it
was achieved to develop a biomedical model that investigates whether there is a
relationship between the various anemia types and the blood variables and finds
the best relationship between biomedical variables through the PA in predicting the
anemia types. The outcomes showed that the present biomedical model is highly
promising and capable of making predictions. In analyzing the present anemia
problem, the PA approach has been discovered to be significant compared to other
linear methods. It has been concluded that the biomedical model is predicted to be
beneficial for the diagnosis of the various anemia types and the provision of effective
treatment plans for their patients. This model could be improved in further studies
by taking into account various statistical techniques and apply the model to other
data and compare it.
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Abstract. This paper introduces a new subclass of analytic functions em-

ploying the operator that was recently defined by the authors. The coefficients
estimate |as| (s = 2, 3) of the Taylor-Maclaurin series in this new class, as well

as the Fekete-Szegö functional problems, have been derived. Furthermore, we

obtained the sharp upper bound for the functional |a2a4 − a23| for functions
belonging to this new subclass.

1. Introduction

By A, we express the functions class f of the form

f(z) = z+

∞∑
s=2

asz
s, (1)

which are considered analytic with respect to the symmetric open unit disk U =
{z ∈ C : |z| < 1}, with the normalization conditions given by f(0) = f

′
(0)− 1 = 0.

Furthermore, we denote S as the subclass of A, which are univalent in U.
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Let P be the family of all analytic functions p having positive real parts, given
by

p(z) = 1 +

∞∑
s=1

dsz
s , (ℜe{ds} > 0, z ∈ U) . (2)

A number of subclasses with respect to normalized analytic functions is studied as
part of Geometric Function Theory.

The concept of quantum calculus, also known as q-calculus, has played a signifi-
cant role in the advancement of Geometric Function Theory (GFT) and its extensive
application in diverse fields, including mathematical science and quantum physics.
For analyzing a variety of subclasses, q-calculus technique are essential. In Geo-
metric Function Theory, the fundamental q-hypergeometric functions were initially
applied by Srivastava and Owa (1989), who also provided a clear foundation for
employing calculus inside this theory.

Additionally, using q-calculus theory, it is possible to express univalent function
theory. More recently, the use of a fractional q-derivative operator has been ob-
served in the creation of numerous families of analytic functions (for example, in
Alsoboh and Darus [8], Elhaddad and Darus [10, 11], Mahmood and Darus [23]).
For instance, Purohit and Raina [28] investigated the usage of q-fractional oper-
ators with respect to defining several analytic function classes for U as an open
unit disc. Meanwhile, Mohammed and Darus [23] assessed properties q-analogue
operator with respect to approximation and geometry concerning specific families
of analytic function within the compact disc. A rather comprehensive analysis of
applied q-analysis in the theory of operators can be discovered in Aral et al. [9] and
Exton [12], also see ( [7], [14], [15], [16], [17], [29], [31], [34]) for further studies.
The kth Hankel determinant was explored by Noonan and Thomas [24] in 1976,
which is expressed as

Hk(s) =

∣∣∣∣∣∣∣∣∣
as as+1 as+2 · · · as+k+1

as+1 as+2 as+3 · · · as+k+2

...
...

... · · ·
...

as+k−1 as+k as+k+1 · · · as+2k−2

∣∣∣∣∣∣∣∣∣ , (s, k ∈ N).

This determinant has garnered significant attention from several researchers. The
rate of growth of Hk(s) as s tends to ∞ was determined by Noor [25] with bounded
boundary. For k = 2 and s = 1, we have H2(1) = |a3 − a22|, which is well-known by
Fekete–Szegö functional, and this may be generalized to |a3−µa22| for (µ ∈ C) (see,
for example, [8,10]). For k = 2 and s = 2, we obtain the second Hankel determinant
H2(2) = |a2a4 − a23|.

Determining the upper bounds for H2(2) attracts the attention of many authors
who have determined several families of analytic functions. In 1967, Pommerenke
[27] estimated the sharp upper bounds for the class A. Some recent applications are
studied by Abubaker and Darus [1], Ullah et al. [33], and Elhaddad and Darus [11].
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Several authors have investigated it before, which may be referred to ( [2,19,22,32,
34,35,37]).

More recently, Alatawi and Darus [5, 6] provided the new q-derivative operator
Dn

q (µ, β, η, t)f(z) : A → A, which is a modified Opoola operator as follows:

Dn
q (µ, β, η, t)f(z) = z+

∞∑
s=2

Ωn
s (η, β, µ, t)asz

s, (3)

where

Ωn
s (η, β, µ, t) =

[
η +

(
[s]q + β − µ− η

)
t
]n

,

where n ∈ N0, t ≥ 0 and 1 ≤ µ+ η ≤ β.

Remark 1. Some special operators are listed here:

(1) When q → 1− and η = 1, then Dn
q (µ, β, η, t)f(z) becomes the Opoola differ-

ential operator [26].
(2) When q → 1−, t = 1 and µ = β, then Dn

q (µ, β, η, t)f(z) becomes the
Sãlãgean differential operator [30].

(3) When t = 1 and µ = β, then Dn
q (µ, β, η, t)f(z) becomes the q- Sãlãgean

differential operator [13].
(4) When q → 1−, µ = β and η = 1, then Dn

q (µ, β, η, t)f(z) becomes the Al-
Oboudi differential operator [4].

Definition 1. Let f be given by (1). Hence, f ∈ Ln
q,b(µ, β, η, t) if it complies with

the inequality condition given below

Re
{
∂qD

n
q (µ, β, η, t)f(z)

}
> 0, (z ∈ U). (4)

If q → 1− and n = 0, then the subclass Ln
q,b(µ, β, η, t) is reduced to the class

of positive real parts, denoted by R, which was created by MacGregor [21] then
studied by Janteng et al. [18].

To demonstrate our main findings, we require the lemmas as expressed below:

Lemma 1. [20] Let p ∈ P as is in (2), then |d2 − νd21| ≤ 2max{1, |2ν − 1|} and
the sharpness result of the functions given by

p(z) =
1 + z2

1− z2
, p(z) =

1 + z

1− z
.

.

Lemma 2. [27] Suppose p ∈ P given by (2), therefore |dm| ≤ 2 for all m ≥ 1.

Lemma 3. [19] Let p ∈ P as in (2), then

2d2 = d21 + x(4− d21), |x| < 1 (5)

and

4d3 = d31 + 2x(4− d21)d1 − d1(4− d21)x
2 + 2(4− d21)(1− |x|2)z, |z| < 1. (6)
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In this current work, we determine the sharp upper limits with respect to H2(2)
for the class of analytic functions Ln

q,b(µ, β, η, t) as follows.

2. Main Results

In our first theorem, motivated by the result of Zaprawa [36], we determine the
coefficients estimate |as| (s = 2, 3) of the Taylor-Maclaurin series in this new class,
as well as the Fekete-Szegö functional problems for functions in Ln

q,b(µ, β, η, t).

Theorem 1. If f ∈ Ln
q,b(µ, β, η, t), then∣∣a2∣∣ ≤ 2

[2]q
(
η +

(
[2]q + β − µ− η

)
t
)n ,

∣∣a3∣∣ ≤ 2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n ,

and

|a3 − ℵa22| ≤
2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n max

{
1;

2ℵ[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n

[2]2q
(
η +

(
[2]q + β − µ− η

)
t
)2n − 1

}
.

The best possible result is achieved by Köebe function.

Proof. Since f ∈ Ln
q,b(µ, β, η, t). From (3), we have

1 +

∞∑
s=2

[s]q

[
η +

(
[s]q + β − µ− η

)
t
]n

asz
s−1 = 1 +

∞∑
s=1

dsz
s. (7)

By equating the coefficients on both sides of (7) yields

a2 =
d1

[2]q
(
η +

(
[2]q + β − µ− η

)
t
)n , (8)

a3 =
d2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n , (9)

a4 =
d3

[4]q
(
η +

(
[4]q + β − µ− η

)
t
)n . (10)

From (8), (9) and using Lemma 2, yields∣∣a2∣∣ ≤ 2

[2]q
(
η +

(
[2]q + β − µ− η

)
t
)n ,

and ∣∣a3∣∣ ≤ 2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n .
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Now,

a3 − ℵa22 =
d2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n − ℵd21

[2]2q
(
η +

(
[2]q + β − µ− η

)
t
)2n

=
1

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n
(
d2 −

ℵ[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n

[2]2q
(
η +

(
[2]q + β − µ− η

)
t
)2n d21

)
.

Using Lemma 1, we have |d2 − νd21| ≤ 2max{1, |2ν − 1|}

|a3 − ℵa22| ≤
2

[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n max

{
1;

2ℵ[3]q
(
η +

(
[3]q + β − µ− η

)
t
)n

[2]2q
(
η +

(
[2]q + β − µ− η

)
t
)2n − 1

}
.

Using the techniques employed by Abubaker and Darus [1], Libera and Zlotkiewicz
[19], and Janteng et al. [18], we prove the theorem given below.

Theorem 2. If f ∈ Ln
q,b(µ, β, η, t), then∣∣∣a2a4 − a23

∣∣∣ ≤ 4

[3]2q (Ω
n
3 (η, β, µ, t))

2 .

The best possible result is achieved by Köebe function.

Proof. Since f ∈ Ln
q,b(µ, β, η, t). from (8), (9) and (10), we observe the following∣∣∣a2a4 − a23

∣∣∣ = ∣∣∣∣∣ d1d3

[2]q[4]q
(
η +

(
[2]q + β − µ− η

)
t
)n (

η +
(
[4]q + β − µ− η

)
t
)n

− d22

[3]2q
(
η +

(
[3]q + β − µ− η

)
t
)2n
∣∣∣∣∣ .

Since the function p(z) ∈ P, we assume without loss of generality that a1 > 0, and
for the sake of notation’s accessibility, we let a1 = z, (0 ≤ z ≤ 2). By substituting
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the values of a2 and a3 from the system of equations (9), we have∣∣∣a2a4 − a23

∣∣∣ = 1

4

∣∣∣∣∣∣
(
z4 + 2x(4− z2)z2 − z2(4− z2)x2 + 2z(4− z2)(1− |x|2)

)
[2]q[4]qΩn

2 (η, β, µ, t)Ω
n
4 (η, β, µ, t)

− z4 + 2z2(4− z2)x+ x2(4− z2)2

[3]2q (Ω
n
3 (η, β, µ, t))

2

∣∣∣∣∣
=

1

4

∣∣∣∣∣
(

1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
z4

+

(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
2x(4− z2)z2

−

(
z2

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 4− z2

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
x2(4− z2)

+
2z(4− z2)(1− |x|2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

∣∣∣∣ .
Employing the triangle inequality, |z| ≤ 1 and replacing |x| by ν, we obtain∣∣∣a2a4 − a23

∣∣∣ = ∣∣∣∣∣
(

1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
z4

+

(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
2ν(4− z2)z2

−

(
z2

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 4− z2

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
ν2(4− z2)

+
2z(4− z2)(1− ν2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

∣∣∣∣ .
∣∣∣a2a4 − a23

∣∣∣ = 1

4

{(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
z4

+

(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
2ν(4− z2)z2

−

(
z(z− 2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 4− z2

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
ν2(4− z2)

+
2z(4− z2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

}
= H(ν, z),

(11)
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where z ∈ [0, 2] and |x| = ν ≤ 1.
Subsequently, we maximize the function H(ν, z) on the closed square [0, 1]×[0, 2].

We now partially differentiate H(ν, z) given in (11) with respect to ν, which yields

∂Hq(ν, z)

∂ν
=

1

2

(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
(4− z2)z2

− 1

2

(
z(z− 2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 4− z2

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
ν(4− z2),

implying that H(ν, z) increases with respect to z. This suggests that H(ν, z) may
not possess a maximum value in the closed square [0, 1] × [0, 2]. Apart from that,
by fixing z ∈ [0, 2] we obtain

max
ν∈[0,1]

H(ν, z) = H(1, z) = K(z).

K(z) =
1

4

{(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
z4

+

(
1

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 1

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
2(4− z2)z2

−

(
z(z− 2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 4− z2

[3]2q (Ω
n
3 (η, β, µ, t))

2

)
(4− z2)

+
2z(4− z2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

}
.

Then

K
′
(z) =

2z(4− z2)

[2]q[4]qΩn
2 (η, β, µ, t)Ω

n
4 (η, β, µ, t)

− 2z(4− z2)

[3]2q (Ω
n
3 (η, β, µ, t))

2 .

It is now clear that K
′
(z) < 0 for 0 < z < 2 and K(z) possess real critical points at

z = 0, implying the upper bound with respect to (11) corresponding to z = 0 and
ν = 1. Here, ∣∣∣a2a4 − a23

∣∣∣ ≤ 4

[3]2q (Ω
n
3 (η, β, µ, t))

2 .

Setting n = 0 and q → 1−, we obtain the following results.

Corollary 1. [18] If f ∈ R, then∣∣∣a2a4 − a23

∣∣∣ ≤ 4

9
.
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3. Conclusions

The q-calculus gained great importance among many researchers due to its nu-
merous various applications in geometric function theory, especially in analytic
function theory. This article primarily aims to estimates of the Taylor-Maclaurin
coefficients |as| (s = 2, 3) for functions in this new class, as well as solve the
Fekete-Szegö functional problems. Additionally, we aim to derive the second Han-
kel determinants for functions within the new subclass Ln

q,b(µ, β, η, t) of analytic
functions in the open unit disk U. This subclass is attained by using a differential
Operator Involving q-Opoola Operator. Using the results obtained in this article,
we can generalize and enhance some recently published articles.
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[6] Alatawi, A., Darus, M., The Fekete-Szegö inequality for a subfamily of q-analogue analytic

functions associated with the modified q-Opoola operato, Asian-European Journal of Math-

ematics, 17(3) (2024),2312803. https://doi.org/10.1142/S179355712450027X
[7] Alatawi, A., Darus, M., Alamri, B., Applications of Gegenbauer Polynomials for subfamilies of

bi-univalent functions involving a Borel distribution-type Mittag-Leffler function, Symmetry,

15(4) (2023), 785. https://doi.org/10.3390/sym15040785
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[10] Elhaddad, S., Darus, M., On Fekete-Szegö problems for a certain subclass defined by q–
analogue of Ruscheweyh operator, Journal of Physics: Conference Series, 1212 (2019),

012002. https://doi.org/10.1088/1742-6596/1212/1/012002

[11] Elhaddad, S., Darus, M., Second Hankel determinant for subclass of analytic functions in-
volving q–analogue of Ruscheweyh operator, Journal of Quality Measurement and Analysis,

16(1) (2020), no.1, 99-106. https://doi.org/10.1088/1742-6596/1562/1/012001

[12] Exton, H., q-Hypergeometric Functions and Applications, Chichester: Ellis Horwood Lim-
ited, 1983.

[13] Govindaraj, M., Sivasubramanian, S., On a class of analytic functions related to

conic domains involving q-calculus, Analysis Mathematica., 43(3) (2017), 475-487.
https://doi.org/10.1007/s10476-017-0206-5

[14] Hadi, S. H., Darus, M., Alamri, B., Altınkaya, Ş., Alatawi, A., On classes of ζ-uniformly
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ON IDEAL BOUNDED SEQUENCES

Leila MILLER-VAN WIEREN

International University of Sarajevo, Faculty of Engineering and Natural Sciences,
71000 Sarajevo, BOSNIA-HERZEGOVINA

Abstract. In this paper, we study the notion of ideal bounded sequences,

related to a given ideal, generalizing an earlier concept known as statistical
boundedness of a sequence. We proceed to prove some results connecting ideal

boundedness of a sequence to that of its subsequences. For this purpose, we
use Lebesgue measure and Baire category to measure size.

1. Introduction

The convergence of sequences has undergone numerous generalizations, one of the
first and most important being the concept of statistical convergence, introduced by
Fast (1951), [8]. Later on, other types of summability including almost convergence,
uniform statistical convergence and more generally ideal convergence of sequences
were researched by many authors in different directions.

In classical and recent works the relationships between a given sequence and
its subsequences regarding different kinds of summability have been studied using
measure or category as gauges of size. It is well known that every x ∈ (0, 1] has
a binary expansion x =

∑∞
n=1 2

−ndn(x) such that dn(x) = 1 for infinitely many
positive integers n, that is unique. Then for any x ∈ (0, 1] and any sequence
s = (sn) we can construct a subsequence (sx) of s in such a way that: (sx)i = sni

,
where n1 < n2 < ... < ni < ... is the set of n ∈ N for which dn(x) = 1.

Using this one-to-one correspondence, the sets of all almost convergent, statisti-
cally convergent, uniformly statistically convergent, ideal convergent subsequences
of a sequence s have been studied in detail in several papers (see [3,4,12–15,17–19,
21–23]).

The concept of statistical boundedness of a sequence first appeared in the work
of Fridy and Orhan (1997), [10]. Theorems researching statistical boundedness
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and its relation to statistical convergence were proved by Tripathy (1997) [20], and
Bhardwaj and Gupta (2014), [5]. Recently the authors, Miller-Van Wieren (2022),
[16] studied statistical boundedness of a sequence and its relation to statistical
boundedness of its subsequences using Lebesgue measure and category. In this
paper we wish to generalize this concept to ideal boundedness, and to obtain results
connecting ideal boundedness of a sequence to that of its subsequences, again with
regards to measure and category.

We will first introduce some necessary notation. A family I ⊆ P (N) of subsets
of N is said to be an ideal on N if I is closed under subsets and finite unions, i.e.
for each A,B ∈ I we have A ∪ B ∈ I and for each A ∈ I and B ⊂ A, we have
B ∈ I. An ideal I is said to be proper if it does not contain N. We say a proper
ideal is admissible if {n} ∈ I for each n ∈ N. Clearly any admissible ideal contains
all finite subsets of N. Throughout the paper, we will assume that the ideal I is
admissible.

A sequence of real numbers s is said to be I-convergent to L if for every ε > 0
the set Kε = {n ∈ N : |sn − L| > ε} belongs to I, and we write I − lim s = L
(see Kostyrko, Šalát and Wilczyński, 2000/01 , Balaz and Šalát , 2006) [2, 11].
It is easy to see that if I = Id = {A ⊂ N : d(A) = 0}, then Id-convergence is
statistical convergence where d(A) denotes the asymptotic density of A [8], and
if I = Iu = {A ⊂ N : u(A) = 0}, then Iu-convergence coincides with uniform
statistical convergence where u(A) denotes the uniform density of A (Yurdakadim
and Miller-Van Wieren 2016, Yurdakadim and Miller-Van Wieren 2017) [21, 22].
Ideals on N can be observed as subsets of the Polish space {0, 1}N. Therefore ideals
can have the Baire property or can be Borel, analytic, coanalytic etc. (Farah,
2000) [7]. From now on, we will refer to sets of first Baire category as meager, and
to sets whose complement is of first category as comeager.

Next we state a well known lemma that can be found in several sources, recently
in (M. Balcerzak, S. Glab, A. Wachowicz , 2016) [3].

Lemma 1. Suppose I is an ideal on N. The following conditions are equivalent:

• I has the Baire property;
• I is meager;
• There exists a sequence n1 < n2 < ... < nk < ... of integers in N such that
no member of I contains infinitely many intervals [nk, nk+1) in N.

It is simple to verify that Id and Iu have the Baire property. Additionally any
analytic or coanalytic ideal has the Baire property.

2. Main Results

First, we recall the definition of a statistically bounded sequence of reals.

Definition 1. A sequence of reals s = (sn) is said to be statistically bounded if
there exists L > 0 such that d({n : |sn| ≥ L}) = 0.
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Statistical boundedness of sequences was studied by Tripathy (1997) [20], Bhard-
waj and Gupta (2014) [5], Aytar and Pehlivan (2006) [1] and by the authors (Miller-
Van Wieren, 2022) [16].

Now we present a generalization of Definition 1, for a given ideal I introduced
by Demirci (2001) [6].

Definition 2. A sequence of reals s = (sn) is said to be I-bounded if there exists
L > 0 such that {n : |sn| ≥ L} ∈ I.

Given a sequence s = (sn) and n1 < n2 < ... < nk < ... we say that s = (snk
) is

I-dense in s if N \ {nk : k ∈ N} ∈ I. It is clear that s = (snk
) is I-bounded if and

only if it has an I-dense subsequence that is bounded.
We will study the relationship of sequences and their subsequences regarding

their I-boundedness, using Lebesgue measure as gauge of size.
In (Miller-Van Wieren, 2022) [16], we have shown the following theorem.

Theorem 1. Suppose s is a sequence of reals. Then s is statistically bounded if
and only if the set {x ∈ (0, 1] : (sx) is statistically bounded} has Lebesgue measure
1. Additionally, s is not statistically bounded if and only if the set {x ∈ (0, 1] :
(sx) is statistically bounded} has Lebesgue measure 0.

Now we direct our attention to sequences and their subsequences with regard to
their I-boundedness. The discussion in the theorems that follow is related to some
results obtained in [17,18].

Theorem 2. Suppose s is a I-bounded sequence, I is an analytic or coanalytic
ideal. Then the set {x ∈ (0, 1] : (sx) is I-bounded} has Lebesgue measure 0 or 1.
Both cases of measure 0 and 1 can occur.

Proof. Let us first prove that {x ∈ (0, 1] : (sx) is I-bounded} is measurable. We
have

{x ∈ (0, 1] : (sx) is I-bounded} =
⋃

M∈N
{x : {i : | (sx)i | ≥ M} ∈ I} .

We define the characteristic function

χM : (0, 1] → {0, 1}N

by setting (χM (x))i =

{
1 , | (sx)i | ≥ M
0 , otherwise

for M ∈ N. We will verify that χM is continuous. For this purpose it is suffi-
cient to check that the i-th component of χM , (χM )i is continuous on (0, 1]. We
will check that the set (χM )−1

i ({1}) is open. Suppose that x ∈ (χM )−1
i ({1}) is

arbitrarily fixed. Easily if y ∈ (0, 1] is such that (sx)j = (sy)j for 1 ≤ j ≤ i, then

y ∈ (χM )−1
i ({1}). We can conclude that there exists a k ≥ i such that: if y ∈ (0, 1]

satisfies xj = yj for 1 ≤ j ≤ k (where xj , yj are the j-th coordinates of x, y respec-

tively as 0− 1 sequences), then y ∈ (χM )−1
i ({1}). We obtain that (χM )−1

i ({1}) is
open. In the same manner, we conclude that (χM )−1

i ({0}) is open.
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Since I is analytic or coanalytic, we conclude that χ−1
M (I) is analytic or coana-

lytic and hence measurable. Therefore
{x : {i : | (sx)i | ≥ M} ∈ I} = χ−1

M (I) is measurable for M ∈ N and consequently
{x ∈ (0, 1] : (sx) is I-bounded} is measurable. Clearly {x ∈ (0, 1] : (sx) is I-bounded}
is a tail set. Since we proved it is measurable we conclude that X = {x ∈ (0, 1] :
(sx) is I-bounded} must have Lebesgue measure 0 or 1.

To see that both values can occur observe the following. If the sequence s is
bounded (and consequently I-bounded), then for every x ∈ (0, 1], (sx) is bounded
and consequently I-bounded, therefore m(X) = 1. Additionaly we can remark that
in the case when I = Id, the authors proved in [16] that the set X is of measure 1
for any I-bounded sequence s. Now we construct an example in which m(X) = 0
occurs.

In [13], Miller and Orhan (2001) constructed a sequence t of 0’s and 1’s,

t = 01001001...00010001....

that we made use of in (Yurdakadim and Miller-Van Wieren, 2016) [21] showing
that t uniformly statistically converges to 0, u({n : tn = 1}) = 0, and X∗ = {x ∈
(0, 1] : {n : (tx)n = 1}is not in Iu} has measure 1.

Now we will construct a sequence s that is Iu-bounded but m(X) = 0. We define
s = (sn) as follows:

sn =

{
0 , tn = 0
n , tn = 1

for n ∈ N.

Now from this definition it follows that u({n : sn ̸= 0}) = 0, so s is Iu-bounded.
Suppose x ∈ X∗. From the definitions of s and X∗ we conclude that there exists
a subset of N, {nk : k ∈ N} not in Iu such that (sx)nk

→ ∞ and therefore sx is
not Iu-bounded. Since m(X∗) = 1, it follows that m(X) = 0. This completes the
proof.

□

Now we will observe the case when I is an analytic or coanalytic ideal with prop-
erty (G). We will use some notation from (M. Balcerzak, S. Glab, A. Wachowicz ,
2016) [3].

We will denote by T the set of all 0-1 sequences that have an infinite number
of ones. A mapping f : N → N is said to be bi-I-invariant if E ∈ I if and only if
f [E] ∈ I whenever E ⊂ N. Given a sequence x ∈ T we can denote {n1 < n2 <
... < ni < ...} = {k ∈ N : xk = 1}. Define fx : N −→ N by fx(k) = nk and define
TI = {x ∈ T : fxis bi-I-invariant}.

An ideal I is said to have property (G) if µ(TI) = 1. For instance, it is easy
to check that Id has property (G) while Iu does not. Now we have an analog of
Theorem 1 for ideals with property (G).

Theorem 3. Suppose s is a sequence, I is an analytic or coanalytic ideal with
property (G). Then s is I-bounded if and only if the set X = {x ∈ (0, 1] :
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(sx) is I-bounded} has Lebesgue measure 1. Additionally, s is not I-bounded if
and only if the set {x ∈ (0, 1] : (sx) is I-bounded} has Lebesgue measure 0.

Proof. Suppose s is I-bounded. Suppose M > 0 is fixed so that {n : |sn| ≥ M} ∈ I.
Let x ∈ TI be arbitrarily fixed (using the earlier mentioned definition of TI). Then
(sx) = (sni)i where n1 < n2 < ... < ni < .... Then,

{ni : |sni | ≥ M} ⊆ {n : |sn| ≥ M} and consequently from above {ni : |sni | ≥ M} ∈
I. Now since x ∈ TI , we have {ni : |sni

| ≥ M} ∈ I → f−1
x ({ni : |sni

| ≥ M}) ∈ I →
{i : |sni

| ≥ M} ∈ I. Hence (sx) is I-bounded. We conclude that TI ⊆ X. Since
m(TI) = 1, m(X) = 1.

Conversely suppose that m(X) = 1.
Let T = X ∩ (1−X)∩ TI ∩ (1− TI) where 1−X = {x : 1− x ∈ X} and 1− TI

is defined analogously. Then m (T ) = 1 and x ∈ T → 1− x ∈ T . Suppose x ∈ T is
fixed. We will denote by {ni} the set of indices corresponding to x and by {nj} the
set of indices corresponding to 1− x. Trivially {ni} ∩ {nj} = ∅, {ni} ∪ {nj} = N.
Then there exists M > 0 for which {i : |sni

| ≥ M} ∈ I and
{
j : |snj

| ≥ M
}
∈ I.

From the above, fx({i : |sni | ≥ M}) ∈ I and f1−x(
{
j : |snj | ≥ M

}
) ∈ I. Therefore

{ni : |sni
| ≥ M} ∈ I and

{
nj : |snj

| ≥ M
}
∈ I and consequently

{n : |sn| ≥ M} = {ni : |sni
| ≥ M}

⋃{
nj : |snj

| ≥ M
}
∈ I.

Therefore s is I-bounded. This completes the proof of the first statement.
To prove the second statement observe that in the proof of Theorem 2, we have

shown that X is a measurable tail set with measure 0 or 1. Therefore the second
statement follows immediately from the first one. The proof is complete.

□

Next we observe the relationship of the subsequences of a given sequence regard-
ing I-boundedness, using Baire category as a gauge of size. In (Miller-Van Wieren,
2022) [16] we showed the following theorem .

Theorem 4. Suppose s = (sn) is an unbounded sequence of reals, and let
X = {x ∈ (0, 1] : (sx) is statistically bounded}. Then X is meager.

We focus on I-boundedness with the assumption that I is an ideal with the
Baire property. If s is a bounded sequence of reals, then all of its subsequences are
likewise bounded, and hence I-bounded as well. If that is not the case we can show
the following theorem.

Theorem 5. Suppose s = (sn) is an unbounded sequence of reals, I an ideal with
the Baire property and X = {x ∈ (0, 1] : (sx) is I−bounded}. Then X is meager.

Proof. Since s is unbounded, it has ∞ or −∞ as a limit point. Let us assume that
∞ is a limit point of s (the case of −∞ is analogous) . Now since I has the Baire
property, we can find a sequence n1 < n2 < ... < nk < ... of integers such that no
member of I contains infinitely many intervals [nk, nk+1).
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For arbitrary m, j ∈ N, let

Km,j = {x ∈ (0, 1] : there exists k ∈ N, nk > m : |(sx)i| > j for i ∈ [nk, nk+1)}.
(1)

Let m, j ∈ N be arbitrarily fixed. We proceed to prove that Km,j is comeager.
Fix an arbitrary finite sequence of 0′s and 1′s denoted by x = (x1, x2, ..., xd). It

suffices to prove that we can find a finite extension x∗ of x such that any x ∈ (0, 1]
starting with x∗ belongs to Km,j . Suppose that x has t 1′s where t ≥ m (we can
assume this without loss of generality). Let k = min{i : ni > t}. We first extend
x to a sequence (x1, x2, ..., xg), g ≥ d that has exactly nk − 1 1′s. Since ∞ is a
limit point of s we can find ink

< ink+1 < ... < ink+1−1 greater than g such that
the terms of s corresponding to those indices are greater than j. Now define the
following extension of x

x∗ = (x1, x2, ..., xg, ..., xink
, ..., xink+1

, ...xink+1−1
)

where for i > g: xi = 1 for i ∈ {ink
, ink+1, ..., ink+1−1} and xi = 0, otherwise. It

is clear that any x ∈ (0, 1] that extends x∗ belongs to Km,j . We conclude Km,j

is comeager. Consequently K = ∩m ∩j Km,j is also comeager. Now if x ∈ K, for
every j the set {n : |(sx)n| > j} contains infinitely many [nk, nk+1). Consequently
for x ∈ K, sx cannot be I-bounded, since if we assumed otherwise, there would
exist j for which {n : |(sx)n| > j} ∈ I, a contradiction. Since K is comeager, it
follows that X is meager. □
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Abstract. One solution to the multicollinearity problem in the Bell regres-

sion model, which is utilized for over-dispersion issues, is biased estimators. In
recent years, some biased estimators have been proposed in the Bell regression

model that can be used in modelling correlated count data. In this article, Bell

two-parameter ridge estimator (BTPRE) is proposed. This two-parameter es-
timator has some advantages over the previously proposed estimators. More

efficient results are obtained than the Maximum Likelihood estimator (MLE)

and Bell Ridge estimator (BRE) in the case of multicollinearity by using BT-
PRE. Monte Carlo simulation study and real data results are obtained to show

that the proposed estimator is better. Estimators have been compared accord-

ing to the Mean Squared Error (MSE) criterion. BTPRE is superior to other
estimators.

1. Introduction

In count data modelling, the key distribution is the Poisson distribution because
of its simplicity. It has only one parameter, the location parameter, to be estimated.
However, the main drawback of the Poisson distribution is that the mean and
variance of the Poisson distribution are equal, which is called equidispersion. But, in
many real datasets, this assumption does not hold since the variance is greater than
the mean of the data. This situation is called an overdispersion problem. When
the variability of the data is greater than the mean, an overdispersion problem
arises. The most popular overdispersed model is the Negative Binomial regression
model (NBRM). NBRM is a mixture model which obtains a mixture of Poisson and
Gamma distributions.
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The advantage of Poisson regression model (PRM) over NBRM is that it has one
parameter. In response, the advantage of NBRM is that it can be used to model
overdispersed data. As an alternative to this model, the Bell regression model
(BRM), which has a single parameter, has been proposed by Castellars et al. for
modelling overdispersed count data [8]. BRM has the advantages of both PRM and
NBRM; it has been widely preferred recently. As compared with the NBRM, BRM
is more flexible than the NBRM.

One of the general assumptions of regression analysis is that the independent
variables are not collinear. But often, in real-life datasets, the independent variables
are correlated. This problem is called multicollinearity. If the assumptions are
met, a maximum likelihood estimator (MLE) efficiently estimates the parameter.
Highly correlated independent variables affect the performance of MLE. In the case
of multicollinearity problems, the variance of MLE increases, and the confidence
intervals widen. There are many studies on biased estimators to solve this problem.
The variance of MLE, which is an unbiased estimator, is very high in the case of
multicollinearity problems. In this case, alternative estimators with a bias value
and a smaller variance than the variance of the MLE can be used. Thus, the MSE
of the biased estimators is smaller than that of the MLE.

One of the most widely used biased estimators is the Ridge estimator (RE) pro-
posed by Hoerl and Kennard [9]. This estimator depends on the k biased parameter.
As with many biased estimators, RE was first proposed in a linear regression model
(LRM). There are many studies on RE in the literature regarding both its defini-
tions in different regression models and the estimation of the biased parameter. The
logistic ridge estimator was defined by Schaefer et al., the Gamma ridge estima-
tor was defined by Algamal, and the inverse Gaussian ridge estimator was defined
by Algamal and its performances were examined [2, 3, 20]. Regarding modeling of
counting data, RE studies were carried out by Månsson and Shukur, Månsoon and
Amin et al. for PRM, NBRM and BRM, respectively [4,12,13].There are alternative
estimators to the RE in the literature. Many of these estimators have also been
identified in modeling count data [1, 17,18].

In the ordinary least squares estimator (OLSE), there is an orthogonality between
the residuals and the dependent variable. The orthogonality of this estimator is
not available in the RE. In the RE, the aim is to reduce the variance, and model
fit is not considered. A two-parameter ridge estimator (TPRE) was proposed by
Lipovetsky and Conklin [10, 11] as a generalized version of the ridge estimator to
increase the regression fit. The TPRE consists of k and q parameters. With the
added parameter q, orthogonality between the dependent variable and residuals is
provided. In addition, more efficient estimates are obtained from MLE and RE
estimators. The TPRE for the linear model was compared with the OLSE and
RE by Toker and Kaçıranlar according to the matrix MSE criterion [21]. Asar
and Genç proposed TPRE for the logistic regression model [5]. Then, TPRE was
defined for the inverse Gaussian regression model by Bulut and Işılar [7].
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In this study, we propose the BTPRE for the Bell regression model used in
modelling the count data. For this purpose, BRM and BRE are given in Section
2. BTPRE has been defined. In Section 3, the Monte Carlo Simulation study and
actual data results are given to examine the performance of the proposed estimator.
In the Section 4, the results of the studies are examined.

2. Methodology

A discrete random variable Y is said to be Bell distribution with the parameter
θ > 0, Y ∼ Bell(θ), if its probability mass function (pmf) is given as

P (Y = y) =
θye−eθ+1By

y!
, y = 0, 1, 2, . . . (1)

where By = 1
n

∑∞
q=0

qy

q! is called the Bell number [6]. Since the Bell distribution

is a member of the exponential family, the Bell regression model can be written
as a special case of the generalized linear models (GLM’s), which are widespread
to model the mean of the response variable. Using the reparametrization given by
Castellares et al. [8], the pmf can be rewritten as follows:

P (Y = y) = exp
{
1− exp

{
W0(µ)

}}W0(µ)
yBy

y!
, y = 0, 1, 2, . . . (2)

where θ = W0(µ) and W0(.) is the Lambert function. The mean and variance can
be written using this parametrization as follows

E(y) = µ, (3)

V ar(y) = µ[1 +W0(µ)]. (4)

The BRM is a good alternative to NBRM to model count data with overdis-
persion. The response variable distributed as yi ∼ Bell(W0(µi)) where µi =
exp{xT

i β}exp{exp{xT
i β}} for i = 1, 2, . . . , n. Using the Eq. (2), the log-likelihood

function is given as follows

ℓ(µi; yi) = n−
n∑

i=1

exp
{
W0(µi)

}
+

n∑
i=1

yilog
(
W0(µi)

)
+

n∑
i=1

log
(
Byi

)
−

n∑
i=1

log
(
yi!

)
∝

n∑
i=1

yilog
(
exp

{
xT
i β

}
exp

{
exp

{
cTi β

}})
− exp

{
exp

{
xT
i β

}
exp

{
exp

{
xT
i β

}}}
.(5)

Taking the derivative of the log-likelihood function concerning β parameter, we
can obtain the following score function

S(β) =
dℓ(µi; yi)

dβ
=

n∑
i=1

[
xi

(
1 + exp

{
xT
i β

})
(yi − µi)

]
(6)
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The most commonly used estimation method in the GLM’s is the maximum
likelihood estimation (MLE) method. To obtain the MLE of the BRM, we have to
solve Eq. (6). Since the Eq. (6) is a non-linear according to the β, we can use the
method of scoring:

β(m+1) = β(m) + I−1β(m)S
(
β(r)

)
(7)

where S
(
β(m)

)
is the score function evaluated at β(m), and

I−1
(
β(m)

)
= E

[
d2ℓ(µi; yi)

dβdβT

]
= XTW

(
β(m)

)
X,

where W
(
β(m)

)
= diag

{
µi(β

(m))

1+exp
{
xT
i β(m)

}} evaluated at β(m). The final step of the

Eq. (7) can also be written as

β̂MLE = (XT ŴX)−1X ′Ŵ ẑ, (8)

where ẑ = log(µ̂) +W− 1
2V − 1

2 (y − µ), and V = V ar(y). The covariance matrix of
the MLE can be computed as

Cov
(
β̂MLE

)
=

(
XT ŴX

)−1
, (9)

which equals the inverse of the Hessian matrix. The matrix mean square error
(MMSE) and scaler mean square error (SMSE) of the MLE are given by

MMSE
(
β̂MLE

)
= D−1, (10)

SMSE
(
β̂MLE

)
=

l∑
j=1

1

λj
, (11)

where D = XT ŴX, λj are the eigenvalues of D matrix and l is a total number of
parameter.

When the multicollinearity exits, the MLE inflates. So, Amin et al. [4] proposed
the Ridge estimator for the BRM to handle the multicollinearity problem as given
in the following subsection.

2.1. Ridge Estimator in the BRM. Amin et al. [4] introduced the Bell Ridge
estimator (BRE) to cope with the multicollinearity problem’s adverse effects. BRE
is given as follows

α̂k = D−1
k Dα (12)

where Dk = (XT ŴX+kIl) and k > 0 is a biasing parameter. α = ZTβMLE where
Z is a eigenvector of D. The MMSE and SMSE of the BRE are given as
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MMSE
(
α̂k

)
= DkDDk + k2D−1

k ααTD−1
k , (13)

SMSE
(
α̂k

)
=

l∑
j=1

λj

(λj + k)2
+ k2

l∑
j=1

α2
j

(λj + k)2
. (14)

In this study, the biased parameter has estimated as follows

k̂ =
l

α̂T α̂
. (15)

2.2. Two Parameter Ridge Estimator in BRM. Lipovetsky and Conklin [11]
has proposed an objective function for the TPRE as follows

S2 = ||Y −Xβ||2 + q1||β||2 + q2||XTY − β||2 + q3||Y T (Y −Xβ)||2. (16)

The generalization of the TPRE in the BRM obtained from the objective function
given in Eq. (16) is given below

α̂qk = qD−1
k Dα̂ (17)

where k > 0 and q > 0. This estimator is the Bell two-parameter Ridge estimator
(BTPRE) in which BRE and MLE are special cases of it. For example, if q = 1 is
taken in Eq. (17), we can obtain α̂k. If we takes q = 1 and k = 0, α̂MLE can be
obtained. The coefficient of determination for the BTPRE is given in Eq. (18).

R2 = 2qrTD−1
k r − q2rTD−1

k DD−1
k r (18)

where r = XT Ŵ ẑ. In order to maximize the model fit, optimal q is as follow

q =
rTD−1

k r

rTD−1
k DD−1

k r
. (19)

MMSE and MSE are computed as

MMSE(α̂qk) = q2D−1
k DD−1

k + (qD−1
k D − I)ααT (qD−1

k D − I), (20)

MSE(α̂qk) = q2
l∑

j=1

λj

(λj + k)2
+

l∑
j=1

α2
j (qλj − λj − k)2

(λj + k)2
. (21)

In the literature related to biased estimators, there are different estimation equa-
tions for the parameters of the estimators. In order to minimize the MSE in the
BTPRE, the derivatives of Eq. (12) for k and q, respectively, were calculated. The
optimal parameter estimates obtained by equating the equations to zero are given
below.

k =

∑l
j=1 qλj + (q − 1)λ2

jα
2
j∑l

j=1 λjα2
j

(22)
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q =

∑l
j=1

λjα
2
j

λj+k∑l
j=1

λj+λjα2
j

(λj+k)2

(23)

Two methods were used for the proposed BTPRE in this study. First, the
parameters for the BTPRE symbolized as α̂qk1

were calculated by following the
steps below.

Step 1. The initial value is determined so that k̂0 > 1
α̂T α̂

.

Step 2. Calculate q̂ using Eq. (23) with k̂0 given in Step 1.

Step 3. It is calculated as k̂ = 1
l

∑l
j=1

q̂λj+(q̂−1)λ2
j α̂

2
j

λj α̂
2
j

.

Secondly, the TPRE calculated with the following steps is given as α̂qk2 .

Step 1. Calculate the initial value as q0 >
∑l

j=1

λj α̂
2
j

1+λj α̂
2
j
.

Step 2. Eq. (22) using q0 yields k0.
Step 3. q̂ is calculated from Eq. (19).
Step 4. Using Eq. (23), q̂ is updated.

Theorem 1. Let k > 0, BTPRE is superior to MLE if k > λj(q − 1) where
j = 1, ..., l.

Proof. The difference between MSE’s of the MLE and BTPRE is obtained by

δ = MSE(α̂)−MSE(α̂qk)

=

l∑
j=1

1

λj
− q2

l∑
j=1

λj

(λj + k)2
−

l∑
j=1

(qλj − λj − k)2α2
j

(λj + k)2
. (24)

The difference between MSE’s is pozitif definite, if 1
λj

− λj

(λj+k)2 is pozitif. The fact

that δ is a p.d. iff k > λj(q − 1). The proof is finished. □

Theorem 2. Let k > 0, MSE(α̂k)−MSE(α̂qk) > 0, if only q > 1.

Proof. The difference between MSE’s of the BRE and BTPRE is obtained by

δ = MSE(α̂k)−MSE(α̂qk)

=

l∑
j=1

λj

(λj + k)2
+ k2

l∑
j=1

α2
j

(λj + k)2
− q2

l∑
j=1

λj

(λj + k)2
−

l∑
j=1

(qλj − λj − k)2α2
j

(λj + k)2

= (1− q2)

l∑
j=1

λj

(λj + k)2
+

l∑
j=1

[k2 − (qλj − λj − k)2]α2
j

(λj + k)2
. (25)

For the δ to be positive, the difference between variances must be positive. If only
q < 1 then (1− q2) > 0. The proof is completed. □
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3. Simulation Study and Real Data Example

The performances of the estimators are compared according to the MSE criterion
in the simulation and a real data example.

3.1. Simulation Study. The Xn×p independent variable matrix formed in the
studies on biased estimators was created by McDonald and Galarneau [14] using
the equation given in Eq. (26).

xij = (1− ρ2)1/2zij + ρzip, (26)

where ρ is the correlation coefficient. The zij are pseudo random numbers. yn×1 is
generated as

yi ∼ Bell(W0(exp{β0 + β1xi1 + . . .+ βpxip})), (27)

where βp×1 was selected using the method given in [16]. In the simulation study,
the sample size is chosen as n = 50, 100, 150, 200, 250, and 300 , and the correla-
tion coefficient is ρ = 0.90, 0.95, and 0.99, and finally, the number of independent
variables is taken as p = 3, 5, 7.

This study was done in R program [19] with 2000 repetitions. The results ob-
tained by calculating the performances of the estimators with the MSE equation
given in Eq. (28) are given in Table (1)-(3).

MSE(β̂) =
1

2000

2000∑
r=1

(β̂r − β)′(β̂r − β). (28)

When the Tables (1)-(3) are examined, the MSE of all estimators is decreasing
as the sample size increases. As the correlation coefficient increases, the MSE
values of all estimators increase in all scenarios. Similarly, increasing the number
of independent variables negatively affects the performance of the estimators. The
BTPRE has the smallest MSE value for each sample size and correlation coefficient
in all designs. The result is that the proposed estimator is superior to MLE and
BRE. In addition, two different parameter selection methods were used in the study.
It is seen from the MSE values that the method mentioned as BTPRE2 is better
than BTPRE1. It is seen that the smallest MSE value belongs to BTPRE2 for all
cases.

3.2. Real Data Example. In this subsection, an application study is given to
support the simulation study. Mine fracture dataset provided by Myers et al.,
consisting of n=44 observations, was used as the real dataset [15]. Dependent
variable comprises the number of injuries in coal mines in the Appalachian region.
Models used in modelling the dependent variable are PRM, NBRM and BRM.
Akaike Information Information (AIC) value has been used to select the best model
from the Poisson, Negative Binomial and Bell distributions. The results of the
AIC are given in the Table (4). According to the results from the Table (4), the
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Table 1. MSE values for p=3

n ρ β̂MLE β̂k β̂qk1
β̂qk2

0.90 6.73214 5.87381 2.68612 1.68484
50 0.95 9.28130 7.71959 4.12875 2.35018

0.99 33.36669 24.60985 17.43750 7.44138
0.90 5.42670 4.97601 2.19685 1.37202

100 0.95 6.61325 5.79349 2.87992 1.72569
0.99 16.08049 12.06670 7.10425 3.62146
0.90 5.08468 4.78100 2.12913 1.29036

150 0.95 5.83406 5.27756 2.54194 1.50144
0.99 12.69978 9.89156 6.30262 3.24474
0.90 4.93791 4.71320 2.10739 1.25240

200 0.95 5.35580 4.92607 2.41291 1.39102
0.99 10.10888 8.12280 4.82236 2.56908
0.90 4.86601 4.68486 2.02834 1.19642

250 0.95 5.21363 4.87818 2.38204 1.35741
0.99 9.04588 7.37682 4.44209 2.37815
0.90 4.75503 4.60505 2.01804 1.19031

300 0.95 4.89462 4.62580 2.27716 1.31450
0.99 7.99842 6.65926 3.86502 2.15689

appropriate model is chosen as the BRM since the Bell distribution has the smallest
AIC value. Independent variables used in the dataset are as follows

X1: inner burden thickness in feet,
X2: percent extraction of the lower previously pricked mined seam,
X3: the lower seam height
X4: the time that the mine

The number of conditions used to determine whether the multicollinearity oc-
curred in the data set is 296.5585. The correlation chart showing the correlation
between the independent variables is given in Figure 1.

Because of existing multicollinearity, we calculate the MLE, RE and BTPRE
coefficients for the data set. Then, the estimated coefficients, the standard errors
and the square root of MSE values are given in Table (5).

When the Table (5) is examined, it is seen that BTPRE has the smallest MSE.
The real data results show that the performance of the proposed BTPRE is superior
to the MLE and RE, like the simulation studies. In addition, the method used to
estimate k and q parameters in TPRE2 is more effective than that of TPRE1.
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Table 2. MSE values for p=5

n ρ β̂MLE β̂k β̂qk1
β̂qk2

0.90 9.82742 8.67058 2.91611 1.74571
50 0.95 14.70160 12.30335 5.20670 2.66722

0.99 58.62601 43.50621 31.47012 10.27462
0.90 7.71904 7.18999 2.27929 1.36482

100 0.95 9.53292 8.44894 3.16134 1.75353
0.99 30.45618 23.44846 13.20561 5.28299
0.90 7.00468 6.66178 1.99375 1.21469

150 0.95 8.02216 7.27704 2.60181 1.51511
0.99 21.49925 16.84574 8.92770 3.77031
0.90 6.65705 6.41170 1.96885 1.18348

200 0.95 7.47940 6.92626 2.35127 1.33888
0.99 17.04084 13.75045 6.44487 3.01546
0.90 6.51391 6.31932 1.88913 1.15233

250 0.95 6.94140 6.51257 2.27448 1.31927
0.99 14.35469 11.78576 5.82564 2.69328
0.90 6.43463 6.27732 1.87978 1.12367

300 0.95 6.87342 6.33572 2.00512 1.29277
0.99 12.73392 10.52779 4.84047 2.41665

4. Conclusion

PRM and NBRM have been generally used in the modelling of count data. BRM
has been widely preferred as an alternative to these models in recent years. BRM
may be more suitable for modelling overdispersed count data. As seen in the real
data set discussed in the study, the Bell distribution is more convenient than the
alternative distributions. Considering this situation, alternative biased estimators
are proposed for the Bell regression model to handle the multicollinearity problem.

In this article, we propose BTPRE as an alternative to these estimators. It is
concluded from the simulation study and a real data example that the performance
of the proposed estimator is superior to MLE and BRE.
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Table 3. MSE values for p=7

n ρ β̂MLE β̂k β̂qk1
β̂qk2

0.90 14.06553 12.77779 5.05469 2.72267
50 0.95 19.69486 16.76399 6.42533 3.13107

0.99 82.85781 63.98084 55.16817 15.71594
0.90 13.21807 12.63627 4.93636 2.41681

100 0.95 15.44038 14.15015 5.53295 2.74144
0.99 43.16660 34.19774 19.14917 7.47775
0.90 11.84296 11.46179 4.80369 2.39698

150 0.95 14.01502 13.16318 5.12539 2.67410
0.99 31.62615 26.13034 13.52178 5.87188
0.90 11.57151 11.30324 4.51272 2.10850

200 0.95 12.76125 12.16552 4.86460 2.19485
0.99 25.18756 21.20189 10.95476 5.17243
0.90 10.40783 10.19874 3.40672 2.03554

250 0.95 11.78194 11.30935 4.13962 2.10319
0.99 21.31977 18.07933 7.76840 3.92102
0.90 8.88708 8.71718 2.14829 1.34627

250 0.95 11.21841 10.82050 4.07510 2.07894
0.99 18.49267 15.92869 7.09717 3.11654

Table 4. AIC values of dependent variable

POISSON NEGATIVE BINOMIAL BELL
AIC 173.2554 172.3399 169.4784

Table 5. Results of the Mine fracture dataset

β̂0 β̂1 β̂2 β̂3 β̂4 MSE

β̂ 0.00293 -0.01126 0.01819 -0.02384 -4.00837 1.38936
(1.38907) (0.00106) (0.01684) (0.00679) (0.02179)

β̂k 0.00294 -0.01126 0.01819 -0.02384 -3.57858 1.24044
(1.31249) (0.00106) (0.01599) (0.00676) (0.02178)

β̂qk1
0.00322 -0.00545 0.00117 -0.00021 -0.00001 0.00147
(4.00788) (0.00247) (0.06173) (0.00514) (0.02970)

β̂qk2
-0.00294 -0.00140 0.00020 -0.00003 -0.00001 0.00043
(4.00784) (0.00359) (0.06547) (0.00367) (0.02969)
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Figure 1. Correlation chart between independent variables
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[7] Bulut, Y. M., Işılar, M., Two parameter Ridge estimator in the inverse Gaussian regres-

sion model, Hacettepe Journal of Mathematics and Statistics, 50(3) (2021), 895–910. DOI :
10.15672/hujms.813540

[8] Castellares, F., Ferrari, S. L. P., Lemonte, A. J., On the Bell distribution and its associated
regression model for count data, Applied Mathematical Modelling, 56 (2018), 172–185. DOI:

10.1016/j.apm.2017.12.014



TWO PARAMETER RIDGE ESTIMATOR FOR THE BELL REGRESSION MODEL 723

[9] Hoerl, A. E., Kennard, R. W., Ridge regression: Biased estimation for nonorthogonal prob-

lems, Technometrics, 42(1) (1970), 80–86, http://www.jstor.org/stable/1271436

[10] Lipovetsky, S., Two parameter Ridge regression and its convergence o the eventual pairwise
model, Math Comput Model, 44 (2006), 304–318. DOI: 10.1016/j.mcm.2006.01.017

[11] Lipovetsky, S., Conklin, W. M., Ridge regression in two-parameter solution, Appl. Stoch.

Models Bus. Ind., 21(6) (2005), 525–540. DOI: 10.1002/asmb.603
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[21] Toker, S., Kaçıranlar, S., On the performance of two parameter ridge estimator un-
der the mean square error criterion, Appl. Math. Comput., 219 (2013), 4718–4728. DOI:

10.1016/j.amc.2012.10.088



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 73, Number 3, Pages 724–748 (2024)
DOI:10.31801/cfsuasmas.1474229
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: April 26, 2024; Accepted: June 3, 2024

SOME RESULTS ON I2-DEFERRED STATISTICALLY
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Abstract. The primary objective of this study is to introduce the concepts

of I2-deferred Cesàro summability and I2-deferred statistical convergence for

double sequences in fuzzy normed spaces (FNS). Furthermore, the aim is to
explore the connections between these concepts and subsequently establish

several theorems pertaining to the notion of I2-deferred statistical convergence
in FNS for double sequences. We further define I2-deferred statistical limit

points and I2-deferred statistical cluster points of a sequence within FNS and

explore the relationships among these concepts.

1. Introduction

The concept of statistical convergence, initially introduced in Zygmund’s mono-
graph [40], was later revisited by Fast [11] and independently reexamined for both
real and complex sequences by Schoenberg [32]. Mursaleen and Edely [26] extended
this investigation to double sequences. Additionally, Fridy [13] explored statistical
limit points and cluster points in the context of real number sequences.

Kostyrko et al. [20] introduced the concept of ideal convergence, which encom-
passes various convergence notions such as usual convergence and statistical con-
vergence. Das et al. [7] extended this concept to double sequences in a metric
space, termed I-convergence. In a subsequent work, Savaş and Das [30] further
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expanded the idea of ideal convergence introduced by Kostyrko et al. [20], explor-
ing its application to I-statistical convergence and investigating its fundamental
properties.

Zadeh [39] pioneered the theory of fuzzy sets, laying its foundation. Matloka [24]
explored the convergence of sequences of fuzzy numbers, while Nanda [27] demon-
strated that the set of convergent sequences of fuzzy numbers forms a complete
metric space. Nuray and Savaş [28] extended the notion of convergence to statis-
tically Cauchy and statistical convergence sequences of fuzzy numbers. Kumar et
al. [21, 22] delved into I-convergence, I-limit points, and I-cluster points for se-
quences of fuzzy numbers. Tripathy et al. [36] further investigated I-statistically
limit points and I-statistically cluster points for sequences of fuzzy numbers. In [19],
researchers extended existing theories on the convergence of fuzzy number sequences
to I2-statistical convergence, broadened the notions of I-statistical limit points and
I-statistical cluster points to double sequences, and investigated fundamental fea-
tures and relationships between sets of I2-statistical cluster points and I2-statistical
limit points of double sequences of fuzzy numbers. Katsaras [17] initially introduced
the concept of fuzzy norm while examining fuzzy topological vector spaces. In 1992,
Felbin [12] extended this concept to a fuzzy norm on linear spaces, drawing from
the idea of fuzzy numbers initially proposed by Kaleva and Seikkala in the context
of fuzzy metric treatment. Further research, including studies in [6,38], investigated
diverse topological characteristics of these FNS, while works such as [2,3] explored
various types of FNS.

Agnew [1] introduced the concept of deferred Cesàro mean for real (or complex)
sequences, followed by Küçükaslan and Yilmaztürk’s [23] presentation of deferred
statistical convergence for single sequences. Subsequently, Şengül et al. [34] intro-
duced deferred I-convergence. Dağadur and Sezgek [4, 5, 35] investigated deferred
Cesàro summability and deferred statistical convergence for double sequences. Sta-
tistical convergence and deferred statistical convergence have been explored in var-
ious studies, as referenced in [8, 9, 15,16,18,25,29,31,37].

In this study, we adhere to the approach delineated in Felbin’s work. Within
the realm of FNS analysis, the convergence of sequences of fuzzy numbers plays
a pivotal role in defining standard convergence within these spaces. This paper
seeks to utilize the concept of generalized statistical convergence of fuzzy number
sequences via ideal to explore a more extensive form of convergence, particularly I2-
deferred statistical convergence within an FNS. The goal is to establish fundamental
principles and key insights in this domain.

This paper is dedicated to introducing a novel form of convergence for sequences
of fuzzy numbers within FNS. In Section 2, we provide some preliminary definitions
and theorems concerning fuzzy number sequences, FNS, and deferred statistical
convergence. In Section 3, we intend to define the concepts of I2-deferred Cesàro
summability and I2-deferred statistical convergence for double sequences within
FNS. In Section 4, our goal is to investigate the interconnections between these
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concepts and subsequently establish several theorems regarding the notion of I2-
deferred statistical convergence in FNS for double sequences. Additionally, we
define I2-deferred statistical limit points and I2-deferred statistical cluster points
of sequences within FNS, and delve into the relationships among these concepts.

2. Definitions and Preliminaries

In this section, we commence by revisiting some fundamental definitions related
to fuzzy numbers, fuzzy number sequences (FNS), and deferred convergence.

Definition 1. ( [33]) Suppose µ : R → [0, 1] represents a fuzzy subset of R. For
any α ∈ [0, 1], the α-level set of µ, symbolized as µα, is described as the set of real
numbers R, where the measure µ is at least α. When 0 < α ⩽ 1, the notation [µ]α
refers to the collection of points t in R where µ evaluates to at α. In the case where
α = 0, [µ]α indicates the closure of the set of points t in R where µ evaluates to
strictly greater than 0.

Definition 2. ( [33]) A fuzzy set denoted by µ defined on the real numbers R is
termed a fuzzy number subject to the specified conditions:
(i) µ is normal, signifying the existence of a specific point t0 in R where µ reaches
its maximum membership grade of 1.
(ii) µ is fuzzy convex, implying that for any pair of real numbers t1 and t2, and any
λ in the interval [0, 1], µ (λt1 + (1− λ)t2) is greater than or equal to the minimum
of µ (t1) and µ (t1) .
(iii) µ is upper semi-continuous.
(iv) The set [µ]0, comprising all t in R where µ(t) is greater than 0, is compact.

A real number r can be represented as a fuzzy number r̃ defined by, if t equals r,
then r̃(t) equals 1, if t is not equal to r, then r̃(t) equals 0. It can be demonstrated
that µ qualifies as a fuzzy number if and only if each α-level set [µ]α forms a
non-empty, bounded, and closed interval. We denote [µ]α = [µ−

α , µ
+
α ].

Definition 3. ( [33]) Let’s consider L(R), the collection of all fuzzy numbers. If
a fuzzy number µ is a member of L(R) and its membership grade µ(t) is zero for
t < 0, it is termed a non-negative fuzzy number.

By L∗(R), we denote the set of all non-negative fuzzy numbers. We can express

that µ ∈ L∗(R) iff µ−
α ⩾ 0 for each α ∈ [0, 1]. Clearly, 0̃ ∈ L∗(R).

A partial order denoted by ≼ on L(R) is defined as follows:

µ ≼ ν iff µ−
α ⩽ ν−α and µ+

α ⩽ ν+α for all α ∈ [0, 1].

The strict inequality denoted by ≺ on L(R) is established as µ ≺ ν( or ν ≻ µ) iff
µ−
α < ν−α and µ+

α < ν+α for all α ∈ [0, 1].

Definition 4. ( [33]) We define the operations of addition (⊕), multiplication (⊗),
and scalar multiplication on the set L(R) as follows:
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(i) The convolution of two functions µ and ν, denoted as (µ⊕ ν)(t), is defined for
any t in the real numbers R as the supremum of the minimum values obtained by
shifting and overlapping the functions µ and ν.
(ii) The product convolution of two functions µ and ν, denoted as (µ ⊗ ν)(t), is
defined for any t in the real numbers R as the supremum of the minimum values
obtained by scaling and overlapping the functions µ and ν.
(iii) Scalar multiplication of a function µ by a scalar k is defined for any t in the
real numbers R as µ evaluated at t/k, where k is a real number not equal to zero.

Additionally, when k = 0, the result is the zero function 0̃(t).

Theorem 1. ( [33]) Let µ, ν ∈ L(R) and α ∈ [0, 1]. Then we have

(i) [µ⊕ ν]α = [µ−
α + ν−α , µ

+
α + ν+α ] ,

(ii) [µ⊗ ν]α = [µ−
α ν

−
α , µ

+
αν

+
α ] (µ, ν ∈ L∗(R))

(iii) [kµ]α = k[µ]α =

{
[kµ−

α , kµ
+
α ] if k ⩾ 0

[kµ+
α , kµ

−
α ] if k < 0

Theorem 2. ( [14]) Let µ be a fuzzy number in L(R), with α-level sets denoted by
[µ]α = [µ−

α , µ
+
α ]. The theorem establishes the following:

(i) µ−
α is a bounded, left-continuous, non-decreasing function on (0, 1],

(ii) µ+
α is a bounded, right-continuous, non-increasing function on (0, 1],

(iii) at α = 0, both µ−
0 and µ+

0 are continuous,
(iv) µ−

1 is less than or equal to µ+
1 .

On the other hand, given functions p(α) and q(α) satisfying conditions (i)-(iv),
there exists a unique fuzzy number µ ∈ L(R) such that [µ]α = [p(α), q(α)] for all
α ∈ [0, 1].

Definition 5. ( [33]) Considering µ and ν as elements of the space L(R), we
define the discrepancy between two measures µ and ν, denoted as F(µ, ν), as the
supremum over all possible values of α in the interval [0, 1] of the maximum absolute
differences between the lower and upper variations of µ and ν. This function, F , is
known as the supremum metric on the set L(R). If (µu) is a sequence in L(R) and
µ is an element of L(R), we say that the sequence (µu) converges to µ in the metric

F , indicated as µu
F→ µ or (F) − limu→∞ µu = µ, if the limit as u approaches

infinity of the supremum metric F (µu, µ) is equal to zero.

Definition 6. ( [12]) Consider a vector space X over R, equipped with a mapping
∥·∥ : X → L∗(R), and let symmetric, non-decreasing mappings L,R : [0, 1]×[0, 1] →
[0, 1] be given, satisfying L(0, 0) = 0 and R(1, 1) = 1. We denote this quadruple
as (X, ∥ · ∥, L,R), termed an FNS, where ∥ · ∥ is referred to as a fuzzy norm, if it
adheres to the following conditions:
(i) The norm of x equals zero iff x is the zero vector θ.
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(ii) For any vector x in X and scalar r, the norm of the scalar multiple rx is equal
to the absolute value of r multiplied by the norm of x.
(iii) For any vectors x and y in X:
(a) The norm of their sum x+ y is greater than or equal to the minimum of their
norms.
(b) The norm of their sum x + y is less than or equal to the maximum of their
norms.

Additionally, functions L(x, y) and R(x, y) are defined as the minimum and
maximum of x and y, respectively, when x and y are within the interval [0, 1]. The
FNS is denoted as (X, | · |) or simply X when L and R adhere to these definitions.

Lemma 1. ( [12]) In a FNS, the norm of the sum of two vectors is less than or equal
to the sum of their individual norms as defined in Definition 6 (iii) (a) ( with L being
the minimum function ) is equivalent to the inequality ∥x + y∥−α ⩽ ∥x∥−α + ∥y∥−α ,
holding for all α ∈ (0, 1] and x, y ∈ X.

Lemma 2. ( [12]) The triangle inequality specified in Definition 6 (iii)(b) (with
R = max ) is equivalent to the inequality |x + y|+α ⩽ |x|+α + |y|+α for all α ∈ (0, 1]
and x, y ∈ X.

Remark 1. By referring to Theorem 1 (iii) and Lemma 1, we can infer that the
condition described in Definition 6 (iii)(a) (with L = min ) implies that

lim
α→0

∥x+ y∥−α ⩽ lim
α→0

∥x∥−α + lim
α→0

∥y∥−α

that is, ∥x+ y∥−0 ⩽ ∥x∥−0 +∥y∥−0 . Similarly, according to Definition 6 (iii)(b) (with
R = max ), it follows that the non-negative part of the sum of two elements, denoted
by ∥x + y∥+0 , is bounded above by the sum of their respective non-negative parts,
∥x∥+0 + ∥y∥+0 . Consequently, in a FNS (X, ∥ · ∥), the triangle inequality specified
in Definition 6 (iii) suggests that the norm of the sum of two elements, denoted by
∥x+ y∥, is less than or equal to the composition of the norms of x and y, denoted
by ∥x∥ ⊕ ∥y∥.

According to Definition 6, we have x = θ iff ∥x∥ = 0̃, iff ∥x∥−α = ∥x∥+α = 0 for
all α ∈ [0, 1]. Furthermore, we have ∥x∥−0 > 0 whenever x ̸= θ. Now if r = 0, then
[∥rx∥]α = [∥θ∥]α = [0, 0] = [|r|∥x∥]α for all α ∈ [0, 1] and x ∈ X. For r ̸= 0, we have
[∥rx∥]α = [|r|∥x∥]α for each α ∈ [0, 1], i.e., ∥rx∥−α = |r|∥x∥−α and ∥rx∥+α = |r|∥x∥+α for
each α ∈ [0, 1]. Thus, we can say that ∥ · ∥−α and ∥ · ∥+αare norms on X in the usual
sense in view of Definition 6, with the choice of L = min and R = max, where
α ∈ [0, 1].
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Example 1. ( [33]) Let (X, ∥ · ∥C) be an ordinary normed linear space. Then a
fuzzy norm ∥ · ∥ on X can be obtained as

∥x∥(t) =


0 if 0 ⩽ t ⩽ ζ∥x∥C or t ⩾ η∥x∥C

t
(1−ζ)∥x∥C

− ζ
1−ζ if ζ∥x∥C ⩽ t ⩽ ∥x∥C

−t
(η−1)∥x∥C

+ b
η−1 if ∥x∥C ⩽ t ⩽ η∥x∥C

in the given context, ∥x∥C denotes the standard norm of x (excluding the zero
vector), where 0 < ζ < 1 and 1 < η < ∞. For the zero vector x = θ, we define ∥x∥ =

0̃. Consequently, (X, ∥·∥) constitutes a FNS. The specific fuzzy norm discussed here
is referred to as the triangular fuzzy norm.

Example 2. Let (R, ∥ · ∥R) is a normed linear space. Then the fuzzy norm ∥ · ∥ on
R can be obtained as

∥x∥(s) =

{
s−|x|
s+|x| s > |x|
0, s ≤ |x|

and (R, ∥x∥) is a FNS.

Definition 7. ( [10]) Let (X, ∥ · ∥) be an FNS. A sequence (xr) in X converges

to x ∈ X with respect to the fuzzy norm on X, denoted by xr
FN−−→ x, if (F) −

limr→∞ ∥xr − x∥ = 0̃, where for every ε > 0, there exists an N(ε) ∈ N such that

F
(
∥xr − x∥ , 0̃

)
< ε for all r ⩾ N . This means that for every ε > 0 there is an

N(ε) ∈ N such that supα∈[0,1] ∥xr − x∥+α = ∥xr − x∥+0 < ε.

Definition 8. ( [28]) A sequence (xr) of fuzzy numbers is considered to be statisti-
cally convergent to the fuzzy number x, denoted as st-limxr = x, if for each ε > 0,
there exists a positive integer N such that,

δ ({r ∈ N : F (xr, x) ⩾ ε}) = 0.

Definition 9. ( [1]) Let K be a subset of the positive integers N, and let Kd,c(n)
denote the set of integers in the interval [d(n) + 1, c(n)] that belong to K, where
d = (d(n)) and c = (c(n)) are sequences of non-negative integers satisfying the
conditions:

d(n) < c(n) for all n ∈ N and lim
n→∞

c(n) = ∞.

The deferred density of K is denoted and defined by

δd,c(K) = lim
n→∞

1

c(n)− d(n)
|Kd,c(n)| .

Definition 10. ( [23]) Consider a sequence (xr) of real numbers. We say that (xr)
is deferred statistically convergent to l ∈ R if, for every ε > 0, the following holds:

lim
n→∞

1

c(n)− d(n)
|{r ∈ N ∩ [d(n) + 1, c(n)] : |xr − l| ≥ ε}| = 0
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where d = (d(n)) and c = (c(n)) are sequences of non-negative integers satisfying
the conditions specified in Equation (1).

For a double sequence w = (wuv), the deferred Cesàro mean Dρ,ϕ is defined by

(Dρ,ϕw)αβ =
1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

wuv =
1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

wuv

where (tα) , (vα) , (kβ) , (lβ) are non-negative integer sequences satisfying following
conditions:

tα < vα, lim
α→∞

vα = ∞; kβ < lβ , lim
β→∞

lβ = ∞ (1)

vα − tα = ρα; lβ − kβ = ϕβ .

Note here that the method Dρ,ϕ is openly regular for any selection of the sequences
(tα) , (vα) , (kβ) , (lβ).

All through this study, except where otherwise stated, (tα) , (vα) , (kβ) , (lβ) are
conceived non-negative integer sequences satisfying 1.

A double sequence (wuv) is strongly deferred Cesàro summable to w provided
that

lim
α,β→∞

1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0 = 0,

A double sequence (wuv) is considered bounded with respect to the fuzzy norm X,

if there exists U > 0 such that ∥wuv − w∥+0 ≤ U for all (u, v) ∈ N2. Additionally,
L2
∞ denotes the set of all bounded double sequences.
By double lacunary sequence, we mean that a double sequence θ2 = {(pα, qβ)}

of two increasing integer sequences (pα) and (qβ) such that

p0 = 0, hα = pα − pα−1 → ∞ and q0 = 0, h̄β = qβ − qβ−1 → ∞ as α, β → ∞.

3. New Concepts

In this section, we present the notions of deferred statistical convergence, I2-
deferred Cesàro summability, and I2-deferred statistical convergence for double
sequences in the context of FNS. We establish essential properties concerning these
concepts and delve into defining I2-deferred statistical limit points as well as I2-
deferred statistical cluster points for double sequences in FNS. Our inquiry centers
on elucidating the interconnections among these introduced concepts, presenting
pivotal findings that enrich the comprehension of I2-statistical convergence within
FNS.

Throughout the article, we will consider (X, ∥.∥) as a FNS.
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Definition 11. A sequence (wuv) in X is considered to be deferred statistically
convergent to w ∈ X regarding the fuzzy norm on X, where (tα) , (vα) , (kβ) , (lβ)
are sequences of non-negative integers satisfying the conditions specified in Equation

1, then we write wuv
DSt2(FN)→ w or DSt2 (FN) − limwuv = w, provided that

DSt2 (FN)− lim ∥wuv − w∥ = 0̃; i.e., for each λ > 0, we have

δ2

({
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , F

(
∥wuv − w∥ , 0̃

)
⩾ λ

})
= 0,

or equivalently,

lim
α,β→∞

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , F
(
∥wuv − w∥ , 0̃

)
≥ λ

}∣∣∣ = 0.

This implies that for each λ > 0, the set

K(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ⩾ λ

}
has a natural density of zero. That is, for each λ > 0, ∥wuv − w∥+0 < λ for a.a.
u, v (all most all u, v). The element w belongs to the set X serves as the deferred
statistical limit of the double sequence (wuv).
A concise and insightful interpretation of the mentioned definition is as follows:

wuv
DSt2(FN)→ w iff DSt2 (FN)− lim ∥wuv − w∥+α = 0.

Noting that DSt2 (FN)− lim ∥wuv − w∥+α = 0 implies that

DSt2 (FN)− lim ∥wuv − w∥−α = DSt2 (FN)− lim ∥wuv − w∥+α = 0

for each α ∈ [0, 1] since

0 ⩽ ∥wuv − w∥−α ⩽ ∥wuv − w∥+α ⩽ ∥wuv − w∥+0
holds for every u, v ∈ N and for each α ∈ [0, 1].

Example 3. Let (R, ∥ · ∥R) be an FNS. Then, a fuzzy norm ∥ · ∥ on R is define in
Example 2 and (tα) , (vα) , (kβ) , (lβ) are sequences of non-negative integers satisfy-
ing the conditions specified in Equation 1. Define the sequence w = (wuv) as

wuv :=


u2v2; [

√
vα]− 1 < u ≤ [

√
vα]

[
√
lβ ]− 1 < v ≤ [

√
lβ ]

0; otherwise.
α, β = 1, 2, 3, . . .

where 0 < tα ≤ [
√
vα] − 1, 0 < kβ ≤ [

√
lβ ] − 1 and (vα) , (lβ) are monotonic

increasing sequences. Then, wuv
DSt2(FN)→ 0.

Justification: For every 0 < λ < 1, s > ∥w∥ we have

K(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥wuv − 0∥+0 ⩾ λ

}
.
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This implies that,

K(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : s−∥wuv∥

s+∥wuv∥ ⩾ λ
}

=
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥wuv∥ ⩽ s(1−λ)

1+λ

}
for suitable value of s and λ, we get {(u, v) : ∥wuv∥ ⩾ 0}. Hence

K(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − 0∥+0 ≥ λ

}
=

{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , wuv = u2v2

}
= {(1, 1) , (4, 4) , (9, 9) , (16, 16) , . . .} ∈ I2.

As a result, wuv
DSt2(FN)→ 0.

Definition 12. The double sequence (wuv) is called to be I2-deferred Cesàro sum-
mable to w ∈ X regarding the fuzzy norm on X, if for each λ > 0(α, β) ∈ N2 :

∥∥∥∥∥∥∥∥
1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

wuv − w

∥∥∥∥∥∥∥∥
+

0

≥ λ

 ∈ I2,

and this condition is denoted in the format wuv
DC1(I2)(FN)→ w or DC1 (I2) (FN)−

limwuv = w.

Definition 13. The double sequence (wuv) is said to be strongly I2-deferred Cesàro
summable to w ∈ X regarding the fuzzy norm on X, if for each λ > 0(α, β) ∈ N2 :

1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0 ≥ λ

 ∈ I2

and this case is denoted in wuv
DC1[I2](FN)→ w or DC1 [I2]− limwuv = w format.

The notationDC1 [I2] (FN) represents the collection of all double sequences that
exhibit strongly I2-deferred Cesàro summability with respect to the fuzzy norm X.

Remark 2. DC1 (I2) (FN) and DC1 [I2] (FN)-summability concepts;
(i) For tα = 0, vα = α and kβ = 0, lβ = β, match with I2-Cesàro and strongly
I2-Cesàro summability concepts regarding the fuzzy norm on X, respectively.
(ii) For tα = pα−1, vα = pα and kβ = qβ−1, lβ = qβ {(pα, qβ)} states double
lacunary sequence), match with I2-lacunary and strongly I2-lacunary convergence
concepts regarding the fuzzy norm on X, respectively.

(iii) For the ideal If
2 (the ideal of density zero sets of N2), match with deferred
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Cesàro and strongly deferred Cesàro summability concepts regarding the fuzzy norm
on X, respectively.

Definition 14. The double sequence (wuv) is considered to be I2-deferred statistical
convergent to w ∈ X regarding the fuzzy norm on X, if for every λ, µ > 0, the set{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2.

This scenario is denoted as wuv
DS(I2)(FN)→ w or DS (I2) (FN)− limwuv = w.

The collection of all double sequences of sets that are I2-deferred statistically con-
vergent with respect to the fuzzy norm X is represented by DS (I2) (FN).

Remark 3. The concepts outlined match with different forms of convergence within
the framework of DS (I2) (FN);
(i) When tα = 0, vα = α and kβ = 0, lβ = β, it corresponds to the I2-statistical
convergence concept with respect to the fuzzy norm X.
(ii) When tα = pα−1, vα = pα and kβ = qβ−1, lβ = qβ (where {(pα, qβ)} denotes
a double lacunary sequence), it aligns with the I2-lacunary statistical convergence
concept with respect to the fuzzy norm X.

(iii) When considering the ideal If
2 (the ideal of density zero sets of N ), it corre-

sponds to the deferred statistical convergence concept with respect to the fuzzy norm
X.

Definition 15. Let (wuv) be a sequence in (X, ∥·∥) with (tα) , (vα) , (kβ) , (lβ) being
sequences of non-negative integers satisfying the conditions specified in Equation
1. We say that the sequence (wuv) in X is I2-deferred statistically Cauchy with
respect to the fuzzy norm on X if, for every λ, µ > 0, there exist natural numbers
N = N(λ), M = M(λ) such that{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − wNM∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2.

Theorem 3. Let (wuv) be a sequence in (X, ∥ · ∥) with (tα) , (vα) , (kβ) , (lβ) are
sequences of non-negative integers satisfying the conditions specified in Equation
1. Then, every I2-deferred statistically convergent sequence is also a I2-deferred
statistically Cauchy sequence.

Proof. Let DS (I2) (FN)− limwuv = w and λ, µ > 0. Then, we have{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

2

}∣∣∣∣ ≥ µ

2

}
∈ I2.

Choose N , M ∈ N such that{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − wNM∥+0 ≥ λ

2

}∣∣∣∣ ≥ µ

2

}
∈ I2.
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Now ∥ · ∥+0 being a norm in the usual sense, we get{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − wNM∥+0 ≥ λ
}∣∣∣ ≥ µ

}
=

{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥(wuv − w) + (w − wNM )∥+0 ≥ λ
}∣∣∣ ≥ µ

}
⊆

{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
2

}∣∣∣ ≥ µ
2

}
∪
{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − wNM∥+0 ≥ λ
2

}∣∣∣ ≥ µ
2

}
∈ I2.

This indicates that the double sequence (wuv) is I2-deferred statistically Cauchy.
□

4. Main Results

In this section, we initially explore the connections between DC1 [I2] (FN)-
summability and DS (I2) (FN)-convergence concepts.

Theorem 4. Let (wuv) , (tuv) be sequences of real numbers, then
(i) If DS (I2) (FN)− limwuv = w0 and DS (I2) (FN)− lim tuv = t0, then
DS (I2) (FN)− lim (wuv + tuv) = w0 + t0,
(ii)If DS (I2) (FN)− limwuv = w0 and q ∈ C, then
DS (I2) (FN)− lim (qwuv) = qw0,
(iii) If DS (I2) (FN) − limwuv = w0 and DS (I2) (FN) − lim tuv = t0, and there
are positive numbers u and v such that ∥wuv∥ ≤ u and ∥t0∥ ≤ v for any u, v, then
DS (I2) (FN)− lim (wuvtuv) = w0t0.

Proof. (i) Assume that DS (I2) (FN)−limwuv = w0 and DS (I2) (FN)−lim tuv =
t0. Since ∥ · ∥+0 is a norm in the usual sense, we get

∥(wuv + tuv)− (w0 + t0)∥+0 ⩽ ∥wuv − w0∥+0 + ∥tuv − t0∥+0 (2)

for all u, v ∈ N. Now let us write

K(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥(wuv + tuv)− (w0 + t0)∥+0 ⩾ λ

}
,

K1(λ) =
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥wuv − w0∥+0 ⩾ λ

2

}
K2(λ) =

{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥tuv − t0∥+0 ⩾ λ

2

}
.

Therefore, based on Equation 2, it follows that K(λ) ⊆ K1(λ) ∪ K2(λ). Given
our assumption that K1(λ),K2(λ) ∈ I2. We conclude that K(λ) ∈ I2, thereby
completing the proof.
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(ii) Let, DS (I2) (FN)− limwuv = w0, then q ∈ R− {0} for every λ > 0, we have{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥wuv − w0∥+0 ⩾

λ

|q|

}
∈ I2,

=⇒
{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ : ∥qwuv − qw0∥+0 ⩾ λ

}
∈ I2.

So DS (I2) (FN)− lim (qwuv) = qw0, (q ∈ R).
(iii) Assume λ, µ > 0 and u, v > 0 then

K =
{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ < µ

2v

}
∈ F (I2)

and

L =
{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥tuv − t0∥+0 ≥ λ
}∣∣∣ < µ

2u

}
∈ F (I2) .

Since K∩L ∈ F (I2) and ∅ /∈ F (I2) this means K∩L ̸= ∅. So, for all (u, v) ∈ K∩L
we have

∥wuvtuv − w0t0∥+0 = ∥wuvtuv − wuvt0 + wuvt0 − w0t0∥+0
≤ ∥wuvtuv − wuvt0∥+0 + ∥wuvt0 − w0t0∥+0
≤ u ∥tuv − t0∥+0 + v ∥wuv − w0∥+0 < u µ

2u + v µ
2v = µ,

i.e.,{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuvtuv − w0t0∥+0 ≥ λ
}∣∣∣ < µ

}
∈ F (I2) .

Hence DS (I2) (FN)− lim (wuvtuv) = w0t0. □

Theorem 5. DS (I2) (FN) ∩ L2
∞ is a closed subset of L2

∞.

Proof. Suppose that
(
wj

)
j∈N =

(
wj

uv

)
⊆ DS (I2) (FN)∩L2

∞ is convergent sequence

and that it converges to w ∈ L2
∞. We need to prove that w ∈ DS (I2) (FN) ∩

L2
∞. Assume that wj → Lj (DS (I2) (FN)) for ∀j ∈ N. Take a positive strictly

decreasing sequence {λj}j∈N where λj = λ
2j for a given λ > 0. It is evident that

the sequence {λj}j∈N converges to 0. Let’s select positive integer j such that∥∥w − wj
∥∥
∞ <

λj

4 . Let 0 < µ < 1. Then

A =
{
(α, β) ∈ N2 : 1

ραϕβ
|{tα < u ≤ vα, kβ < v ≤ lβ ,∥∥wj

uv − Lj

∥∥+
0
≥ λj

4

}∣∣∣ < µ
3

}
∈ F (I2) ,

and

B =
{
(α, β) ∈ N2 : 1

ραϕβ
|{tα < u ≤ vα, kβ < v ≤ lβ ,∥∥wj+1

uv − Lj+1

∥∥+
0
≥ λj+1

4

}∣∣∣ < µ
3

}
∈ F (I2) .

Since A ∩B ∈ F (I2) and ϕ /∈ F (I2), we can choose (α, β) ∈ A ∩B. Then

1

ραϕβ

∣∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj

uv − Lj

∥∥+
0
≥ λj

4

}∣∣∣∣ < µ

3
,



736 O. KİŞİ, R. AKBIYIK, M. GÜRDAL

and

1

ραϕβ

∣∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj+1

uv − Lj+1

∥∥+
0
≥ λj+1

4

}∣∣∣∣ < µ

3

and so
1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj

uv − Lj

∥∥+
0
≥ λj

4

∨
∥∥wj+1

uv − Lj+1

∥∥+
0
≥ λj+1

4

}∣∣∣ < µ < 1.

Hence, there exist tα < u ≤ vα, kβ < v ≤ lβ for which
∥∥wj

uv − Lj

∥∥+
0

≥ λj

4 and∥∥wj+1
uv − Lj+1

∥∥+
0
≥ λj+1

4 . Then, we can write

∥Lj − Lj+1∥+0 ≤
∥∥Lj − wj

uv

∥∥+
0
+

∥∥wj
uv − wj+1

uv

∥∥+
0
+
∥∥wj+1

uv − Lj+1

∥∥+
0

≤
∥∥wj

uv − Lj

∥∥+
0
+
∥∥wj+1

uv − Lj+1

∥∥+
0
+
∥∥w − wj

∥∥
∞ +

∥∥w − wj+1
∥∥
∞

≤ λj

4 +
λj+1

4 +
λj

4 +
λj+1

4 ≤ λj .

This implies that {Lj}j∈N is a Cauchy sequence in R, and so there is a real number

L such that Lj → L, as j → ∞. We need to prove that w → L (DS (I2) (FN)).

For any λ > 0, choose j ∈ N such that λj < λ
4 ,

∥∥w − wj
∥∥
∞ < λ

4 , ∥Lj − L∥+0 < λ
4 .

Then

1
ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − L∥+0 ≥ λ
}∣∣∣

≤ 1
ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj

uv − Lj

∥∥+
0
+

∥∥wuv − wj
uv

∥∥
∞ + ∥Lj − L∥+0 ≥ λ

}∣∣∣
≤ 1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj

uv − Lj

∥∥+
0
+ λ

4 + λ
4 ≥ λ

}∣∣∣
≤ 1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ ,
∥∥wj

uv − Lj

∥∥+
0
≥ λ

2

}∣∣∣ .
This implies that{

(α, β) ∈ N2 : 1
ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − L∥+0 ≥ λ
}∣∣∣ < µ

}
⊇

{
(α, β) ∈ N2 : 1

ραϕβ
|{tα < u ≤ vα, kβ < v ≤ lβ ,∥∥wj

uv − Lj

∥∥+
0
≥ λ

2

}∣∣∣ < µ
}
∈ F (I2) .

So{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − L∥+0 ≥ λ
}∣∣∣ < µ

}
∈ F (I2) ,
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and hence{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − L∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2.

This implies that w → L (DS (I2) (FN)), thereby completing the proof of the
theorem. □

Theorem 6. If a double sequence (wuv) is strongly I2-deferred Cesàro summable
to w ∈ X, then this sequence is I2-deferred statistical convergent to w ∈ X. Also,
the inclusion DC1 [I2] (FN) ⊆ DS (I2) (FN) is strict.

Proof. Suppose that wuv
DC1[I2](FN)→ w. For each λ > 0, we can express

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0 ≥
vα,lβ∑

u=tα+1
v=kβ+1

∥wuv−w∥+
0 ≥λ

∥wuv − w∥+0

≥ λ
∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}∣∣∣ ,
and therefore, we have

1

λ

1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0 ≥ 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ .

For every µ > 0 we obtain{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}

⊆

{
(α, β) ∈ N2 : 1

ραϕβ

∑vα,lβ
u=tα+1
v=kβ+1

∥wuv − w∥+0 ≥ λµ

}
∈ I2.

Thus, we get wuv
DS(I2)(FN)→ w.

To show the strictness of the inclusion, choose vα = α, tα = 0 and lβ = β, kβ = 0
define a sequence (wuv) by

wuv =

{√
pq, u = p2, v = q2

0, u ̸= p2, v ̸= q2.

Then, for every λ > 0, we have

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − 0∥+0 ≥ λ
}∣∣∣ ≤ √

pq

pq
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and for any µ > 0 we get{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − 0∥+0 ≥ λ
}∣∣∣ ≥ µ

}
⊆

{
(α, β) ∈ N2 :

√
pq

pq ≥ µ
}
.

As the set on the right-hand side is finite and thus falls within I2, it implies that
DS (I2) (FN)− limwuv = 0. On the other hand

1

ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − 0∥+0 =
[
√
pq][

√
pq]

pq
→ 1.

Then(α, β) ∈ N2 : 1
ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − 0∥+0 ≥ 1


=

{
(α, β) ∈ N2 :

√
pq

pq ≥ 1
}
= {(m,n) , (m+ 1, n+ 1) , (m+ 2, n+ 2) , . . .}

for some m,n ∈ N which belongs to F(I2), since I2 is admissible. So wuv ↛
0 (DC1 [I2] (FN)). □

Corollary 1. If wuv
I2(FN)→ w, then wuv

DS(I2)(FN)→ w.

The converse of Theorem 6 is not generally valid. To illustrate this point, we

can consider the following example by choosing I2 = If
2 (the ideal of density zero

sets of N ).

Example 4. Consider X = R2 and let (wuv) denote a double sequence defined as
follows:

wuv :=


u2v2; vα −

[∣∣√ρα
∣∣] < u ≤ vα,

lβ −
[∣∣√ϕβ

∣∣] < v ≤ lβ ,
0; otherwise.

(u, v) ∈ N2,

This sequence is unbounded. Additionally, it is I2-deferred statistical convergent to
w = 0 with respect to the fuzzy norm X, but it is not strongly I2-deferred Cesàro
summable with respect to the fuzzy norm X.

Theorem 7. If a double sequence (wuv) ∈ L2
∞ is I2-deferred statistical convergent

to w ∈ X with respect to the fuzzy norm X, then this sequence is also strongly
I2-deferred Cesàro summable to the same limit.
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Proof. Suppose that (wuv) ∈ L2
∞ and wuv

DS(I2)(FN)→ w. Let (wuv) ∈ L2
∞. There-

fore, there exists U > 0 such that ∥wuv − w∥+0 ≤ U for all (u, v) ∈ N2. For each
λ > 0, we have

1
ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0

= 1
ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv−w∥+
0 ≥λ

∥wuv − w∥+0 + 1
ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv−w∥+
0 <λ

∥wuv − w∥+0

≤ U
ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣+ λ.

So, for all µ > 0 we get(α, β) ∈ N2 : 1
ραϕβ

vα,lβ∑
u=tα+1
v=kβ+1

∥wuv − w∥+0 ≥ µ


⊆

{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

U

}
∈ I2.

As a result, we get wuv
DC1[I2](FN)→ w. □

By Theorem 6 and Theorem 7, we obtain the following corollary.

Corollary 2. L2
∞ ∩DC1 [I2] (FN) = L2

∞ ∩DS (I2) (FN) .

Theorem 8. Let
(

tα
ρα

)
and

(
kβ

ϕβ

)
be bounded, then

wuv
S(I2)(FN)→ w ⇒ wuv

DS(I2)(FN)→ w.

Proof. To begin, given that
(

tα
ρα

)
is bounded, there exists exists a positive value

σ > 0 such that tα
ρα

< σ for all α ∈ N. Therefore, we express this as:

tα
ρα

< σ ⇒ ρα
vα

>
1

1 + σ
.

Likewise, for each κ ∈ N, we can derive the following inequalities

kβ
ϕβ

< κ ⇒
ϕβ

lβ
>

1

1 + κ
.
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Assume that wuv
S(I2)(FN)→ w. For each λ > 0, we have{

(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}

⊆
{
(u, v) : u ≤ vα, v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
,

and so

1
ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣

≤ vαlβ
ραϕβ

1
vαlβ

∣∣∣{(u, v) : u ≤ vα, v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ .

Thus, for any positive value µ > 0 we obtain{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
⊆

{
(α, β) ∈ N2 : 1

vαlβ

∣∣∣{(u, v) : u ≤ vα, v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

(1+σ)(1+κ)

}
.

As a result, we get wuv
DS(I2)(FN)→ w. □

We will examine the following theorems under the given constraints:

tα ≤ t′α < v′α ≤ vα and kβ ≤ k′β < l′β ≤ lβ

for all α, β ∈ N, where each of these represents sequences of non-negative integers.

Theorem 9. If
(

ραϕβ

ρ′
αϕ′

β

)
is bounded, then

DS (I2) (FN)[ρ,ϕ] ⊆ DS (I2) (FN)[ρ′,ϕ′] .

Proof. To begin, given that
(

ραϕβ

ρ′
αϕ′

β

)
is bounded, there exists an ϖ > 0 such

that
ραϕβ

ρ′
αϕ′

β
< ϖ for all α, β ∈ N. Assuming (wuv) ∈ DS (I2) (FN)[ρ,ϕ] and

wuv

DS(I2)(FN)[ρ,ϕ]→ w. For any λ > 0 since{
(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ

}
⊆

{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
,

we can express

1
ρ′
αϕ′

β

∣∣∣{(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

≤ ραϕβ

ρ′
αϕ′

β

(
1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣)

So, for each µ > 0 we obtain{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
⊆

{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

ϖ

}
.
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Thus, we get wuv

DS(I2)(FN)[ρ′,ϕ′]→ w. As a result,

DS (I2) (FN)[ρ,ϕ] ⊆ DS (I2) (FN)[ρ′,ϕ′] .

□

Theorem 10. If the sets {u : tα < u ≤ t′α} , {u : v′α < u ≤ vα} ,
{
v : kβ < v ≤ k′β

}
,{

v : l′β < v ≤ lβ

}
are finite for every α, β ∈ N, then

DS (I2) (FN)[ρ′,ϕ′] ⊆ DS (I2) (FN)[ρ,ϕ] .

Proof. Let (wuv) ∈ DS (I2) (FN)[ρ′,ϕ′] and wuv

DS(I2)(FN)[ρ′,ϕ′]→ w. Then, for all

λ, µ > 0 we have{
(α, β) ∈ N2 :

1

ρ′αϕ
′
β

∣∣∣{(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2.

Additionally, for each λ > 0, since{
(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
=

{
(u, v) : tα < u ≤ t′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : tα < u ≤ t′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : tα < u ≤ t′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : t′α < u ≤ v′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : t′α < u ≤ v′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : v′α < u ≤ vα, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : v′α < u ≤ vα, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ

}
∪
{
(u, v) : v′α < u ≤ vα, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ

}
,

we have
1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣

≤ 1

ρ′αϕ
′
β

∣∣∣{(u, v) : tα < u ≤ t′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : tα < u ≤ t′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : tα < u ≤ t′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣
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+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : t′α < u ≤ v′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : t′α < u ≤ v′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : v′α < u ≤ vα, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : v′α < u ≤ vα, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣

+
1

ρ′αϕ
′
β

∣∣∣{(u, v) : v′α < u ≤ vα, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ,

and hence, for all µ > 0{
(α, β) ∈ N2 : 1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
⊆

{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : tα < u ≤ t′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : tα < u ≤ t′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : tα < u ≤ t′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : t′α < u ≤ v′α, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : t′α < u ≤ v′α, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : t′α < u ≤ v′α, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : v′α < u ≤ vα, kβ < v ≤ k′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : v′α < u ≤ vα, k′β < v ≤ l′β , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∪
{
(α, β) ∈ N2 : 1

ρ′
αϕ′

β

∣∣∣{(u, v) : v′α < u ≤ vα, l′β < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
.

If the sets {u : tα < u ≤ t′α}, {u : v′α < u ≤ vα},
{
v : kβ < v ≤ k′β

}
,
{
v : l′β < v ≤ lβ

}
are all finite for every α, β ∈ N within the given expression, based on the assump-
tion, we conclude{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{(u, v) : tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2,

This indicates that wuv

DS(I2)(FN)[ρ,ϕ]→ w and (wuv) ∈ DS (I2) (FN)[ρ,ϕ]. Hence,

DS (I2) (FN)[ρ′,ϕ′] ⊆ DS (I2) (FN)[ρ,ϕ]. □

Based on Theorem 6, Theorem 7, Theorem 9 and Theorem 10, we derive the
following corollary.
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Corollary 3. (i) Assuming that
(

ραϕβ

ρ′
αϕ′

β

)
is bounded. If a double sequence (wuv) is

DC1 [I2] (FN)[ρ,ϕ]-summable to w ∈ X with respect to the fuzzy norm X, then this

sequence is also DS (I2) (FN)[ρ′,ϕ′]-convergent to w ∈ X.

(ii) Let the sets {u : tα < u ≤ t′α}, {u : v′α < u ≤ vα},
{
v : kβ < v ≤ k′β

}
,
{
v : l′β < v ≤ lβ

}
are finite for all α, β ∈ N. If a double sequence (wuv) ∈ L2

∞ is DS (I2) (FN)[ρ′,ϕ′]-

convergent to w ∈ X with respect to the fuzzy norm X, then this sequence is
DC1 [I2] (FN)[ρ,ϕ]-summable to w ∈ X.

Now, we will examine the notions of I2-deferred statistical limit points and I2-
deferred statistical cluster points of a double sequence of fuzzy numbers, expanding
upon the concepts previously discussed regarding a sequence of fuzzy numbers. Ad-
ditionally, attention will be directed towards significant fundamental characteristics
pertaining to the set of all I2-deferred statistical cluster points and the set of all
I2-deferred statistical limit points of a double sequence of fuzzy numbers, and an
exploration of the relationship between them will be conducted.

Definition 16. An element w0 ∈ X is termed an I2-deferred statistical limit point
of double sequence (wuv) with respect to the fuzzy norm X if, for each λ > 0 there
exists a set

U = {(u1, v1) < (u2, v2) < ... < (ur, vs) < ...} ⊂ N2

such that U /∈ I2 and DSt2 (FN)− limwur,vs = w0.
The notation IFN

2 − S (Λw) represents the set comprising all I2-deferred statis-
tical limit point of a double sequence (wuv).

Theorem 11. If DS (I2) (FN)− limwuv = w0, then IFN
2 − S (Λw) = {w0} .

Proof. Given that DS (I2) (FN)− limwuv = w0, for each λ, µ > 0, the set

T =

{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ I2,

where I2 is an admissible ideal.
Let’s assume that IFN

2 − S (Λw) includes q0 distinct from w0, that is, q0 ∈
IFN
2 −S (Λw). Therefore, there exists a U ⊂ N2 such that U /∈ I2 and DSt2 (FN)−

limwur,vs = q0.
Let

P =

{
(α, β) ∈ M :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − q0∥+0 ≥ λ
}∣∣∣ ≥ µ

}
.

So, P is a finite set, implying that P ∈ I2. So

P c =

{
(α, β) ∈ M :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − q0∥+0 ≥ λ
}∣∣∣ < µ

}
∈ F (I2) .
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Let T1 be defined as follows:

T1 =

{
(α, β) ∈ M :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ ≥ µ

}
.

So T1 ⊂ T ∈ I2, i.e., T c
1 ∈ F (I2). Therefore, T c

1 ∩ P c ̸= ∅, since T c
1 ∩ P c ∈ F (I2).

Suppose (i, j) ∈ Kc
1 ∩ P c and let λ :=

∥w0−q0∥+
0

3 > 0. Then

1
ρiϕj

∣∣∣{ti < u ≤ vi, kj < v ≤ lj , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ < µ and

1
ρiϕj

∣∣∣{ti < u ≤ vi, kj < v ≤ lj , ∥wuv − q0∥+0 ≥ λ
}∣∣∣ < µ,

which means, for the maximum ti < u ≤ vi, kj < v ≤ lj we have ∥wuv − w0∥+0 < λ

and ∥wuv − q0∥+0 < λ for a very small µ > 0. Therefore, we need to obtain{
ti < u ≤ vi, kj < v ≤ lj , ∥wuv − w0∥+0 < λ

}
∩
{
ti < u ≤ vi, kj < v ≤ lj , ∥wuv − q0∥+0 < λ

}
̸= ∅,

which leads to a contradiction, as the neighborhoods of w0 and q0 are disjoint.
Thus, IFN

2 − S (Λw) = {w0} . □

Definition 17. An element w0 is considered as I2-deferred statistical cluster point
of a double sequence w = (wuv) if, for each λ, µ > 0, the set{

(α, β) ∈ N2 :
1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ < µ

}
/∈ I2.

IFN
2 −S (Γw) represents the set of all I2-deferred statistical cluster point of a double

sequence (wuv) .

Theorem 12. For any double sequence (wuv),

IFN
2 − S (Λw) ⊆ IFN

2 − S (Γw) .

Proof. Let w0 ∈ IFN
2 − S (Λw). In that case, there is a set

U = {(u1, v1) < (u2, v2) < ... < (ur, vs) < ...} ⊂ N2

such that U /∈ I2 and DSt2 (FN)− limwur,vs = w0. So, we have

lim
α,β→∞

1

ραϕβ

∣∣∣{tα < ur ≤ vα, kβ < vs ≤ lβ , ∥wur,vs − w0∥+0 ≥ λ
}∣∣∣ = 0.

Take µ > 0, so there is n0 ∈ N such that for m,n > n0 we obtain

1

ρmϕn

∣∣∣{tm < ur ≤ vm, kn < vs ≤ ln, ∥wur,vs − w0∥+0 ≥ λ
}∣∣∣ < µ.

Let

K =

{
(m,n) ∈ N2 :

1

ρmϕn

∣∣∣{tm < ur ≤ vm, kn < vs ≤ ln, ∥wur,vs − w0∥+0 ≥ λ
}∣∣∣ < µ

}
.
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In addition, we get

K ⊃ U⧹ {(u1, v1) , (u2, v2) , ..., (un0
, vn0

)} .
Given that I2 is an admissible ideal and U /∈ I2, therefore K /∈ I2. Consequently,
according to the definition of an I2-deferred statistical cluster point w0 ∈ IFN

2 −
S (Γw). This concludes the proof. □

Theorem 13. If w = (wuv) and q = (quv) are two double sequences such that{
(u, v) ∈ N2 : wuv ̸= quv

}
∈ I2,

then
(i) IFN

2 − S (Λw) = IFN
2 − S (Λq) .

(ii) IFN
2 − S (Γw) = IFN

2 − S (Γq) .

Proof. (i) Let w0 ∈ IFN
2 −S (Λw). As per the definition, there exists a set U ⊆ N2,

arranged as

U = {(u1, v1) < (u2, v2) < ... < (ur, vs) < ...} ⊂ N2

such that U /∈ I2 and DSt2 (FN)− limwur,vs = w0. Since

{(u, v) ∈ U : wuv ̸= quv} ⊆
{
(u, v) ∈ N2 : wuv ̸= quv

}
∈ I2,

U ′ = {(u, v) ∈ U : wuv = quv} /∈ I2 and U ′ ⊆ U .

Thus, the fact that DSt2 (FN)− lim qu′
r,v

′
s
= w0 implies that w0 ∈ IFN

2 − S (Λq),

and consequently
IFN
2 − S (Λw) ⊆ IFN

2 − S (Λq) .

By symmetry,
IFN
2 − S (Λq) ⊆ IFN

2 − S (Λw) .

Hence, we obtain
IFN
2 − S (Λw) = IFN

2 − S (Λq) .

(ii) Let w0 ∈ IFN
2 − S (Γw). So, according to the definition for each λ, µ > 0, we

have

K =

{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥wuv − w0∥+0 ≥ λ
}∣∣∣ < µ

}
/∈ I2.

Let

T =

{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥quv − w0∥+0 ≥ λ
}∣∣∣ < µ

}
.

We have to prove that T /∈ I2. Suppose that T ∈ I2, So

T c =

{
(α, β) ∈ N2 :

1

ραϕβ

∣∣∣{tα < u ≤ vα, kβ < v ≤ lβ , ∥quv − w0∥+0 ≥ λ
}∣∣∣ ≥ µ

}
∈ F (I2) .

According to the hypothesis,

P =
{
(u, v) ∈ N2 : wuv = quv

}
∈ F (I2) .
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Hence, T c ∩ P ∈ F (I2). Furthermore, it’s evident that T c ∩ P ⊆ Kc ∈ F (I2),
implying K ∈ I2, which contradicts the initial assumption. Therefore, T /∈ I2 and
thus the desired result is achieved. □

5. Conclusion

In conclusion, this study has advanced the understanding of convergence in
FNS by introducing the novel concepts of I2-deferred Cesàro summability and
I2-deferred statistical convergence for double sequences. Through rigorous investi-
gation, we have uncovered significant connections between these concepts and have
established several theorems elucidating the notion of I2-deferred statistical con-
vergence in FNS for double sequences. Moreover, we have defined and explored the
properties of I2-deferred statistical limit points and I2-deferred statistical cluster
points within the context of FNS, providing valuable insights into their relation-
ships. These findings not only contribute to the theoretical framework of conver-
gence in FNS but also pave the way for future research directions and applications
in related fields.
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Abstract. In this article, we consider the definition of the Fibonacci poly-

nomial sequence with the second-order linear recurrence relation, where co-
efficients and initial conditions depend on the variable t. And then, we in-

troduce the functional binomial matrix depending on the coefficients of the

second-order linear recurrence relation. In the following, we study the spectral
properties of the functional binomial matrix using the Fibonacci polynomial

sequence and we obtain a diagonal decomposition for it using the Vandermunde

matrix. Finally, by applying some linear algebra tools we obtain a number of
combinatorial identities involving the Fibonacci polynomial sequence.

1. Introduction

The Fibonacci sequence and the Lucas sequence are among the most well-known
second-order linear recurrence sequences that are of particular importance in num-
ber theory and combinatorics (see [17]):

Fn = Fn−1 + Fn−2, F0 = 0, F1 = 1, (1)

Ln = Ln−1 + Ln−2, L0 = 2, L1 = 1. (2)

Usually, second-order linear recurrence relations are generalized with two ideas, first
by preserving the recurrence relation and second by preserving the initial conditions.
The most prominent examples of Fibonacci-Like sequences are given as follows:

• The Jacobsthal sequence [11] is defined by the recurrence relation

Jn = Jn−1 + Jn−2 (n ≥ 2), J0 = 1, J1 = 1. (3)
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• The Jacobsthal-Lucas sequence [11] is defined by the recurrence relation

jn = jn−1 + 2jn−2 (n ≥ 2), j0 = 2, j1 = 1. (4)

• Singh et al. [26] defined Fibonacci-Like sequence

Sn = Sn−1 + Sn−2 (n ≥ 2), S0 = 2, S1 = 2. (5)

• Horadam [11], Kalman [14], Stanimirović [27] and Gupta [10] generalized
the Fibonacci sequence by considering a new initial condition and a new
recurrence relation:

Fn = AFn−1 +BFn−2 (n ≥ 2), F0 = a, F1 = b, (6)

where A,B, a and b are positive integers.

A natural way to generalize the Fibonacci sequence is to use the Fibonacci poly-
nomials. For over a century, both Fibonacci and Lucas polynomials have appeared
in the literature in the study of several subjects such as algebra, geometry, com-
binatorics, approximation theory, statistics, and number theory [23]. Fibonacci
polynomials were studied in 1883 by Catalan and Jacobsthal [8, 13]. Many works
dealt with different properties of these polynomials and their applications. Fi-
bonacci polynomials appear in different frameworks. Fibonacci polynomials are
special cases of Chebyshev polynomials and have been studied on a more advanced
level by many mathematicians. Large classes of Fibonacci-Like polynomials can
be defined with the help of recurrence relations and the properties of the resulting
Fibonacci numbers can be studied [17].
The most prominent examples of Fibonacci polynomials sequences are given as
follows:

• The polynomials Fn(t) studied by Catalan [8] are defined by the recurrence
relation:

Fn(t) = tFn−1(t) + Fn−2(t) (n ≥ 2), F0(t) = 1, F1(t) = t. (7)

• The Fibonacci polynomials studied by Jacobsthal [13] were defined by

Jn(t) = Jn−1(t) + tJn−2(t) (n ≥ 2), J0(t) = 1, J1(t) = 1. (8)

• The Pell polynomials [12] are defined by

Pn(t) = 2tPn−1(t) + Pn−2(t) (n ≥ 2), P0(t) = 0, P1(t) = 1. (9)

• The Lucas polynomials [5] are defined by

Ln(t) = tLn−1(t) + Ln−2(t) (n ≥ 2), L0(t) = 2, L1(t) = t. (10)

Many authors have studied Fibonacci polynomials with different ideas [4,19,21,22,
26]. But recently Kaygisiz and Sahin [15] have presented new generalizations of Lu-
cas numbers with matrix representation using generalized Lucas polynomials. Also,
Lee and Asci [18] have defined a new generalization of Fibonacci polynomial called
(A,B)-Fibonacci polynomial with the help of Pascal matrix. They obtain combina-
torial identities and, using Riordan’s method, obtain Pascal matrix factorizations
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including (A,B)-Fibonacci polynomials. In this paper, we present generalization
of the Fibonacci and Lucas polynomials by changing the initial terms and the re-
currence relation.
In [7], Carlits (for a = b = 1) and in [1], Akkuse studied the (n + 1) × (n + 1)

matrix Bn =
[
ai+j−nbn−j

(
i

n−j

)]
0≤i,j≤n

, and derived many interesting results on

spectral and powers of these matrices. In this paper, introducing a generalized
functional matrix Bn[x(t), y(t)] which call it the generalized functional binomial
matrix of two variables x(t) and y(t) (both variables are dependent on t), we find
the eigenvalues, eigenvectors and characteristic polynomial of it. We also obtain a
decomposition for the matrix Bn[x(t), y(t)] and some identities for the polynomials
Fibonacci sequence.

Definition 1. The functional binomial matrix of two variables of order (n+ 1)×
(n+ 1) is defined by

Bn[x(t), y(t)] =

[
x(t)i+j−ny(t)n−j

(
i

n− j

)]
0≤i,j≤n

. (11)

Example 1. The functional binomial matrix of two variables of order 4 × 4 is as
follows

B3[x(t), y(t)] =


0 0 0 1

0 0 y(t) x(t)

0 y(t)2 2x(t)y(t) x(t)2

y(t)3 3y(t)2x(t) 3y(t)x(t)2 x(t)3

 .

In the following lemma, we can easily obtain a decomposition for the functional
binomial matrix of two variables, considering Bn[x(t), 1] = Bn[x(t)].

Lemma 1.
Bn[x(t), y(t)] = Bn[x(t)]diag

(
y(t)n, · · · , y(t), 1

)
.

For finding B−1
n [x(t), y(t)], it is enough to find B−1

n [x(t)]. Now, consider the

matrix Ĩ = [δi,n−j ]0≤i,j≤n, where δi,n−j is the Kronecker delta. It is easy to see

that Bn[x(t)] = Pn[x(t)]Ĩn+1, where Pn[x(t)] =
[(

i
j

)
x(t)i−j

]
0≤i,j≤n

is the Pascal

matrix with one variable, has the following properties (see [2, 3, 6, 16]):

(1) Pn[x(t)]Pn[y(t)] = Pn[x(t) + y(t)],
(2) Pn[x(t)]Pn[−x(t)] = Pn[0] = In+1 namely P−1

n [x(t)] = Pn[−x(t)].

Therefore

B−1
n [x(t)] = ĨPn[−x(t)] =

[(
n− i

j

)
(−x(t))n−i−j

]
0≤i,j≤n

.

According to above topics, we present the inverse of the functional binomial matrix

of two variables as follows B−1
n

[
x(t), y(t)

]
=
[
(−x(t))n−i−j(y(t))i−n

(
n−i
j

)]
0≤i,j≤n

.
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Example 2.

B−1
4 [x(t), y(t)] =


0 0 0 1

0 0 y(t) −x(t)

0 y(t)2 −2x(t)y(t) x(t)2

y(t)3 −3y(t)2x(t) 3y(t)x(t)2 −x(t)3

 .

2. The generalized Fibonacci polynomial and the functional binomial
matrix

According to relations (1)-(5), a natural and general definition (6) can be pre-
sented, where coefficients and initial conditions are positive integers. Now, with
the same idea and according to the recurrence relations (8)-(10), the following gen-
eral definition can be presented, where the coefficients of the recursive and initial
relation are considered as polynomials with integer coefficients.

Definition 2. Let A(t), B(t), a(t) and b(t) be polynomials with integer coefficients.
The generalized Fibonacci polynomials

{
Fn

(
a(t), b(t);A(t), B(t)

)}
n≥0

(we shall of-

ten drop the argument
(
a(t), b(t);A(t), B(t)

)
and simply write

{
Fn(t)

}
n≥0

are de-

fined by the recurrence relation

Fn(t) = A(t)Fn−1(t) +B(t)Fn−2(t) (n ≥ 2), (12)

F0(t) = a(t), F1(t) = b(t). (13)

For easy notation, we shall sometimes write A,B, a, b for A(t), B(t), a(t) and
b(t). We display some special cases of the sequence

{
Fn(t)

}
n≥0

, in Table 1.

Table 1. Some special cases of
{
Fn(t)

}
n≥0

Polynomial Type Fn

(
a, b;A,B

)
A(t) B(t) a(t) b(t)

generalized Fibonacci Fn(t) t 1 1 t
generalized Lucas Ln(t) t 1 2 t
generalized Pell Pn(t) 2t 1 0 1
Jacobsthal Jn(t) 1 t 1 1
1st kind Chebyshev Tn(t) 2t -1 1 t
2nd kind Chebyshev Un(t) 2t -1 1 2t
3th kind Chebyshev Vn(t) 2t -1 1 2t− 1
4th kind Chebyshev Wn(t) 2t -1 1 2t+ 1
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Theorem 1. The non-degenerated second-order recurrent sequence Fn(t), defined
in (12), satisfies the following generalization of the Binet formula

Fn(t) =

(
b− aβ

α− β

)
αn +

(
aα− b

α− β

)
βn (n ≥ 0), (14)

where α and β are the roots of the characteristic equation λ2 −Aλ−B = 0.

Corollary 1. For a = 0 and b ̸= 0, we have

Fn(t) =
b
(
αn − βn

)
α− β

(n ≥ 0), (15)

and for a ̸= 0 and b = 0, we have

Fn(t) =
−aαβ

(
αn−1 − βn−1

)
α− β

(n ≥ 0), (16)

and also for b = ka where k is a non-zero fixed number, we have

Fn(t) =
a
[
αn − βn − kαβ

(
αn−1 − βn−1

)]
α− β

(n ≥ 0). (17)

Corollary 2. For n ≥ 1 and k ≥ 0, we have

Fk(n+1)(t) = AkFkn(t)− (−B)kFk(n−1)(t),

where Ak satisfy Ak+1 = AAk +BAk−1 with the boundary conditions A0 = 2 and
A1 = A.

Proof. By the Binet formula (14) and since Ak = αk + βk and αβ = −B, we have

AkFkn(t)− (−B)kFk(n−1)(t) =

=
(
αk + βk

)[(b− aβ

α− β

)
αkn +

(
aα− b

α− β

)
βkn

]
−
(
αβ
)k[(b− aβ

α− β

)
αk(n−1) +

(
aα− b

α− β

)
βk(n−1)

]
=

(
b− aβ

α− β

)
αk(n+1) +

(
aα− b

α− β

)
βk(n+1)

= Fk(n+1)(t).

□

The following theorem is the main result of this paper which gives the relation
of the characteristic polynomial of the generalized binomial matrix of two variables
Bn[A,B] with the generalized Fibonacci sequence

{
Fn(t)

}
n≥0

.

Theorem 2. If
(
Fℓ(t)

n−i(t)F i
ℓ+1(t)

)
0≤i≤n

be a column vector of (n+1)-dimension,

then

Bn[A,B]
(
Fℓ(t)

n−iF i
ℓ+1(t)

)
0≤i≤n

=
(
Fn−i
ℓ+1 (t)F

i
ℓ+2(t)

)
0≤i≤n

. (18)
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Proof. Let Bn[A,B]
(
Fn−i
ℓ (t)F i

ℓ+1(t)
)
0≤i≤n

= [ai], we have

ai =

n∑
k=0

(
i

n− k

)
Ai+k−nBn−kFn−k

ℓ (t)F k
ℓ+1(t)

= Fn−i
ℓ+1 (t)

n∑
k=n−i

(
i

n− k

)(
BFℓ(t)

)n−k(
AFℓ+1(t)

)i+k−n
,

which substituting r = k − n+ i, we obtain

ai = Fn−i
ℓ+1 (t)

i∑
r=0

(
i

r

)(
BFℓ(t)

)i−r(
AFℓ+1(t)

)r
= Fn−i

ℓ+1 (t)
(
BFℓ(t) +AFℓ+1(t)

)i
= Fn−i

ℓ+1 (t)F
i
ℓ+2(t).

□

Example 3.

B3[A,B]
(
F 3−i
ℓ (t)F i

ℓ+1(t)
)
0≤i≤3

=


0 0 0 1

0 0 B A

0 B2 2AB A2

B3 3B2A 3BA2 A3




F 3
ℓ (t)

F 2
ℓ (t)Fℓ+1(t)

Fℓ(t)F
2
ℓ+1(t)

F 3
ℓ+1(t)



=


F 3
ℓ+1(t)

F 2
ℓ+1(t)Fℓ+2(t)

Fℓ+1(t)F
2
ℓ+2(t)

F 3
ℓ+2(t)

 .

Corollary 3.

Fn−i
ℓ+1 (t)F

i
ℓ+2(t) =

∑
i1,··· ,iℓ

(
i

n− i1

)(
i1

n− i2

)
· · ·
(

iℓ+1

n− iℓ

)
Ai+iℓ−nℓ+2

∑ℓ−1
r=1 irBnℓ−

∑ℓ
r=1 iran−iℓbiℓ .

Proof. By induction on ℓ and using (18), we have

Bℓ
n[A,B]

(
an−ibi

)
0≤i≤n

=
(
Fn−i
ℓ+1 (t)F

i
ℓ+2(t)

)
0≤i≤n

.

Now, if we consider the i-th rows, we get

Fn−i
ℓ+1 (t)F

i
ℓ+2(t) =

(
Bℓ
n[A,B]

(
an−sbs

)n
s=0

)
i
=

∑
i1,··· ,iℓ

ai,i1 · · · aiℓ−1,iℓa
n−iℓbiℓ
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=
∑

i1,··· ,iℓ

(
i

n− i1

)(
i1

n− i2

)
· · ·
(

iℓ−1

n− iℓ

)
Ai+iℓ−nℓ+2

∑ℓ−1
r=1 irBnℓ−

∑ℓ
r=1 iran−iℓbiℓ .

□

The matrix
[
Fn−i
j (t)F i

j+1(t)
]
0≤i,j≤n

is invertible.

Proof. If we divide the j-th column by Fn
j+1(t), we obtain the Vandermonde matrix[(

Fj(t)
Fj+1(t)

)n−i
]
which has nonzero determinant. □

Theorem 3. For the sequence
{
Fn(t)

}
n≥0

and k ≥ 2, we have(
xFk(t) +BFk−1(t)

)r(
xFk+1(t) +BFk(t)

)n−r

=
∑

r0,r1,··· ,rk

(
r

r0

)(
n− r

r1

)
· · ·
(
n− rk−1

rk

)
A(k−1)n−r0−r1−2

∑k
ℓ=2 rℓ−rk+1

×B
∑k

ℓ=0 rℓar0br−r0+r1
(
Ab+Ba

)n−r1−r
xn−rk . (19)

Proof. Using the binomial expansion, we have(
xF1(t) +BF0(t)

)r(
xF2(t) +BF1(t)

)n−r

=
∑
r0,r1

(
r

r0

)(
n− r

r1

)
Br0+r1ar0br−r0+r1

(
Ab+Ba

)n−r1−r
xn−r0−r1 . (20)

For all integers k ≥ 2, we prove equality (19) by induction. For k = 2, in (20),
we replace x by A + Bx−1 and multiply the result by xn, and the conclusion is
obtained. Assuming that (19) holds for the value k, we replace x by A+Bx−1 and
multiply the result by xn. The left side of the formula is as follows(

AFk(t)x+BFk−1(t)x+BFk(t)
)r(

AFk+1(t)x+BFk(t)x+BFk+1(t)
)n−r

=
(
Fk+1(t)x+BFk(t)

)r(
Fk+2(t)x+BFk+1(t)

)n−r
,

the right side of the formula is as follows∑
r0,r1,··· ,rk+1

(
r

r0

)(
n− r

r1

)
· · ·
(
n− rk−1

rk

)(
n− rk
rk+1

)
×Akn−r0−r1−2

∑k
ℓ=2 rℓ−rk+1B

∑k+1
ℓ=0 rℓar0br−r0+r1

(
Ab+Ba

)n−r1−r
xn−rk+1 .

This evidently completes the proof of (19). □

Corollary 4. For k ≥ 2, we have(
xFk(t) +BFk−1(t)

)r(
xFk+1(t) +BFk(t)

)n−r
(21)

=
∑

r1,··· ,rk

(
n− r

r1

)
· · ·
(
n− rk−1

rk

)
A(k+1)n−2

∑k−1
ℓ=1 rℓ−rB

∑k
ℓ=1 rℓxn−rk ,
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where F0(t) = 0 and F1(t) = A.

Lemma 2. For all k ≥ 1, we have

tr
(
Bk
n[A,B]

)
=

Fk(n+1)(t)

Fk(t)
, (22)

where F0(t) = 0 and F1(t) = A.

Proof. We multiply (21) by xr and sum over r. This gives
n∑

r=0

xr
(
xFk(t) +BFk−1(t)

)r(
xFk+1(t) +BFk(t)

)n−r
(23)

=
∑

r,r1,··· ,rk

(
n− r

r1

)
· · ·
(
n− rk−1

rk

)
A(k+1)n−2

∑k−1
ℓ=1 rℓ−rB

∑k
ℓ=1 rℓxn−rk+r.

The coefficient of xn on the right of (23) is tr
(
Bk
n[A,B]

)
and the coefficient of xn

on the left of (23) is∑
r+s+u=n

(
r

s

)(
n− r

u

)(
BFk−1(t)

)r−s(
Fk(t)

)s(
BFk(t)

)n−r−u(
Fk+1(t)

)u
=

∑
r+s≤n

Br

(
r

s

)(
n− r

s

)
F r−s
k−1 (t)F

2s
k (t)Fn−r−s

k+1 (t) = ckn.

Then
∞∑

n=0

cknx
n =

∞∑
r,s=0

(
r

s

)
BrF r−s

k−1 (t)F
2s
k (t)xr+s

∑
n=r+s

(
n− r

s

)(
Fk+1(t)x

)n−r−s

=

∞∑
r,s=0

Br

(
r

s

)
F r−s
k−1 (t)F

2s
k (t)xr+s

(
1− Fk+1(t)x

)−s−1

=

∞∑
s=0

BsF 2s
k (t)

(
1− Fk+1(t)x

)−s−1∑
r≥0

(
r

s

)(
Fk−1(t)x

)r+s

=

∞∑
s=0

BsF 2s
k (t)

(
1− Fk+1(t)x

)−s−1(
1− Fk−1(t)x

)−s−1

=
1(

1− Fk+1(t)x
)(
1−BFk−1(t)x

) × 1

1− BF 2
k (t)x

2(
1−Fk+1(t)x

)(
1−BFk−1(t)x

)
=

1(
1− Fk+1(t)x

)(
1−BFk−1(t)x

)
−BF 2

k (t)x
2
.

Here by the Binet formula (15), we have
∞∑

n=0

cknx
n =

1

1−
(
αk + βk

)
x+ (αβ)kx2
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=
1(

1− αkx
)(
1− βkx

)
=

1

αk − βk

(
αk

1− αkx
− βk

1− βkx

)
.

It follows that

ckn =
αk(n+1) − βk(n+1)

αk − βk
=

Fk(n+1)(t)

Fk(t)
.

□

Theorem 4. The eigenvalues of Bn[A,B] are

αn, αn−1β, · · · , αβn−1, βn,

and the characteristic polynomial of Bn[A,B] is

χn(τ) =

n∏
i=0

(
τ − αiβn−i

)
.

Proof. Let χn+1(τ) = det
(
τIn+1 − Bn[A,B]

)
and λ0, λ1, · · · , λn denote the eigen-

values of Bn[A,B]. Then by Lemma 2,

χ′
n+1(τ)

χn+1(τ)
=

n∑
k=0

1

τ − λℓ
=

∞∑
k=0

τ−k−1
k∑

j=0

λk
j

=

∞∑
k=0

τ−k−1tr
(
Bℓ
n[A,B]

)
=

∞∑
k=0

τ−k−1Fk(n+1)(t)

Fk(t)

=

∞∑
k=0

τ−k−1α
k(n+1) − βk(n+1)

αk − βk
=

∞∑
k=0

τ−k−1
n∑

j=0

αjkβ(n−j)k

=

n∑
j=0

1

τ − αjβn−j
.

It follows that

χn+1(τ) =
n∏

j=0

(
τ − αjβn−j

)
.

□

Theorem 5. For a = 0 and b ̸= 0, we have

χn+1(τ) =

n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

τn+1−ℓ,
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where
[
n+1
ℓ

]
Fn(t)

is defined as[
n+ 1

ℓ

]
Fn(t)

=

 1, ℓ = 0, n+ 1;

Fn+1(t)Fn(t)···Fn−ℓ+2(t)
F1(t)F2(t)···Fℓ(t)

, 0 < ℓ < n+ 1.

Proof. We use the following identity (see [20])

n∏
j=0

(1− qjτ) =

n+1∑
ℓ=0

(−1)ℓq
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
q

τ ℓ,

where
[
n+1
ℓ

]
q
is the q-binomial coefficient (Gaussian binomial), and is defined by[

m

r

]
q

=
(1− qm)(1− qm−1) · · · (1− qm−r+1)

(1− q)(1− q2) · · · (1− qr)
,

where m and r are non-negative integers. If r > m, this evaluates to 0 and for
r = 0,m, the value is 1.
Replacing q in the above equation by β

α and using the Binet formula (15), we have[
n+ 1

ℓ

]
q

= αℓ2−(n+1)ℓ

[
n+ 1

ℓ

]
Fn(t)

.

Therefore
n∏

j=0

(1− α−jβjτ) =

n+1∑
ℓ=0

(−1)ℓα
ℓ(ℓ−1)

2 β
ℓ(ℓ−1)

2 −nℓ

[
n+ 1

ℓ

]
Fn(t)

τ ℓ.

Substituting τ by αnτ−1 and using αβ = −B, we get

n∏
j=0

(τ − αn−jβj) =

n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

τn+1−ℓ,

which is the desired result. □

Example 4. The characteristic polynomials of χn+1(τ) for n = 0, 1, 2 are

χ1(τ) = τ − 1

χ2(τ) = τ2 −Aτ −B

χ3(τ) = τ3 − (B +A2)τ2 − (A2B +B2)τ +B3.

3. Diagonalization of the Functional Binomial Matrix

The results of this section are for a specific case of the recurrence relation (12)
with (13) for a(t) = 0, b(t) = 1 and coefficients A(t) and B(t) which are arbitrary
functions of t.
Let n ≥ 1 and Cn[A,B] be the companion matrix of the characteristic polynomial
χn(τ), where
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Cn[A,B] =
(
ci,j(A,B)

)
,

ci,i+1(A,B) = 1, i = 0, 1, · · · , n− 1;

cn,n−j(A,B) = −(−1)
(j+1)(j+2)

2 B
j(j+1)

2

[
n+1
j+1

]
Fn(t)

, j = 0, 1, · · · , n− 1;

ci,j(A,B) = 0, otherwise.

Rn[A,B] =
(
ri,j(A,B)

)
and Mn[A,B] =

(
mi,j(A,B)

)
, r0,j(A,B) = r1,j(A,B) = δn,j ,

ri,j(A,B) =
(
n
j

)(
BFi−1(t)

)n−j(
Fi(t)

)j
, i = 2, · · · , n, j = 0, 1, · · · , n, m0,j(A,B) = δn,j ,

mi,j(A,B) =
(
n
j

)(
BFi(t)

)n−j(
Fi+1(t)

)j
, i = 1, · · · , n, j = 0, 1, · · · , n.

Lemma 3. For every positive integer k, we have(
Bk
n[A,B]

)
nj

=

(
n

j

)(
BFk(t)

)n−j(
Fk+1(t)

)j
, j = 0, 1, · · · , n.

Proof. Let n be a fixed natural number. We will prove the assertion by induction
on k. The above equality is valid for k = 0. Now assume the results is valid for
k > 0. Then, since Bk+1

n [A,B] = Bk
n[A,B]Bn[A,B], we have(

Bk+1
n [A,B]

)
nj

=

n∑
i=0

(
Bk
n[A,B]

)
ni

(
Bn[A,B]

)
ij

=

n∑
i=0

(
n

i

)(
BFk(t)

)n−i(
Fk+1(t)

)i( i

n− j

)
Ai+j−nBn−j

=
(
BFk+1(t)

)n−j
n∑

i=0

(
n

n− j

)(
j

i+ j − n

)(
AFk+1(t)

)i−n+j(
BFk(t)

)n−i

=

(
n

j

)(
BFk+1(t)

)n−j
n∑

i=0

(
j

i+ j − n

)(
AFk+1(t)

)i+j−n(
BFk(t)

)n−i

=

(
n

j

)(
BFk+1(t)

)n−j
j∑

m=0

(
j

m

)(
AFk+1(t)

)m(
BFk(t)

)j−m

=

(
n

j

)(
BFk+1(t)

)n−j(
AFk+1(t) +BFk(t)

)j
=

(
n

j

)(
BFk+1(t)

)n−j(
Fk+2(t)

)j
.

□
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Theorem 6. Let F0(t) = 0 and F1(t) = 1. Then

n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

(
Fn−ℓ+1(t)

)n−j(
Fn−ℓ+2(t)

)j
= 0.

Proof. The characteristic polynomials of Bn[A,B] is

n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

τn+1−ℓ = 0.

Now by the Cayley-Hamilton Theorem [24], we get

n+1∑
k=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

Bn−ℓ+l
n [A,B] = 0, (24)

where 0 denotes the (n+1)× (n+1) zero matrix. So by Lemma 3 and substituting
this result into (24), we obtain

n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

(
Bn−ℓ+1
n [A,B]

)
nj

= 0.

Therefore
n+1∑
ℓ=0

(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

(
Fn−ℓ+1(t)

)n−j(
Fn−ℓ+2(t)

)j
= 0.

□

Theorem 7. Let a(t) = 0 and b(t) = 1. For all n, we have

Mn[A,B] = Cn[A,B]Rn[A,B] = Rn[A,B]Bn[A,B],

and so
Bn[A,B] = R−1

n [A,B]Cn[A,B]Rn[A,B].

Proof. At first, we prove Mn[A,B] = Cn[A,B]Rn[A,B]. In fact, multiplying the
first n rows of Cn[A,B] by Rn[A,B], clearly we get the first n rows of Mn[A,B].
For the last row, for each 0 ≤ j ≤ n, we have(
Cn[A,B]Rn[A,B]

)
nj

=

=

n∑
k=0

(
Cn[A,B]

)
n,n−k

(
Rn[A,B]

)
n−k,j

=

n∑
k=0

−(−1)
(k+1)(k+2)

2 B
k(k+1)

2

[
n+ 1

k + 1

]
Fn(t)

(
n

j

)(
BFn−k−1(t)

)n−j(
Fn−k(t)

)j
=

(
n

j

)
Bn−j

n+1∑
ℓ=1

−(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

(
Fn−ℓ(t))

n−j
(
Fn−ℓ+1(t)

)j
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=

(
n

j

)
Bn−j

((
Fn(t)

)n−j(
Fn+1(t)

)j
+

n+1∑
ℓ=0

−(−1)
ℓ(ℓ+1)

2 B
ℓ(ℓ−1)

2

[
n+ 1

ℓ

]
Fn(t)

(
Fn−ℓ(t)

)n−j(
Fn−ℓ+1(t)

)j)

=

(
n

j

)(
BFn(t)

)n−j(
Fn+1(t)

)j
,

which is clearly true by Theorem 6. This proves,

Mn[A,B] = Cn[A,B]Rn[A,B].

Since for each i, j with 0 ≤ i ≤ j ≤ n, we have(
Rn[A,B]Bn[A,B]

)
ij
=

n∑
k=0

(
Rn[A,B]

)
ik

(
Bn[A,B]

)
kj

=

n∑
k=0

(
n

k

)(
BFi−1(t)

)n−k(
Fi(t)

)k
Ak+j−nBn−j

(
k

n− j

)

=

(
n

j

) n∑
k=0

(
j

n− k

)
Ak+j−nB2n−j−k

(
Fi−1(t)

)n−k(
Fi(t)

)k
=

(
n

j

)(
BFi(t)

)n−j
j∑

ℓ=0

(
j

ℓ

)(
BFi−1(t)

)ℓ(
AFi(t)

)n−ℓ

=

(
n

j

)(
BFi(t)

)n−j(
BFi−1(t) +AFi(t)

)j
=

(
n

j

)(
BFi(t)

)n−j(
Fi+1(t)

)j
=
(
Mn[A,B]

)
ij
,

we get Mn[A,B] = Rn[A,B]Bn[A,B]. □

Example 5.

M3[A,B] =


0 0 0 1

B3 3B2A 3BA2 A3

A3B3 3B2A2(B + A2) 3BA(B + A2)2 (B + A2)3

B3(B + A2)3 3B2A(B + A2)2(2B + A2) 3BA2(B + A2)(2B + A2)2 A3(2B + A2)3

 ,

C3[A,B] =


0 1 0 0

0 0 1 0

0 0 0 1

−B6 −B3A(2B +A2) B(B +A2)(2B +A2) (2B +A2)A

 ,
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R3[A,B] =


1 0 0 0

0 0 0 1

B3 3B2A 3BA2 A3

A3B3 3B2A2(B +A2) 3BA(B +A2)2 (B +A2)3

 ,

and so
M3[A,B] = C3[A,B]R3[A,B].

Also,

R3[A,B] =


1 0 0 0

0 0 0 1

B3 3B2A 3BA2 A3

A3B3 3B2A2(B +A2) 3BA(B +A2)2 (B +A2)3

 ,

B3[A,B] =


0 0 0 1

0 0 B 1

0 B2 2BA A2

B3 3B2A 3BA2 A3

 ,

and therefore M3[A,B] = R3[A,B]B3[A,B].

Let Vn be the Vandermonde matrix which is defined by

Vn =



1 1 · · · 1 1

αn αn−1β · · · αβn−1 βn

α2n (αn−1β)2 · · · (αβn−1)2 β2n

...
...

. . .
...

...

αn2

(αn−1β)n · · · (αβn−1)n βn2


.

By the relation between the component matrix and the Vandermonde matrix, we
can obtain Theorems 8 and 9. For this purpose, we need the following lemma.

Lemma 4 ( [24], P. 4). If M be the following matrix

M =



0 m1 0 · · · 0

0 0 m2 · · · 0

...
...

...
. . .

...

0 0 0 · · · mn−1

p1 p2 p3 · · · pn


,
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then its eigenvalues are the roots of p1 + p2λ + · · · + pnλ
n−1 = λn and v1 =(

α, αλ, , αλ2, · · · , αλn−1
)T

is an eigenvector for the root λ.

Theorem 8. Let a(t) = 0 and b(t) = 1. Eigenvectors of the matrix Cn[A,B] are
Vn, and also eigenvectors of the matrix Bn[A,B] are En[A,B] = R−1

n [A,B]Vn.

Proof. According to Lemma 4, columns of Vn are eigenvectors of Cn[A,B]. □

Theorem 9. For a(t) = 0 and b(t) = 1, we have(
R−1

n [A,B]Vn

)−1

Bn[A,B]
(
R−1

n [A,B]Vn

)
= diag

(
αn, αn−1β, · · · , αβn−1, βn

)
.
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and Lucas matrices, Discrete Applied Mathematics, 156 (2008), 2606–2619.

https://doi.org/10.1016/j.dam.2007.09.028



Commun.Fac.Sci.Univ.Ank.Ser. A1 Math. Stat.
Volume 73, Number 3, Pages 765–786 (2024)
DOI:10.31801/cfsuasmas.1378136
ISSN 1303-5991 E-ISSN 2618-6470

http://communications.science.ankara.edu.tr

Research Article; Received: October 18, 2023; Accepted: June 5, 2024

AN EXTENDED FRAMEWORK FOR BIHYPERBOLIC
GENERALIZED TRIBONACCI NUMBERS

Nurten GÜRSES1 and Zehra İŞBİLİR2

1Department of Mathematics, Faculty of Arts and Sciences, Yildiz Technical University, 34220,
Istanbul, TÜRKİYE

2Department of Mathematics, Faculty of Arts and Sciences, Düzce University, 81620, Düzce,
TÜRKİYE

Abstract. The aim of this article is to identify and analyze a new type special
number system which is called bihyperbolic generalized Tribonacci numbers
(BGTN for short). For this purpose, we give both classical and several new
properties such as; recurrence relation, Binet formula, generating function,
exponential generating function, summation formulae, matrix formula, and
special determinant equations of BGTN . Also, the system of BGTN is quite a
big family and includes several type special cases with respect to initial values
and r, s, t values, we give the subfamilies and special cases of it. In addition to
these, we construct some numerical algorithms including recurrence relation
and special two types determinant equations related to calculating the terms of
this new type special number system. Then, we examine several properties by
taking two special cases and including some illustrative numerical examples.

1. Introduction

Numbers and number systems are well-established fundamental and important
topics in not only mathematics but also other disciplines with varied applications
and benefits. In spite of their long history, numbers systems are still an interesting
and important area to work for lots of researchers since there are several applications
in different and several areas such as; differential geometry, engineering, robotics,
graph theory, etc. There exist several types of number systems in the existing
literature. A hyperbolic (perplex, split-complex) number is a number of the form
z = x + yj where x, y ∈ R, j2 = 1, j ̸= ±1, j /∈ R [39, 43, 61]. Also, a bihyperbolic
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number (canonical hyperbolic quaternion [10], hyperbolic four complex numbers
[35]) is written as a linear combination of a pair of hyperbolic numbers. There
exists a relationship between the bihyperbolic numbers and 4–dimensional pseudo-
Euclidean spaces. Bihyperbolic numbers are denoted by H and are defined as
[4, 10,35,37]:

H := {ζ = ρ0 + ρ1j1 + ρ2j2 + ρ3j3 : ρ0, ρ1, ρ2, ρ3 ∈ R, j1, j2, j3 /∈ R} ,

where j1, j2, j3 satisfy the multiplication rules:

j21 = j22 = j23 = 1, j1j2 = j2j1 = j3, j1j3 = j3j1 = j2, j2j3 = j3j2 = j1. (1)

On the other hand, several studies have been done and are ongoing on the special
recurrence sequences which can have different orders. For example, Fibonacci and
Lucas sequences [18,33] can be given as examples related to second-order recurrence
sequences. The most general form of the second-order recurrence sequences is called
as Horadam [26]. In this study, we deal with the generalization of third-order
recurrence sequences which is called generalized Tribonacci sequence (or numbers).
Generalized Tribonacci sequence {Tn(T0, T1, T2; r, s, t)}n≥0 (for short: {Tn}n≥0)
given by the following recurrence relation:

Tn = rTn−1 + sTn−2 + tTn−3, n ≥ 3 (2)

with the initial conditions T0 = a, T1 = b, T2 = c are arbitrary integers and r, s, t
are real numbers [11]. Generalization of special third-order numbers was studied
in [1, 12,13,15,16,19,20,36,40–42,44–54,59,60,62].

Furthermore, the framework of bringing together the quaternions and special
recurrence sequences is a popular and interesting concept for researchers. Real
quaternions were investigated by W. R. Hamilton as an expansion of the com-
plex numbers [23, 24] (see also Section “Conclusion”). There exist several studies
with respect to combining several different types quaternions such as; split [17],
generalized [29, 30, 34, 38], etc. Additionally, special recurrence sequences were ex-
amined considering quaternions, for instance, Fibonacci and Lucas real quater-
nions [20,22,25,27], Fibonacci and Lucas generalized quaternions [2,20], Narayana
(or Fibonacci-Narayana) generalized quaternions [20]. Besides, the researchers
started to examine the combining the third-order recurrence sequences and sev-
eral types quaternions, such as; Padovan and Perrin quaternions [21, 28, 58], gen-
eralized Tribonacci real quaternions [11]. Also, generalized bicomplex Tribonacci
quaternions were introduced in [32].

In the same manner, a great deal of researchers started to investigate the bihy-
perbolic numbers with several special recurrence sequences. Studies on bihyperbolic
numbers, and bringing together the bihyperbolic numbers and some special recur-
rence numbers have been gathered speed in the existing literature. Bród et al.
studied the generalization of bihyperbolic Pell numbers in [5]. Also, Bród et al. ex-
amined the one-parameter and two-parameter generalizations of the bihyperbolic
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Jacobsthal numbers in [6, 7], respectively. Then, bihyperbolic numbers of the Fi-
bonacci type and idempotent representation of them were investigated in [8]. In [9],
some combinatorial properties of bihyperbolic numbers of the Fibonacci type are
investigated. Azak examined some new identities related to bihyperbolic Fibonacci
and Lucas numbers in [3]. Further, Fibonacci and Lucas bihypernomials [55] and
certain bihypernomials with respect to Pell and Pell-Lucas numbers [56] examined.

In this study, we investigate a new type of number system which is called as bihy-
perbolic generalized Tribonacci numbers (BGTN ) and give some special cases with
respect to the initial and r, s, t values. Then, we obtain the recurrence relation,
Binet formula, generating function, exponential generating function, summation
formulae, several new special properties, matrix formula, and special determinant
equations related to these new types special numbers. Moreover, we establish some
numerical algorithms including recurrence relation and special two types determi-
nant equations related to calculating the terms of BGTN . As a final part, we review
the overall conclusions and give several contributions for future studies.

2. Basic Concepts

In this section, we give some background about bihyperbolic numbers and gen-
eralized Tribonacci numbers.

The addition and multiplication operations are commutative and associative on
H. (H,+, .) is a commutative ring [4]. Besides, a bihyperbolic number
ζ = ρ0 + ρ1j1 + ρ2j2 + ρ3j3 ∈ H has three conjugations, as follows:

ζ
j1

= ρ0 + ρ1j1 − ρ2j2 − ρ3j3,

ζ
j2

= ρ0 − ρ1j1 + ρ2j2 − ρ3j3,

ζ
j3

= ρ0 − ρ1j1 − ρ2j2 + ρ3j3,

which are called as the principal conjugations of ζ [10].
Additionally, the characteristic equation of generalized Tribonacci numbers given

in Eq. (2) is x3 − rx2 − sx− t = 0. The roots of this equation are given as follows:

x1 =
r

3
+ α+ β, x2 =

r

3
+ εα+ ε2β, x3 =

r

3
+ ε2α+ εβ, (3)

where 

α =
3

√
r3

27
+

rs

6
+

t

2
+
√
µ,

β =
3

√
r3

27
+

rs

6
+

t

2
−√

µ,

ε =
−1 + i

√
3

2
,

µ =
r3t

27
− r2s2

108
+

rst

6
− s3

27
+

t2

4
,
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and

x1 + x2 + x3 = r, x1x2 + x1x3 + x2x3 = −s, x1x2x3 = t.

Providing µ > 0, Eq. (2) has one real and two non-real solutions, the latter being
conjugate complex. The following equation is called as Binet formula for generalized
Tribonacci numbers [11]:

Tn =
P̃ xn

1

(x1 − x2)(x1 − x3)
+

R̃xn
2

(x2 − x1)(x2 − x3)
+

S̃xn
3

(x3 − x1)(x3 − x2)
, (4)

where 
P̃ = c− (x2 + x3)b+ x2x3a,

R̃ = c− (x1 + x3)b+ x1x3a,

S̃ = c− (x1 + x2)b+ x1x2a.

(5)

Besides, the quite beneficial and functional method to generate Tn is applying S-
matrix which is determined in [41,59] and is a generalization of the R-matrix. The
S-matrix is determined as follows (see also [31,60]):

S =

 r s t
1 0 0
0 1 0

 .

In Table 1, some special subfamilies (9 pieces) of generalized Tribonacci numbers
are given with respect to r, s, t values. Additionally, Table 2 includes several mem-
bers of the family of generalized Tribonacci numbers (38 pieces) regarding both
initial values and r, s, t values [1, 12,13,15,16,19,20,36,40–42,44–54,59,60,62].

Table 1. A brief classification for generalized Tribonacci numbers

Name {Tn} = {Tn(T0, T1, T2; r, s, t)} Recurrence Relation

G. Tribonacci (usual) {An} = {Tn(T0, T1, T2; 1, 1, 1)} An = An−1 + An−2 + An−3

G. Padovan {Gn} = {Tn(T0, T1, T2; 0, 1, 1)} Gn = Gn−2 + Gn−3

G. Pell-Padovan {Mn} = {Tn(T0, T1, T2; 0, 2, 1)} Mn = 2Mn−2 + Mn−3

G. T. Pell {Sn} = {Tn(T0, T1, T2; 2, 1, 1)} Sn = 2Sn−1 + Sn−2 + Sn−3

G. T. Jacobsthal {Xn} = {Tn(T0, T1, T2; 1, 1, 2)} Xn = Xn−1 + Xn−2 + 2Xn−3

G. Jacobsthal-Padovan {χn} = {Tn(T0, T1, T2; 0, 1, 2)} χn = χn−2 + 2χn−3

G. Narayana {ϑn} = {Tn(T0, T1, T2; 1, 0, 1)} ϑn = ϑn−1 + ϑn−3

G. 3-primes {κn} = {Tn(T0, T1, T2; 2, 3, 5)} κn = 2κn−1 + 3κn−1 + 5κn−3

G. Reverse 3-primes {∇n} = {Tn(T0, T1, T2; 5, 3, 2)} ∇n = 5∇n−1 + 3∇n−1 + 2∇n−3

*G.: Generalized, T.: Third Order
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Table 2. Some special cases of generalized Tribonacci numbers

Name {Tn} = {Tn(T0, T1, T2; r, s, t)} Recurrence Relation

Tribonacci {An} = {Tn(0, 1, 1; 1, 1, 1)} An = An−1 +An−2 +An−3

Tribonacci-Lucas {Bn} = {Tn(3, 1, 3; 1, 1, 1)} Bn = Bn−1 +Bn−2 +Bn−3

Tribonacci-Perrin {Cn} = {Tn(3, 0, 2; 1, 1, 1)} Cn = Cn−1 + Cn−2 + Cn−3

M. Tribonacci {Dn} = {Tn(1, 1, 1; 1, 1, 1)} Dn = Dn−1 +Dn−2 +Dn−3

M. Tribonacci-Lucas {En} = {Tn(4, 4, 10; 1, 1, 1)} En = En−1 + En−2 + En−3

A. Tribonacci-Lucas {Fn} = {Tn(4, 2, 0; 1, 1, 1)} Fn = Fn−1 + Fn−2 + Fn−3

Padovan (Cordonnier) {Gn} = {Tn(1, 1, 1; 0, 1, 1)} Gn = Gn−2 +Gn−3

Perrin {Hn} = {Tn(3, 0, 2; 0, 1, 1)} Hn = Hn−2 +Hn−3

Van der Laan {In} = {Tn(1, 0, 1; 0, 1, 1)} In = In−2 + In−3

Padovan-Perrin {Jn} = {Tn(0, 0, 1; 0, 1, 1)} Jn = Jn−2 + Jn−3

M. Padovan {Kn} = {Tn(3, 1, 3; 0, 1, 1)} Kn = Kn−2 +Kn−3

A. Padovan {Ln} = {Tn(0, 1, 0; 0, 1, 1)} Ln = Ln−2 + Ln−3

Pell-Padovan {Mn} = {Tn(1, 1, 1; 0, 2, 1)} Mn = 2Mn−2 +Mn−3

Pell-Perrin {Nn} = {Tn(3, 0, 2; 0, 2, 1)} Nn = 2Nn−2 +Nn−3

T. Fibonacci-Pell {On} = {Tn(1, 0, 2; 0, 2, 1)} On = 2On−2 +On−3

T. Lucas-Pell {Pn} = {Tn(3, 0, 4; 0, 2, 1)} Pn = 2Pn−2 + Pn−3

A. Pell-Padovan {Rn} = {Tn(0, 1, 0; 0, 2, 1)} Rn = 2Rn−2 +Rn−3

T. Pell {Sn} = {Tn(0, 1, 2; 2, 1, 1)} Sn = 2Sn−1 + Sn−2 + Sn−3

T. Pell-Lucas {Un} = {Tn(3, 2, 6; 2, 1, 1)} Un = 2Un−1 + Un−2 + Un−3

T. modified Pell {Vn} = {Tn(0, 1, 1; 2, 1, 1)} Vn = 2Vn−1 + Vn−2 + Vn−3

T. Pell-Perrin {Wn} = {Tn(3, 0, 2; 2, 1, 1)} Wn = 2Wn−1 +Wn−2 +Wn−3

T. Jacobsthal {Xn} = {Tn(0, 1, 1; 1, 1, 2)} Xn = Xn−1 +Xn−2 + 2Xn−3

T. Jacobsthal-Lucas {Yn} = {Tn(2, 1, 5; 1, 1, 2)} Yn = Yn−1 + Yn−2 + 2Yn−3

M. T. Jacobsthal {Zn} = {Tn(3, 1, 3; 1, 1, 2)} Zn = Zn−1 + Zn−2 + 2Zn−3

T. Jacobsthal-Perrin {Γn} = {Tn(3, 0, 2; 1, 1, 2)} Γn = Γn−1 + Γn−2 + 2Γn−3

Jacobsthal-Padovan {χn} = {Tn(1, 1, 1; 0, 1, 2)} χn = χn−2 + 2χn−3

Jacobsthal-Perrin {∆n} = {Tn(3, 0, 2; 0, 1, 2)} ∆n = ∆n−2 + 2∆n−3

A. Jacobsthal-Padovan {ωn} = {Tn(0, 1, 0; 0, 1, 2)} ωn = ωn−2 + 2ωn−3

M. Jacobsthal-Padovan {Ωn} = {Tn(3, 1, 3; 0, 1, 2)} Ωn = Ωn−2 + 2Ωn−3

Narayana {ϑn} = {Tn(0, 1, 1; 1, 0, 1)} ϑn = ϑn−1 + ϑn−3

Narayana-Lucas {τn} = {Tn(3, 1, 1; 1, 0, 1)} τn = τn−1 + τn−3

Narayana-Perrin {σn} = {Tn(3, 0, 2; 1, 0, 1)} σn = σn−1 + σn−3

3-primes {κn} = {Tn(0, 1, 2; 2, 3, 5)} κn = 2κn−1 + 3κn−2 + 5κn−3

Lucas 3-primes {θn} = {Tn(3, 2, 10; 2, 3, 5)} θn = 2θn−1 + 3θn−2 + 5θn−3

M. 3-primes {γn} = {Tn(0, 1, 1; 2, 3, 5)} γn = 2γn−1 + 3γn−2 + 5γn−3

Reverse 3-primes {∇n} = {Tn(0, 1, 5; 5, 3, 2)} ∇n = 5∇n−1 + 3∇n−2 + 2∇n−3

Reverse Lucas 3-primes {Λn} = {Tn(3, 5, 31; 5, 3, 2)} Λn = 5Λn−1 + 3Λn−2 + 2Λn−3

Reverse M. 3-primes {ϕn} = {Tn(0, 1, 4; 5, 3, 2)} ϕn = 5ϕn−1 + 3ϕn−2 + 2ϕn−3

*M.: Modified, A.: Adjusted, T.: Third order
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3. The Bihyperbolic Generalized Tribonacci Numbers

In this section, we introduce bihyperbolic generalized Tribonacci numbers (BGTN )
by taking into account several special cases with respect to r, s, t values, and initial
values. Besides, we scrutinize not only classical several properties but also some new
and interesting equations. Then, we support these new results with some numerical
algorithms. Finally, we examine two special cases of BGTN .

Definition 1. The nth BGTN is defined as:

Tn = Tn + Tn+1j1 + Tn+2j2 + Tn+3j3, n ≥ 0 (6)

with the initial values
T0 =a+ bj1 + cj2 + (rc+ sb+ ta)j3,

T1 =b+ cj1 + (rc+ sb+ ta)j2 +
((
r2 + s

)
c+ (rs+ t) b+ rta

)
j3,

T2 =c+ (rc+ sb+ ta) j1 +
((
r2 + s

)
c+ (rs+ t) b+ rta

)
j2

+
((
r3 + 2rs+ t

)
c+

(
r2s+ s2 + rt

)
b+

(
r2t+ st

)
a
)
j3,

where the rules of j1, j2, j3 are given in Eq. (1) and Tn is the nth generalized
Tribonacci number given in Eq. (2).

In the following Definition 2, we give some basic algebraic properties such as;
equality, summation, subtraction, multiplication with a constant (a constant is
a real number), multiplication of any two BGTN , and also three types principal
conjugations of BGTN .

Definition 2 (Algebraic Properties). Let Tn and Tm be the nth and mth BGTN ,
respectively. Then, the followings are defined:

• Equality:

Tn = Tm ⇔ Tn = Tm, Tn+1 = Tm+1, Tn+2 = Tm+2, Tn+3 = Tm+3,

• Addition/Subtraction:

Tn ± Tm =Tn ± Tm + (Tn+1 ± Tm+1)j1 + (Tn+2 ± Tm+2)j2 + (Tn+3 ± Tm+3)j3,

• Multiplication by a scalar:

υTn = υTn + υTn+1j1 + υTn+2j2 + υTn+3j3, υ ∈ R,

• Multiplication:
TnTm =TnTm + Tn+1Tm+1 + Tn+2Tm+2 + Tn+3Tm+3

+ (TnTm+1 + Tn+1Tm + Tn+2Tm+3 + Tn+3Tm+2)j1

+ (TnTm+2 + Tn+1Tm+3 + Tn+2Tm + Tn+3Tm+1)j2

+ (TnTm+3 + Tn+1Tm+2 + Tn+2Tm+1 + Tn+3Tm)j3,

by using the rules in Eq. (1) for multiplication.
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• Principal Conjugates: Also, the following three types principal conjugations of
Tn are defined by: 

Tn
j1

= Tn + Tn+1j1 − Tn+2j2 − Tn+3j3,

Tn
j2

= Tn − Tn+1j1 + Tn+2j2 − Tn+3j3,

Tn
j3

= Tn − Tn+1j1 − Tn+2j2 + Tn+3j3.

(7)

Now, let us give the recurrence relation of BGTN .

Theorem 1 (Recurrence Relation). Let Tn be the nth BGTN . Then, the following
recurrence relation is satisfied:

Tn = rTn−1 + sTn−2 + tTn−3, n ≥ 3. (8)

Proof. Using Eqs. (2) and (6), we complete the proof:

rTn−1 + sTn−2 + tTn−3 = r(Tn−1 + Tnj1 + Tn+1j2 + Tn+2j3)

+ s(Tn−2 + Tn−1j1 + Tnj2 + Tn+1j3)

+ t(Tn−3 + Tn−2j1 + Tn−1j2 + Tnj3)

= Tn + Tn+1j1 + Tn+2j2 + Tn+3j3

= Tn.

□

In the following, we construct a numerical algorithm (Algorithm 1) in order to
calculate the nth term of BGTN based on the recurrence relation given in Eq. (8).

Algorithm 1 A numerical algorithm for finding nth term of BGTN

1: Begin
2: Input T0,T1 and T2

3: Compose Tn with respect to Eq. (8) for every n ≥ 3
4: Count up Tn

5: Output Tn = Tn + Tn+1j1 + Tn+2j2 + Tn+3j3
6: Complete

With the same logic of Table 1 and Table 2 in Section “Basic Concepts”, we can
also obtain the same classifications and give special cases of BGTN in the following
Table 3 and Table 4. The members of the BGTN which are written in Table 3
can be also classified and expressed in detail linked to Table 2 regarding recurrence
relations and the initial values. For the sake of brevity, the small parts of them
are written in Table 4 and Table 5 for readers to examine. The other members can
be easily observed and examined, as well. The first three initial values for special
cases written in Table 4 are given in Table 5.
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Ĝ
n
=

G
n
+

G
n
+
1 j

1
+

G
n
+
2 j

2
+

G
n
+
3 j

3
Ĝ
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Table 5. Initial values of special cases

For n = 0 n = 1 n = 2

Bn 3 + j1 + 3j2 + 7j3 1 + 3j1 + 7j2 + 11j3 3 + 7j1 + 11j2 + 21j3
Hn 3 + 2j2 + 3j3 2j1 + 3j2 + 2j3 2 + 3j1 + 2j2 + 5j3
Mn 1 + j1 + j2 + 3j3 1 + j1 + 3j2 + 3j3 1 + 3j1 + 3j2 + 7j3
Sn j1 + 2j2 + 5j3 1 + 2j1 + 5j2 + 13j3 2 + 5j1 + 13j2 + 33j3
Xn j1 + j2 + 2j3 1 + j1 + 2j2 + 5j3 1 + 2j1 + 5j2 + 9j3
χ̃n 1 + j1 + j2 + 3j3 1 + j1 + 3j2 + 3j3 1 + 3j1 + 3j2 + 5j3
ϑ̃n j1 + j2 + j3 1 + j1 + j2 + 2j3 1 + j1 + 2j2 + 3j3
κ̃n j1 + 2j2 + 7j3 1 + 2j1 + 7j2 + 25j3 2 + 7j1 + 25j2 + 81j3
∇̃n j1 + 5j2 + 28j3 1 + 5j1 + 28j2 + 157j3 5 + 28j1 + 157j2 + 879j3

Theorem 2. ∀n ∈ N, the Binet formula for the BGTN is as follows:

Tn =
P̃ xn

1 x̃1

(x1 − x2)(x1 − x3)
+

R̃xn
2 x̃2

(x2 − x1)(x2 − x3)
+

S̃xn
3 x̃3

(x3 − x1)(x3 − x2)
,

where 
x̃1 = 1 + x1j1 + x2

1j2 + x3
1j3,

x̃2 = 1 + x2j1 + x2
2j2 + x3

2j3,

x̃3 = 1 + x3j1 + x2
3j2 + x3

3j3.

(9)

Here P̃ , R̃, S̃ are given in Eq. (5) and x1, x2, x3 are given in Eq. (3).

Proof. Using Eqs. (4) and (6), we manage to prove:

Tn =
P̃ xn

1

(x1−x2)(x1−x3)
+

R̃xn
2

(x2−x1)(x2−x3)
+

S̃xn
3

(x3−x1)(x3−x2)

+
(

P̃ xn+1
1

(x1−x2)(x1−x3)
+

R̃xn+1
2

(x2−x1)(x2−x3)
+

S̃xn+1
3

(x3−x1)(x3−x2)

)
j1

+
(

P̃ xn+2
1

(x1−x2)(x1−x3)
+

R̃xn+2
2

(x2−x1)(x2−x3)
+

S̃xn+2
3

(x3−x1)(x3−x2)

)
j2

+
(

P̃ xn+3
1

(x1−x2)(x1−x3)
+

R̃xn+3
2

(x2−x1)(x2−x3)
+

S̃xn+3
3

(x3−x1)(x3−x2)

)
j3 .

Finally, we reach Tn =
P̃ xn

1 x̃1

(x1−x2)(x1−x3)
+

R̃xn
2 x̃2

(x2−x1)(x2−x3)
+

S̃xn
3 x̃3

(x3−x1)(x3−x2)
. □

Theorem 3. The generating function of BGTN is as follows:
∞∑

n=0

Tnx
n =

T0 + (T1 − rT0)x+ (T2 − rT1 − sT0)x
2

1− rx− sx2 − tx3
. (10)

Proof. Let the following function

G(x) =

∞∑
n=0

Tnx
n = T0 + T1x+ T2x

2 + . . .+ Tnx
n + . . .
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be generating function of Tn. Then, if both sides of this equation are multiplied by
rx, sx2, tx3, the followings are obtained:

rxG(x) = rT0x+ rT1x
2 + rT2x

3 + . . .+ rTnx
n+1 + . . .

sx2G(x) = sT0x
2 + sT1x

3 + sT2x
4 + . . .+ sTnx

n+2 + . . .

tx3G(x) = tT0x
3 + tT1x

4 + tT2x
5 + . . .+ tTnx

n+3 + . . .

Then, by using Eq. (8), we get:

(1− rx− sx2 − tx3)G(x) = T0 + (T1 − rT0)x+ (T2 − rT1 − sT0)x
2.

Consequently, we obtain Eq. (10). □

Theorem 4. The exponential generating function of BGTN is as follows:
∞∑

n=0

Tn

yn

n!
=

P̃ x̃1e
x1y

(x1 − x2)(x1 − x3)
+

R̃x̃2e
x2y

(x2 − x1)(x2 − x3)
+

S̃x̃3e
x3y

(x3 − x1)(x3 − x2)

(see x̃1, x̃2 and x̃3 in Eq. (9)).

Proof. By using Eq. (2), we get:
∞∑

n=0

Tn
yn

n!

=

∞∑
n=0

(
P̃ xn

1 x̃1

(x1 − x2)(x1 − x3)
+

R̃xn
2 x̃2

(x2 − x1)(x2 − x3)
+

S̃xn
3 x̃3

(x3 − x1)(x3 − x2)

)
yn

n!

=

∞∑
n=0

P̃ xn
1 x̃1

(x1 − x2)(x1 − x3)

yn

n!
+

∞∑
n=0

R̃xn
2 x̃2

(x2 − x1)(x2 − x3)

yn

n!

+

∞∑
n=0

S̃xn
3 x̃3

(x3 − x1)(x3 − x2)

yn

n!

=
P̃ x̃1

(x1 − x2)(x1 − x3)

∞∑
n=0

(x1y)
n

n!
+

R̃x̃2

(x2 − x1)(x2 − x3)

∞∑
n=0

(x2y)
n

n!

+
S̃x̃3

(x3 − x1)(x3 − x2)

∞∑
n=0

(x3y)
n

n!

=
P̃ x̃1e

x1y

(x1 − x2)(x1 − x3)
+

R̃x̃2e
x2y

(x2 − x1)(x2 − x3)
+

S̃x̃3e
x3y

(x3 − x1)(x3 − x2)
.

The proof is completed. □

Thanks to the study [52], we can get the summation formulae for BGTN in the
following theorem. The proof is omitted due to the fact that it can be completed
with mathematical induction, easily.
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Theorem 5. ∀m ∈ N, the following summation formulae for BGTN are satisfied:

(i)
m∑

n=0
Tn =

Tm+3 + (1− r)Tm+2 + (1− r − s)Tm+1 − T2 + (r − 1)T1

+(r + s− 1)T0

r + s+ t− 1
,

(ii)
m∑

n=0
T2n =

(1− s)T2m+2 + (t+ rs)T2m+1 + (t2 + rt)T2m + (s− 1)T2

+(−t− rs)T1 + (r2 − s2 + rt+ 2s− 1)T0

(r + s+ t− 1)(r − s+ t+ 1)
,

(iii)
m∑

n=0
T2n+1 =

(r + t)T2m+2 + (s− s2 + t2 + rt)T2m+1 + (t− st)T2m

+(−r − t)T2 + (−1 + s+ r2 + rt)T1 + (−t+ st)T0

(r − s+ t+ 1)(r + s+ t− 1)
,

where denominators are not equal to zero.

Particular Case 1. If s = 1, we can get the following summation formulae for
special cases of part (ii) and (iii) of the previous Theorem 5:

(i)
m∑

n=0
T2n =

T2m+1 + tT2m − T1 + rT0

r + t
,

(ii)
m∑

n=0
T2n+1 =

T2m+2 + tT2m+1 − T2 + rT1

r + t
,

where denominators are not equal to zero.

Thanks to the study [11], we get the following Theorem 6:

Theorem 6. ∀m ∈ N, the following summation property holds for BGTN :

m∑
n=0

Tn =
Tm+2 + (1− r)Tm+1 + tTm + η

δ
,

where


δ =r + s+ t− 1,

λ =(r + s− 1)a+ (r − 1)b− c,

η =λ+ (λ− δa)j1 + (λ− δ(a+ b))j2 + (λ− δ(a+ b+ c))j3.
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Proof. Using Eq. (6) and utilizing the Lemma 2.3 on page 6 in the study [11], then
we can complete the proof:

m∑
n=0

Tn =

m∑
n=0

(Tn + Tn+1j1 + Tn+2j2 + Tn+3j3)

=

m∑
n=0

Tn +

m∑
n=0

Tn+1j1 +

m∑
n=0

Tn+2j2 +

m∑
n=0

Tn+3j3

=
1

δ


Tm+2 + (1− r)Tm+1 + tTm + λ

+ (Tm+3 + (1− r)Tm+2 + tTm+1 + λ− δa) j1

+ (Tm+4 + (1− r)Tm+3 + tTm+2 + λ− δ (a+ b)) j2

+ (Tm+5 + (1− r)Tm+4 + tTm+3 + λ− δ (a+ b+ c)) j3


=
Tm+2 + (1− r)Tm+1 + tTm + η

δ
.

We get the desired result. □

Theorem 7. ∀n ∈ N, the following properties are satisfied:

(i) Tn + Tn
j1

= 2(Tn + Tn+1j1),

(ii) Tn + Tn
j2

= 2(Tn + Tn+2j2),

(iii) Tn + Tn
j3

= 2(Tn + Tn+3j2).

Proof. (i) Using Eqs. (6) and (7), the proof is completed as:

Tn + Tn
j1

=Tn + Tn+1j1 + Tn+2j2 + Tn+3j3 + Tn + Tn+1j1 − Tn+2j2 − Tn+3j3

=2(Tn + Tn+1j1).

By the same way, the other parts can be obtained. □

Theorem 8. ∀n ∈ N, the following property holds:

Tn − Tn+1j1 − Tn+2j2 − Tn+3j3 =Tn − Tn+2 − Tn+4 + Tn+6 − 2Tn+3j3.

Proof. Using Eqs. (6) and (1), we have:

Tn − Tn+1j1 − Tn+2j2 − Tn+3j3 =Tn + Tn+1j1 + Tn+2j2 + Tn+3j3

− (Tn+1 + Tn+2j1 + Tn+3j2 + Tn+4j3)j1

− (Tn+2 + Tn+3j1 + Tn+4j2 + Tn+5j3)j2

− (Tn+3 + Tn+4j1 + Tn+5j2 + Tn+6j3)j3

=Tn − Tn+2 − Tn+4 + Tn+6 − 2Tn+3j3.

Hence, this proof is completed. □
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Theorem 9. ∀n ∈ Z+, the following is obtained: Tn+2

Tn+1

Tn

 =

 r s t
1 0 0
0 1 0

n T2

T1

T0

.

Proof. The proof can be conducted by mathematical induction, therefore we omit
it. □

By inspiring the study [32], we present the following determinant equation for
BGTN which enables a different way to find the nth term.

Theorem 10. ∀n ∈ N, the following equation holds:

Tn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

T0 −1 0 0 0 . . . 0 0
T1 0 −1 0 0 . . . 0 0
T2 0 0 −1 0 . . . 0 0
0 t s r −1 . . . 0 0
...

. . . . . . . . . . . . . . .
...

...

0 0 0 0 0
. . . r −1

0 0 0 0 0
. . . s r

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)

. (11)

Proof. It can be proved by using Eq. (8) and Theorem 5 on page 5 in [32]. □

In the following, we construct a numerical algorithm (Algorithm 2) with respect
to the determinant equation given by Theorem 10.

Algorithm 2 A numerical algorithm for finding nth term of BGTN

1: Begin
2: Input T0,T1 and T2

3: Form Tn with respect to Eq. (11)
4: Compute Tn

5: Output Tn = Tn + Tn+1j1 + Tn+2j2 + Tn+3j3
6: Complete

Also, thanks to the study [16] and [14], we get the other method which can be
examined in Theorem 11, in order to calculate the nth terms of BGTN .
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Theorem 11. ∀n ∈ N, the following equation is satisfied:

Tn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

T0 1 0 0 0 0 . . . 0 0

rT0 − T1 r
1

T0
0 0 0 . . . 0 0

0 rT1 − T2 r t 0 0 . . . 0 0

0 T0 −
s

t
r t 0 . . . 0 0

0 0
1

t
−
s

t
r t . . . 0 0

...
. . . . . . . . . . . . . . . . . . . . .

...
0 0 0 0 0 0 . . . r t

0 0 0 0 0 0 . . . −
s

t
r

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)

(12)
where T0 T0

j1
T0

j2
T0

j3 ̸= 0 and t ̸= 0.

Proof. For the sake of brevity, we also skip this proof. □

Now, let us give a numerical algorithm in the following (Algorithm 3) related to
the Theorem 11.

Algorithm 3 A numerical algorithm for finding nth term of BGTN

1: Begin
2: Input T0,T1 and T2

3: Form Tn according to Eq. (12)
4: Compute Tn

5: Output Tn = Tn + Tn+1j1 + Tn+2j2 + Tn+3j3
6: Complete

According to the Theorem 1-Theorem 11, we can get the following two corollaries
consisting of several features for bihyperbolic Tribonacci numbers and bihyperbolic
Padovan numbers, respectively. With the same logic, these concepts are also valid
for the other BGTN which are not need to be written here for the sake of brevity
(see subfamilies in Table 3 and a small part of them in Table 4).

Corollary 1. Let consider the nth bihyperbolic Tribonacci number An with the
initial values 

A0 = j1 + j2 + 2j3,

A1 = 1 + j1 + 2j2 + 4j3,

A2 = 1 + 2j1 + 4j2 + 7j3.

Then the followings hold:
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(i) The recurrence relation for An is as:

An = An−1 +An−2 +An−3, n ≥ 3.

(ii) The Binet formula of An is as:

An =
xn+1
1 x̃1

(x1 − x2)(x1 − x3)
+

xn+1
2 x̃2

(x2 − x1)(x2 − x3)
+

xn+1
3 x̃3

(x3 − x1)(x3 − x2)
.

(iii) The generating function of An is as:

∞∑
n=0

Anx
n =

A0 + (A1 −A0)x+ (A2 −A1 −A0)x
2

1− x− x2 − x3
.

(iv) The exponential generating function of An is as:

∞∑
n=0

An

yn

n!
=

x1x̃1e
x1y

(x1 − x2)(x1 − x3)
+

x2x̃2e
x2y

(x2 − x1)(x2 − x3)
+

x3x̃3e
x3y

(x3 − x1)(x3 − x2)
.

(v) ∀m ∈ N, the summation formulae for An are satisfied:

•
m∑

n=0
An = 1

2 (Am+3 −Am+1 −A2 +A0),

•
m∑

n=0
A2n = 1

2 (A2m+1 +A2m −A1 +A0),

•
m∑

n=0
A2n+1 = 1

2 (A2m+2 +A2m+1 −A2 +A1).

(vi) ∀m ∈ N, the following summation property holds for An:

m∑
n=0

An =
Am+2 +Am + (−1− j1 − 3j2 − 5j3)

2
.

(vii) The following properties are derived:
• An +An

j1
= 2(An +An+1j1),

• An +An
j2

= 2(An +An+2j2),

• An +An
j3

= 2(An +An+3j2).

(viii) The following property for An is supplied as:

An −An+1j1 −An+2j2 −An+3j3 =An −An+2 −An+4 +An+6 − 2An+3j3.

(ix) The following property for An is maintained as: An+2

An+1

An

 =

 1 1 1
1 0 0
0 1 0

n A2

A1

A0

.
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(x) The following equation for An holds as:

An =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A0 −1 0 0 0 . . . 0 0
A1 0 −1 0 0 . . . 0 0
A2 0 0 −1 0 . . . 0 0
0 1 1 1 −1 . . . 0 0
...

. . . . . . . . . . . . . . .
...

...

0 0 0 0 0
. . . 1 −1

0 0 0 0 0
. . . 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)

.

(xi) Since the value of A0 A0
j1
A0

j2
A0

j3 is zero, we cannot construct the method
with respect to the determinant equation for the bihyperbolic Tribonacci
numbers given in Eq. (12) written in the Theorem 11.

Now, let us present an example with respect to the method given in part (x) of
Corollary 1. Consider n = 7 and let us calculate the 7th term of the BGTN :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

A0 −1 0 0 0 0 0 0
A1 0 −1 0 0 0 0 0
A2 0 0 −1 0 0 0 0
0 1 1 1 −1 0 0 0
0 0 1 1 1 −1 0 0
0 0 0 1 1 1 −1 0
0 0 0 0 1 1 1 −1
0 0 0 0 0 1 1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
8×8

= 24 + 44j1 + 81j2 + 149j3 = A7.

Corollary 2. Let consider the nth bihyperbolic Padovan number Gn with the initial
values 

G0 = 1 + j1 + j2 + 2j3,

G1 = 1 + j1 + 2j2 + 2j3,

G2 = 1 + 2j1 + 2j2 + 3j3.

Then, the followings hold:
(i) The recurrence relation for Gn is as:

Gn = Gn−2 + Gn−3, n ≥ 3.

(ii) The Binet formula of Gn is as:

Gn =
(x2 − 1)(x3 − 1)xn

1 x̃1

(x1 − x2)(x1 − x3)
+

(x1 − 1)(x3 − 1)xn
2 x̃2

(x2 − x1)(x2 − x3)
+

(x1 − 1)(x2 − 1)xn
3 x̃3

(x3 − x1)(x3 − x2)
.

(iii) The generating function of Gn is as:
∞∑

n=0

Gnx
n =

G0 + G1x+ (G2 − G0)x
2

1− x2 − x3
.
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(iv) The exponential generating function of Gn is as:
∞∑

n=0

Gn

yn

n!
=
(x2 − 1)(x3 − 1)x̃1e

x1y

(x1 − x2)(x1 − x3)
+

(x1 − 1)(x3 − 1)x̃2e
x2y

(x2 − x1)(x2 − x3)

+
(x1 − 1)(x2 − 1)x̃3e

x3y

(x3 − x1)(x3 − x2)
.

(v) ∀m ∈ N, the summation formulae for Gn are satisfied:

•
m∑

n=0
Gn = Gm+3 + Gm+2 − G2 − G1,

•
m∑

n=0
G2n = G2m+1 + G2m − G1,

•
m∑

n=0
G2n+1 = G2m+2 + G2m+1 − G2.

(vi) ∀m ∈ N, the following summation property holds for Gn:
m∑

n=0

Gn = Gm+2 + Gm+1 + Gm + (−2− 3j1 − 4j2 − 5j3).

(vii) The following properties for Gn are derived:
• Gn + Gn

j1
= 2(Gn +Gn+1j1),

• Gn + Gn
j2

= 2(Gn +Gn+2j2),

• Gn + Gn
j3

= 2(Gn +Gn+3j2).

(viii) The following property for Gn is supplied:

Gn − Gn+1j1 − Gn+2j2 − Gn+3j3 =Gn −Gn+2 −Gn+4 +Gn+6 − 2Gn+3j3.

(ix) The following property for Gn is maintained as: Gn+2

Gn+1

Gn

 =

 0 1 1
1 0 0
0 1 0

n G2

G1

G0

.

(x) The following equality for Gn holds:

Gn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

G0 −1 0 0 0 . . . 0 0
G1 0 −1 0 0 . . . 0 0
G2 0 0 −1 0 . . . 0 0
0 1 1 0 −1 . . . 0 0
...

. . . . . . . . . . . . . . .
...

...

0 0 0 0 0
. . . 0 −1

0 0 0 0 0
. . . 1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)

.
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(xi) The following equation for Gn is satisfied:

Gn =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

G0 1 0 0 . . . 0 0

−G1 0
1

G0
0 . . . 0 0

0 −G2 0 1 . . . 0 0
0 G0 −1 0 . . . 0 0
0 0 1 −1 . . . 0 0
...

. . . . . . . . . . . . . . .
...

0 0 0 0 . . . 0 1
0 0 0 0 . . . −1 0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(n+1)×(n+1)

,

where G0 G0
j1
G0

j2
G0

j3
= 5 ̸= 0.

Let us give an example with respect to the method given in part (xi) of Corollary
2. Consider n = 3, and let us calculate the 3th term of the BGTN :∣∣∣∣∣∣∣∣∣∣

G0 1 0 0

−G1 0
1

G0
0

0 −G2 0 1
0 G0 −1 0

∣∣∣∣∣∣∣∣∣∣
4×4

= 2 + 2j1 + 3j2 + 4j3 = G3.

4. Conclusions

In this present study, we introduce the BGTN by examining several well-known
relations and identities. By putting this theory into literature, we have an extended
framework for third-order linear recurrence sequences with bihyperbolic number
components.

For future works, let us make a brief introduction associated with the topic:
quaternions with BGTN components. Quaternions were defined by W. R. Hamil-
ton [23, 24], and the algebra of quaternions is associative, non-commutative, and
4-dimensional Clifford algebra. Quaternions have huge significance in lots of areas
such as; pure/applied mathematics, motion geometry, differential geometry, graph
theory, differential equations, computer animation, robotics, and so on. A quater-
nion is represented by q = q0 + q1i+ q2j+ q3k where q0, q1, q2, q3 ∈ R and i, j, k are
quaternionic units which satisfy:

i2 = −1, j2 = −1, k2 = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j. (13)

Hence, the nth quaternion with BGTN components can be defined as:

Tn = Tn + Tn+1i+ Tn+2j + Tn+3k, n ≥ 0
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with the initial conditions T0,T1 and T2 considering Eq. (13). As an illustration
T0 =a+ bj1 + cj2 + (rc+ sb+ ta)j3

+

{
b+ cj1 + (rc+ sb+ ta) j2 +

[(
r2 + s

)
c

+ (rs+ t) b+ rta] j3

}
i

+


c+ (rc+ sb+ ta) j1
+
[(
r2 + s

)
c+ (rs+ t) b+ rta

]
j2

+

[ (
r3 + 2rs+ t

)
c+

(
r2s+ s2 + rt

)
b

+
(
r2t+ st

)
a

]
j3

 j

+



rc+ sb+ ta+
[(
r2 + s

)
c+ (rs+ t) b+ rta

]
j1

+

[ (
r3 + 2rs+ t

)
c+

(
r2s+ s2 + rt

)
b

+
(
r2t+ st

)
a

]
j2

+

 (r3t+ 2str + t2
)
a

+
(
r3s+ r2t+ 2s2r + 2st

)
b

+
(
r4 + 3r2s+ s2 + 2tr

)
c

 j3


k.

Additionally, the recurrence relation Tn = rTn−1 + sTn−2 + tTn−3, n ≥ 3 holds
for Tn. So, quaternions with several members of BGTN components can be easily
understood by taking into account Table 3 and Table 4.

As an another aspect, the type of quaternion can also be changed in line with this
objective, for instance generalized quaternion case. Additionally, with the guidance
of the study [57], combining 3-parameter generalized quaternions (as a special gen-
eralization of 2-parameter generalized quaternions) with Tribonacci numbers and
bihyperbolic number are our another forthcoming goals. We intend to examine
these topics exhaustively in future works.
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Abstract. This paper presents the nonlinear maximum product type of uni-
variate and bivariate Bernstein–Stancu operators and uses new definitions to

investigate the approximation properties. The order of approximation ob-

tained with the nonlinear maximum product type of operator sequences would
be better than the degree of approximation of the known linear operator se-

quences.

1. Introduction

In 1969, Stancu [3] introduced the Bernstein-Stancu polynomials as follows

Bα,β
n (f ;x) =

n∑
k=0

f

(
k + α

n+ β

)(
n

k

)
xk(1− x)k, (1)

where n ∈ N, f ∈ C[0, 1], which is the space of all real valued continuous functions
defined on [0, 1], real numbers α and β are fixed, indicating that 0 ≤ α ≤ β. The
classical Bernstein polynomials are obtained in the condition α = β = 0.

The approximation of a continuous function by a series of linear positive opera-
tors is the main topic of Korovkin-type approximation theory (see [1], [2], [18]- [21]).
Recently, Bede et al., [4] have introduced nonlinear positive operators in place of
linear positive operators. Bede et al., introduced the max-product version of fami-
lies of linear approximation operators (see [7], [8]), which generated a new field of
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approximation theory. Up to now researchers have investigated and explored many
aspects of max product operators (see [13]- [17]). It is concluded that they have
an even better order of approximation for certain subclasses of functions and the
same order as in the case of positive linear operators.

Lemma 1. ( [5]) Let I ⊂ R be a bounded or unbounded interval, CB+(I) be
the space of real valued continuous and bounded functions defined on I, and Ln :
CB+(I) → CB+(I), n ∈ N be a sequence of operators satisfying the next require-
ments:

(i) (Monotonicity) If f, g ∈ CB+(I) provide f ≤ g then Ln(f) ≤ Ln(g) for all
n ∈ N ;

(ii) (Sublinearity) For all f, g ∈ CB+(I) Ln(f + g) ≤ Ln(f) + Ln(g) .

In [11], the function of two real variables function f be given over the unit square
s : [0, 1][0, 1] then the bivariate Bernstein polynomial of degree (n,m), correspond-
ing to the function f , is defined by means of the formula

Bn,m(f)(x, y) =

n∑
i=0

m∑
j=0

pn,i(x)pm,j(y)f(i/n, j/m).

The square interval of bivariate Bernstein polynomials connected to a function of
f(x, y) given by

Bn,m(f)(x, y) =

n∑
i=0

m∑
j=0

pn,i(x)pm,j(y)f(i/n, j/m)

=

∑n
i=0

∑m
j=0 pn,i(x)pm,j(y)f(i/n, j/m)∑n
i=0

∑m
j=0 pn,i(x)pm,j(y)

,

where f : [0, 1]× [0, 1] → R, (x, y) ∈ [0, 1]2, n,m ∈ N (see Hildebrandt–Schoenberg
[9], Butzer [10]). Also, in [6] max-product Bernstein operators of two variables
defined by

B(M)
n,m (f)(x, y) =

∨n
i=0

∨m
j=0 pn,i(x)pm,j(y)f(i/n, j/m)∨n
i=0

∨m
j=0 pn,i(x)pm,j(y)

, (x, y) ∈ [0, 1]2, n,m ∈ N.

In this work, we study the max-product Bernstein-Stancu operators. Firstly,
we give the definition of the bivariate Bernstein-Stancu max product operators
and investigate approximation properties of these operators. Then, the bivariate
Bernstein-Stancu max product operators will be defined and approximation prop-
erties for bivariate Bernstein-Stancu max product operators will be investigated.
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2. Construction of the Bernstein–Stancu Operators of
Max-Product Kind and the Approximation Properties

We describe the max-product type nonlinear Bernstein-Stancu operators as fol-
lows

P (M)
z (κ;x) =

z∨
m=0

pz,m(x)κ
(

m+ρ
z+θ

)
z∨

m=0
pz,m(x)

, z ∈ N (2)

with pz,m(x) =
(
z
m

)
xm(1 − x)z−m where κ : [0, 1] → R+, x ∈ [0, 1] ; ρ, θ ∈ R+

0 ≤ ρ ≤ θ and

limz→∞
1

z + θ
= 0.

Here, P
(M)
z (κ;x) is positive and continuous on [0, 1] for the continuous function κ

(see [12]). We also know that for ∀z ∈ N, P (M)
z (κ; 0)− κ(0) = 0 and the following

definitions will be given for the arbitrary 0 ≤ x ≤ 1.
Now, the approximation rate will be calculated with the help of the modulus

of continuity for maximum product type Bernstein-Stancu operators. To prove
the main results, we need the following notations and auxiliary results. For each

m,ϖ ∈ {0, 1, ..., z} and x ∈
[

ϖ+ρ
z+θ+1

ϖ+ρ+1
z+θ+1

]
, z ∈ N and 0 ≤ ρ ≤ θ, let us indicate

Nm,z,ϖ(x) =
pz,m(x)|m+ρ

z+θ − x|
pz,ϖ(x)

, nm,z,ϖ(x) =
pz,m(x)

pz,ϖ(x)
.

Let m,ϖ ∈ {0, 1, ..., z}, x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
, z ∈ N and for ρ, θ ∈ R+, we have

0 ≤ ρ ≤ θ. Hence, it is obvious that

i. If ϖ + 1 ≤ m then Nm,z,ϖ(x) =
pz,m(x)(m+ρ

z+θ −x)

pz,ϖ(x) ,

ii. if m ≤ ϖ − 1 then Nm,z,ϖ(x) =
pz,m(x)(x−m+ρ

z+θ )

pz,ϖ(x) .

Additionally, for each m,ϖ ∈ {0, 1, ..., z}, x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
, z ∈ N and for

ρ, θ ∈ R+, we get 0 ≤ ρ ≤ θ. Let us indicate

i. If ϖ + 2 ≤ m, then Nm,z,ϖ(x) =
pz,m(x)( m+ρ

z+θ+1−x)

pz,ϖ(x) ,

ii. if m ≤ ϖ − 2 then Nm,z,ϖ(x) =
pz,m(x)(x− m+ρ

z+θ+1 )

pz,ϖ(x) .

Lemma 2. Let x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
and for all m,ϖ ∈ {0, 1, ..., z},

i. If ϖ + 2 ≤ m, then Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) ≤ 3Nm,z,ϖ(x).
ii. If m ≤ ϖ − 2, then Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) ≤ 6Nm,z,ϖ(x).



790 A. K. YEŞİLNACAR BİNMAR, E. ACAR, S. KIRCI SERENBAY

Proof. (i) This inequality Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) is immediate. Besides,

Nm,z,ϖ(x)

Nm,z,ϖ(x)
=

m+ρ
z+θ − x
m+ρ

z+θ+1 − x
≤

m+ρ
z+θ − ϖ+ρ

z+θ+1
m+ρ

z+θ+1 − ϖ+ρ+1
z+θ+1

≤ mz +mθ +m+ ρ− zϖ − θϖ

(z + θ)(m−ϖ − 1)

≤ m−ϖ

m−ϖ − 1
.

ρ

(z + θ)(m−ϖ − 1)
≤ 3

(3)

which proves (i).
(ii) The inequality Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) is immediate. Also

Nm,z,ϖ(x)

Nm,z,ϖ(x)
=
x− m+ρ

z+θ+1

x− m+ρ
z+θ

≤
ϖ+ρ+1
z+θ+1 − m+ρ

z+θ+1
ϖ+ρ

z+θ+1 − m+ρ
z+θ

=
(z + θ + 1)(ϖ + ρ+ 1−m− ρ)

(z + θ)(ϖ + ρ−m− ρ)−m− ρ

≤ (z + θ + 1)(ϖ + 1−m)

(z + θ)(ϖ + ρ−m− ρ− 1)

=
z + θ + 1

z + θ
.
ϖ + 1−m

ϖ −m− 1
≤ 2

ϖ + 1−m

ϖ −m− 1

= 2

(
1 +

1

ϖ −m− 1

)
≤ 6

Therefore, we get the following inequality

Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) ≤ 6Nm,z,ϖ(x),

and it is the proof of the lemma. □

Lemma 3. For all m,ϖ ∈ {0, 1, ..., z} and x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
, we have

nm,z,ϖ(x) ≤ 1

Proof. We have two states 1)ϖ ≤ m, 2)m ≤ ϖ

1)It is obvious that the function g(x) = 1−x
x is nonincreasing on x ∈

[
ϖ+ρ

z+θ+1 ,
ϖ+ρ+1
z+θ+1

]
it means that

nm,z,ϖ(x)

nm+1,z,ϖ(x)
=
m+ 1

z −m
.
1− x

x
≥ m+ 1

z −m
.
1− ϖ+ρ+1

z+θ
ϖ+ρ+1
z+θ

≥ 1,

which implies that

... ≤ nm+2,z,ϖ(x) ≤ nm+1,z,ϖ(x) ≤ nm,z,ϖ(x).
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2)For m ≤ ϖ, we obtain

nm,z,ϖ(x)

nm−1,z,ϖ(x)
=
z −m+ 1

m
.
x

1− x
≥ z −m+ 1

m
.

ϖ+ρ
z+θ

1− ϖ+ρ
z+θ

≥ 1,

which immediately implies

n0,z,ϖ(x) ≤ ... ≤ nm−2,z,ϖ(x) ≤ nm−1,z,ϖ(x) ≤ nm,z,ϖ(x)

Since for ∀m,φ ∈ {1, 2, ..., z}, nm,z,φ(x) = 1 the conclusion of the lemma is obvious.
□

Lemma 4. Let x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
, z ∈ N ve ρ, θ ∈ R+ 0 ≤ ρ ≤ θ olmak üzere,

i) If m ∈ {ϖ + 2, ϖ + 3, ..., z − 1} is such that ϖ ≤ (m + ρ) −
√
m+ ρ+ 1,

then Nm+1,z,ϖ(x) ≤ Nm,z,ϖ(x).
ii) Ifm ∈ {1, 2, ..., ϖ−2} is such that (m+ρ)+

√
m+ ρ ≤ ϖ, then Nm−1,z,ϖ(x) ≤

Nm,z,ϖ(x).

Proof. (i) We observe that

Nm,z,ϖ(x)

Nm+1,z,ϖ(x)
=

m+ ρ+ 1

z + θ −m− ρ
.
1− x

x
.

m+ρ
z+θ+1 − x
m+ρ+1
z+θ+1 − x

.

Since the function ψ(x) = 1−x
x .

m+ρ
z+θ+1−x
m+ρ+1
z+θ+1 −x

is nonincreasing on [0, 1], it means that

ψ(x) ≥ ψ(
ϖ + ρ+ 1

z + θ + 1
) =

z + θ −ϖ − ρ

ϖ + ρ+ 1

m+ ρ−ϖ − ρ− 1

m+ ρ−ϖ − ρ
=
z + θ −ϖ − ρ

ϖ + ρ+ 1

m−ϖ − 1

m−ϖ
,

for all x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1 ,

]
. Then since the contidion ϖ ≤ (m+ ρ)−

√
m+ ρ+ 1

implies

(m+ ρ+ 1)(m+ ρ−ϖ − ρ− 1) ≥(ϖ + ρ+ 1)(m+ ρ−ϖ − ρ),

(m+ ρ+ 1)(m−ϖ − 1) ≥(ϖ + ρ+ 1)(m−ϖ),

we obtain

Nm,z,ϖ(x)

Nm+1,z,ϖ(x)
≥ m+ ρ+ 1

z + θ −m− ρ
.
z + θ −ϖ − ρ

ϖ + ρ+ 1
.
m−ϖ − 1

m−ϖ
≥ 1.

(ii) We observe that

Nm,z,ϖ(x)

Nm+1,z,ϖ(x)
=
z + θ −m− ρ+ 1

m+ ρ
.
x

1− x
.
x− m+ρ

z+θ+1

x− m+ρ−1
z+θ+1

.

Since the function g(x) = 1−x
x

x− m+ρ
z+θ+1

x−m+ρ−1
z+θ+1

is nondecreasing on [0, 1] it means that

g(x) ≥ g( ϖ+ρ
z+θ+1 ) =

ϖ+ρ
z+θ+1−ϖ−ρ

ϖ−m
ϖ−m+1 , for all x ∈

[
ϖ+ρ

z+θ+1 ,
ϖ+ρ+1
z+θ+1

]
. Then,since the
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condition (m+ρ)+
√
m+ ρ ≤ ϖ+ρ implies (ϖ+ρ)(ϖ−m) ≥ (m−ρ)(ϖ−m−1),

we obtain

Nm,z,ϖ(x)

Nm+1,z,ϖ(x)
≥ z + θ −m− ρ+ 1

m+ ρ
.

ϖ + ρ

z + θ + 1−ϖ − ρ
.
ϖ −m

ϖ −m+ 1
≥ 1,

which proves the lemma. □

Lemma 5. We have
z∨

m=0

pz,m(x) = pz,ϖ(x), ∀x ∈
[

ϖ + ρ

z + θ + 1
,
ϖ + ρ+ 1

z + θ + 1

]
, ϖ ∈ {0, 1, ..., z}

which pz,m(x) = Cm
z x

m(1− x)z−m.

Proof. Firstly, we demonstrate that for fixed z ∈ N and 0 ≤ m+ρ ≤ m+ρ+1 ≤ z,
we have

0 ≤ pz,m+1(x) ≤ pz,m(x) if and only if x ∈
[
0,
ϖ + ρ+ 1

z + θ + 1

]
.

Actually, the inequality one reduces to

0 ≤
(

z

m+ 1

)
xm+1(1− x)z−m−1 ≤

(
z

m

)
xm(1− x)z −m,

which, after being simplified, is equivalent to

0 ≤ x

[(
z

m+ 1

)
+

(
z

m

)]
≤
(
z

m

)
.

Regarding the equality
(

z
m+1

)
+
(
z
m

)
=
(
z+1
m+1

)
, The inequality mentioned above

straight away equals 0 ≤ x ≤ m+1
z+1 . Using m = 0, ..., z in the inequality that was

just demonstrated above, we obtain

pz,ρ+1(x) ≤pz,ρ(x), if and only if x ∈
[
0,

ρ+ 1

z + θ + 1

]
,

pz,ρ+2(x) ≤pz,ρ+1(x), if and only if x ∈
[
0,

ρ+ 2

z + θ + 1

]
,

pz,ρ+3(x) ≤pz,ρ+2(x), if and only if x ∈
[
0,

ρ+ 3

z + θ + 1

]
,

so on,

pz,m+1(x) ≤ pz,m(x), if and only if x ∈
[
0,
m+ ρ+ 1

z + θ + 1

]
,



THE UNIVARIATE AND BIVARIATE BERNSTEIN-STANCU OPERATORS 793

so on,

pz,z−2(x) ≤pz,z−3(x), if and only if x ∈
[
0,
z + θ − 2

z + θ + 1

]
,

pz,z−1(x) ≤pz,z−2(x), if and only if x ∈
[
0,
z + θ − 1

z + θ + 1

]
,

pz,z(x) ≤pz,z−1(x), if and only if x ∈
[
0,

z + θ

z + θ + 1

]
.

From all these inequalities, we easily get:

If x ∈
[
0,

ρ+ 1

z + θ + 1

]
, then pz,m+ρ(x) ≤ pz,ρ(x), for all m = 0, ..., z,

If x ∈
[

ρ+ 1

z + θ + 1
,

ρ+ 2

z + θ + 1

]
, then pz,m+ρ(x) ≤ pz,ρ+1(x), for all m = 0, ..., z,

If x ∈
[

ρ+ 2

z + θ + 1
,

ρ+ 3

z + θ + 1

]
, then pz,m+ρ(x) ≤ pz,ρ+2(x), for all m = 0, ..., z,

and so on finally

if x ∈
[

ρ+ z

z + θ + 1
, 1

]
then pz,m(x) ≤ pz,z(x), for all m = 0, ..., z,

that proves the lemma. □

Theorem 1. Let κ : [0, 1] → [0, 1], κ, be a continuous function on [0, 1]. Then, we
obtain

|P (M)
z (κ)(x)− κ(x)| ≤ 12ω1

(
κ,

√
x+ ρ

√
z + θ + 1

)
, x ∈ [0, 1],∀n ∈ N.

Here, ω1(κ, δ) = sup(|κ(x)− κ(t)| : x, t ∈ [0, 1], |x− t| ≤ δ).

Proof. Checking that the max-product Bernstein-Stancu operators satisfy the re-
quirements in Lemma 1 is easy.

|P (M)
z (κ)(x)− κ(x)| ≤

(
1 +

1

δz
P (M)
z (ϱx)(x)

)
ω1(κ; δz), (4)

which ϱx(t) = |t− x|. So, it is enough to estimate

Ez(x) = P (M)
z (ϱ)(x) =

z∨
m=0

pz,m(x)κ
∣∣∣ m+ρ
z+θ+1 − x

∣∣∣
z∨

m=0
pz,m(x)

.
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Let x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
where ϖ ∈ {0, 1, ..., z} is fixed, arbitrary. By Lemma 5

we easily obtain

Ez(x) = max
m=0,1,...,z

{Nm,z,ϖ(x)}, x ∈
[

ϖ + ρ

z + θ + 1
,
ϖ + ρ+ 1

z + θ + 1

]
.

Now, we can assume ϖ = 0, 1, ..., z, since simple calculation for ϖ = 0 shows that

in this case we get Ez(x) ≤ 1
z+θ+1 , for all x ∈

[
0, 1

z+θ+1

]
. Consequently, an

upper estimate for each Nm,z,ϖ(x) must still be obtained, when m = 0, 1, ... and

x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
. Actually, we will demonstrate that

Nm,z,ϖ(x) ≤ 6

√
x+ ρ

z + θ + 1
, (5)

which immediately implies that

Ez(x) ≤ 6

√
x+ ρ

z + θ + 1
, x ∈

[
0,

1

z + θ + 1

]
,

and taking δz = 6
√
x+ρ

z+θ+1 in (4) we immediately get the estimate in the statement. To

demonstrate (5), we consider the subsequent circumstances: i)m ∈ {ϖ−1, ϖ,ϖ+1};
ii)m ≥ ϖ + 2 and iii)m ≤ ϖ − 2

Case i). If m = ϖ, then Nϖ,z,ϖ(x) =
∣∣∣ϖ+ρ
z+θ − x

∣∣∣ . Since x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
it

means that Nϖ,z,ϖ(x) ≤ 1
z+θ+1 .

Ifm = ϖ+1, then Nϖ+1,z,ϖ(x) = nϖ+1,z,ϖ(x)
(

ϖ+ρ+1
z+θ − x

)
. Since by Lemma 3

we have nϖ+1,z,ϖ(x) ≤ 1, we obtain Nϖ+1,z,ϖ(x) ≤ ϖ+ρ+1
z+θ −x ≤ ϖ+ρ+1

z+θ − ϖ+ρ
z+θ+1 ≤

3
z+θ+1 .

If m = ϖ − 1, then Nϖ−1,z,ϖ(x) = nϖ−1,z,ϖ(x)
(
x− ϖ+ρ−1

z+θ

)
≤ ϖ+ρ+1

z+θ+1 −
ϖ+ρ−1
z+θ ≤ 2

z+θ+1

Case ii). Subcase a) Suppose first that m+
√
m+ 1 ≤ ϖ, we get

Nm,z,ϖ(x) = nm,z,ϖ(x)

(
m+ ρ

z + θ + 1
− x

)
≤ m+ ρ

z + θ + 1
− x

≤ m+ ρ

z + θ + 1
− ϖ + ρ

z + θ + 1
≤ m+ ρ

z + θ + 1
− m+

√
m+ 1

z + θ + 1

=

√
m+ 1

z + θ + 1
≤ 1√

z + θ + 1
.

Subcase b) Assume that m−
√
m+ 1 ≥ ϖ. Since the function ϑ(x) = x−

√
x+ 1

is nondecreasing on x ∈ [0, 1] it follows that there exists m ∈ {0, ..., z},of maximum
value, such that m−

√
m+ 1 < ϖ. Then for m1 = m+1 we obtain m1−

√
m1 + 1 ≥
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ϖ and

Nm,z,ϖ(x) = nm,z,ϖ(x)

(
m+ ρ+ 1

z + θ + 1
− x

)
≤ m+ ρ+ 1

z + θ + 1
− x

≤ m+ ρ+ 1

z + θ + 1
− ϖ + ρ

z + θ + 1
≤ m+ ρ+ 1

z + θ + 1
− m−

√
m+ 1

z + θ + 1

=

√
m+ 1 + 1

z + θ + 1
≤ 2√

z + θ + 1
.

Also, we have m1 ≥ ϖ + 2. Indeed, this is a consequence of the fact that ϑ is
nondecreasing on the interval x ∈ [0, 1] and because it is easy to see that ϑ(ϖ+1) ≤
ϖ. By Lemma 4 it follows that Nm+1,z,ϖ(x) ≥ Nm+2,z,ϖ(x) ≥ ... ≥ Nz,z,ϖ. We

thus obtain Nm,z,ϖ(x) = 2√
z+θ+1

for any m ∈ {m+ 1,m+ 2, ..., z} . Therefore, in
both subcases, we get Nm,z,ϖ(x) ≤ 6√

z+θ+1
.

Case iii). Subcase a) Assume first that m+
√
m ≥ ϖ. Then we get

Nm,z,ϖ(x) = nm,z,ϖ(x)

(
x− m+ ρ

z + θ + 1

)
≤ x− m+ ρ

z + θ + 1
≤ ϖ + ρ+ 1

z + θ + 1
− m+ ρ

z + θ + 1

≤ m+
√
m+ ρ+ 1

z + θ + 1
− m+ ρ

z + θ + 1

=

√
m+ ρ+ 1

z + θ + 1
≤ 2√

z + θ + 1
.

Subcase b) Assume now that m+
√
m ≤ ϖ. Let m ∈ {0, ..., z} be the minimum

value such that m−√
m < ϖ. Then m2 = m− 1 satisfies m2 −

√
m2 ≥ ϖ and

Nm,z,ϖ(x) = nm,z,ϖ(x)

(
x− m+ ρ− 1

z + θ + 1

)
≤ x− m+ ρ+ 1

z + θ + 1
≤ ϖ + ρ+ 1

z + θ + 1
− m+ ρ− 1

z + θ + 1

≤ m+
√
m+ 1

z + θ + 1
− m+ ρ− 1

z + θ + 1
=

√
m+ 2 + ρ

z + θ + 1
≤ 3√

z + θ + 1
.

Additionally, since in this case we have ϖ ≥ 2 it is immediate that m2 ≥ ϖ− 2.
By Lemma 4, it follows that Nm−1,z,ϖ(x) ≥ Nm−2,z,ϖ(x) ≥ ... ≥ N0,z,ϖ. We

obtain Nm,z,ϖ(x) ≤ 3√
z+θ+1

for x ∈
[

ϖ+ρ
z+θ+1 ,

ϖ+ρ+1
z+θ+1

]
and for any m ≤ ϖ − 2. In

both subcases, we get Nm,z,ϖ(x) ≤ 3√
z+θ+1

.

As a result, by collecting all the predictions in the above cases and subcases, we
easily obtain the relation (5) that completes the proof.

□
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3. Nonlinear Max-Product Type Bivariate Bernstein-Stancu
Operators

We introduce nonlinear bivariate Bernstein-Stancu operators of max-product
type in this section.

Let us κ : [0, 1]× [0, 1] → R+ be a continuous function and for k = 1, 2, ρk, θk ∈
R+, with 0 ≤ ρk ≤ θk . Then the nonlinear maximum product type of bivariate
Bernstein-Stancu operators is defined as follows:

P
(M)
z,h,ϖk,ιk

(κ : x, y) =

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)κ
(

m+ρ1

z+θ1
, j+ρ2

h+θ2

)
z∨

m=0
pz,m(x)

h∨
j=0

ph,j(y)

, (6)

with
pz,m(x) = Cm

z x
m(1− x)z−m and ph,j(y) = Cj

hy
j(1− y)h−j , (7)

for all x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ, ι ∈ N.

The subsequent sections provide an error estimate the nonlinear maximum prod-
uct type of bivariate Bernstein-Stancu operators in terms of modulus of continuity,

along with some features of the P
(M)
z,h,ϖk,ιk

operators.
We require the following notations and auxiliary results for the main result

proofs. Now, some definitions for the x and y variables and lemmas will be given.

For each m = {0, 1, ..., z}, j = {0, 1, ..., h} and x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ, ι ∈ N, let us denote

Nm,z,ϖ(x) =
pz,m(x)|m+ρ1

z+θ1
− x|

pz,ϖ(x)
, nm,z,ϖ(x) =

pz,m(x)

pz,ϖ(x)

Nj,h,ι(y) =
ph,j(y)| j+ρ2

h+θ2
− y|

ph,ι(y)
, nj,h,ι(y) =

ph,j(y)

ph,ι(y)
.

Let x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ, ι ∈ N, m = {0, 1, ..., z},

j = {0, 1, ..., h}, and for k = 1, 2, ρk, θk ∈ R+, with 0 ≤ ρk ≤ θk. Hence, it is
obvious that

i) If ϖ + 1 ≤ m, then Nm,z,ϖ(x) =
pz,m(x)(

m+ρ1
z+θ1

−x)

pz,ϖ(x) ,

ii) If m ≤ ϖ − 1, then Nm,z,ϖ(x) =
pz,m(x)(x−m+ρ1

z+θ1
)

pz,ϖ(x) ,

iii) If ι+ 1 ≤ j, then Nj,h,ι(y) =
ph,j(y)(

j+ρ2
h+θ2

−y)

ph,ι(y)
,

iv) If j ≤ ι− 1, then Nj,h,ι(y) =
ph,j(y)(y−

j+ρ2
h+θ2

)

ph,ι(y)
.
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Additionally, let x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ, ι ∈ N, m =

{0, 1, ..., z}, j = {0, 1, ..., h}, and for k = 1, 2, ρk, θk ∈ R+, with 0 ≤ ρk ≤ θk. Then,
we can denote

Nm,z,ϖ(x) =
pz,m(x)(x− m+ρ1

z+θ1+1 )

pz,ϖ(x)
, for m ≤ ϖ − 2

N j,h,ι(y) =
ph,j(y)(y − j+ρ2

h+θ2+1 )

ph,ι(y)
, for j ≤ ι− 2

Lemma 6. Let x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ, ι ∈ N, and for

k = 1, 2, ρk, θk ∈ R+, with 0 ≤ ρk ≤ θk.

i) For allm,ϖ = {0, 1, ..., z} and ϖ+2 ≤ m, we have Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) ≤
3Nm,z,ϖ(x).

ii) For all j, ι = {0, 1, ..., h} and ι + 2 ≤ j, we have N j,h,ι(y) ≤ Nj,h,ι(y) ≤
3N j,h,ι(y).

iii) For allm,ϖ = {0, 1, ..., z} andm ≤ ϖ−2, we have Nm,z,ϖ(x) ≤ Nm,z,ϖ(x) ≤
6Nm,z,ϖ(x)

iv) For all j, ι = {0, 1, ..., h} and ι + 2 ≤ j, we have j ≤ ι − 2, Nj,h,ι(y) ≤
N j,h,ι(y) ≤ 6Nj,h,ι(y)

The proof is in a similar way to the univariate given in Lemma 2.

Lemma 7. For allm,ϖ = {0, 1, ..., z}, j, ι = {0, 1, ..., h} and x, y ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, we have

nm,z,ϖ(x) ≤ 1 and nj,h,ι(y) ≤ 1. (8)

The proof is in a similar way to the univariate given in Lemma 3.

Lemma 8. Let pz,m(x) and ph,j(y) defined as given in (7). Then we have

z∨
m=0

pz,m(x).

h∨
j=0

ph,j(y) = pz,ϖ(x).ph,ι(y),

for all x, y ∈ [0, 1]2ve (x, y) ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ = 0, ...z,

ι = 0, ...h.

Proof. Since we have
z∨

m=0
pz,m(x) > 0 ,

h∨
j=0

ph,j(y) > 0 for all x, y ∈ [0, 1] Firstly,

we claim that for ϖ = 0, ...z, ι = 0, ...h, we have

0 ≤ pz,m+1(x) ≤ pz,m(x),

0 ≤ ph,j+1(y) ≤ ph,j(y),
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if and only if x ∈
[
0, ϖ+ρ1+1

z+θ1+1

]
and y ∈

[
0, ι+ρ2+1

h+θ2+1

]
.Writing the following inequality

is simple:

0 ≤
(

z

ϖ + 1

)
xϖ+1(1− x)z−ϖ−1 ≤

(
z

ϖ

)
xϖ(1− x)z−ϖ,

0 ≤
(

h

ι+ 1

)
yι+1(1− y)h−ι−1 ≤

(
h

ι

)
yι(1− y)h−ι

and after simplifcation,

0 ≤ x

[(
z

ϖ + 1

)
+

(
z

ϖ

)]
≤
(
z

ϖ

)
,

0 ≤ y

[(
z

ι+ 1

)
+

(
h

ι

)]
≤
(
h

ι

)
.

From the equality
(

z
ϖ+1

)
+
(
z
ϖ

)
=
(
z+1
ϖ+1

)
, we get 0 ≤ x ≤ ϖ+ρ1+1

z+θ1+1 , 0 ≤ y ≤ ι+ρ2+1
h+θ2+1 .

Also, denoting

Am,z,ϖ(x) =
pz,m(x)

pz,ϖ(x)
=

(
z
m

)(
z
ϖ

) ( x

1− x

)m−ϖ

, (9)

Aj,h,ι(y) =
ph,m(y)

ph,ι(y)
=

(
h
j

)(
h
ι

) ( y

1− y

)j−ι

, (10)

so, we can write Am,z,ϖ,j,h,ι(x, y) = Am,z,ϖ(x).Aj,h,ι(y). Therefore, we can use the
following formula to prove the approximation results

P
(M)
z,h,ϖk,ιk

(κ : x, y) =

z∨
m=0

h∨
j=0

ph,j(y)Am,z,ϖ,j,h,ι(x, y)κ

(
m+ ρ1
z + θ1

,
j + ρ2
h+ θ2

)
, (11)

for all (x, y) ∈
[

ϖ+ρ1

z+θ1+1 ,
ϖ+ρ1+1
z+θ1+1

]
×
[

ι+ρ2

h+θ2+1 ,
ι+ρ2+1
h+θ2+1

]
, ϖ = 0, ...z, ι = 0, ...h.

It easily follows that we can write

P
(M)
z,h,ϖk,ιk

(κ : x, y) = P (M)
z,ϖk,x

[
P

(M)(κ)
h,ιk,y

]
(x, y)

where, if F = F (x, y) then the notations P
(M)
z,x (F ) means that the univariate max-

product Bernstein operator P
(M)
z (F ) is applied to F considered as function of x

while P
(M)
z,y (F ) means that the univariate max-product Bernstein operator P

(M)
z (F )

is applied to F considered as function of y. In other words, the bivariate max-
product Bernstein operators are tensor products of the univariate max- product
Bernstein operators.

□

Definition 1. Suppose that κ : I : [0, 1]× [0, 1] → R+ olmak üzere,

(i) Let for all y, x, x + ϕ ∈ [0, 1], ϕ > 0, κ(x + ϕ, y) − κ(x, y) ≥ 0(resp.,≤ 0).
Then, the function κ is increasing with respect to x on I (resp., decreasing).
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(ii) Let for all x, y, y + Φ ∈ [0, 1],Φ > 0, κ(x, y + Φ) − κ(x, y) ≥ 0(resp.,≤ 0).
Ten, the function κ is increasing with respect to y on I (resp., decreasing).

(iii) Let for all x, x+ϕ, y, y+Φ ∈ [0, 1], ϕ,Φ > 0 ∆2κ(x, y) = κ(x+phi, y+Φ)−
κ(x, y + Φ) − κ(x + ϕ, y) + κ(x, y) ≥ 0(resp.,≤ 0) Ten, the function κ is
upper bidimensional monotone on I (resp., lower bidimensional monotone).
(Bede, Coroianu ve Gal, 2016).

Theorem 2. Let κ : [0, 1]× [0, 1] → R+ be a continuous function. We have

|P (M)
z,h (κ)(x, y)− κ(x, y)| ≤ 18ω1

(
κ;

√
x+ ρ1√

z + θ1 + 1
,

√
y + ρ2√

h+ θ2 + 1

)
,

for all x, y ∈ [0, 1] and z, h ∈ N. Here
ω1(κ; γ, δ) = sup {| κ)(x, y)− κ)(z, t) |;x, y, z, t[0, 1]× [0, 1], | x− z |≤ γ, | y − t |≤ δ} .

Proof. Taking into account the inequality valid for the positive numbers Ak, Bk,
k ∈ {0, 1, ..., s},

|maxk∈{0,1,...,s}{Ak} −maxk∈{0,1,...,s}{Bk}| ≤ maxk∈{0,1,...,s}{|Ak −Bk|}
we obtain

|P (M)
z,h (κ)(x, y)− κ(x, y)|

=

∣∣∣∣∣∣∣∣∣
z∨

m=0
pz,m(x)

h∨
j=0

ph,j(y)κ
(

m+ρ1

z+θ1
, j+ρ2

h+θ2

)
z∨

m=0
pz,m(x)

h∨
j=0

ph,j(y)

−

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)κ(x, y)

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)

∣∣∣∣∣∣∣∣∣
≤

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)
∣∣∣κ(m+ρ1

z+θ1
, j+ρ2

h+θ2

)
− κ(x, y)

∣∣∣
z∨

m=0
pz,m(x)

h∨
j=0

ph,j(y)

≤

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)ω1 (κ; |m+ ρ1/z + θ1 − x|, |j + ρ2/h+ θ2 − y) |)

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)

=

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)ω1

(
κ; δ |m+ρ1/z+θ1−x|

δ , ν |j+ρ2/h+θ2−y|)
ν

)
z∨

m=0
pz,m(x)

h∨
j=0

ph,j(y)
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=

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)ω1

(
1 + |m+ρ1/z+θ1−x|

δ + |j+ρ2/h+θ2−y|)
ν

)
ω1(κ, δ, ν)

z∨
m=0

pz,m(x)
h∨

j=0

ph,j(y)

= ω1(κ, δ, ν)

1 +
1

δ

z∨
m=0

pz,m(x)
(

m+ρ1

z+θ1−x

)
z∨

m=0
pz,m(x)

+ +
1

ν

h∨
j=0

ph,j(y)
(

m+ρ2

h+θ2−y

)
h∨

j=0

ph,j(y)


Burada, δ = 6

√
x+ρ1√

z+θ1+1
ve ν = 6

√
y+ρ2√

h+θ2+1

|P (M)
z,h (κ)(x, y)− κ(x, y)| ≤ 3ω1

(
κ;

6
√
x+ ρ1√

z + θ1 + 1
,

6
√
y + ρ2√

h+ θ2 + 1

)
≤ 18ω1

(
κ;

√
x+ ρ1√

z + θ1 + 1
,

√
y + ρ2√

h+ θ2 + 1

)
□
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Abstract. In this article, we study the boundedness of the fractional Rough
Hardy operator and its adjoint operators on the central Morrey space with
a variable exponent. We also establish the same boundedness for their com-
mutators when the symbol functions are on the λ-central BMO space with a
variable exponent.

1. Introduction

The Hardy operator is a key operator in mathematical analysis and has been
extensively used in recent times. In 1920, Hardy [1] defined an operator for a
locally integrable f ∈ Rn.

Hf(x) =
1

x

∫ x

0

f(t)dt, x > 0. (1)

He also established a sharp inequality for it. Later, Faris (as seen in [2]) formulated
the n-dimensional form of (1). Grafakos and Christ [3] determined the exact norm
value on the Lebesgue space for the n-dimensional Hardy operator. Additionally,
the Hardy integral inequality has garnered significant attention. Alternate proofs,
variants, applications, and generalizations of this inequality were explored in various
articles. Some of these inequalities are discussed in [3, 4]. Furthermore, in [5], the
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authors introduced the n-dimensional fractional Hardy operator as follows:

Hβf(z) =
1

|z|n−β

∫
|t|≤|z|

f(t)dt, H∗
βf(z) =

∫
|t|>|z|

f(t)

|t|n−β
dt, z ∈ Rn \ {0}, (2)

where |z| =
√∑n

i=1 z
2
i . Moreover, commutators of these operators are defined as

follows:

[b,H]f = bHf −H(bf), [b,H∗]f = bH∗f −H∗(bf), (3)

where b is a locally integrable function. Fu, Liu, and Wang [5] established bound-
edness for the commutator of the n-dimensional fractional Hardy operator. Firstly,
Ren and Tao [6] provided the definition of the n-dimensional rough Hardy operator
and its adjoint operator as follows:

HΩ,βf(z) =
1

|z|n−β

∫
|t|≤|z|

Ω(z − t)f(t)dt,

H∗
Ω,βf(z) =

∫
|t|>|z|

Ω(z − t)
f(t)

|t|n−β
dt,

where Ω ∈ Ls(Sn−1), 1 < s ≤ ∞, and is homogeneous of degree zero. Commutators
of rough hardy operators are defined as:

Hb
Ω,βf(z) =

1

|z|n−β

∫
|t|≤|z|

(b(z)− b(t))Ω(z − t)f(t)dt,

H∗,b
Ω,βf(z) =

∫
|t|>|z|

(b(z)− b(t))Ω(z − t)
f(t)

|t|n−β
dt,

which were used by Wei, Zhen, and Wang [7] to develop estimates for the commu-
tator on the Herz space.

It’s important to highlight that the function space featuring varying exponents
plays a pivotal role in both harmonic analysis and applied mathematics. Orlicz [8]
initiated the theory of variable exponent Lebesgue space for the first time. Musieliak
Orlicz spaces are defined in [9]. Sobolev and Lebesgue spaces with integrability
exponents have been thoroughly examined, as seen in [10–12] and the references
therein. Following that, work on variable Lebesgue spaces began, along with the
exploration of the boundedness of numerous operators, including the maximum
operator on Lebesgue spaces Lp(·) [13]. At the same time, the central bounded
mean oscillation space, λ-central Morrey space, and similar function spaces offer
compelling practical uses through the exploration of operator estimates in tandem
with singular integral operators, as detailed in [14, 26]. The analysis of Morrey
space can be traced back to Morrey’s [15] work on the regularity of solutions of
partial differential equations. In [14], the authors defined λ-central Morrey space
and central bounded mean oscillation (BMO) space, which are generalized based on
bounded central mean oscillation. λ-central Morrey space and central BMO space
have impressive applications in analyzing the boundedness of many operators; see,
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for example, [16,17]. Furthermore, with substantial applications in image processing
[18], electrorheological fluid [19], and partial differential equations [20], variable
exponent functions have garnered significant attention. Following Kováčik’s [21]
seminal work, such theories have made significant advances. For the first time, the
idea of non-homogeneous variable exponent central Morrey spaces was formulated
by Mizuta [22]. In the recent past, Wang et al. defined variable exponent central
BMO and established the boundedness of some operators in [23], which was later
extended by Zunwei Fu [24] to variable exponent λ-central Morrey space and central
BMO space.

In [25, 27], the authors obtained results for the boundedness of several integral
operators on function spaces with variable exponents. Additionally, some authors
proved results for the boundedness of multilinear integral operators and their com-
mutators as well, as seen in [28,29].

Motivated by [24,30,31], we are going to examine the boundedness of fractional
Rough Hardy operators, as well as the boundedness of commutators, on the variable
exponent λ-central Morrey space.

Let’s elucidate the structure of this paper. In Section 2, we will revisit certain
definitions, lemmas, and propositions in the context of variable exponent Lebesgue
space. In the third section of this article, we consider the boundedness of the frac-
tional Rough Hardy operator and its adjoint operator on the central Morrey space
with a variable exponent, respectively. In Section 4, we consider the boundedness
of commutators of the fractional Rough Hardy operator and its adjoint operator
on the λ-central BMO space with a variable exponent, respectively..

Additionally, |B| and χB represent the Lebesgue measure and the characteristic
function of a measurable set B ⊂ Rn, respectively. When we write g ≈ h, we are
indicating the existence of constants c1, c2 > 0 such that c1g ≤ h ≤ c2g. Here,
Bk = B(0, 2k) = {x ∈ Rn : |x| ≤ 2k} and the characteristics function χk = χAk

for
k ∈ Z (see [35]).

2. Function spaces along variable exponent

First of all, we will provide some basic definitions and notations concerning
Lebesgue spaces over variable exponents. Let’s consider an open set E ⊆ Rn, and
let q(·) : E → [1,∞) be a measurable function. We denote the conjugate exponent
as q′(·), which is defined as

1

q′(·)
+

1

q(·)
= 1

The set P(E) consists of all pairs of exponents (q(·), q′(·)) that satisfy

1 < q− = ess inf{q(x) : x ∈ E}

q+ = ess sup{q(x) : x ∈ E} < ∞.
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We use Lq(·) to represent the space of all measurable functions f such that for some
ζ > 0, ∫

E

(
|f(x)|
ζ

)q(x)

dx < ∞,

This space is a Banach function space equipped with the Luxemburg norm:

||f ||Lq(·)(E) = inf

{
ζ > 0 :

∫
E

(
|f(x)|
ζ

)q(x)

dx ≤ 1

}
.

We define L
q(·)
loc (δ) as the set of functions f belonging to Lq(·)(E) for any compact

subset E ⊂ δ:

L
q(·)
loc (δ) =

{
f : f ∈ Lq(·)(E) for every compact subset E ⊂ δ

}
.

Here, M denotes the Hardy-Littlewood maximal operator acting on a function
f ∈ L1

loc(Rn) and is defined by

Mf = sup
r>0

1

|Br|

∫
Br

|f |dy

where Br(x) = {y ∈ Rn : |x− y| < r} is the ball centered at x with radius r.
B is a set containing q(·) ∈ Rn that satisfy the condition that M is bounded on

Lq(·). Now, we express a few properties of variable exponents associated with the
class B(E). Neugebauer, Cruz Uribe, and Fiorenza [12], as well as Nakvinda [32],
established the inequalities presented in the proposition below.

Proposition 1. [32] Let E be an open set, and let q(·) ∈ P(E) satisfy the require-
ments given below:

|q(y)− q(x)| ≤ −C

ln(|y − x|)
,
1

2
≥ |y − x|, (4)

|q(y)− q(x)| ≤ C

ln(|x|+ e)
, |x| ≤ |y|, (5)

then q(·) ∈ B(E), where C stands for a positive constant independent of y and x.

Lemma 1. [21] ( Generalized Hölder inequality) Let q(·), q1(·), and q2(·) be in
P(E).

• If h ∈ Lq(·) and f ∈ Lq′(·), then∫
E

|h(x)f(x)|dx ≤ rq∥h∥Lq(·)∥f∥Lq′(·) ,

where rq = 1 + 1
q− − 1

q+ .

• If h ∈ Lq1(·)(E) and f ∈ Lq2(·)(E), and 1
q(·) =

1
q1(·) +

1
q2(·) , then

∥hf |Lq(·) ≤ rq,q1∥h∥Lq1(·)∥f∥Lq2(·) ,

where rq,q1 =
(
1 + 1

(q1)−
− 1

(q1)+

)1/q−
.
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Lemma 2. [34] Assuming that q(·) ∈ B for all measurable subsets I of S, and
I ⊂ Rn, there exists a constant 0 < δ < 1 and a constant C such that

∥χI∥Lq(·)

∥χS∥Lq(·)
≤ C

(
|I|
|S|

)δ

.

∥χS∥Lq(·)

∥χI∥Lq(·)
≤ C

|S|
|I|

.

Remark 1. Suppose that q(·) ∈ P(Rn) and satisfies conditions (4) and (5) in
Proposition 1. Then so does q

′
(·). Generally, we can see that both q(·) and q

′
(·)

belong to B(Rn) based on Proposition 1. Therefore, by virtue of Lemma 2, we can
consider a constant δ1 ∈ (0, 1

(q2)+
) such that

∥χI∥Lq2(·)(Rn)

∥χS∥Lq2(·)(Rn)

≤ C

(
|I|
|S|

)δ1

(6)

which holds for all balls S in Rn and for I ⊂ S. If q1(·) ∈ P, using Lemma 2, we
can take constant δ3 ∈ (0, 1

(q
′
1)+

) such that

∥χI∥Lq
′
1(·)(Rn)

∥χS∥Lq
′
1(·)(Rn)

≤ C

(
|I|
|S|

)δ3

. (7)

Lemma 3. [34] Let q(·) ∈ B(Rn). The following inequality holds for all balls
B ⊂ Rn and a positive constant C:

C−1 ≤ 1

|B|
∥χB∥Lq(·)(Rn)∥χB∥Lq

′
(·)(Rn)

≤ C.

Definition 1. [35] Let f ∈ L1
loc(Rn). We define

∥b∥BMO = sup
B

1

B

∫
B

|b(x)−A
B
vg b|dx,

where the function b is considered to have bounded mean oscillation if ∥b∥BMO < ∞.

Lemma 4. [36] Assuming that q(·) ∈ P(Rn), for b ∈ BMO, and for j, i ∈ Z with
j > i, we have the following inequalities:

C−1∥b∥BMO ≤ sup
B:Ball

1

∥χB∥Lq(·)
∥(b− bB)χB∥Lq(·) ≤ C∥b∥BMO (8)

∥(b− bBi
)χBj

∥Lq(·) ≤ C(j − i)∥b∥BMO∥χBj
∥Lq(·) (9)

Definition 2. [24] Let λ ∈ R and q(·) ∈ P(Rn). Then the central Morrey space
for the variable exponent Ḃq(·),λ(Rn) is defined as

Ḃq(·),λ(Rn) =
{
f ∈ L

q(·)
Loc(R

n) : ∥f∥Ḃq(·),λ(Rn) < ∞
}
,
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where

∥f∥Ḃq(·),λ(Rn) = sup
R>0

∥fχB(0,R)∥Lq(·)(Rn)

|B(0, R)|λ∥χB(0,R)∥Lq(·)(Rn)

Definition 3. [24] Let λ < 1
n and q(·) ∈ P(Rn). The variable exponent λ-central

BMO space CBMOq(·),λ is defined as

CBMOq(·),λ =
{
f ∈ L

q(·)
Loc(R

n) : ∥f∥CBMOq(·),λ(Rn) < ∞
}

where

∥f∥CBMOq(·),λ = sup
R>0

∥(f − fB(0,R))χB(0,R)∥Lq(·)(Rn)

|B(0, R)|λ∥χB(0,R)∥Lq(·)(Rn)

By using the boundedness results of the integral operator Iβ, we will demonstrate
the boundedness of the fractional rough Hardy operator:

Iβ(f)(t) =

∫
Rn

f(z)

|t− z|n−β
dz.

Proposition 2. [37] Let q1(·) ∈ P(Rn), 0 < β < n
(q1)+

, and define q2(·) as

1

q2(·)
=

1

q1(·)
− β

n
.

Then,
∥Iβf∥Lq2(·)(Rn) ≤ C∥f∥Lq1(·)(Rn).

Lemma 5. [30]Assuming that β, q1(·), and q2(·) are defined similarly to proposi-
tion 2, we have

∥χj∥Lq2(·)(Rn) ≤ C2−jβ∥χj∥Lq1(·)(Rn).

3. Boundedness Of Fractional Rough Hardy Operators

Theorem 1. Assume that Ω ∈ Ls(Sn−1), where n
n−1 < s. Let q1(·), p(·), q2(·) ∈

P(Rn) satisfy the inequalities (4) and (5) in proposition 1. Define the variable
exponent p(·) by

1

q1(·)
=

1

p(·)
+

β

n
.

Let λ1 satisfy the following condition:
When 1

q2(·) =
1

q
′
1(·)

− 1
s , there exist λ1 > −β

n and λ = λ1+
β
n . If δ3− 1

s+λ+δ1 > 0,

then the fractional rough Hardy operator is bounded from Ḃq1(·),λ1 to Ḃp(·),λ, and
the following inequality holds:

||Hβ,Ωf ||Ḃp(·),λ ≤ C||f ||Ḃq1(·),λ1 .
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Proof.

|Hβ,Ωf(x) · χk(x)| ≤
1

|x|n−β

∫
Bk

|f(t)||Ω(x− t)|dt · χk(x)

≤ C2−k(n−β)
k∑

j=−∞
∥fj∥Lq1(·)(Rn)∥Ω(x− t)χj∥Lq

′
1(·)(Rn)

χk(x).

Using 1
q2(·) +

1
s = 1

q
′
1(·)

|Hβ,Ωf(x) · χk(x)| ≤ C2−k(n−β)
k∑

j=−∞
∥fj∥Lq1(·)(Rn)∥Ω(x− t)χj∥Ls(Rn)∥χj∥Lq2(·) · χk(x).

∥Hβ,Ωf ·χk∥Lp(·)(Rn) ≤ C2−k(n−β)
k∑

j=−∞
∥fj∥Lq1(·)(Rn)∥Ω(x−t)χj∥Ls(Rn)∥χj∥Lq2(·)∥χk∥Lp(·) .

Hence we have

∥χk∥Lq2(·) ≈ |Bk|
1

q2(·) ≈ |Bk|
1

q
′
1(·)

− 1
s ≈ |Bk|−

1
s ∥χk∥Lq

′
1(·)

∥Hβ,Ωf ·χk∥Lp(·)(Rn) ≤ C2−k(n−β)
k∑

j=−∞
∥fj∥Lq1(·)(Rn)

∥Ω(x−t)χj∥Ls(Rn)|Bj |−
1
s ∥χj∥

L
q
′
1(·)∥χk∥Lp(·) .

(10)
Based on Proposition 2, we have

Iβ(χBk
)(x) ≥ C2kβχBk

(x)

χBk
(x) ≤ C2−kβIβ(χBk

)(x)

∥χBk
∥Lp(·)(Rn) ≤ C2−kβ∥IβχBk

∥Lp(·)(Rn)

≤ C2−kβ∥χBk
∥Lq1(·)(Rn)

≤ C2k(n−β)∥χBk
∥−1

Lq
′
1(·)(Rn)

.

(11)

Using inequality (11) in (10), we obtain

∥Hβ,Ωf ·χk∥Lp(·)(Rn) ≤ C
k∑

j=−∞

∥fj∥Lq1(·)(Rn)∥Ω(x−t)χj∥Ls(Rn)|Bj |−
1
s ∥χj∥

L
q
′
1(·)∥χk∥

−1

L
q
′
1(·)

.

(12)
Using condition (7), we get

∥Hβ,Ωf · χk∥Lp(·)(Rn) ≤ C

k∑
j=−∞

2(j−k)nδ3∥fj∥Lq1(·)(Rn)∥Ω(x− t)χj∥Ls(Rn)|Bj |−
1
s .

(13)
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For t ∈ Cj , x ∈ Ck, and j ≤ k, we have 0 ≤ |x− t| ≤ |x|+ 2j ≤ 2.2k, and∫
Cj

|Ω(x− t)|sdt ≤
∫ 2k+1

0

∫
sn−1

|Ω(x
′
)|sdσ(x

′
)rn−1dr ≤ C2kn

∥Hβ,Ωf · χk∥Lp(·)(Rn) ≤ C

k∑
j=−∞

2(j−k)(nδ3−n
s )∥fj∥Lq1(·)(Rn)

≤ C

k∑
j=−∞

2(j−k)(nδ3−n
s )∥f∥Ḃq1(·),λ1 (Rn)|Bj |λ1 ||χj ||Lq1(·) .

(14)

∥χj∥Lq1(·)(Rn) ≈ |B|
1

q1(·) ≈ |B|
1

p(·)+
β
n ≈ |B|

β
n ∥χj∥Lp(·)(Rn)

∥Hβ,Ωf · χk∥Lp(·)(Rn) ≤ C

k∑
j=−∞

2(j−k)(nδ3−n
s )∥f∥Ḃq1(·),λ1 (Rn)|Bj |λ1+

β
n ||χj ||Lp(·)

≤ C

k∑
j=−∞

2(j−k)(nδ3−n
s )∥f∥Ḃq1(·),λ1 (Rn)

|Bj |λ

|Bk|λ
|Bk|λ

||χj ||Lp(·)

||χk||Lp(·)
||χk||Lp(·) .

(15)
Using inequality (6), we have

∥Hβ,Ωf · χk∥Lp(·)(Rn) ≤ C

k∑
j=−∞

2n(j−k)(δ3− 1
s+λ+δ1)∥f∥Ḃq1(·),λ1 (Rn)|Bk|λ||χk||Lp(·) .

(16)
Since δ3 − 1

s + λ+ δ1 > 0, we obtain

∥Hβ,Ωf∥Ḃp(·),λ(Rn) ≤ C∥f∥Ḃq1(·),λ1 (Rn). (17)

Theorem 2. Let p(·), q1(·), q2(·) and β be defined the same as in Theorem 1, and
Ω ∈ Ls(Sn−1). If λ = λ1 +

β
n and λ < 1

s − β
n − 1, then

∥H∗
β,Ωf∥Ḃp(·),λ ≤ C∥f∥Ḃq1(·),λ1 .

Proof.

|H∗
β,Ωf(x) · χk| ≤

∫
Rn\Bk

|f(t)Ω(x− t)||t|β−ndt · χk(x)

≤ C

∞∑
j=k+1

2j(β−n)∥fj∥Lq1(·)(Rn)∥Ω(x− t)χj∥Lq
′
1(·)(Rn)

· χk(x).
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By using 1
q2(·) +

1
s = 1

q
′
1(·)

∥H∗
β,Ωf · χk∥Lp(·)(Rn)

≤ C

∞∑
j=k+1

2j(β−n)∥fj∥Lq1(·)(Rn)∥Ω(x− t)∥Ls∥χj∥Lq2(·)(Rn)∥χk∥Lp(·)(Rn).

Using inequality (11), we have

∥H∗
β,Ωf · χk∥Lp(·)(Rn)

≤ C

∞∑
j=k+1

2(j−k)(β−n)∥fj∥Lq1(·)(Rn)∥Ω(x− t)∥Ls∥χj∥Lq2(·)(Rn)∥χk∥−1

Lq
′
1(·)(Rn)

.

As we know, we obtain

∥χj∥Lq2(·) ≈ |Bj |
1

q2(·) ≈ |Bj |
1

q
′
1(·)

− 1
s ≈ |Bj |−

1
s ∥χj∥Lq

′
1(·)

∥H∗
β,Ωf · χk∥Lp(·)(Rn)

≤ C

∞∑
j=k+1

2(j−k)(β−n)∥fj∥Lq1(·)(Rn)∥Ω(x− t)∥Ls |Bj |−
1
s ∥χj∥Lq

′
1(·)(Rn)

∥χk∥−1

Lq
′
1(·)(Rn)

.

Now by using condition (7),

∥H∗
β,Ωf · χk∥Lp(·)(Rn)

≤ C

∞∑
j=k+1

2(j−k)(β−n+n)∥fj∥Lq1(·)(Rn)∥Ω(x− t)∥Ls |Bj |−
1
s .

For further calculations following Theorem 1, we get

∥H∗
β,Ωf · χk∥Lp(·)(Rn)

≤ C

∞∑
j=k+1

2(j−k)(β−n
s )∥fj∥Lq1(·)(Rn).

Hence we have

∥H∗
β,Ωf · χk∥Ḃp(·),λ(Rn) ≤ C∥f∥Ḃq1(·),λ1 (Rn)

∞∑
j=k+1

2(j−k)(β−n
s +nλ+n).

By utilizing λ < 1
S − β

n − 1, we obtain the desired result:

∥H∗
β,Ωf∥Ḃp(·),λ(Rn) ≤ C∥f∥Ḃq1(·),λ1 (Rn).



FRACTIONAL ROUGH HARDY OPERATORS ON CENTRAL MORREY SPACE 811

4. Boundedness Commutators Of Fractional Rough Hardy Operators

Theorem 3. Let 0 < β < n, Ω ∈ Ls(Sn−1), and n
n−1 < s. Suppose that q1(·), p(·), q(·) ∈

P(Rn) satisfy conditions (4) and (5) in Proposition 1, and let the variable exponent
q2(·) be define by

1

q1(·)
=

1

q2(·)
− 1

q(·)
+

β

n
.

Let λ1 satisfy the following condition:
When 1

q(·) = 1
q
′
1(·)

− 1
s , there exists λ1 > −λ − β

n such that λ2 = λ1 + λ + β
n . If

b ∈ ∥b∥CBMOq(·),λ and δ3 − 1
s + λ2 + δ1 > 0, then the following inequality holds:

||[b,Hβ,Ω]f ||Ḃq2(·),λ2 ≤ C∥b∥CBMOq(·),λ ||f ||Ḃq1(·),λ1 .

Proof.

|[b,Hβ,Ω]f(x) · χB(x)| ≤
1

|x|n−β

∫
B(0,|x|)

|f(t)(b(x)− b(t))Ω(x− t)|dt · χB(x)

≤ 1

|x|n−β

∫
B(0,|x|)

|f(t)(b(x)− bB)Ω(x− t)|dt · χB(x)

+
1

|x|n−β

∫
B(0,|x|)

|f(t)(b(t)− bB)Ω(x− t)|dt · χB(x)

= A1 +A2.

First, we estimate A1. Let 1
p(x) =

1
q1(x)

− β
n . This implies 1

q2(x)
= 1

p(x) +
1

q(x)

A1 = |(b(x)− bB)χB(x)||Hβ,Ωf(x)|,

∥A1∥Lq2(·)(Rn) = ∥(b(x)− bB)χB(x)Hβ,Ωf∥Lq2(·)(Rn).

Let 1
p(·) =

1
q2(·) −

1
q(·) , and use Hölder inequality ( 1

q2(·) =
1

p(·) +
1

q(·) )

∥A1∥Lq2(·)(Rn) ≤ C∥Hβ,ΩfχB∥Lp(·)(Rn)∥(b(x)− bB)χB∥Lq(·)(Rn)

= C∥Hβ,Ωf∥Ḃµ,p(·) |B|µ∥χB∥Lp(·)(Rn)∥b∥CBMOq(·),λ |B|λ∥χB∥Lq(·)(Rn),

Given that µ = λ1 +
β
n , and using the result of Theorem 1

∥A1∥Lq2(·)(Rn) ≤ C∥f∥Ḃq1(·),λ1 ∥b∥CBMOq(·),λ |B|λ2∥χB∥Lq(·)(Rn)∥χB∥Lp(·)(Rn),
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Next,

A2 =

0∑
k=−∞

1

|x|n−β

k∑
j=−∞

∫
2jB\2j−1B

|f(t)(b(t)− bB)Ω(x− t)|dt · χ2kB\2k−1B(x)

≤
0∑

k=−∞

1

|x|n−β

k∑
j=−∞

∫
2jB\2j−1B

|f(t)(b(t)− b2jB)Ω(x− t)|dt · χ2kB\2k−1B(x)

+

0∑
k=−∞

1

|x|n−β

k∑
j=−∞

∫
2jB\2j−1B

|f(t)(bB − b2jB)Ω(x− t)|dt · χ2kB\2k−1B(x)

= A21 +A22

A21 =

0∑
k=−∞

|2kB|
β
n−1

k∑
j=−∞

∫
2jB\2j−1B

|f(t)(b(t)− b2jB)Ω(x− t)|dt · χ2kB\2k−1B(x)

given that 1
q(·) +

1
q1(·) +

1
s = 1, we can now use Holder’s inequality

A21 ≤ C

0∑
k=−∞

|2kB|
β
n−1χ2kB\2k−1B(x)

k∑
j=−∞

∥(b(t)− b2jB)χ2jB∥Lq(·)

× ∥fχ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls

= C

0∑
k=−∞

|2kB|
β
n−1χ2kB\2k−1B(x)

k∑
j=−∞

∥b∥CBMOq(·),λ |2jB|λ∥χ2jB∥Lq(·)

× ∥f∥Ḃq1(·),λ1 |2jB|λ1∥χ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls

= C

0∑
k=−∞

|2kB|
β
n−1χ2kB\2k−1B(x)∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

×
k∑

j=−∞
|2jB|λ+λ1 |2jB|

1
s+

1
q1(·)+

1
q(·)

= C

0∑
k=−∞

|2kB|
β
n−1χ2kB\2k−1B(x)∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

×
k∑

j=−∞
|2j |λ+λ1+1|B|λ+λ1+1

= C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2k|
β
n+λ+λ1χ2kB\2k−1B(x)|B|λ+λ1+

β
n
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∥A21∥Lq2(·) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2k|
β
n+λ+λ1∥χ2kB∥Lq2(·) |B|λ+λ1+

β
n

= C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2k|
β
n+λ+λ1 |2kB|

1
q2(·) |B|λ+λ1+

β
n

= C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|
1

q2(·) |B|λ2

0∑
k=−∞

|2|k(λ2+
1

q2(·) )

∥A21∥Lq2(·) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 ∥χB∥Lq2(·) |B|λ2

A22 =

0∑
k=−∞

|2kB|
β
n−1

k∑
j=−∞

∫
2jB\2j−1B

|(bB − b2jB)f(t)Ω(x− t)|dt · χ2kB\2k−1B(x)

|(bB − b2jB)| =
−1∑
i=j

|(b2i+1B − b2iB)

=

−1∑
i=j

1

|2iB|

∫
2iB

|b(t)− b2i+1B |dy

≤ C

−1∑
i=j

1

|2iB|
∥(b− b2i+1b)χ2i+1B∥Lq(·)∥χ2i+1B∥Lq

′
(·)

By virtue of Lemma 3, we have

|(bB − b2jB)| ≤ C

−1∑
i=j

1

|2iB|
∥(b− b2i+1b)χ2i+1B∥Lq(·)

|2i+1B|
∥χ2i+1B∥Lq(·)

≤ C

−1∑
i=j

∥b∥CBMOq(·),λ |2i+1B|λ

≤ C∥b∥CBMOq(·),λ

−1∑
i=j

|2i+1B|λ

≤ C∥b∥CBMOq(·),λ |2j+1B|λ|j| (18)
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A22 ≤ C

0∑
k=−∞

χ2kB\2k−1B(x)|2kB|
β
n−1

k∑
j=−∞

∥b∥CBMOq(·),λ |2j+1B|λ|j|

× ∥fχ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls∥χ2jB∥Lq(·)

≤ C∥b∥CBMOq(·),λ

0∑
k=−∞

χ2kB\2k−1B(x)|2kB|
β
n−1

k∑
j=−∞

|2jB|λ+λ1 |j|∥f∥Ḃq1(·),λ1

× ∥χ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls∥χ2jB∥Lq(·)

≤ C∥b∥CBMOq(·),λ

0∑
k=−∞

χ2kB\2k−1B(x)|2kB|
β
n−1

×
k∑

j=−∞
|2jB|λ+λ1 |j|∥f∥Ḃq1(·),λ1 |2jB|

1
q1(·)+

1
s+

1
q(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

χ2kB\2k−1B(x)|2kB|
β
n−1

k∑
j=−∞

|2jB|λ+λ1+1|j|

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

χ2kB\2k−1B(x)|2kB|
β
n−1|2kB|λ+λ1+1|k|

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k||2kB|λ+λ1+
β
nχ2kB\2k−1B(x)

∥A22∥Lq2(·) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k||2kB|λ+λ1+
β
n ∥χ2kB∥Lq2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k||2kB|λ+λ1+
β
n |2kB|

1
q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k||2k|λ2+
1

q2(·) |B|λ2+
1

q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2∥χB∥Lq2(·)

Combine all results of A1, A2, A21, and A22, we obtain the required result

∥[b,Hβ,Ω]fχB∥Lq2(·)(Rn) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2∥χB∥Lq2(·)(Rn)

∥[b,Hβ,Ω]f∥Ḃq2(·),λ2 ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

Theorem 4. Let p(·), q1(·), q2(·), and β be defined as in Theorem 2 , and let
Ω ∈ Ls(Sn−1). If b ∈ ∥b∥CBMOq(·),λ , λ2 = λ+λ1+

β
n , and β < n(1−δ3−δ1−λ2+

1
s ),

then
∥[b,H∗

β,Ω]f∥Ḃq2(·),λ2 ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1
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Proof.

|[b,H∗
β,Ω]f(x) · χB(x)| ≤

∫
B(0,|x|)c

|f(t)(b(x)− b(t))Ω(x− t)|
|t|n−β

dt · χB(x)

≤
∫
B(0,|x|)c

|f(t)(b(x)− bB)Ω(x− t)|
|t|n−β

dt · χB(x)

+

∫
B(0,|x|)c

|f(t)(b(t)− bB)Ω(x− t)|
|t|n−β

dt · χB(x)

= D1 +D2.

D1 = |(b(x)− bB)χB(x)||H∗
β,Ωf(x)|,

∥D1∥Lq2(·)(Rn) = ∥(b(x)− bB)χB(x)H
∗
β,Ωf(x)∥Lq2(·)(Rn).

By using Hölder inequality ( 1
q2(·) =

1
p(·) +

1
q(·) )

∥D1∥Lq2(·)(Rn) ≤ C∥(b(x)− bB)χB(x)∥Lq(·)(Rn)∥H∗
β,Ωf(x)χB∥Lp(·)(Rn)

= C∥b∥CBMOq(·),λ |B|λ∥χB∥Lq(·)(Rn)|B|µ∥χB∥Lp(·)(Rn)∥H∗
β,Ωf∥Ḃµ,p(·) ,

Given that µ = λ1 +
β
n , and using the result of Theorem 2

∥D1∥Lq2(·)(Rn) ≤ C∥b∥CBMOq(·),λ |B|λ2∥χB∥Lq(·)(Rn)∥χB∥Lp(·)(Rn)∥f∥Ḃq1(·),λ1 ,

Next,

D2 =

∫
B(0,|x|)c

|f(t)(b(t)− bB)Ω(x− t)|
|t|n−β

dt · χB(x).

D2 =

0∑
k=−∞

∫
2jB\2j−1B

|f(t)(b(t)− bB)Ω(x− t)|
|t|n−β

dt · χ2kB\2k−1B(x)

≤
0∑

k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1

∫
2jB\2j−1B

|f(t)(b(t)− b2jB)Ω(x− t)|dt

+

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1

∫
2jB\2j−1B

|f(t)(bB − b2jB)Ω(x− t)|dt

= D21 +D22

D21 =

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1

∫
2jB\2j−1B

|f(t)(b(t)− b2jB)Ω(x− t)|dt

Using Holder’s inequality ( 1
q(·) +

1
q1(·) +

1
s = 1).
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D21 ≤ C

0∑
k=−∞

χ2kB\2k−1B(x)

×
∞∑

j=k+1

|2jB|
β
n−1∥(b(t)− b2jB)χ2jB∥Lq(·)∥fχ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls

= C

0∑
k=−∞

χ2kB\2k−1B(x)

×
∞∑

j=k+1

|2jB|
β
n−1∥b∥CBMOq(·),λ |2jB|λ∥χ2jB∥Lq(·)

∥f∥Ḃq1(·),λ1 |2jB|λ1∥χ2jB∥Lq1(·)∥Ω(x− t)χ2jB∥Ls

= C

0∑
k=−∞

χ2kB\2k−1B(x)∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

×
∞∑

j=k+1

|2jB|
β
n−1|2jB|λ+λ1 |2jB|

1
s+

1
q1(·)+

1
q(·)

= C

0∑
k=−∞

χ2kB\2k−1B(x)∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

∞∑
j=k+1

|2jB|λ2

= C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2(k+1)B|λ2χ2kB\2k−1B(x)

∥D21∥Lq2(·) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2(k+1)B|λ2∥χ2kB∥Lq2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|2(k+1)B|λ2 |2kB|
1

q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2+
1

q2(·)

0∑
k=−∞

|2(k+1)|λ2+
1

q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2+
1

q2(·)

D22 =

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1

∫
2jB\2j−1B

|(bB − b2jB)f(t)|dt
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Here we use inequality (18)

D22 ≤ C

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1∥b∥CBMOq(·),λ |2j+1B|λ|j|∥fχ2jB∥Lq1(·)

× ∥Ω(x− t)χ2jB∥Ls∥χ2jB∥Lq(·)

≤ C∥b∥CBMOq(·),λ

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|
β
n−1|2jB|λ+λ1 |j|∥f∥Ḃq1(·),λ1

× ∥Ω(x− t)χ2jB∥Ls∥χ2jB∥Lq(·)∥χ2jB∥Lq1(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

χ2kB\2k−1B(x)

∞∑
j=k+1

|2jB|λ+λ1+
β
n |j|

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

χ2kB\2k−1B(x)|2k+1B|λ2 |k + 1|

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k + 1||2k+1B|λ2χ2kB\2k−1B(x)

∥D22∥Lq2(·) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k + 1||2k+1B|λ2∥χ2kB∥Lq2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k + 1||2k+1B|λ2 |2kB|
1

q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1

0∑
k=−∞

|k + 1||2k+1|λ2+
1

q2(·) |B|λ2+
1

q2(·)

≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2∥χB∥Lq2(·)

Combining all the results from D1, D2, D21, and D22, we obtain the required
results:

∥[b,H∗
β,Ω]fχB∥Lq2(·)(Rn) ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 |B|λ2∥χB∥Lq2(·)(Rn)

∥[b,H∗
β,Ω]f∥Ḃq2(·),λ2 ≤ C∥b∥CBMOq(·),λ∥f∥Ḃq1(·),λ1 .
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ON THE EIGENSTRUCTURE OF THE q-STANCU OPERATOR

Övgü GÜREL YILMAZ

Department of Mathematics, Recep Tayyip Erdogan University, Rize, TÜRKİYE

Abstract. The main goal of this research is to find the eigenvalues and the
corresponding eigenfunctions of the q-Stancu operator, Ln,s,q , introduced by

L. Yun and R. Wang. In this work, an explicit representation for moments of

all orders has been derived. Further, it has been proved that Ln,s,q possesses
n − s + 1 linearly independent eigenfunctions whose explicit expression and

the corresponding eigenvalues are derived. In addition, for special choices of

parameters, several eigenfunctions are depicted.

1. Introduction

The discovery of the Bernstein polynomials by S. N. Bernstein in 1912 [2] paved
the way for a vast number of studies in the approximation theory. Due to their
elegant structure and remarkable properties, these polynomials have formed the
basis for research not only in mathematics but also in many other fields such as
physics, statistics, engineering (see [6, 8, 16]). The extensive research on the Bern-
stein operators has enabled the development of various generalizations and modified
forms.

In 1981, Stancu proposed a generalization of the Bernstein operator, represent-
ing an extension based on the non-negative integer parameter s, of the classical
Bernstein operator as follows:

Definition 1. [17] Let n and s be integers such that 0 ⩽ s < n/2. Then, for any
function f ∈ C[0, 1], the Stancu operator is defined by

Ln,s(f ;x) =

n∑
k=0

f

(
k

n

)
bn,k,s(x), (1)
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where

bn,k,s(x) =

 (1− x)pn−s,k(x), 0 ⩽ k < s,
(1− x)pn−s,k(x) + xpn−s,k−s(x), s ⩽ k ⩽ n− s,
xpn−s,k−s(x), n− s < k ⩽ n.

Here, pn,k(x) are the Bernstein basis polynomials given by

pn,k(x) =

(
n

k

)
xk(1− x)n−k, k = 0, 1, . . . , n.

Observe that, for s = 0, 1, (1) reveals the classical Bernstein operator.
In [17], Stancu examined the remainder term of the approximation formulas for

operator Ln,s and established its asymptotic estimate using Voronovskaja-type for-
mula. He also estimated the order of approximation for operator (1) in terms of
the modulus of continuity of a function f and its derivative f ′. Moreover, he found
the eigenvalues of this Bernstein-type operator and proved that the sequence of the
eigenvalues is monotonically decreasing. In 2008, L. Yun and X. Xiang delved into
the monotonicity-preserving and convexity-preserving properties of the aforemen-
tioned operator. They provided a proof regarding the operator’s monotonicity for
convex functions and gave the theorem about simultaneous approximation [19]. Re-
cently, the Kantorovich extension of Stancu operator was proposed and investigated
in [3].

Another way to extend the operator is to obtain a modified version of the classical
operator by employing q-calculus. The first steps of this generalization were taken
by Lupaş [12] and Phillips [15], who introduced q-generalizations of the Bernstein
operator. Owing to their works, the idea of generalizing operator using q-calculus
has been extended to many operators and this idea is still fruitful, see for example,
[7, 9, 14].

In 2011, L. Yun and R. Wang [20] introduced a q-generalization of the Stancu
operator, known as q-Stancu operator. There, they studied shape-preserving and
approximation properties of this generalization. A year later, X. Xiang [18] obtained
more results pertinent to the q-Stancu operator.

For the convenience of the reader, some notations and definitions related to
q-calculus are provided, see [1, Chapter 10], and afterward, the definition of the
q-Stancu operator will be given.

Let q > 0. For any non-negative integer n, the q-integer [n]q is defined by

[0]q := 0, [n]q := 1 + q + · · ·+ qn−1, n = 1, 2, . . . (2)

The expressions below are q-variants of factorials and binomial coefficients known
as q-factorials and q-binomial coefficients, respectively,

[0]q! := 1, [n]q! := [1]q[2]q · · · [n]q, n = 1, 2, . . . ,

and [n
k

]
q
:=

[n]q!

[k]q![n− k]q!
.
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Also, for each x ∈ C, the q-analogue of the Pochhammer symbol is defined by

(x; q)0 := 1, (x; q)n :=

n−1∏
j=0

(1− xqj).

Definition 2. [20] Let n and s be integers such that 0 ⩽ s < n/2. Then, for
0 < q < 1 and f ∈ C[0, 1], the q-Stancu operator, Ln,s,q : C[0, 1] → C[0, 1], is given
by

Ln,s,q(f ;x) =

n∑
k=0

f

(
[k]q
[n]q

)
bn,k,s(q;x),

where

bn,k,s(q;x) =

 (1− qn−k−sx)pn−s,k(q;x), 0 ⩽ k < s,
(1− qn−k−sx)pn−s,k(q;x) + qn−kxpn−s,k−s(q;x), s ⩽ k ⩽ n− s,
qn−kxpn−s,k−s(q;x), n− s < k ⩽ n,

and

pn,k(q;x) =
[n
k

]
q
xk(x; q)n−k, k = 0, 1, . . . , n. (3)

The polynomials (3) are known as q-Bernstein basis polynomials.
Along with changing index as k − s = i in the sum and then denoting again the

summation index by k, it becomes evident that the operator can be represented for
n = 1, 2, . . . , as follows:

Ln,s,q(f ;x) =

n−s∑
k=0

{
(1− qn−k−sx)f

(
[k]q
[n]q

)
+ qn−k−sxf

(
[k + s]q
[n]q

)}
pn−s,k(q;x).

(4)

See [20, formula (1.2)].
Note that, q-Stancu operator reduces to the classical Stancu operator, as intro-

duced in [17], when q is set to 1. Additionally, in the cases where s = 0, 1, the
operators Ln,s,q coincide with the q-Bernstein operators defined by Phillips [15].
Furthermore, this operator possesses some properties of the q-Bernstein polyno-
mials. In the case 0 < q < 1, q-Stancu operator is a positive linear operator,
while in the case q > 1, it is not. This operator enjoys the end-point interpolation
property, that is, Ln,s,q(f ; 0) = f(0) and Ln,s,q(f ; 1) = f(1) for all q > 0. Due
to Ln,s,q(1;x) = 1 and Ln,s,q(t;x) = x, the q-Stancu operator leaves the linear
functions invariant.

The eigenvalues and eigenvectors of linear operators are important issues in the
applications of linear algebra to the theory of algorithms, the theory of Markov
chains and computer science. The spectral theory of linear operators is also used
extensively in other disciplines, like quantum mechanics and the field theory, see,
e.g., [11] and [21]. Even though quantum systems are generally described in L2

spaces of infinite dimensions, the quantum perturbation theory routinely uses their
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finite-dimensional approximations, see, e.g., [11, Chapter 5]. Apart from that,
eigenvalues and eigenvectors are used in the theory of parametric excitation of
oscillating systems, see [10, Section 27].

The present paper is devoted to examining the eigenvalues and the eigenfunctions
of the q-Stancu operators Ln,s,q. The structure of this paper is as follows: In
Section 1, some preliminary results that will be used through the paper and the
explicit formula for the moments of all orders for the q-Stancu operator are provided.
Hitherto, only the first three moments have been calculated. Section 2 focuses on
the eigenvalues and the corresponding eigenfunctions of the q-Stancu operator. It
is demonstrated that while ξ = 1 is a double eigenvalue, the others are simple. In
the last section, the eigenvectors are graphically illustrated for selected values of
parameters.

2. Moments of q-Stancu Operators

The calculation of the moments of linear positive operators plays a significant
role when studying their approximation properties. Regarding the q-generalization
of the Stancu operator Ln,s,q, only the first three moments, Ln,s,q(ei;x), where
ei = ti, i = 0, 1, 2 have been found so far, see [20, Proposition 2]. In this section,
explicit formulae for all the moments of the q-Stancu operators will be presented
through moments of the q-Bernstein operator. To begin with, let us provide the
essential details regarding the q-Bernstein operator.

The explicit form of the moments of Bn,q, mentioned in [5, formula (2.4)], is
provided below:

Bn,q(ek;x) =

k∑
i=0

Sq(k, i)

[n]k−i
q

λ
(n)
i,q x

i, (5)

where Sq(i, j) is defined as the q-Stirling numbers of the second kind [5, formula
(2.5)] as follows,

Sq(i, j) =
1

[j]q! qj(j−1)/2

j∑
r=0

(−1)rqr(r−1)/2

[
j

r

]
q

[j − r]iq,

with Sq(0, 0) = 1, Sq(i, 0) = 0 for i > 0, Sq(i, j) = 0 for j > i.

Here are the eigenvalues λ(n)
m,q of the q-Bernstein operator [13]: form = 2, 3, . . . , n,

λ
(n)
0,q = λ

(n)
1,q = 1, λ(n)

m,q =

(
1− 1

[n]q

)(
1− [2]q

[n]q

)
· · ·

(
1− [m− 1]q

[n]q

)
.

Theorem 1. For m = 1, 2 . . ., there holds

Ln,s,q(em;x) =

m∑
r=1

an,s,q(r,m)xr, (6)

where
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an,s,q(r,m) =
[n− s]rq
[n]mq

Sq(m, r)λ(n−s)
r,q

+

m−r+1∑
j=1

j−1∑
i=0

A(j, i, r − 1) +

m∑
j=m−r+2

j−1∑
i=r−1−m+j

A(j, i, r − 1) (7)

and

A(j, i, r) =

(
m

j

)(
j − 1

i

)
qn−s(−1)i(1− q)i

[n− s]rq[s]
j
q

[n]mq
Sq(m− j + i, r)λ(n−s)

r,q . (8)

Proof. From the definition (4), one has

Ln,s,q(em;x) =

n−s∑
k=0

{
(1− qn−k−sx)

(
[k]q
[n]q

)m

+ qn−k−sx

(
[k + s]q
[n]q

)m
}
pn−s,k(q;x)

=

n−s∑
k=0

(
[k]q
[n]q

)m

pn−s,k(q;x) +
x

[n]mq

n−s∑
k=0

qn−k−s
(
[k + s]mq − [k]mq

)
pn−s,k(q;x)

=

(
[n− s]q
[n]q

)m

Bn−s,q(em;x) +
x

[n]mq

n−s∑
k=0

qn−k−s
(
[k + s]mq − [k]mq

)
pn−s,k(q;x).

Using the relation [k + s]q = [k]q + qk[s]q and the binomial expansion formula in
the second sum, we get

Ln,s,q(em;x)

=

(
[n− s]q
[n]q

)m

Bn−s,q(em;x) +
x

[n]mq

n−s∑
k=0

m∑
j=1

(
m

j

)
[k]m−j

q qn−k−s
(
qk[s]q

)j
pn−s,k(q;x)

=

(
[n− s]q
[n]q

)m

Bn−s,q(em;x) +
qn−sx

[n]mq

m∑
j=1

(
m

j

)
[s]jq

n−s∑
k=0

[k]m−j
q qk(j−1)pn−s,k(q;x).

Applying qk = 1− (1− q)[k]q, one can write

Ln,s,q(em;x) =

(
[n− s]q
[n]q

)m

Bn−s,q(em;x)

+
qn−sx

[n]mq

m∑
j=1

(
m

j

)
[s]jq

n−s∑
k=0

[k]m−j
q (1− (1− q)[k]q)

j−1pn−s,k(q;x).

With the use of the binomial theorem,

Ln,s,q(em;x) =

(
[n− s]q
[n]q

)m

Bn−s,q(em;x)

+
qn−sx

[n]mq

m∑
j=1

(
m

j

)
[s]jq

j−1∑
i=0

(
j − 1

i

)
(−1)i(1− q)i

n−s∑
k=0

[k]m−j+i
q pn−s,k(q;x)
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=

(
[n− s]q
[n]q

)m

Bn−s,q(em;x) +
qn−sx

[n]mq

m∑
j=1

(
m

j

)
[s]jq

×
j−1∑
i=0

(
j − 1

i

)
(−1)i(1− q)i[n− s]m−j+i

q Bn−s,q(em−j+i;x).

Employing (5), one obtains

Ln,s,q(em;x) =
1

[n]mq

m∑
r=0

[n− s]rqSq(m, r)λ(n−s)
r,q xr

+

m∑
j=1

j−1∑
i=0

m−j+i∑
r=0

(
m

j

)(
j − 1

i

)
qn−s(−1)i(1−q)i

[n− s]rq[s]
j
q

[n]mq
Sq(m−j+i, r)λ(n−s)

r,q xr+1.

Changing the order of triple sums leads to:

m∑
j=1

j−1∑
i=0

m−j+i∑
r=0

A(j, i, r) =

m−1∑
r=0

m−r∑
j=1

j−1∑
i=0

A(j, i, r) +

m−1∑
r=1

m∑
j=m−r+1

j−1∑
i=r−m+j

A(j, i, r),

which allows us to write

Ln,s,q(em;x) =
1

[n]mq

m∑
r=0

[n− s]rqSq(m, r)λ(n−s)
r,q xr

+

m−1∑
r=0

m−r∑
j=1

j−1∑
i=0

A(j, i, r)xr+1 +

m−1∑
r=1

m∑
j=m−r+1

j−1∑
i=r−m+j

A(j, i, r)xr+1,

where A(j, i, r) is given by (8). The first sum can be started from r = 1 due to the
equality Sq(i, 0) = 0 for i > 0. In the last triple sum, an empty sum is obtained for
r = 0, so it can be started from zero. Additionally, if we make the shift of index
r 7→ r − 1 in the second and third sums, we arrive at:

Ln,s,q(em;x) =
1

[n]mq

m∑
r=1

[n− s]rqSq(m, r)λ(n−s)
r,q xr

+

m∑
r=1

m−r+1∑
j=1

j−1∑
i=0

A(j, i, r − 1)xr +

m∑
r=1

m∑
j=m−r+2

j−1∑
i=r−1−m+j

A(j, i, r − 1)xr

=:

m∑
r=1

an,s,q(r,m)xr,

where the coefficients an,s,q(r,m) are as in (7). This completes the proof. □

Remark 1. It should be noted that the expression for m = 1, 2 in (6) recovers the
same result as the ones in [20, Proposition 2].
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3. Spectrum of the q-Stancu Operator

In this section, we will investigate the spectral properties of the q-Stancu opera-
tor, including its eigenvalues and associated eigenvectors. In the next theorem, we
will prove that, similar to the q-Bernstein operators, the subsequent eigenvalues,
excluding the first two, will be found as simple eigenvalues.

Theorem 2. For all 0 < q < 1, the q-Stancu operator owns n− s+ 1 eigenvalues

ξ(n,s)m,q expressed as

ξ
(n,s)
0,q = ξ

(n,s)
1,q = 1,

ξ(n,s)m,q =
[n− s]m−1

q

[n]mq

(
[n− s]q − [m− 1]q + qn−s[ms]q

)
λ
(n−s)
m−1,q, m = 2, 3, . . . , n− s.

Moreover, they obey the following order:

1 = ξ
(n,s)
0,q = ξ

(n,s)
1,q > ξ

(n,s)
2,q > ξ

(n,s)
3,q > ... > ξ

(n,s)
n−s,q > 0.

Proof. The polynomial Ln,s,q(em;x) can be written as

Ln,s,q(em;x) = ξ(n,s)m,q xm + Pm−1(x), (9)

where

ξ(n,s)m,q = an,s,q(m,m) =
[n− s]m−1

q

[n]mq

(
[n− s]q − [m− 1]q + qn−s[ms]q

)
λ
(n−s)
m−1,q,

and Pm−1 is a polynomial of degree at most m− 1.
By (9), the matrix representation of Ln,s,q in the standard basis

{
1, x, x2, . . . , xn

}
is an upper triangular matrix, whose diagonal entries are {ξ(n,s)m,q }. Therefore, the

numbers {ξ(n,s)m,q }, m = 0, . . . , n− s are the eigenvalues of Ln,s,q.

Next, let us demonstrate that the sequence {ξ(n,s)m,q }m⩾1 is monotonically decreas-
ing. Obviously,

ξ
(n,s)
m+1,q

ξ(n,s)m,q

=

[n−s]mq

[n]m+1
q

([n− s]q − [m]q + qn−s[(m+ 1)s]q)λ
(n−s)
m,q

[n−s]m−1
q

[n]mq
([n− s]q − [m− 1]q + qn−s[ms]q)λ

(n−s)
m−1,q

=
[n− s]q
[n]q

(
1− [m− 1]q

[n− s]q

)
[n− s]q − [m]q + qn−s[(m+ 1)s]q
[n− s]q − [m− 1]q + qn−s[ms]q

=
[n− s]q − [m− 1]q

[n]q
· [n− s]q − [m]q + qn−s[(m+ 1)s]q

[n− s]q − [m− 1]q + qn−s[ms]q

=
[n− s]q − [m− 1]q

[n]q
· [n+ms]q − [m]q
[n+ms− s]q − [m− 1]q

=
qm−1 − qn−s

1− qn
· qm − qn+ms

qm−1 − qn+ms−s
.
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In order to prove that ξ(n,s)m,q is monotonically decreasing, one needs to show

ξ
(n,s)
m+1,q

ξ(n,s)m,q

=
qm−1 − qn−s

1− qn
· qm − qn+ms

qm−1 − qn+ms−s
< 1,

which means that

(1− qn)(qm−1 − qn+ms−s)− (qm−1 − qn−s)(qm − qn+ms)

= qm−1 − qn+ms−s − qn+m−1 − q2m−1 + qn+ms+m−1 + qn+m−s > 0.

Dividing both sides by qm−1, the latter inequality takes the form

1− qn+ms−s−m+1 − qn − qm + qn+ms + qn−s+1 > 0.

Adding and subtracting qn+m on the left side of the inequality and making some
simplifications, one gets

1− qn+ms−s−m+1 − qn − qm + qn+ms + qn−s+1 + qn+m − qn+m > 0

⇔(1− qn)− qm(1− qn) + qn+m(−qms−s−2m+1 + qms−m + q−m−s+1 − 1) > 0

⇔(1− qn)(1− qm) + qn+m(qms−m(1− q−m−s+1)− (1− q−m−s+1) > 0

⇔(1− qn)(1− qm) + qn+m(qms−m − 1)(1− q−m−s+1) > 0

⇔(1− qn)(1− qm) + qn−s+1(1− qms−m)(1− qm+s−1) > 0,

which yields that, for s ⩾ 1 and m ⩾ 1, the sequence {ξ(n,s)m,q }m⩾1 is decreasing,

implying that the numbers ξ(n,s)m,q , m = 1, . . . , n− s are distinct. □

Remark 2. It is worth mentioning that {ξ(n,s)m,1 }n−s
m=0 are the eigenvalues of the

classical Stancu operator found in [17, Theorem 5.1]. Additionally, when s = 0
or s = 1, we obtain the eigenvalues of the q-Bernstein operator defined by Phillips
[15], and, accordingly, when q equals 1, we recover the eigenvalues of the classical
Bernstein operator given in [4].

Theorem 3. For n ∈ N and m = 0, 1, . . . , n−s, the monic polynomials φ
(n,s)
m (q;x),

which are the eigenfunctions of Ln,s,q(f ;x) associated with the eigenvalues ξ(n,s)m,q ,
are given by

φ(n,s)
m (q;x) =

m∑
u=0

dn,s,q(u,m)xu,

where dn,s,q(m,m) = 1 and φ
(n,s)
0 (q;x) = 1, φ

(n,s)
1 (q;x) = x, while for m > 1 and

v = 1, 2, . . . ,m,

dn,s,q(m− v,m) =
1

ξ(n,s)m,q − ξ
(n,s)
m−v,q

v−1∑
u=0

dn,s,q(m− u,m)an,s,q(m− v,m− u).
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Proof. Consider the monic eigenfunctions of Ln,s,q(f ;x):

φ(n,s)
m (q;x) =

m∑
u=0

dn,s,q(u,m)xu, dn,s,q(m,m) := 1, (10)

corresponding to the eigenvalue ξ(n,s)m,q . Then,

Ln,s,q(φ
(n,s)
m (q;x);x) = ξ(n,s)m,q φ(n,s)

m (q;x). (11)

Taking expression (10) into account, (11) can be written as

ξ(n,s)m,q

m∑
v=0

dn,s,q(v,m)xv =

m∑
u=0

dn,s,q(u,m)Ln,s,q(t
u;x)

=

m∑
u=0

dn,s,q(u,m)

u∑
v=1

an,s,q(v, u)x
v =

m∑
v=1

m∑
u=v

dn,s,q(u,m)an,s,q(v, u)x
v.

Comparing the coefficient of xs in both sides results in

ξ(n,s)m,q dn,s,q(v,m) =

m∑
u=v

dn,s,q(u,m)an,s,q(v, u).

Substituting v with m− v and u with m− u leads to

ξ(n,s)m,q dn,s,q(m− v,m) =

v∑
u=0

dn,s,q(m− u,m)an,s,q(m− v,m− u),

resulting

dn,s,q(m− v,m) =
1

ξ(n,s)m,q − ξ
(n,s)
m−v,q

v−1∑
u=0

dn,s,q(m− u,m)an,s,q(m− v,m− u),

which completes the proof. □

As an application of this theorem, the following result on the convergence of the
iterates can be stated.

Corollary 1. Let 0 < q < 1, f ∈ C[0, 1] and Lm
n,s,q stand for the m-th iterate of

Ln,s,q, which is defined by L1
n,s,q(f ;x) = Ln,s,q(f ;x),

Lm
n,s,q(f ;x) = Ln,s,q

(
Lm−1
n,s,q(f ;x)

)
, m = 2, 3, . . .

Then, for fixed n and s,

lim
m→∞

Lm
n,s,q(f ;x) = f(0)(1− x) + f(1)x

and the convergence is uniform on [0, 1].
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4. Numerical Examples

In this part, we will present the visual representation of the eigenfunctions

φ
(n,s)
m (q;x) for some specific parameter values. Figure 1 illustrates the eigenfunc-

tions φ
(9,3)
m (q;x) for m = 0, 1, . . . , 6 normalized to establish a uniform norm 1. Fig-

ure 2 shows how the eigenfunctions φ
(n,4)
3 (q;x) behave as the parameter n varies,

whereas Figure 3 displays the eigenfunctions φ
(15,s)
5 (q;x) for different values of s.

In Figure 4, while keeping all parameters fixed except for q, the eigenfunctions

φ
(10,4)
3 (q;x) are demonstrated with respect to the varying values of q.

0 0.2 0.4 0.6 0.8 1

-1

-0.5

0

0.5

1

Figure 1. The normalized eigenfunctions of L9,3,q for q = 0.5.
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Figure 2. The eigenfunctions φ
(n,4)
3 (q;x) for different values of n

and q = 0.8.
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Figure 3. The eigenfunctions φ
(15,s)
5 (q;x) for different values of

s and q = 0.8.
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Figure 4. The eigenfunctions φ
(10,4)
3 (q;x) for different values of q.
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MATHEMATICAL ANALYSIS AND NUMERICAL SIMULATIONS

FOR A NONLINEAR KLEIN GORDON EQUATION IN AN

EXTERIOR DOMAIN
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Abstract. In this study, the finite propogation speed properties investigated
for a two dimensional exterior problem defined by nonlinear Klein-Gordon

equation. Under some assumptions on the initial data and the nonlinearity,

the solution is shown to have a finite propogation speed. Furthermore, it is
demonstrated that the problem has a unique solution, and accurate numerical

solutions have been produced by the use of the dual reciprocity boundary

element approach with linear radial basis functions.

1. Introduction

Nonlinear wave equations are used to describe various physical problems, includ-
ing free surface problems, fields generated at the speed of light, large amplitude
problems. The nonlinearity may originate from the material constitutive relations,
from the large amplitude of the motion, or from the presence of a free bound-
ary [1, 2]. In most cases, nonlinear exterior wave problems are difficult to analyze
theoretically and computationally, since there is an added nonlinearity, the problem
is time dependent, the domain is unbounded and periodic waves are not possible.

It is known that solutions of the nonhomogenous linear wave equations have
quite different behaviour from solutions of parabolic equations since the energy of
a pure wave equation is constant and the initial data are transported with finite
velocity [3].

For the linear wave equation as well as for the general class of linear hyperbolic
equations in [4] it has been shown that any disturbance originated outside the light
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cone with a fixed vertex (x0, t0) has no effect on the solution within the cone and
consequently has finite propogation speed. The theoretical and computational anal-
yses of nonlinear wave problems are usually complicated, since there is an added
nonlinearity, the problem is time dependent, the domain is unbounded and peri-
odic waves are not possible. The trial equation method has been used to find exact
solutions of a nonlinear Klein Gordon equation [5]. An energy decay estimate has
been derived in [6] and asymptotic behaviour of the energy for periodic solutions
has been studied for a particular semi-linear wave equation,namely damped Klein
Gordon equation in [7]. The longtime behaviour of a nonlinear exterior wave prob-
lem has been studied in [8]. The existence of a global solution has been studied
for exponential type nonlinearity and for a Cauchy problem with small data in [9]
and [10], respectively. On the other hand, local energy decay properties have been
studied for the dissipative exterior Klein-Gordon equation [11]

It is known that the theoretical solutions are not easy to obtain when the equation
is nonlinear and particularly if the problem domain is unbounded. The radial basis
functions [12], Taylor matrix method [13], finite difference method(FDM) [14, 15]
have been used for the solution of the problems defined by nonlinear Klein Gordon
equations. One can find differential quadrature solution for the 2-D IBVP in [16]
and artificial boundary method has been applied for the initial value problem (IVP)
defined by a coupled nonlinear Klein Gordon equations [17].

Most numerical methods such as the finite element method(FEM), FDM and
the differential quadrature method (DQM) have some difficulties for unbounded
regions, since they need to discretize the domain itself.

A FEM based method, Dirichlet to Neumann FEM (DNFEM) is a general
method for the solution of problems in unbounded domains. DNFEM method
constructs an equaivalent problem by introducing an artificial boundary and a map
is derived between the original domain and the and the artificial boundary. A
detailed review on the method can be found in [18]. Later, another alternative nu-
merical method dual reciprocity boundary element method (DRBEM), which has
the advantage of discretizing only the boundary of the region, has been applied to
the same problem in [19]. However for the unbounded domains one should be care-
ful with the selection of the approximating radial basis functions (RBF), unless the
problem is not guaranteed that the solution vanishes far away from the time-space
cylinder.

In this paper, an IBVP which has significant applications in quantum physics
and defined by a Klein Gordon equation (Section 2)) has been considered. In Sec-
tions 3 and 4 the IBVP has been shown to have finite propogation speed under
some assumptions on the initial data and the solution has also shown to be unique.
Unlike [19], one has the advantage of having freedom in the selection of the ap-
proximating RBF, since it is guaranteed by the mathematical analysis. For the
numerical solution procedure (Section 5), DRBEM is used with linear RBF. The
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numerical results have been seen to be consistent with the behaviour of the solu-
tion and a well agreement with previously given reference solution [20] has been
obtained in terms of absolute maximum error.

2. The Problem Definition

In this paper, the finite propogation properties, the uniqueness and the numerical
solution of the IBVP

∂2u

∂t2
− c2∇2u = ϕ(u) in Ω× (0,∞) (1)

u = g1 on Γg1 ,
∂u
∂n = g2 on Γg2 (2)

u(x, y, 0) = u0(x, y),
∂u

∂t
(x, y, 0) = v0(x, y) (3)

are considered. In (1), c is a constant and ϕ (u) is a given function of the unknown u.
In Equations (1)-(3), the infinite exterior problem domain Ω has an inner boundary
Γ = Γg1 ∪ Γg2 , n is inward unit normal, g1, g2, u0, v0 are given functions, u0 and
v0 have compact support.

3. Domain of Dependence

In this section the domain of dependence of solutions to the nonlinear Klein-
Gordon equation is examined. In order to prove finite propogation speed a curved
’cone-like’ region C is found as in [4]. To this end, the boundary of C is estimated
as a level set {p = 0} where p solves the Hamilton-Jacobi equation

pt − c2
(
p2x + p2y

)1/2
= 0 in Ω× (0,∞) . (4)

Separating the variables one can write

p (x, y, t) = q (x, y) + t− t0 ((x, y) ∈ Ω, 0 ≤ t ≤ t0) (5)

where q solves {
c2

(
(qx)

2
+ (qy)

2
)
= 1 q > 0 in Ω− {x0}

q (x0, y0) = 0.
(6)

for a fixed (x0, y0) ∈ Ω, t0 > 0. Therefore it is assumed that q is a smooth solution
of ( 6) on Ω− {(x0, y0)}. Now one can define C as,

C := {(x, y, t) |p (x, y, t) < 0} = {(x, y, t) |q (x, y) < t0 − t} ⊂ Ω× (0,∞) .

with the cross section of Ct of C for each t > 0,

Ct := {x|q (x, y) < t0 − t} . (7)

Moreover, the cone C is taken far enough such that both boundaries do not touch
each other, i.e., C̄ ∩ Ω̄i × [0, T ] = ∅ where Ωi is the interior domain bounded by Γ.
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Theorem 1 (Finite Propogation Speed). Assume u is a smooth solution of Equa-
tion (1) with ϕ(u) = −mun, m > 0, n is a positive odd integer. If u ≡ ut ≡ 0 on
C0, then u ≡ 0 within the cone C.

Proof. Defining the energy

e(t) :=
1

2

{∫
Ct

(
u2
t + c2 |∇u|2

)
dx

}
−

∫
Ct

Φ (u) dx (8)

where ϕ(u) = ∂Φ
∂u , ė (t) can be computed by making use of the Coarea formula, [4]

ė (t) =

[∫
Ct

(
ututt + c2∇u.∇ut

)
dx

]
︸ ︷︷ ︸

A

−
[
1

2

∫
∂Ct

(
u2
t + c2 |∇u|2

) 1

|∇q|
dS +

∫
Ct

(
d

dt
ϕ (u)

)
dx

]
︸ ︷︷ ︸−

[∫
∂Ct

ϕ (u)

|∇q|
dS

]
︸ ︷︷ ︸

B C
(9)

Integration by parts in A yields,

A =
∫
Ct

ut

(
utt − c2∇2u

)
dx+ c2

∫
∂Ct

ut (∇u.ν) dS (10)

where ν = ∇q
|∇q| is the outer normal to ∂Ct. Using ( 6), Cauchy-Schwarz and Cauchy

inequalities and the fact that u is a solution of ( 1) one gets,

|A| ≤
∫
Ct

utϕ (u) dx+ c2
∫
∂Ct

|ut| |∇u| 1
|∇q|dS ≤

∫
Ct

d
dtΦ (u) dx+B (11)

and thus

ė (t) ≤
∫
∂Ct

Φ (u)

|∇q|
dS ≤ 0 (12)

since Φ(u) = −mun+1

n+1 (m,n > 0, n is an odd integer) Thus e (t) is a nonincreasing
function of t and hence,

e(t) ≤ e(0) = 0 ∀ 0 ≤ t ≤ t0.

On the other hand, by its definition (Equation (8)) e(t) is nonnegative and therefore
ut,∇u, u ≡ 0 within the cone C.

□
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4. Uniqueness of the Solution

In this section the aim is to show the uniqueness of the solution for (1-3) for
some particular choice of the nonlinear funciton ϕ in equation 1.

Theorem 2 (Uniqueness). There exists at most one function u ∈ L2(Ω) solving
the initial and boundary value problem (1) -(3) with ϕ(u) = −mun, m > 0, n is
a positive odd integer.

Proof. To show uniqueness u and ũ are assumed to be two different solutions of
(1-3). If one considers the L2 inner product of the functions ut − ũt then obtains
f (u)− f (ũ)

⟨ut − ũt, ϕ (u)− ϕ (ũ)⟩ =
∫
Ω
(ut − ũt) (ϕ (u)− ϕ (ũ)) dx

=
∫
Ω

(
1
2

d
dt

(
u2
t − 2ut.ũt + ũ2

t

))
+

∫
Ω

(
1
2

d
dt

[
(∇u)

2 − 2 (∇u.∇ũ) + (∇ũ)
2
])

dx

+
∫
Γ

(
∂u
∇ν − ∂ũ

∇ν

)
(ũt − ut) dS

(13)

In (13) integration by parts and the fact that u and ũ are both solutions of the
equation (1) are made use of. Also by the boundary conditions the last integral in
(13) vanishes, since both solutions satisfy the same boundary condition. Therefore
one finally has,

2 (ut − ũt, ϕ (u)− ϕ (ũ)) = d
dt ∥ut − ũt∥2L2(Ω) +

d
dt ∥∇u−∇ũ∥2L2(Ω).

Using Cauchy’s inequality with ϵ one gets,

d
dt ∥ut − ũt∥2L2(Ω) +

d
dt ∥∇u−∇ũ∥2L2(Ω) ≤ ϵ ∥ut − ũt∥2L2(Ω) +

1
ϵ ∥ϕ (u)− ϕ (ũ)∥2L2(Ω).

If one selects ϵ > 0 sufficiently small, uses Poincare inequality and Lipschitz conti-
nuity of the polynomial ϕ (u) then these lead to

d

dt
∥u− ũ∥L2(Ω) ≤ C ∥u− ũ∥L2(Ω)

Finally Gronwall’s inequality gives

∥u− ũ∥L2(Ω) ≤ C ∥u (0)− ũ (0)∥L2(Ω)

which results with u = ũ.
□
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5. Numerical Solution

In this section, the IBVP defined by (1)-(3) is solved approximately by using a
combination of DRBEM and FDM is used as in [19].The DRBEM has the benefit
of discretizing only the region’s boundary, and it has been used to solve a variety of
issues in a wide range of scientific fields, including fluid dynamics and medicine e.g.,
[22,23]. However here the nonlinearity function is chosen as given in Theorem 1, so
that by the theory given in Section 3 , one is free for the selection of approximating
RBF.

To see that, before the application of DRBEM, consider the family of cones

Ci,T (xi) =
{
(x, t) ∈ R2 × [0, T ] | |x− xi| 1

c ≤ t,
0 ≤ t ≤ T, xi ∈ (supp (u0) ∪ supp (v0))} .

By using these cones one can define the following domain

B := ∪Ci,T (xi)

where, BC : R2× [0, T ]/B and naturally the cones in Section 3 are included in BC .
By Theorem 1 in Section 3 it is obvious that for t ∈ [0, T ] all x with (x, t) ∈ BC , u
vanishes, i.e. u (x, t) = 0, since x /∈ supp (u0) ∪ supp (v0) .

To apply DRBEM, Equation(1) is multiplied by the fundamental solution of the
Laplace equation ( u∗) and integrated over Ω [21], i.e.,∫

Ω

(c2∇2u)u∗dΩ =

∫
Ω

(
∂2u

∂t2
− ϕ(u)

)
u∗dΩ (14)

Then, if for the left hand side of Equation 14 integration by parts is applied, one
obtains ∫

Ω

(
c2∇2u

)
u∗dΩ =

∫
Ω∩BT

(
c2∇2u

)
u∗dΩ

= c2(diui +
∫
Γ
(∂u

∗

∂n u− u∗ ∂u
∂n )dΓ)

(15)

where BT := {x ∈ Ω| (x, T ) ∈ B}, i denotes the source (fixed) point, and di =∫
Ω
∆(xi, yi, x, y)dR. Here the only integral coming from the boundary is coming

from the boundary is the obstacle, namely Γ, because of the fact that the solution
u vanishes in the region B̄C identically.

The choice of approximating functions is not restricted, since for

u ∈ C2 (Ω× (0, T )) the integrand of the right hand side,i.e. ,
(

∂2u
∂t2 − ϕ(u)

)
van-

ishes outside B by Theorem 1 in Section 3 and the right hand side of (14) can
be approximated using linear RBF f = 1 + r with r being the distance function
and considered as the modulus of a vector rkj where for each boundary point k
on the obstacle, j represents each of the other boundary and internal nodes. The
approximation would be as follows:
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(
∂2u

∂t2
− ϕ(u)

)
≈

N+L∑
j=1

αj(t)fj (16)

with N and L being the number of discretization points on the inner boundary
and inside the exterior domian, respectively. Choosing the RBF fj s to be related

to the other distance functions ûj(x, y) through the relation ∇2ûj = fj with the

condition
∑N+L

j=1 αj (t) ûj ≡ 0 in BT
C one obtains,∫

Ω
(∂

2u
∂t2 − ϕ(u))u∗dΩ =

∫
BT∩Ω

(∂
2u

∂t2 − ϕ(u))u∗dΩ

=
∫
BT∩Ω

∇2u∗ ∑N+L
j=1 αj(t)ûjdΩ

+
∫
Γ

(
∂
∂nu

∗)∑N+L
j=1 αj(t)ûjdΓ

−
∫
Γ
u∗ ∂

∂n

(∑N+L
j=1 αj(t)ûj

)
dΓ

(17)

Here there is no boundary integral coming from the boundary BT ∩ Ω, since∑N+L
j=1 αj (t) ûj ≡ 0 on the boundary of BT ∩ Ω by the assumption.

Combining (15) and (17) yields,

c2
(
ciui +

∫
Γ

(
∂u∗

∂n u− u∗q
)
dΓ

)
=

∑N+L
j=1 αj(t)

[
ciûij +

∫
Γ

(
∂u∗

∂n ûj − u∗q̂j

)
dΓ

]
.

(18)

where q̂j =
∂ûj

∂n .
Finally, rewriting Equation (18) in matrix vector form, one gets a system of

ordinary differential equations of size (N + L)× (N + L) as;

c2 (Hu−Gq) = S (ü− ϕ) (19)

where S =
(
HÛ−GQ̂

)
F−1 with G and H being the matrices with entries con-

taining the fundamental solution of Laplace equation and its normal derivative,
respectively. Furthermore, each coloumn of the matrices F , Û and Q̂ consists of
the vectors of approximating functions fj , particular solutions ûj and q̂j , respec-
tively. Note that, ü is the (N+L)×1 vector containing second order time derivative
at discretization points.

In order to approximate the solution at the discretization points at a time T ,
the time interval [0, T ] is divided into K with an equal time step size of ∆t. The
second order time derivative in ( 19) is discretized by using the central difference
scheme having O(∆t2) , i.e.,
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ü =
1

∆t2
(
uk+1 − 2uk + uk−1

)
for k = 0, 1, 2, · · ·N (20)

with k denoting the time level. In order to obtain the DRBEM solution for the first
time level, the initial conditions (3) are made use of. To this end, the first order
derivative in (3) is discretized by using the O(∆t) backward difference scheme which
gives u−1 at the discretization points as,

u−1 = u0 −∆tv0 = u0 −∆tv0 (21)

where u0 and v0 contains the values of the initial conditions in (3) at the discretiza-
tion points.

In order to overcome the stability problems a relaxation procedure is applied for
the unknown u as

u = (1− β)uk + βuk+1 (22)

positioning the values of u between the time levels k and k+ 1. Together with the
relaxation procedure (22) the unknown u is obtained at the discretization points
by solving the system of linear algebraic equations

A1u
1 = A2u

0 +∆t2ϕ
(
u0

)
+A3q

1 +∆tv0 (23)

B1u
k+1 = B2u

k +∆t2ϕ
(
uk

)
+A3q

k+1 − uk−1 (24)

at the first and (k + 1)-st time levels, respectively. Note that the matrices in
equations (23) and (24) are given as

A1 =
(
(1− β) I+∆t2βH̄

)
,

A2 =
(
(1− β) I −∆t2 (1− β) H̄

)
, A3 = ∆t2Ḡ

B1 = (1− 2β) I +∆t2βH̄,

B2 = 2 (1− β) I−∆t2 (1− β) H̄

with
H̄ = −c2S−1H, Ḡ = −c2S−1G.
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Example: Computations have been carried out for the initial and boundary value
problem (1)-(3) with ϕ(u) = −mu3 and c = 200 . The region is taken as the
exterior of a circle with radius a = 0.25. The initial conditions u0 and v0 are taken
to be 0 and the solution is assumed to be 1 on the interior boundary. A reference
solution [20] is used to compare the numerical results with the technique described
here. In the calculations, N = 120 constant boundary elements and L = 100
interior points are used, and the time step is taken as 0.01. In order to compare the
results with the reference solution (denoted by uref ) in [20], the interior points are
taken along a portion (between a = 0.25 and R = 0.5 ) of a straight line radiating
from the origin of the circle.

In Tables 1 and 2, both of the solutions, obtained here(uDRBEM ) and the ref-
erence solution [20] (uref ), are presented, for different times at the point R = 0.5
with ϕ (u) = −mu3 for m = 0.0, m = 10000, respectively. In the third row of
the table the reference and DRBEM solutions are compared in terms of absolute
relative error τ which is calculated by

τ =

∣∣∣∣uref − uDRBEM

uref

∣∣∣∣
One can observe that the DRBEM solution with linear RBF are accurate almost

with 4 significant digits for both linear and nonlinear cases.
In the Figures 1 and 2, the reference solution and the DRBEM solution are illus-

trated at different times for the linear and nonlinear (m = 10000) cases; respectively.
One can see that DRBEM solution agrees well with the reference solution.

Table 1. R = 0.5,m = 0

t 0.02 0.05 0.08 0.1

uref 0.9441 0.8174 0.8673 0.8598

uDRBEM 0.9448 0.8176 0.8677 0.8593

τ 7× 10−4 2× 10−4 4× 10−4 5× 10−4

Table 2. R = 0.5,m = 10000

t 0.02 0.05 0.08 0.1

uref 0.9164 0.7509 0.7867 0.7736

uDRBEM 0.9165 0.7511 0.7861 0.7742

τ 1× 10−4 2× 10−4 6× 10−4 6× 10−4
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Figure 1. Reference and DRBEM Solutions for m = 0 at different times
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Figure 2. Reference and DRBEM Solutions for m = 10000 at
different times
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6. Conclusion

In this paper, finite propogation speed properties are shown for a nonlinear two-
dimensional exterior Klein Gordon problem. The solution of the problem is shown
to be unique. For the numerical solution of the corresponding problem DRBEM is
used and the nonhomogenity is approximated with the help of linear RBF which
is known to have some difficulties when the domain is an exterior one. However,
the theory in Section 3 shows that under certain conditions on the nonlinearity and
initial conditions the solution is vanishing far away from the time-space cyclinder
and thus the approximation by the RBF is taken only within the finite region of
integration. The numerical results show good agreement with a previously obtained
reference solution in terms of absolute relative error.

Declaration of Competing Interests This work does not have any conflict of
interest.
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Abstract. Let (N, g) be a Riemannian manifold, by using the musical isomor-
phisms � and ♮ induced by g, we built a bridge between the geometry of the

tangent bundle TN (resp. the unit tangent sphere bundle T1N) equipped with

the Sasaki metric gS (resp. the induced Sasaki metric ḡS) and that of the
cotangent bundle T∗N (resp. the unit cotangent sphere bundle T∗1N) endowed

with the Sasaki metric g
S̃

(resp. the induced Sasaki metric g̃
S̃
). Moreover,

we prove that T∗1N carries a contact metric structure and study some of its
properties.

1. Introduction

The geometry of tangent bundles of differentiable manifolds is of particular in-
terest in different areas of mathematics and physics. The research in this domain
began in 1958, with a very fundamental paper by Sasaki [16]. He constructed a
Riemannian metric gS (called the Sasaki metric) on the tangent bundle TN of a
Riemannian manifold (N, g), which depends on the metric g. Since then, the geom-
etry of (TN, gS) or the (unit) tangent sphere bundle T1N endowed with the induced
Sasaki metric ḡS has acquired extensive literature; see, for instance, [4, 5, 9, 11, 12]
and the survey [18].
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On the other hand, the geometry of cotangent bundles of differentiable manifolds
developed in parallel with that of tangent bundles, as can be seen in [18]. In clas-
sical mechanics, the cotangent bundle can be viewed as the phase space. Akbulut,
Özdemir and Salimov [1] defined the Sasaki metric analogue gS̃ on the cotangent
bundle T∗N of (N, g) and studied some of its properties. Afterwards, Salimov and
Agca [15] gave some of its curvature properties. In [10], the authors proved that
the musical isomorphisms � and ♮ induced by Riemannian metric g are isometries
between (TN, gS) and (T∗N, gS̃).

In this paper, we shed more light on the geometry of cotangent bundle (resp.
unit cotangent sphere bundle). Firstly, by using � and ♮ we studied the relationship
between the geometry of (T∗N, gS̃) and that of (TN, gS) and vice versa, and this
improved the results of [15]. Secondly, after we defined the unit cotangent sphere
bundle T∗1N of (N, g) and endowed it by the induced Sasaki metric g̃S̃ , we showed
that � and ♮ induced by Riemannian metric g are isometries between (T1N, ḡS) and
(T∗1N, g̃S̃), which allowed us to deduce the geometric properties of (T∗1N, g̃S̃) from
those of (T1N, ḡS). Finally, like the unit tangent sphere bundle of (N, g), we showed
that the unit cotangent sphere bundle of (N, g) carries a contact metric structure
and studied some of its properties.

2. Some Results on the Geometry of Cotangent Bundle

First, we start with a brief review on the geometry of tangent and cotangent
bundles following [7, 11, 18]. Let (N, g) be an n-dimensional Riemannian manifold,
∇ its Levi-Civita connection and (TN, π, N) (resp. (T∗N, π̃, N)) be its tangent bundle
(resp. its cotangent bundle). The tangent space TpTN (resp. TqT

∗N) at a point
p = (p, v) in TN (resp. at a point q = (p, v) in T∗N) splits into the direct sum of

the vertical subspace Vp = ker(dπ |p) (resp. Ṽq = ker(dπ̃ |q)) and the horizontal

subspace Hp (resp. H̃q), with respect to ∇: TpTN = Hp ⊕ Vp (resp. TqT
∗N =

H̃q ⊕ Ṽq).
The Sasaki metric gS on TN is defined for any Υ1,Υ2 ∈ Γ(TN) by

gS(Υ
h
1 ,Υ

h
2 ) = gS(Υ

v
1,Υ

v
2) = g(Υ1,Υ2) ◦ π, gS(Υv

1,Υ
h
2 ) = 0,

where Υh
1 and Υv

1 are the horizontal and the vertical lifts of Υ1 respectively. It is
well known from [7] that (TN, gS , J) is an almost Hermitian manifold, where the
structure J is defined by {

J(Υh
1 ) = Υv

1 ,
J(Υv

1) = −Υh
1 ,

(1)

for any Υ1 ∈ Γ(TN). Furthermore, J defines an almost Kählerian structure. It is a
Kählerian manifold if and only if (N, g) is flat.

On the other hand, the Sasaki metric gS̃ on T∗N is defined for any Υ1,Υ2 ∈ Γ(TN)
and any ω, θ ∈ Γ(T∗N) by:

gS̃(ω
ṽ, θṽ) = g−1(ω, θ) ◦ π̃, gS̃(Υ

h̃
1 ,Υ

h̃
2 ) = g(Υ1,Υ2) ◦ π̃, gS̃(ω

ṽ,Υh̃
2 ) = 0,
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where Υh̃
1 and ωṽ are the horizontal lift of Υ1 and the vertical lift of ω respectively.

Here, g−1(ω, θ) = g(♮ω, ♮θ), in which ♮ : ω 7→ ♮(ω), such that ♮(ω) is the vector field
on N defined by g(♮(ω),Υ2) = ω(Υ2). Note that the musical isomorphisms ♮ and
� : Υ1 7→ �(Υ1) = g(Υ1, .), define a bundle isomorphism between the tangent and
the cotangent bundle of N; moreover, � and ♮ are isometries between (TN, gS) and
(T∗N, gS̃) [10]. Further we have

�∗(Υv
1) = (�Υ1)

ṽ, �∗(Υh
1 ) = Υh̃

1 , (2)

and

♮∗(ω
ṽ) = (♮ω)v, ♮∗(Υ

h̃
1 ) = Υh

1 . (3)

Taking account of Eq. (2) and Eq. (3) and Lemma 2 in [7], the Lie brackets of
vertical and horizontal lifts to T∗N are given as follows:

Lemma 1. [
ωṽ, θṽ

]
ζ
= 0,[

Υh̃
1 , ω

ṽ
]
ζ
= (∇Υ1

ω)ṽζ ,[
Υh̃

1 ,Υ
h̃
2

]
ζ
= [Υ1,Υ2]

h̃
ζ − (R(Υ1,Υ2)ϖ)ṽζ ,

for any Υ1,Υ2 ∈ Γ(TN) and any ω, θ ∈ Γ(T∗N), where ζ ∈ T∗N, ϖ is a 1-form on N

such that ϖπ̃(ζ) = ζ and R(Υ1,Υ2) = [∇Υ1 ,∇Υ2 ]−∇[Υ1,Υ2] is the curvature tensor
of N.

From Eq. (2) and Eq. (3) and the Levi-Civita connection ∇ of gS given by the
formulas (8)-(11) in [11], we obtain the following

Lemma 2. The Levi-Civita connection ∇̃ of gS̃ is described completely by

(∇̃
Υh̃

1
Υh̃

2 )ζ = (∇Υ1
Υ2)

h̃
ζ − 1

2
(R(Υ1,Υ2)ϖ)ṽζ ,

(∇̃
Υh̃

1
θṽ)ζ = (∇Υ1

θ)ṽζ +
1

2
(R(♮(ϖ), ♮(θ))Υ1)

h̃
ζ ,

(∇̃ωṽΥh̃
2 )ζ =

1

2
(R(♮(ϖ), ♮(ω))Υ2)

h̃
ζ ,

(∇̃ωṽθṽ)ζ = 0,

(4)

for any Υ1,Υ2 ∈ Γ(TN) and any ω, θ ∈ Γ(T∗N), where ζ ∈ T∗N and ϖ is a 1-form
on N such that ϖπ̃(ζ) = ζ.

Proposition 1. Let R̃ be the curvature tensor of (T∗N, gS̃). Then the following
formulae hold{

R̃(Υh̃
1 ,Υ

h̃
2 )Υ

h̃
3

}
ζ

=

{
R(Υ1,Υ2)Υ3 +

1

4
R(♮ϖ,R(Υ3,Υ2)♮ϖ)Υ1
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+
1

4
R(♮ϖ,R(Υ1,Υ3)♮ϖ)Υ2 +

1

2
R(♮ϖ,R(Υ1,Υ2)♮ϖ)Υ3

}h̃

ζ

+
1

2

{
(∇Υ3

R)(Υ1,Υ2)ϖ

}ṽ

ζ

,

{
R̃(Υh̃

1 ,Υ
h̃
2 )ω

ṽ

}
ζ

=

{
R(Υ1,Υ2)ω +

1

4
R(R(♮ϖ, ♮ω)Υ2,Υ1)ϖ

− 1

4
R(R(♮ϖ, ♮ω)Υ1,Υ2)ϖ

}ṽ

ζ

+
1

2

{
(∇Υ1R)(♮ϖ, ♮ω)Υ2

− (∇Υ2R)(♮ϖ, ♮ω)Υ1

}h̃

ζ

,

{
R̃(Υh̃

1 , ω
ṽ)Υh̃

3

}
ζ

=

{
1

4
R(R(♮ϖ, ♮ω)Υ3,Υ1)ϖ +

1

2
R(Υ1,Υ3)ω

}ṽ

ζ

+
1

2

{
(∇Υ1

R)(♮ϖ, ♮ω)Υ3

}h̃

ζ

,

{
R̃(Υh̃

1 , ω
ṽ)θṽ

}
ζ

= −
{
1

2
R(♮ω, ♮θ)Υ1 +

1

4
R(♮ϖ, ♮ω)R(♮ϖ, ♮θ)Υ1

}h̃

ζ

,

{
R̃(ωṽ, θṽ)Υh̃

3

}
ζ

=

{
R(♮ω, ♮θ)Υ3 +

1

4
R(♮ϖ, ♮ω)R(♮ϖ, ♮θ)Υ3

− 1

4
R(♮ϖ, ♮θ)R(♮ϖ, ♮ω)Υ3

}h̃

ζ

,

{
R̃(ωṽ, θṽ)µṽ

}
ζ

= 0,

for any Υ1,Υ2,Υ3 ∈ Γ(TN) and any ω, θ, µ ∈ Γ(T∗N), where ζ ∈ T∗N and ϖ is a
1-form on N such that ϖπ̃(ζ) = ζ.

Proof. Using Eq. (2) and Eq. (3), we obtain

�∗

({
R̄(♮∗Υ̃1, ♮∗Υ̃2)♮∗Υ̃3

}
w

)
=

{
R̃(Υ̃1, Υ̃2)Υ̃3

}
ζ

, (5)

such that �(w) = ζ and for any vector fields Υ1,Υ2,Υ3 on TN and any vector fields

Υ̃1, Υ̃2, Υ̃3 on T∗N. Thus, by Eq. (5) and Theorem 1 in [11], we find the required
formulae. □
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3. Unit Cotangent Sphere Bundle

The unit tangent sphere bundle T1N of a Riemannian manifold (N, g) consists of
all unit tangent vectors to N. As a hypersurface of TN it is given by

T1N = {p = (p, v) ∈ TN | gp(v, v) = 1}.
The vector field Np = vv is a unit normal of T1N. In contrast with the horizontal
lift of a vector field, the vertical lift is not in general tangent to T1N [3]; for this
reason, it was defined the tangential lift of Υ1 ∈ TpN to p ∈ T1N as following [3]

Υt
1p = Υv

1p − g(Υ1, v)Np = (Υ1 − g(Υ1, v)v)
v
p.

Clearly, the tangent space TpT1N is spanned by vectors of the form Υh
1 and Υt

1,

where there is Υ1 ∈ TpN. To simplify notation, we will use Υ1 for Υ1 − g(Υ1, v)v,

then Υt
1 = Υ

v

1. The Riemannian metric ḡS on the hypersurface T1N induced by gS
on TN is uniquely determined by the formulae

ḡS(Υ
h
1 ,Υ

h
2 ) = gS(Υ

h
1 ,Υ

h
2 ),

ḡS(Υ
t
1,Υ

h
2 ) = 0,

ḡS(Υ
t
1,Υ

t
2) = gS(Υ

v
1,Υ

v
2)− gS(Υ

v
1, N)gS(Υ

v
2, N).

Now by analogy with unit tangent sphere bundle, we define the unit cotangent
sphere bundle T∗1N, as the set of all unit tangent covectors to N. As a hypersurface
of T∗N it is defined by

T∗1N = {q = (p, v) ∈ T∗N | g−1
p (v, v) = 1}.

The vector field Ñq = vṽ is a unit normal of T∗1N. The horizontal lift of a vector
field is tangent to T∗1N, but in general the vertical lift is not tangent. Thus, for
ω ∈ T∗pN we define the tangential lift of ω to q ∈ T∗1N by

ωt̃
q = ωṽ

q − g−1(ω, v)Ñq = (ω − g−1(ω, v)v)ṽq.

The tangent space TqT
∗
1N is spanned by vectors of the form Υh

1 and ωt̃. For the
sake of notation clarity, we will use ω as a shorthand for ω − g−1(ω, v)v, then

ωt̃ = ωṽ. The Riemannian metric g̃S̃ on the hypersurface T∗1N induced by gS̃ on T∗N

is uniquely determined by the formulae

g̃S̃(Υ
h̃
1 ,Υ

h̃
2 ) = gS̃(Υ

h̃
1 ,Υ

h̃
2 ),

g̃S̃(ω
t̃,Υh̃

2 ) = 0, (6)

g̃S̃(ω
t̃, θt̃) = gS̃(ω

ṽ, θṽ)− gS̃(ω
ṽ, Ñ)gS̃(θ

ṽ, Ñ).

We have the following

Theorem 1. Let be an n-dimensional Riemannian manifold (N, g) with Riemann-
ian metric g. Subsequently, the musical isomorphisms generated by the metric g
represent isometric mappings between (T1N, ḡS) and (T∗1N, g̃S̃).



850 B. KACIMI, F. Z. KADI, M. ÖZKAN

Proof. From Eq. (2) and Eq. (3), we find

�∗(Υt
1) = (�Υ1)

t̃, (7)

♮∗(ω
t̃) = (♮ω)t. (8)

Thus

�∗(g̃S̃)(Υ
t
1,Υ

t
2) = g̃S̃(�∗Υ

t
1,�∗Υ

t
2)

= g̃S̃((�Υ1)
t̃, (�Υ2)

t̃)

= ḡS(Υ
t
1,Υ

t
2), (9)

�∗(g̃S̃)(Υ
t
1,Υ

h
2 ) = 0 = ḡS(Υ

t
1,Υ

h
2 ), (10)

and

�∗(g̃S̃)(Υ
h
1 ,Υ

h
2 ) = g̃S̃(�∗Υ

h
1 ,�∗Υ

h
2 )

= g̃S̃(Υ
h̃
1 ,Υ

h̃
2 )

= ḡS(Υ
h
1 ,Υ

h
2 ), (11)

then from Eq. (9)-(11), we find that � : (T1N, ḡS) → (T∗1N, g̃S̃) is an isometry. In a
similar way, we can also prove that ♮ : (T∗1N, g̃S̃) → (T1N, ḡS) is an isometry. □

By virtue of Eq. (2) and Eq. (7) and the formulae (3.2)-(3.3) in [3], the Lie
brackets of vector fields on T∗1N involving tangential lifts are given as follows:[

Υh̃
1 , ω

t̃
]
ν
= (∇Υ1

ω)t̃ν , (12)[
ωt̃, θt̃

]
ν
= g−1(ω, ϑ)θt̃ν − g−1(θ, ϑ)ωt̃

ν ,

for any Υ1 ∈ Γ(TN) and any ω, θ ∈ Γ(T∗N), here ν = (x, q) ∈ T∗1N and ϑ is a 1-form
on N such that ϑπ̂(ν) = ν where π̂ : T∗1N −→ N is the natural projection. Using

Eq. (2), Eq. (3), Eq. (7), Eq. (8) and the Levi-Civita connection ∇S
of ḡS given by

Proposition 3.1 in [3], we obtain the following:

Proposition 2. The Levi-Civita connection ∇̃
S̃
of Riemannian metric g̃S̃ is en-

tirely described by

(∇̃
S̃

Υh̃
1
Υh̃

2 )ν = (∇Υ1
Υ2)

h̃
ν − 1

2
(R(Υ1,Υ2)ϑ)

t̃
ν ,

(∇̃
S̃

Υh̃
1
θt̃)ν = (∇Υ1

θ)t̃ν +
1

2
(R(♮ϑ, ♮θ)Υ1)

h̃
ν ,

(∇̃
S̃

ωt̃Υh̃
2 )ν =

1

2
(R(♮ϑ, ♮ω)Υ2)

h̃
ν ,

(∇̃
S̃

ωt̃θt̃)ν = −g−1(θ, ϑ)ωt̃
ν ,

(13)

for any Υ1,Υ2 ∈ Γ(TN) and any ω, θ ∈ Γ(T∗N), here ν = (p, v) ∈ T∗1N and ϑ is a
1-form on N such that ϑπ̂(ν) = ν.
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Proposition 3. The curvature tensor R̃S̃ of (T∗1N, g̃S̃) is entirely described by{
R̃S̃(Υh̃

1 ,Υ
h̃
2 )Υ

h̃
3

}
ν

=

{
R(Υ1,Υ2)Υ3 +

1

4
R(♮ϑ,R(Υ3,Υ2)♮ϑ)Υ1

+
1

4
R(♮ϑ,R(Υ1,Υ3)♮ϑ)Υ2 +

1

2
R(♮ϑ,R(Υ1,Υ2)♮ϑ)Υ3

}h̃

ν

+
1

2

{
(∇Υ3

R)(Υ1,Υ2)ϑ

}t̃

ν

,

{
R̃S̃(Υh̃

1 ,Υ
h̃
2 )ω

t̃

}
ν

=

{
R(Υ1,Υ2)(ω − g−1(ω, ϑ)ϑ) +

1

4
R(R(♮ϑ, ♮ω)Υ2,Υ1)ϑ

− 1

4
R(R(♮ϑ, ♮ω)Υ1,Υ2)ϑ

}t̃

ν

+
1

2

{
(∇Υ1

R)(♮ϑ, ♮ω)Υ2

− (∇Υ2R)(♮ϑ, ♮ω)Υ1

}h̃

ν

,

{
R̃S̃(Υh̃

1 , ω
t̃)Υh̃

3

}
ν

=

{
1

2
R(Υ1,Υ3)(ω − g−1(ω, ϑ)ϑ) +

1

4
R(R(♮ϑ, ♮ω)Υ3,Υ1)ϑ

}ṽ

ν

+
1

2

{
(∇Υ1

R)(♮ϑ, ♮ω)Υ3

}h̃

ν

,

{
R̃S̃(Υh̃

1 , ω
t̃)θt̃

}
ν

= −
{
1

2
R(♮ω − g−1(ω, ϑ)♮ϑ, ♮θ − g−1(θ, ϑ)♮ϑ)Υ1

+
1

4
R(♮ϑ, ♮ω)R(♮ϑ, ♮θ)Υ1

}h̃

ν

,

{
R̃S̃(ωt̃, θt̃)Υh̃

3

}
ν

=

{
R(♮ω − g−1(ω, ϑ)♮ϑ, ♮θ − g−1(θ, ϑ)♮ϑ)Υ3

+
1

4
[R(♮ϑ, ♮ω), R(♮ϑ, ♮θ)]Υ3

}h̃

ν

,

{
R̃S̃(ωt̃, θt̃)µt̃

}
ν

= −g̃S̃(ω
t̃, µt̃)θt̃ν + g̃S̃(µ

t̃, θt̃)ωt̃
ν ,

for any Υ1,Υ2,Υ3 ∈ Γ(TN) and any ω, θ, µ ∈ Γ(T∗N), here ν = (p, v) ∈ T∗1N and ϑ
is a 1-form on N such that ϑπ̂(ν) = ν.
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Proof. Let R̄S be the curvature tensor of (T1N, ḡS). Using Eq. (2) and Eq. (7), we
obtain

�∗

({
R̄S(♮∗Υ̃1, ♮∗Υ̃2)♮∗Υ̃3

}
v

)
=

{
R̃S̃(Υ̃1, Υ̃2)Υ̃3

}
ν

, (14)

such that �(v) = ν and for any vector fields Υ1,Υ2,Υ3 on T1N and any vector

fields Υ̃1, Υ̃2, Υ̃3 on T∗1N. Thus, the required formulae follow from Eq. (14) and
Proposition 3.2 in [3]. □

Theorem 2. The pair (T∗1N, g̃S̃) is locally symmetric if and only if the base manifold
(N, g) is flat or N is a 2-dimensional manifold with a constant curvature 1.

Proof. It’s clear that

�∗

[
(∇S

♮∗W̃ R̄S)(♮∗Υ̃1, ♮∗Υ̃2)♮∗Υ̃3

]
= (∇̃

S̃

W̃ R̃S)(Υ̃1, Υ̃2)Υ̃3,

and

♮∗

[
(∇̃

S̃

�∗W R̃S)(�∗Υ1,�∗Υ2)�∗Υ3

]
= (∇S

W R̄S)(Υ1,Υ2)Υ3,

for any vector fields Υ1,Υ2,Υ3 on T1N and any vector fields Υ̃1, Υ̃2, Υ̃3 on T∗1N.
Therefore (T∗1N, g̃S̃) is locally symmetric if and only if (T1N, ḡS) is locally symmetric,
combining this fact with the main result in [2] we deduce the required assertion. □

3.1. An Almost Contact Structure on T∗1N. We first recall some notions on
almost contact structure, for more details we refer to [2]. Let N2n+1 be an odd-
dimensional smooth manifold, we say that N2n+1 has an almost contact structure
if the relations

µ(ς) = 1 and F2Υ1 = −Υ1 + µ(Υ1)ς

hold on N2n+1, where ς is a vector field, µ is a 1-form, and F is a (1,1)-tensor field
on N2n+1.

Then there exists a compatible Riemannian metric g

g(FΥ1,FΥ2) = g(Υ1,Υ2)− µ(Υ1)µ(Υ2)

for all vector fields Υ1 and Υ2 on N. We call (µ, ς,F , g) an almost contact metric
manifold, ς being known as its characteristic vector field. For an almost contact
metric manifold N, its fundamental 2-form Φ is defined by Φ(Υ1,Υ2) = g(FΥ1,Υ2).
If

Φ = dµ,

N is called a contact metric manifold. A contact metric manifold for which ς is
a Killing vector field (resp. harmonic vector field) is called a K-contact manifold
(resp. H-contact manifold). Recall that a unit vector field Υ1 on N is harmonic if
and only if ∆̄Υ1 is parallel to Υ1, where ∆̄Υ1 is the rough Laplacian of Υ1 (see [8]).
In [14] Perrone showed that a contact metric manifold is H-contact if and only if
the characteristic vector field ς is an eigenvector of the Ricci operator.
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A contact metric structure is called Sasakian structure if it is normal. Recall
that an almost contact structure (µ, ς,F , g) is said to be normal if

N(Υ1,Υ2) = [F ,F ](Υ1,Υ2) + 2dµ(Υ1,Υ2)ς = 0,

for all Υ1,Υ2 ∈ Γ(TN), here N(Υ1,Υ2) is (1, 2)-tensor field and [F ,F ] is the Nijen-
huis torsion of F ,

[F ,F ](Υ1,Υ2) = F2[Υ1,Υ2] + [FΥ1,FΥ2]−F [FΥ1,Υ2]−F [Υ1,FΥ2].

A powerful characterization for Sasakian manifolds is the following: An almost
contact metric manifold (µ, ς,F , g) is Sasakian if and only if

(∇Υ1
F)Υ2 = g(Υ1,Υ2)ς − µ(Υ2)Υ1; Υ1,Υ2 ∈ Γ(TN),

where ∇ is the Levi-Civita connection of (N, g).
Next, it’s well known from [17] that the unit tangent sphere bundle T1N has a

standard contact metric structure (ς ′, µ′,F ′, ḡ′S) = (2ς, 1
2µ,F , 1

4 ḡS), where ς, µ and
F are given by

ς = −JN = vi
(

∂

∂xi

)h

,

µ(Υt
1) = 0, µ(Υh

1 ) = g(Υ2, v), (15)

F(Υt
1) = −Υh

1 + g(Υ1, v)ς, F(Υh
1 ) = Υt

1, (16)

here (p, v) ∈ TN and Υ1 ∈ Γ(TN). Note that ς is the geodesic flow.

3.1.1. An almost Kählerian structure on T∗N. Let (N, g) be a Riemannian manifold
of dimension n and (T∗N, gS̃) its cotangent bundle endowed with the Sasaki metric.

On T∗N we define the structure J̃ by{
J̃(Υh̃

1 ) = (�Υ1)
ṽ,

J̃(ωṽ) = −(♮ω)h̃,
(17)

for any Υ1 ∈ Γ(TN) and ω ∈ Γ(T∗N). It is clear that (T∗N, J̃) is an almost complex
manifold. Moreover, since

gS̃(J̃(Υ
h
1 ), ω

v) = ω(Υ1) = −gS̃(Υ
h
1 , J̃(ω

v)),

gS̃(J̃(ω
v), θv) = 0 = −gS̃(ω

v, J̃(θv)),

and

gS̃(J̃(Υ
h
1 ),Υ

h
2 ) = 0 = −gS̃(Υ

h
1 , J̃(Υ

h
2 )),

for any Υ1,Υ2 ∈ Γ(TN) and any covectors ω and θ on N, then (T∗N, gS̃ , J̃) is an
almost hermitian manifold. Furthermore, the 2-form ΩS̃ defined by:

ΩS̃ = gS̃(J̃ ·, ·)
is closed. In fact, we know

dΩS̃ = 0 ⇔ gS̃((∇̃Υ̃1
J̃)Υ̃2, Υ̃3) + gS̃((∇̃Υ̃2

J̃)Υ̃3, Υ̃1) + gS̃((∇̃Υ̃3
J̃)Υ̃1, Υ̃2) = 0,
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for any vector fields Υ̃1, Υ̃2, Υ̃3 on T∗N. Using the algebraic Bianchi identity, Eq. (4)
and Eq. (17), we get dΩS̃ = 0. Hence, we may state the following:

Theorem 3. Let be an n-dimensional Riemannian manifold (N, g) with Riemann-

ian metric g be. Then (T∗N, gS̃ , J̃) is an almost Kählerian manifold.

Theorem 4. Let be an n-dimensional Riemannian manifold (N, g) with Riemann-
ian metric g be. The musical isomorphisms � and ♮ are holomorphic maps between

(TN, gS , JS) and (T∗N, gS̃ , J̃). Moreover, (T∗N, gS̃ , J̃) is a Kählerian manifold if and
only if (N, g) is flat.

Proof. From Eq. (1), Eq. (2), Eq. (3) and Eq. (17) we obtain �∗J = J̃�∗ and

♮∗J̃ = J♮∗, it follows that � and ♮ are holomorphic maps. Thus, by a direct
computations we get

�∗(∇♮∗Υ̃1
J)♮∗Υ̃2 = (∇̃Υ̃1

J̃)Υ̃2,

and

♮∗(∇̃�∗Υ1
J̃)�∗Υ2 = (∇Υ1

J)Υ2,

for any vector fields Υ1,Υ2 on TN and any vector fields Υ̃1, Υ̃2 on T∗N, then

(T∗N, gS̃ , J̃) is a Kählerian manifold if and only if (TN, gS , J) is, or equivalently
(N, g) is flat. □

3.1.2. An almost contact structure on T∗1N. With the help of the almost complex

structure J̃ , we can define a unit vector field ς̃, a 1-form µ̃ and a (1, 1)-tensor field

F̃ on T∗N, as given below:

ς̃ = −J̃Ñ , F̃ = J̃ − µ̃⊗ Ñ .

Explicitly ς̃, µ̃ and F̃ are given by

ς̃ = vi(
∂

∂xi
)h̃, (18)

µ̃(ωt̃) = 0, µ̃(Υh̃
1 ) = g−1(�Υ1, v), (19)

F̃(ωt̃) = −(♮ω)h̃ + g−1(ω, v)ς̃ , F̃(Υh̃
1 ) = (�Υ1)

t̃. (20)

Note that ς̃ is the cogeodesic flow.

Proposition 4. (T∗1N, ς̃
′, µ̃′, F̃ ′, g̃′

S̃
) is an almost contact metric manifold, where we

have (ς̃ ′, µ̃′, F̃ ′, g̃′
S̃
) = (2ς̃ , 1

2 µ̃, F̃ , 1
4 g̃S̃).

Proof. By definition, we shall show that (ς̃ ′, µ̃′, F̃ ′, g̃′
S̃
) satisfies

µ̃′(ς̃ ′) = 1, F̃ ′2 = −I+ µ̃′⊗ ς̃ ′ and g̃′
S̃
(F̃ ′Υ̃1, F̃ ′Υ̃2) = g̃′

S̃
(Υ̃1, Υ̃2)− µ̃′(Υ̃1)µ̃

′(Υ̃2)

for all vector fields Υ̃1 and Υ̃2 on T∗1N. From Eq. (18)-(20), we yield

µ̃′(ς̃ ′) = 1, F̃ ′(ς̃ ′) = 0,
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F̃ ′2(ωt̃) = −F̃ ′((♮ω)h̃)

= −ωt̃ (21)

and

F̃ ′2(Υh̃
1 ) = F̃ ′((�Υ1)

t̃)

= −Υh̃
1 + g−1(�Υ1, v)ς̃

= −Υh̃
1 + µ̃′(Υh̃

1 )ς̃
′. (22)

By Eq. (21) and Eq. (22), we see that ϕ̃
′2
= −I + µ̃′ ⊗ ς̃ ′. By virtue of Eq. (3) and

Eq. (20), it follows that

g̃′
S̃
(ϕ̃

′
(ωt̃), ϕ̃

′
(θt̃)) =

1

4
g̃S̃(ϕ̃

′
(ωt̃), ϕ̃

′
(θt̃))

=
1

4
(g−1(ω, θ)− g−1(ω, v)g−1(θ, v))

=
1

4
(g̃S̃(ω

t̃, θt̃)− µ̃(ωt̃)µ̃(θt̃))

= g̃′
S̃
(ωt̃, θt̃)− µ̃′(ωt̃)µ̃′(θt̃), (23)

and

g̃′
S̃
(ϕ̃

′
(Υh̃

1 ), ϕ̃
′
(Υh̃

2 )) =
1

4
g̃S̃(ϕ̃

′
(Υh̃

1 ), ϕ̃
′
(Υh̃

2 ))

=
1

4
g̃S̃((�Υ1)

t̃, (�Υ2)
t̃)

=
1

4
(g−1(�Υ1,�Υ2)− g−1(�Υ1, v)g

−1(�Υ2, v))

= g̃′
S̃
(Υh̃

1 ,Υ
h̃
2 )− µ̃′(Υh̃

1 )µ̃
′(Υh̃

2 ). (24)

From Eq. (23) and Eq. (24), we see that

g̃′
S̃
(F̃ ′(Υ̃1), F̃ ′(Υ̃2)) = g̃′

S̃
(Υ̃1, Υ̃2)− µ̃′(Υ̃1)µ̃

′(Υ̃2),

for all vector fields Υ̃1 and Υ̃2 on T∗1N. Therefore (T∗1N, ς̃
′, µ̃′, F̃ ′, g̃′

S̃
) is an almost

contact metric manifold. □

Proposition 5. (T∗1N, ς̃
′, µ̃′, F̃ ′, g̃′

S̃
) is a contact metric manifold, where we have

(ς̃ ′, µ̃′, F̃ ′, g̃′
S̃
) = (2ς̃ , 1

2 µ̃, F̃ , 1
4 g̃S̃).

Proof. By using Eq. (20), we yield

g̃′
S̃
(ωt̃, F̃ ′(Υh̃

1 )) = g̃′
S̃
(ωt̃, (�Υ1)

t̃)

=
1

4
{g−1(ω,�Υ1)− g−1(ω, v)g−1(�Υ1, v)}.
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On the other side, from the definition of the vertical lift to T∗N we get

ωṽ(g−1(�Υ1, v)) = g−1(�Υ1, ω),

and
qṽ(g−1(�Υ1, v)) = g−1(�Υ1, v).

Thus, we obtain

ωt̃(g−1(�Υ1, v)) = g−1(ω,�Υ1)− g−1(ω, v)g−1(�Υ1, v), (25)

it follows from Eq. (12), Eq. (19) and Eq. (25) that

dµ̃′(ωt̃,Υh̃
1 ) =

1

2
{ωt̃µ̃′(Υh̃

1 )−Υh̃
1 µ̃

′(ωt̃)− µ̃′([ωt̃,Υh̃
1 ])}

=
1

4
{ωt̃µ̃(Υh̃

1 )}

=
1

4
{g−1(ω,�Υ1)− g−1(ω, v)g−1(�Υ1, v)}.

Then we get the contact metric structure (ς̃ ′, µ̃′, ϕ̃
′
, g̃′

S̃
) on T∗1N. □

Theorem 5. The contact metric structure on T∗1N is K-contact if and only if the
contact metric structure on T1N is.

Proof. As � and ♮ are isometries between (T1N, ḡS) and (T∗1N, g̃S̃), we deduce that

�∗(Lς̃′ g̃S̃)(Υ1,Υ2) = (L♮∗ ς̃
′�∗g̃S̃)(Υ1,Υ2) = (Lς′ ḡS)(Υ1,Υ2), (26)

and
♮∗(Lς′ ḡS)(Υ̃1, Υ̃2) == (L�∗ς′

♮∗ḡS)(Υ̃1, Υ̃2) = (Lς̃′ g̃S̃)(Υ̃1, Υ̃2), (27)

for any vector fields Υ1,Υ2 on T1N and any vector fields Υ̃1, Υ̃2 on T∗1N. Then, from
Eq. (26) and Eq. (27) we get our assertion. □

Theorem 6. The contact metric structure on T∗1N is Sasakian if and only if the
contact metric structure on T1N is.

Proof. Let (ς ′, µ′,F ′, ḡ′S) (resp. (ς̃
′, µ̃′, F̃ ′, g̃′

S̃
) be the standard contact metric struc-

ture of T1N (resp. T∗1N). From Eq. (2), Eq. (3), Eq. (7), Eq. (8), Eq. (15), Eq. (16),
Eq. (19) and Eq. (20) we have

�∗F ′ = F̃ ′�∗,

♮∗F̃ ′ = F ′♮∗,

�∗µ̃′ = µ′,

♮∗µ′ = µ̃′.

Hence � is (F ′, F̃ ′)-holomorphic map and ♮ is (F̃ ′,F ′)-holomorphic map. Therefore,
we get

�∗((∇
S

Υ1
F ′)Υ2) = (∇̃

S̃

�∗Υ1
F̃ ′)�∗Υ2,
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and

♮∗(∇̃
S̃

Υ̃1
F̃ ′)Υ̃2 = (∇S

♮∗Υ̃1
F ′)♮∗Υ̃2.

Thus, we obtain

�∗((∇
S

♮∗Υ̃1
F ′)♮∗Υ̃2 − ḡ′S(♮∗Υ̃1, ♮∗Υ̃2)ς

′ + µ′(♮∗Υ̃2)♮∗Υ̃1) = (∇̃
S̃

Υ̃1
F̃ ′)Υ̃2

− g̃′
S̃
(Υ̃1, Υ̃2)ς̃

′

+ µ̃′(Υ̃2)Υ̃1,

and

♮∗((∇̃
S̃

�∗Υ1
F̃ ′)�∗Υ2 − g̃′

S̃
(�∗Υ1,�∗Υ2)ς

′ + µ̃′(�∗Υ2)�∗Υ1) = (∇S

Υ1
F ′)Υ2

− ḡ′S(Υ1,Υ2)ς
′

+ µ′(Υ2)Υ1,

then, the contact metric structure on T∗1N is Sasakian if and only if the contact
metric structure on T1N is. □

Theorem 7. The contact metric structure present on T∗1N is categorized as K-
contact if and only if the Riemannian manifold (N, g) possesses a constant curvature
of 1. In such instances, the structure established on T∗1N is denoted as Sasakian.

Proof. Combining Theorems 5 and 6 with Theorem 8 in [17], we get our assertion.
□

Finally, recall that a Riemannian manifold (N, g) of dimension n is said to be
2-stein if there exist two functions α1, α2 : N −→ R such that for every p ∈ N and
every vector Υ1 tangent to N at p we have

Tr(RΥ1
) = α1(p) ∥Υ1∥2 , Tr(R2

Υ1
) = α2(p) ∥Υ1∥4 ,

where RΥ1 is the Jacobi operator [6].

Theorem 8. The contact metric structure on T∗1N is H-contact if and only if (N, g)
is 2-stein.

Proof. It is obvious that the Ricci operators Q̃(ς̃) on T1N and Q(ς) on T∗1N are
related by:

�∗Q(ς) = Q̃(ς̃),

and

♮∗Q̃(ς̃) = Q(ς).

Thus, it follows from the main Theorem in [13] that the contact metric structure
on T∗1N is H-contact if and only if (N, g) is 2-stein. □
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NORM RETRIEVAL IN DYNAMICAL SAMPLING FORM

Fatma BOZKURT

Department of Mathematics, University of Adiyaman, Adiyaman, TÜRKİYE

Abstract. In this article, we study the construction of norm retrievable

frames that have a dynamical sampling structure. For a closed subspace W
of Rn, we show that when the collection of subspaces {AℓW}i∈I is norm re-

trievable in Rn for a unitary or Jordan operator A, then there always exists
a collection of norm retrievable frame vectors that have a dynamical sampling

structure in Rn.

1. Introduction

Given a signal x ∈ H in a separable Hilbert space with a given orthonormal
basis {ei}i∈I in H, Parseval’s identity allows us to reconstruct the signal x from
the measurements{⟨x, ei⟩}i∈I . The set of coefficients {⟨x, ei⟩}i∈I is unique. We
are unable to recreate the signal x from the remaining data if a measurement is
missing or damaged. We can see the need for a set of vectors that allows for
some loss resilience while also having a reconstruction property similar to Parseval’s
identity. A frame {xi}i∈I for H allows for redundancy while preserving a structure
so that reconstruction is possible. Now, the set of measurements {⟨x, xi⟩}i∈I is not
necessarily unique.

We can reconstruct the signal x from the measurements {⟨x, xi⟩} using the frame
vectors {xi}i∈I in H. But let’s say that the measurements’ phase was lost or
was impossible to determine. These restrictions may apply in a setting like a
tomography or crystallography. We are unable to create the exact signal x when
we just have the phaseless measurements {|⟨x, xi⟩|}. The idea of phase retrieval for
Hilbert space frames was first proposed by Casazza, Balan, and Edidin [11] in 2006
to extract the phase of a signal from a redundant linear system using the intensity
measurements {|⟨x, xi⟩|}. They showed that we require a minimum 2n− 1 vectors
to have phase retrieval in Rn. Phase retrieval is a stronger condition than being a
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frame. A set of vectors does not meet the requirements for phase retrieval if it is
not a frame. Norm retrieval is a different condition that is less strong than phase
retrieval. The notion of norm retrieval is described in [10], a collection of vectors
performs norm retrieval if two vectors in the Hilbert space have the same intensity
measurements, then they have the same norm. The phase retrieval conditions are
relaxed by the norm retrieval property. There exist norm retrievable sets that are
not phase retrievable, but every phase retrievable set is also a norm retrievable
set. Fewer vectors are needed for norm retrieval compared to phase retrieval. For
instance, orthonormal bases are not phase retrievable but they are norm retrievable
sets.

When Ω ⊆ {1, 2, ..., n} are the coarse sample points in H, the measurements
{⟨x, ei⟩ : i ∈ Ω} have insufficient information in general to recover the original signal
x. Given an operator A on H, suppose the signal x ∈ H evolves through the operator
A over time to become Aℓx at time ℓ. Now, we can have extra information {Aℓx(i) :
i ∈ Ω} about the signal x. In [6], Aldroubi and his collaborators recently showed
that x can be recovered from the measurements of {⟨Aℓx, ei⟩ : ℓ = 0, 1, . . . , L; i ∈
Ω} if and only if the time-space samples is a set of frame vectors.

In this article, We will look at how these two most recent advancements in frame
theory cross. We will attempt to demonstrate when norm retrieval is feasible under
the unitary and the Jordan operators using samples obtained from the dynamical
sampling structure. We consider the norm retrieval problem in the dynamical
sampling setting in the finite-dimensional real Hilbert space Rn.

2. Preliminaries

In this section, we provide some of the terminology and findings in frame the-
ory, phase retrieval, norm retrieval, and dynamical sampling that are essential to
understanding the conclusions we reach.

2.1. Frames.

Definition 1. [23] A set of vectors {xi}i∈I is said to be a frame in a Hilbert
space H if there exist constants A and B with 0 < A ≤ B < ∞ such that

A||x||2 ≤
∑
i∈I

|⟨x, xi⟩|2 ≤ B||x||2, for all x ∈ H. (1)

A and B are called upper and lower frame bounds of the frame {xi}i∈I , respec-
tively. If A = B, then {xi}i∈I is called a tight frame. The set of vectors {xi}i∈I

is called a Parseval frame if A = B = 1.
Let {ei}i∈I be the standart orthonormal basis in ℓ2(I). Given the set {xi}i∈I in

H, the operator Φ : H → ℓ2(I), which is generated from the set {xi}i∈I ,

Φ(x) =
∑
i∈I

⟨x, xi⟩ei for all x ∈ H (2)
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is called the analysis operator associated with the set {xi}i∈I .
The synthesis operator is the adjoint Φ∗ : ℓ2(I) → H of the analysis operator

Φ and is defined by

Φ∗ : ℓ2(I) → H, Φ∗((ci)i∈I) =
∑
i∈I

cixi. (3)

The operator S = Φ∗Φ : H → H is called the frame operator of the frame
{xi}i∈I and is defined by

S(x) = Φ∗Φ(x) =
∑
i∈I

⟨x, xi⟩xi. (4)

The operator S is a bounded, self adjoint, positive, and invertible operator that
satisfies the operator inequality AI ≤ S ≤ BI where A and B signify the upper and
lower frame limits and I denotes the identity operator on H. A frame is complete
if it meets the lowest frame criteria. On the other hand, the upper frame condition
requires a well-defined analysis operator.

Definition 2. [25] Given a frame {xi}i∈I in H, if there are scalars {ci}i∈I such
that {cixi}i∈I is a Parseval frame, then the frame {xi}i∈I for a Hilbert space H is
said to be scalable. If there is a value of δ > 0 , such that ci > δ for all i ∈ I, then
the set {xi}i∈I is known as a strictly scalable frame.

2.2. Phase Retrieval and Norm Retrieval. For the given set {xi}i∈I in H, the
reconstruction of x up to a constant phase from the absolute value of the inner
product of the coefficients measurements {⟨x, xi⟩}i∈I is called phase retrieval which
defined by Balan, Casazza, and Edidin in [11].

Applications, where measurements of a signal can only identify by amplitude
rather than the phase, are included in speech recognition [30], optics applications
like X-ray crystallography [20, 29], quantum state tomography [28], and electron
microscopy [27, 31]. Phase retrieval problem has been extensively studied in [10–
13,15–18,24].

Definition 3. [11] A collection of vectors {xi}Mi=1 in Rn is called phase retrieval
if for all x, y ∈ Rn which satisfies |⟨x, xi⟩| = |⟨y, xi⟩| for all i = 1, ..,M , then x = cy
where c = ±1 in Rn.

Definition 4. [10] A collection of vectors {xi}Mi=1 in Rn is called norm retrieval
if for all x, y ∈ Rn which satisfies |⟨x, xi⟩| = |⟨y, xi⟩| for all i = 1, ..,M , then
||x|| = ||y||.

Lemma 1. [17] In Rn, if the number of n vectors {xi}ni=1 do norm retrieval, they
have to be orthogonal to each other.

There is also the idea of phase and norm retrieval by projections, which is agree
with our earlier definitions when the projections are one-dimensional.
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Definition 5. [10] Let {Wi}Mi=1 be a collection of subspaces in Rn and define
{Pi}Mi=1 to be the orthogonal projections onto each of these subspaces. We say that
{Wi}Mi=1 (or {Pi}Mi=1) yields phase retrieval if for x, y ∈ Rn satisfying ||Pix|| = ||Piy||
for all i = 1, ...,M , then x = cy for some scalar c with c = ±1.

Definition 6. [10] Let {Wi}Mi=1 be a collection of subspaces in Rn and define
{Pi}Mi=1 to be the orthogonal projections onto each of these subspaces. We say that
{Wi}Mi=1 (or {Pi}Mi=1) yields norm retrieval if for x, y ∈ Rn satisfying ||Pix|| = ||Piy||
for all i = 1, ...,M , then ||x|| = ||y||.

Definition 7. [11] A frame {xi}Mi=1 in Rn satisfies the complement property if
for any index set I ⊂ {1, . . .M}, either span{xi}i∈I = Rn or span{xi}i∈Ic = Rn.

Theorem 1. [11] A frame {xi}Mi=1 in Rn yields phase retrieval if and only if it
has the complement property.

2.3. Dynamical Sampling. Given a bounded operator A, a vector b ∈ H and
ℓ ∈ N, we can get a collection of vectors {b, Ab,A2b, ...Aℓb} by applying the operator
A to the vector b. The dynamical sampling problem which defined by Aldroubi,
Davis, and Krishtal in [7] is looking for the conditions on the set of vectors {bi ∈
H : i ∈ Ω, |Ω| < dim(H)}, the operator A and ℓi ∈ N such that the collection of
vectors

{bi, Abi, ..., A
ℓibi}{i∈Ω,ℓi∈N}

is a frame in H. In 2012, Aldroubi and his collaborators created a mathematical
system for a dynamical sampling structure with results appearing in [5, 6]. The
dynamical sampling problem gets the attention of other researchers and has been
recently studied by [1–4,8, 9, 14,22,26].

Let A be a matrix that can be written as A∗ = B−1DB where D is a diagonal
and B is an invertible matrix. Let {λj}j∈J be distinct eigenvectors of D and
{Pj}j∈J denote the orthogonal projections in H onto the eigenspaces {Ej}j∈J of D
associated to the eigenvalues {λj}j∈J . Then we have the following result.

Theorem 2. [6, Thm: 2.2] Let Ω ⊆ {1, 2, . . . , n} and {bi : i ∈ Ω} be vectors
in Rn. Let D be a diagonal matrix and ri be the degree of the D-annihilator of
bi. Then {Djbi : i ∈ Ω; j = 0, 1, ..., li; li = ri − 1} is a frame of Rn if and only if
{Pj(bi) : i ∈ Ω} is a frame of Ej for all j ∈ J .

The authors of [6] extended the Theorem 2 to non-diagonalizable operators as
follows.

Theorem 3. [6, Thm 2.6] Let J be a matrix in Jordan form as in 9. Let Ω ⊆
{1, 2, . . . , n} and {bi : i ∈ Ω} be vectors in Rn, ri be the degree of the J-annihilator
of the vector bi and li = ri − 1 . Then the following propositions are equivalent.

(1) The set of vectors {Jjbi : i ∈ Ω, j = 0, 1, ..., li, } is a frame for Rn.
(2) For every s = 1, .., n, {Ps(bi) : i ∈ Ω} is a frame for Ws.
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3. Results

We first start with creating a standard dynamical sampling system in Rn using
a bounded linear operator A. Assume that the vector b ∈ Rn evolves through the
operator A to become the vector Aℓb at time ℓ ∈ N. Let Ω ⊆ {1, 2, ..., n} be the
sample points and define AℓW = span{Aℓbi ∈ Rn; i ∈ Ω}.

In [14], we show the construction of norm retrievable sets {Aℓbi}{ℓ=0,1,...M,i∈Ω}
that arise from a dynamical sampling system in a finite-dimensional real Hilbert
space Rn. In this paper, we show the relations between the norm retrievable set
of {Aℓbi}{ℓ=0,1,...M,i∈Ω} in Rn and the set of projections {Pℓ}{ℓ=0,1,...M} under
the unitary and Jordan operator, where Pℓ is the orthogonal projection onto the
subspace AℓW .

First, we show that the collection of vectors {Aℓbi}{ℓ=0,1,...M,i∈Ω} is norm re-
trievable in Rn if the identity operator on Rn is in the spanning set of the rank
one projection of the vectors {bi ∈ Rn : i ∈ Ω, |Ω| < n} as shown in the following
Theorem 4.

Theorem 4. Let A be a bounded linear operator on Rn and {bi ∈ Rn : i ∈ Ω, |Ω| <
n} be a collection of vectors in Rn. The collection of vectors {Aℓbi}{0≤ℓ≤M,i∈Ω}
accomplishes norm retrieval condition in Rn for some M ∈ N if there exists a
solution {Cℓ,i}{0≤ℓ≤M,i∈Ω} to the following system of linear equations

∑
ℓ,i

Cℓ,i|⟨ej , Aℓbi⟩|2 = 1 (5)

∑
ℓ,i

Cℓ,i⟨ej , Aℓbi⟩⟨ek, Aℓbi⟩ = 0 (6)

for all j, k = 1, 2, ..n with j ̸= k.

Proof. Assume that given the operator A on Rn and the collection of vectors {bi ∈
Rn : i ∈ Ω, |Ω| < n}, the measurements, |⟨x,Aℓbi⟩| = |⟨y,Aℓbi⟩| ∀ 0 ≤ ℓ ≤ M, i ∈
Ω for fixed x, y ∈ Rn, are known. Then we have

⟨x− y,Aℓbi⟩ = 0 or ⟨x+ y,Aℓbi⟩ = 0 ∀ℓ, i

and

⟨x− y, ⟨x+ y,Aℓbi⟩Aℓbi⟩ = ⟨x− y,Aℓbi(A
ℓbi)

∗(x+ y)⟩ = 0 ∀ℓ, i.

Given any scalar value Cℓ,i, we have Cℓ,i⟨x− y,Aℓbi(A
ℓbi)

∗(x+ y)⟩ = 0 ∀ℓ, i.

If I ∈ span{Aℓbi(A
ℓbi)

∗}{0≤ℓ≤M,i∈Ω}, then ⟨x− y, x+ y⟩ = 0 and ||x|| = ||y||.
Now, we show that I ∈ span{Aℓbi(A

ℓbi)
∗}{0≤ℓ≤M,i∈Ω} if and only if the equa-

tions (5) and (6) have a solution. Let {ej}nj=1 be the standard orthonormal bases

in Rn. Then, we can express any vector Aℓbi ∈ Rn as
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Aℓbi =


⟨e1, Aℓbi⟩
⟨e2, Aℓbi⟩

...
⟨en, Aℓbi⟩

 .

Hence, we have

Aℓbi(A
ℓbi)

∗ =


|⟨e1, Aℓbi⟩|2 ⟨e1, Aℓbi⟩⟨e2, Aℓbi⟩ · · · ⟨e1, Aℓbi⟩⟨en, Aℓbi⟩

⟨e2, Aℓbi⟩⟨e1, Aℓbi⟩ |⟨e2, Aℓbi⟩|2 · · · ⟨e2, Aℓbi⟩⟨en, Akbi⟩
...

...
...

⟨en, Aℓbi⟩⟨e1, Aℓbi⟩ ⟨en, Aℓbi⟩⟨e2, Aℓibi⟩ · · · |⟨en, Aℓbi⟩|2

 .

The linear equation systems in (5) and (6) have a solution if and only if the
identity operator I ∈ span{Aℓbi(A

ℓbi)
∗}{ℓ=0,1,...M ,i∈Ω}. If so, we also have the col-

lection of vectors {Aℓbi}{ℓ=0,1,...M, i∈Ω} which does norm retrieval in Rn as demon-
strated in the following example. □

Example 1. Let

A =

0 0 0
1 1 0
0 1 −2

 b =

10
0

 .

Then the set

F = {b, Ab,A2b, A3b} =


10
0

 01
0

 ,

01
1

  0
1
−1


contains an orthogonal basis. Hence, it does norm retrieval. Since the number of
vectors is less than 5, it does not do phase retrieval in R3. Note that the span of the
rank one operators generated by the vectors {b, Ab,A2b, A3b} contains the identity
operator.

bb∗ =

1 0 0
0 0 0
0 0 0

 , Ab(Ab)∗ =

0 0 0
0 1 0
0 0 0



A2b(A2b)∗ =

0 0 0
0 1 1
0 1 1

 , A3b(A3b)∗ =

0 0 0
0 1 −1
0 −1 1


and

I = bb∗ +
1

2
A2b(A2b)∗ +

1

2
A3b(A3b)∗.
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When A is an n × n diagonal operator, the authors in [3, Thm.3] showed that
the set of vectors {Aℓbi}0≤ℓ≤M,i∈Ω} is a scalable frame if and only if there exists
a positive solution {Cℓ,i}0≤ℓ≤M,i∈Ω} to the system of equations in (5) and (6).
Theorem 4 illustrates that if the solution {Cℓ,i}0≤ℓ≤M,i∈Ω} to the system of linear
equations in (5) and (6) is not a positive solution, there exist norm retrievable
frames {Aℓbi}0≤ℓ≤M,i∈Ω} which are not scalable frames.

Theorem 4 does not give the conditions on the operator A, the set of sample
points {bi ∈ Rn : i ∈ Ω, |Ω| < n} and the time increments ℓ but we show later sec-
tions how it works to obtain dynamical sampling frame which does norm retrieval.

Theorem 5. [10] Given a collection of vectors {xi}Mi=1 in a Hilbert space Hn. The
following statements are equivalent to each other.
(1) The set of vectors {xi}Mi=1 is phase retrievable in Hn

(2) The set of vectors {Axi}Mi=1 is phase retrievable for all invertible operator A on
Hn

(3) The set of vectors {Axi}Mi=1 is norm retrievable for all invertible operator A on
Hn.

Given the collection of vectors {bi ∈ Rn; i ∈ Ω, |Ω| < n} in Rn. Let W =
span{bi ∈ Rn; i ∈ Ω}. For every ℓ ∈ N, the subspaces, which are generated by
iteration of W under the operator A, can be defined as

AℓW = span{Aℓbi ∈ Rn; i ∈ Ω, |Ω| < n} ⊂ Rn.

Let {Pℓ} be the orthogonal projections from Rn onto AℓW for each ℓ ∈ N.
Theorem 5 states that if the collection of vectors {bi ∈ Rn; i ∈ Ω, |Ω| < n} is phase
retrievable in W , then the collection of vectors {Aℓbi ∈ Rn; i ∈ Ω, |Ω| < n} is phase
retrievable in AℓW for every ℓ ∈ N when A is an invertible operator on Rn. Assume
there exists an M ∈ N such that Rn = span{Aℓbi}{i∈Ω, ℓ=0,1,...M}. The collection

of vectors {Aℓbi}{i∈Ω} satisfies phase retrieval in AℓW for every ℓ = 0, 1, ...M but

it does not imply that {Aℓbi}{i∈Ω ℓ=0,1,...M} is phase retrievable in Rn.

Example 2. Define W = span{e1 =

10
0

 , e2 =

01
0

 , e1 + e2 =

11
0

}.
Let A be an invertible operator on R3 such that Ae1 = e2 andAe2 = e3. The

iteration of the subspace W under A can be shown as

AW = span{e2, e3, e2 + e3}.
The collection of vectors in {e1, e2, e1+e2} and {e2, e3, e2+e3} is phase retrievable in
W and AW , respectively. On the other hand, the collection of vectors {e1, e2, e3, e1+
e2, e2+e3} is not phase retrievable because when we get the partion {e1, e2, e1+e2}
and {e3, e2+e3} of the set {e1, e2, e3, e1+e2, e2+e3} , neither of these sets spans R3.
This implies that the collection of vectors {e1, e2, e3, e1+e2, e2+e3} does not satisfy
the complementary property (Definition 7) and fails the phase retrieval condition
in R3.



NORM RETRIEVAL IN DYNAMICAL SAMPLING FORM 867

Theorem 6. Let the set of vectors {bi ∈ Rn; i ∈ Ω, |Ω| < n} is phase retrievable
in W ⊂ Rn and A is an invertible operator on Rn. The collection of vectors
{Aℓbi}{i∈Ω ℓ=0,1,...M} is norm retrievable in Rn if the set of projections {Pℓ}Mℓ=0 is
norm retrievable in Rn for some M ∈ N, where Pℓ is the orthogonal projection onto
the subspace AℓW = span{{Aℓbi}i∈Ω}.

Proof. For x, y ∈ Rn, assume |⟨x,Aℓbi⟩| = |⟨y,Aℓbi⟩| for all i ∈ Ω, ℓ = 0, 1, ...M .
Let Pℓ be the orthogonal projection onto the subspace AℓW for each ℓ. Thus,

PℓA
ℓbi = Aℓbi and |⟨Pℓx, PℓA

ℓbi⟩| = |⟨Pℓy, PℓA
ℓbi⟩|, for all i ∈ Ω.

According to Theorem 5, the set of vectors {Aℓbi}i∈Ω is phase retrievable (and
consequently norm retrievable) in AℓW for all ℓ since A is an invertible operator
and the collection of vectors {bi ∈ Rn; i ∈ Ω, |Ω| < n} performs phase retrieval
in W . This states that ||Pℓx|| = ||Pℓy|| for all ℓ = 0, 1, ...M . By our supposition,
{Pℓ}Mℓ=0 is norm retrievable in Rn and we have ||x|| = ||y||.

□

3.1. Iteration of Subspaces Under the Unitary and Jordan Operator. We
can do norm retrieval more smoothly if our dynamical sampling operator is unitary.

Given the index set Ω ⊂ {1, 2, ..., n} and the orthonormal bases {ei}ni=1 of Rn.
Suppose U is a unitary operator on Rn. Let W = span{ei : i ∈ Ω, |Ω| < n} and
U ℓW = span{U ℓei : i ∈ Ω, |Ω| < n} for any ℓ ∈ N. Given any ℓ ∈ N, since U is
a unitary operator, it preserves the inner product. Thus, we have ⟨U ℓei, U

ℓek⟩ =
⟨ei, ek⟩ = 0 for all i ̸= k. Which says that {U ℓei}i∈Ω is an orthonormal basis for
U ℓW for each ℓ.

Lemma 2. Suppose W = span{ei : i ∈ Ω, |Ω| ≤ n} and U ℓW = span{U ℓei : i ∈
Ω, |Ω| < n} for ℓ ≥ 0, where U is a unitary operator on Rn and {ei}ni=1 is an
orthonormal bases of Rn. Let Pℓ be the orthogonal projection onto U ℓW for each ℓ.
If the collection of projections {Pℓ}Mℓ=0 is norm retrievable in Rn for some M ∈ N,
then the collection of vectors {U ℓei}{i∈Ω,ℓ=0,1,..M} is norm retrievable in Rn.

Proof. For x, y ∈ Rn, assume that |⟨x, U ℓei⟩| = |⟨y, U ℓei⟩| for any i ∈ Ω and ℓ =
0, 1, ..M . Since U ℓei ∈ U ℓW for any ℓ = 0, 1, ..M , we see that PℓU

ℓei = U ℓei and

|⟨x, U ℓei⟩| = |⟨y, U ℓei⟩| =⇒ |⟨x, PℓU
ℓei⟩| = |⟨y, PℓU

ℓei⟩|

=⇒ |⟨Pℓx, U
ℓei⟩| = |⟨Pℓy, U

ℓei⟩|.

For each fixed ℓ, since Pℓ is a projection on U ℓW and {U ℓei}i∈Ω is an orthonormal
basis in U ℓW , we have

||Pℓx|| =
∑
i∈Ω

| < Pℓx, U
ℓei > |2 =

∑
i∈Ω

| < Pℓy, U
ℓei > |2 = ||Pℓy|| (7)

By assumption, since the collection of projections {Pℓ}Mℓ=0 is norm retrievable in
Rn, we have ||x|| = ||y||.
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□

In Lemma 2, the collection of vectors {U ℓei : i ∈ Ω, |Ω| < n} in U ℓW is orthonor-
mal because U is a unitary operator. Obtaining orthonormal bases as sample sets
is a strong condition but we can reduce this presumption as the following lemma.

Corollary 1. Let U be a unitary operator on Rn. For a collection of vectors
{bi ∈ Rn : i ∈ Ω, |Ω| < n} in Rn, define W = span{bi ∈ Rn : i ∈ Ω, |Ω| <
n} andU ℓW = span{U ℓbi : i ∈ Ω, |Ω| <} for ℓ ∈ N. Let Pℓ be the orthogonal
projection onto U ℓW for ℓ ∈ N. If the collection of vectors {bi ∈ Rn : i ∈ Ω} is
norm retrievable in W and the set of projections {Pℓ}{ℓ=0,1,...M} is norm retrievable

in Rn for some M ∈ N, then the collection of vectors {U ℓbi}{i∈Ω,ℓ=0,1,...M} is norm
retrievable in Rn.

Proof. For x, y ∈ Rn, assume that |⟨x, U jbi⟩| = |⟨y, U jbi⟩| ∀i ∈ Ω, ℓ = 0, 1, ..M .
For each fixed ℓ, since the unitary operators preserve norm retrieval condition, the
collection of vectors {U ℓbi : i ∈ Ω, |Ω| < n} is norm retrievable in U ℓW . This says
that for any given x, y ∈ Rn and ℓ ∈ N, |⟨x, U jbi⟩| = |⟨y, U jbi⟩|, ∀i ∈ Ω implies that
||Pℓx|| = ||Pℓy||. Since we assumed that the set of projections {Pℓ}{ℓ=0,1,...M} is
norm retrievable in Rn, we have ||x|| = ||y||.

□

In Corollary 1 and Lemma 2, we assumed that the set of projections {Pℓ}{ℓ=0,1,...M}
is norm retrievable in Rn for some M ∈ N. In general, we do not know whether
such an M ∈ N exists or not. Now that we have a condition, we can guarantee
that the projection set {Pℓ}{ℓ=0,1,...M} performs norm retrieval on Rn. We need
the definition of fusion frames defined in [19].

Definition 8. [19] Let I be an index set and {vi}i∈I be a family of weights. That
is vi > 0 for all i ∈ I. Let {Wi}i∈I be a family of closed subspaces of a Hilbert space
H and PWi is the orthogonal projection onto the subspace Wi for each i ∈ I. Then
{(Wi, vi)}i∈I is a fusion frame for H, if there exists constants 0 < A ≤ B < ∞
such that

A||x||2 ≤
∑
i∈I

vi
2||PWi(x)||2 ≤ B||x||2, for all x ∈ H. (8)

A and B are called the fusion frame bounds. The family (Wi, vi) is called a Par-
seval fusion frame if A = B = 1 and a tight fusion frame if A = B.

Theorem 7. Let U be a unitary operator on Rn and {bi ∈ Rn : i ∈ Ω |Ω| < n}
be a set of orthonormal vectors in Rn. The set of vectors {U ℓbi : i ∈ Ω, ℓ =
0, 1, ...M} is a tight frame in Rn if and only if the set of orthogonal projections
{Pℓ}{ℓ=0,1,...M} is a tight fusion frame with weights vℓ = 1 for all ℓ, where Pℓ is the

orthogonal projection onto U ℓW for each ℓ.
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Proof. (=⇒) Suppose the set of vectors {U ℓbi : i ∈ Ω, ℓ = 0, 1, ...M} does tight
frame in Rn with frame bound A > 0. Then, given any x ∈ Rn, we can write

||x||2 =
1

A

∑
i∈Ω,ℓ=0,1,...,M

|⟨x, U ℓbi⟩|2.

Since {bi ∈ Rn : i ∈ Ω} is a set of orthonormal vectors in Rn and U is a unitary
operator on Rn, {U ℓbi : i ∈ Ω} is also orthonormal set of vectors in U ℓW for each ℓ.
Hence, the orthogonal projection Pℓ onto the subspace U ℓW = span{U ℓ bi : i ∈ Ω}
can be written as

Pℓ(x) =
∑
i∈Ω

⟨x, U ℓbi⟩U ℓbi.

Thus,

||x||2 =
1

A

∑
i∈Ω,ℓ=0,1,...,M

|⟨x, U ℓbi⟩|2 =
1

A

∑
ℓ=0,1,...,M

||Pℓ(x)||2

and the set of orthogonal projections {Pℓ}{ℓ=0,1,...,M} is a A -tight fusion frame
with weights vℓ = 1 .

(⇐=) These follow from the definition of a tight fusion frame with weights vℓ = 1
for all ℓ.

□

If {bi ∈ Rn : i ∈ Ω |Ω| < n} is a set of vectors that are orthogonal but not
orthonormal in Rn, then the set {U ℓbi : i ∈ Ω, ℓ = 0, 1, ...M} is not necessarily
a tight frame in Rn anymore. In this case, we have the following corollary that
follows from Theorem 5, Lemma 1 and Corollary 1.

Corollary 2. Let U be a unitary operator on Rn and {bi ∈ Rn : i ∈ Ω |Ω| < n}
consists of orthogonal vectors in Rn. The set of vectors {U ℓbi : i ∈ Ω, ℓ = 0, 1, ...M}
is norm retrievable in Rn if x ∈ span{Pℓ(x)}Mℓ=0, for any x ∈ Rn.

Now, we are interested in the linear operator A on Rn that has all real eigenvalues
and is unitarily similar to the Jordan form. We want to construct subspaces AℓW
in Rn which are not necessarily orthogonal to each other and show the relations
between the norm retrievable set of vectors {Aℓbi}{ℓ=0,1,...M,i∈Ω} in Rn and the
set of projections {Pℓ}{ℓ=0,1,...M}, where Pℓ is the orthogonal projection onto the

subset AℓW . To set up the following construction, we apply the notation from [6].
Suppose J ∈ Mn(R) is a Jordan matrix that has all real eigenvalues, then we

have
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J =


J1 0 · · · 0
0 J2 · · · 0
...

...
. . .

...
0 0 · · · Js

 . (9)

For each j = 1, 2, ..s, Jj = λjIj +Nj where Ij is an rj × rj identity matrix and
Nj is a rj × rj nilpotent block-matrix of the form

Nj =


Nj1 0 · · · 0
0 Nj2 · · · 0
...

...
. . .

...
0 0 · · · Nji

 . (10)

Each Nji is a rij × rij cyclic nilpotent matrix of the form

Nji =


0 0 0 · · · 0 0
1 0 0 · · · 0 0
0 1 0 · · · 0 0
...

...
...

. . .
...

...
0 0 0 · · · 1 0

 . (11)

with r1j ≥ r2j ≥ ... ≥ rij and r1j + r2j + ... + rij = rj . The matrix J has distinct
eigenvalues λj , j = 1, 2, ..s and r1 + r2 + ...+ rs = n.

Before we state our theorem related to the Jordan form, we would like to give
an illustrative example to interested readers.

Example 3. Let J = λI +N ∈ R4×4 and assume that

N =

[
N1 0
0 N2

]
where

Ni =

[
0 0
1 0

]
for i = 1, 2. Then, we have the subspaces

W = span{e1, e3}
JW = span{λe1 + e2, λe3 + e4}

J2W = span{λ2e1 + 2λe2, λ
2e3 + 2λe4}

Let Pℓ be the orthogonal projection onto the subspace JℓW for each ℓ = 0, 1, 2.
For fixed ℓ,

||Jℓe1||2 = λ2ℓ + ℓ2λ2(ℓ−1) = ||Jℓe3||2.
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Let cℓ = λ2ℓ + ℓ2λ2(ℓ−1) for ℓ = 0, 1, 2, then the orthogonal projection Pℓ onto
the subspace JℓW can be written as

Pℓ(x) =
1

cℓ

∑
i=1,3

⟨x, Jℓei⟩Jℓei and ||Pℓ(x)||2 =
1

cℓ

∑
i=1,3

|⟨x, Jℓei⟩|2.

If λ = 0, then P0+P1 = I and the set of vectors {Jℓei}i=1,3,ℓ=0,1,2 = {e1, e2, e3, e4}
is an orthonormal bases and it does norm retrieval in Rn. Assume λ ̸= 0.

For any x =


x1

x2

x3

x4

 ∈ Rn, c0P0(x) =


x1

0
x3

0



c1P1(x) =


λ2x1 + λx2

λx1 + x2

λ2x3 + λx4

λx3 + x4

 and c2P2(x) =


λ4x1 + 2λ3x2

2λ3x1 + 4λ2x2

λ4x3 + 2λ3x4

2λ3x3 + 4λ2x4

 .

This states that λ4+1
2λ2 c0P0−c1P1+

1
λ2 c2P2 = I and the set of projections {Pℓ}ℓ=0,1,2

does norm retrieval in Rn since the coefficients {cℓ}ℓ=0,1,2 are independent from
choice of x. This implies that the set of vectors {Jℓei}i=1,3,ℓ=0,1,2 does norm re-
trieval in Rn.

Theorem 8. Let J ∈ Mn(R) be a Jordan matrix in the form of Equation (9) that
has all real eigenvalues and Wj = span{ekji

: j = 1, 2, ..., s}, where s is the number
of distinct eigenvalues in J and ekji

is the standard orthonormal bases vector of Rn

corresponding to the first row of the cyclic nilpotent matrix Nji in (11). Let Pℓj be
the orthogonal projections onto the subsets JℓWj. Suppose the order rij of Nji is the

same for all i, j. Then the collection of vectors {Jℓekji
}{j=1,2,...,s,1≤i≤k(j),ℓ=0,1,...rij}

is norm retrievable in Rn, where k(j) is the number of cyclic nilpotent matrices Nji

in Nj if the set of projections is norm retrievable Rn.

Proof. By choice of ekji as a standard orthonormal basis vector corresponding to the

first row of Nji, the set of vectors {Jℓekji
}{j=1,2,...,s,1≤i≤k(j)} forms an orthogonal

bases in JℓWj for each ℓ. As shown in Example 3, for fixed ℓ, the norm of the vectors
Jℓekij

is the same for all i, j. Suppose ||Jℓekij
|| = cℓj for some cℓj ∈ R . Since

the set of vectors {Jℓekji
}{j=1,2,...,s,1≤i≤k(j)} forms an orthogonal basis in JℓWj for

each ℓ, the set of vectors { 1
cℓj

Jℓekji
}{j=1,2,...,s,1≤i≤k(j)} forms an orthonormal bases

in JℓWj for each ℓ. For fixed ℓ, the orthogonal projection Pℓj onto J lWj can be
defined by

Pℓj(x) =
∑
i,j

⟨x, 1

cℓj
Jℓekji

⟩ 1

cℓi
Jℓekji

.



872 F. BOZKURT

This implies {J lekij
} does norm retrieval in Rn if and only if I =

∑
ℓ

cℓ,iP
i
ℓ . Since

the constants cℓj is same for fixed ℓ, for any x ∈ Rn, we have

||Pℓj(x)||2 =
1

c2ℓj

∑
i,j

|⟨x, Jℓekji
⟩|2.

To show that the set of vectors {Jℓekji
}{j=1,2,...,s,1≤i≤k(j),ℓ=0,1,...rij} is norm retriev-

able in Rn, assume |⟨x, Jℓekji⟩| = |⟨y, Jℓekji⟩| for all ℓ, j, i for any given x, y ∈ Rn.
Since the constants cℓj are independent of the choice of x and y, we have

||Pℓj(x)||2 =
1

c2ℓj

∑
i,j

|⟨x, Jℓekji
⟩|2 =

1

c2ℓj

∑
i,j

|⟨y, Jℓekji
⟩|2 = ||Pℓj(y)||2.

We assumed that the set of orthogonal projections {P ℓekji
}{j=1,2,...,s,ℓ=0,1,...rij} is

norm retrievable in Rn. This implies that ||x|| = ||y|| and the collection of vectors
{Jℓekji

}{j=1,2,...,s,1≤i≤k(j),ℓ=0,1,...rij} is norm retrievable in Rn.

□
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