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Assessment of effective factors on student performance based

on machine learning methods

Hasan Yildirim!”

! Department of Mathematics, Karamanoglu Mehmetbey University, Karaman, Tiirkiye

hasanyildirim@kmu.edu.tr

Abstract

Machine learning methods have gained increasing attention in the field of education due to advancing technological tools and rapidly
growing data. The general focus of this attention is on identifying the best method, but it is also critical to determine the extent to which
the methods under consideration differ statistically and to correctly identify variable importance metrics. In this study, we benchmarked
the performance of twenty-three machine learning algorithms on real educational data via cross-validation based on criteria such as
accuracy, AUC and F1-score. Besides, the methods were statistically compared using DeLong and McNemar tests. The findings
showed that the LightGBM method appeared to be the best method and presented the most important factors determining student
achievement according to this method. The systematic process followed in the study is considered to yield valuable insights for data-

driven studies as well as the field of education.

Keywords: Student performance, Machine learning, Artificial intelligence, Feature selection, Statistical analysis

1. Introduction

Acrtificial intelligence is increasingly deeply
integrated into real life and is enhancing human beings'
ability to predict routines, capacities, and behaviors.
With the technological facilities that are being
developed to achieve these goals, the size of the data
collected is also expanding proportionally to the ability
to collect and process data. The field of education is
arguably one of the fields generating the highest amount
of valuable knowledge from the data gathered. Artificial
intelligence models can be effectively used for primary
purposes such as students' performance evaluations (in-
term and end-of-term), dropout status, and identification
of individuals at risk (Albreiki et al., 2021). The
beneficial results provided by artificial intelligence
models have expanded their usages in education and
enabled them to prepare personalized (Li et al., 2020),
updated (Guan et al., 2020) course content, developed
effective course selection tools (Tilahun ve Sekeroglu,
2020), and prepared exam formats (Wu et al., 2020).

Educational research is conducted not only to
improve decisions locally, but also on the results of
several examinations (such as program for international
student assessment (PISA), trends in international
mathematics and science study (TIMSS), etc.) carried
out globally. The motivation underlying these studies is

* Corresponding Author
E-mail: hasanyildirim@kmu.edu.tr

to improve the socio-economic status and quality of life
of both individuals and the countries in which they live
through improving the quality of education (Saglam and
Aydogmus, 2016). Machine learning, as the most
important sub-field of artificial intelligence, contributes
significantly to realizing this motivation and providing
accurate recommendations to decision (policy) makers.

The usage of machine learning models in the field of
education is particularly focused on the supervised
learning. Supervised learning is based on assuming that
the quantitative (e.g., student grade: 82/100, student
attendance percentage: 73%) or qualitative (e.g., student
achievement status: failed or success, student grade: AA
or FF) variable that is the focus of the study is known
and accurately predicted by a set of variables that are
expected to affect it. The most widely used algorithms
in the literature for this type of learning (Sekeroglu et
al., 2021) are logistic regression (LR), naive bayes (NB),
k-nearest neighbor (KNN), classification and regression
trees (CART), linear regression (LIN), random forests
(RF), bagging (BG), gradient boosting machine (GBM),
extreme gradient boosting (Xgboost), artificial neural
networks (ANN), support vector machines (SVMs),
extreme learning machine (ELM), long short-term
memory (LSTM), deep neural networks (DNN). In the
literature, there are numerous studies involving such

Recieved : 31 Oct 2023
Revision : 14 Feb 2024
Accepted 12 Jul 2024


https://orcid.org/0000-0003-4582-9018

models, some of the prominent studies can be given as
follows:

Gamuling et al. (2016) studied student performance
prediction in blended learning environments using
discrete Fourier transforms (DFT) and various machine
learning methods (including KNN, SVM, ANN and
NB). Elbadrawy et al. (2016) proposed to utilize random
forests, personalized multi-regression, and matrix
factorization approaches to predict students' grades and
assessments in future courses. Tran et al. (2017)
proposed a unified system that connects classical
machine learning methods (LR, CART and SVM) and
recommender systems to predict student performance.)
Like Tran et al. (2017), but not including the outputs of
recommender systems, Adejo and Connolly (2018)
presented an ensemble model incorporating cart, ann
and svm methods to predict student performance.
Hussain et al. (2019) employed various methods such as
CART, LR, ANN, SVM and NB to identify the
difficulties encountered by students during the term and
to improve their performance. Yousafzai et al. (2020)
employed genetic algorithm, CART and KNN models
through both classification and regression models to
predict student performance. Deo et al. (2020) have
proposed models such as ELM, RF and Volterra to
predict student performance in engineering mathematics
courses and presented the results comparatively.
Assellman et al. (2021) utilized RF and some boosting-
based algorithms (including Adaboost and Xgboost) to
accurately predict student performance. Suleiman and
Anane (2022) have applied LR, CART, SVM and RF
algorithms to predict the cumulative grade of students
based on their performance in different years.
Pallathadka et al. (2023) have comparatively presented
the results of Naive Bayes, ID3, C4.5, and SVM models
for predicting student performance. Chen and Zhai
(2023) have compared the results of KNN, CART, RF,
LR, SVM, NB, and ANN models in different application

Table 1. List of models (algorithms) evaluated in the study

scenarios using several different datasets. Extensive
studies on this topic are currently ongoing and
comprehensive listings of these studies categorized
according to aims, methods and outcomes can be
obtained from the reviews by Albreiki et al. (2021),
Sekeroglu et al. (2021) and Alalawi et al. (2023).

1.1. Study Aims and Motivation

The use of machine learning models in the literature is
beneficial to a certain extent, however, some aspects
have been relatively often disregarded:

. Itis critical in data-driven education studies to realize
this motivation by not only estimating the value of the
target variable that is the focus of the study, but also
identifying the important factors that affect it. The
variable importance measures can lead to more
compact and scalable models.

ii. The statistical significance in  performance
comparisons of machine learning models can provide
additional insights in model selection. The principle
that the best model is the simplest model can be
followed unless there is a significant difference.

This study focuses on these two mentioned perspectives
and presents a comprehensive comparison of best
machine learning algorithms. The content of the study is
summarized as follows: The methods evaluated in the
study are given in Section 2. Section 3 provides details
about the experimental process. Model training results
are presented in Section 4. Finally, the discussion and
summary comments on the results of the study are
reported in Section 5.

Brief Explanation

Type Abbrevation  Model (Authors)
K-nearest
Instance-based KNN neigbors (Cover
and Hart, 1967)
Naive bayes
NB (Domingos and
Pazzani, 1997)
Statistical Logistic
LR regression (Cox,
1958)
PLS Partial least

squares (Wold,

The versatile algorithm employed in machine learning for both
classification and regression tasks, and operates on the principle
that similar data points are generally close in feature space. Its
applications range from recommender systems to pattern
recognition and anomaly detection, making it invaluable in
academic and industrial contexts.

The probabilistic machine learning algorithm based on Bayes'
Theorem, which assumes strong (naive) independence between
features. It is particularly effective for classification tasks
including spam detection and sentiment analysis due to its
simplicity, efficiency and ability to handle large datasets.

The statistical model widely utilized for binary classification tasks,
such as predicting whether an event will occur or not. It estimates
probabilities using a logistic function, making it ideal for scenarios
where outcomes are categorical and decisions are probabilistic.

An extension of the partial least squares algorithm that particularly
addresses the prediction of continuous dependent variables is
partial least squares regression. By finding the directions of
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1982; Wold et al.,
1984)

greatest variance that closely relate independent variables to the
dependent variable, it constructs predictive models. It is
particularly effective when there are multicollinearity problem in
data set or high dimensional settings. Therefore, it is highly
applicable in both research and practical problem solving.

Classification and
Regression Trees

A nonparametric decision tree learning technique that is suitable
for both classification and regression tasks. It forms binary trees
by partitioning the dataset into subsets based on feature values

CART (Breiman et al maximizing the separation of data in terms of the purity of the
1982) " target variable. The CART is notorious for its interpretability and
flexibility, which makes it a practical solution and a popular choice
in areas where clear decision rules are required.
An advanced decision tree algorithm that builds on predecessors
C5.0 (Quinlan, like ID3 and C4.5, enhancing accuracy through boosting,
C5.0 1992; Quinlan, winnowing, and pruning. It is widely used for classification and
1993) adapted for regression, excelling in handling large datasets and is
popular for its robust performance and interpretability.
C5.0-rules is a variation of the C5.0 algorithm that generates a set
of decision rules rather than a tree structure, tailored for
C5.0-rules A ; ;
- . classification and adaptable for regression tasks. This approach
C5.0-Rules (Quinlan, 1992; implifies th - Ki ina th
Quinlan, 1993) simplifies the decision-making process by extracting the most
Tree and rule-based ' significant rules from data, enhancing interpretability and
accuracy.
A machine learning algorithm that combines decision tree-like
rules with linear regression models to predict outcomes. It
RuleFit (Friedman generates rules from an ensemble of trees and uses them as
RuleFit and Popescu features in a linear model, effectively capturing both linear and
pescu, interaction effects among variables. It is particularly valued for its
2008) . S . L e
interpretability and precision, making it suitable for applications
in fields like healthcare and finance where understanding the
model's decision process is crucial.
A statistical model that uses Bayesian methods to combine
multiple decision tree models for more reliable predictions. It
Bayesian additive  estimates complex functions by averaging over many trees,
BAT trees (Chipman et  improving accuracy and robustness while providing credible
al., 2010) intervals for predictions. It is particularly effective in scenarios
requiring careful uncertainty estimation, such as in medical
prognosis and economic forecasting.
Multilayer A form of deep learning where an MLP, a type of artificial neural
Neural network-based  MLP perceptron network, is used to classify data into distinct categories. It features
(Hornik et al., multiple layers of neurons with non-linear activation functions,
1989) enabling it to capture complex patterns and relationships in data.
— A non-parametric technique that models relationships within data
Multivariate L - L ) : .
. by fitting piecewise linear splines, which are flexible enough to
: adaptive . - - .
Spline-based MARS . - capture complex patterns. It's particularly useful in scenarios
regression spline . . . : .
. where the relationship between variables is non-linear and
(Friedman, 1991) L . . !
intricate, adjusting automatically to changes in data trends.
A powerful class of supervised learning models used for
Support Vector classification and regression tasks. They work by finding the
Machines (Vapnik hyperplane that best separates different classes in the feature
Kernel-based SVM etal., 1996; space, maximizing the margin between data points of different
Schélkopf and categories. This capability to handle both linear and non-linear
Smola, 2002) boundaries makes SVMs highly effective in diverse applications
such as image recognition, bioinformatics, and text categorization.
An ensemble machine learning technique used to improve the
) stability and accuracy of classification algorithms. It involves
Ensembles Bag Bagging creating multiple versions of a predictor model by training them

(Breiman, 1996)

on different subsets of the original dataset, then aggregating their
predictions to form a final verdict. It is particularly effective in
reducing variance and avoiding overfitting, making it widely used
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Random forests

in decision tree algorithms and complex classification tasks across
various domains.

An ensemble learning method that builds upon the concept of
bagging by creating a multitude of decision trees at training time
and outputting the class that is the mode of the classes or mean
prediction of the individual trees. It enhances prediction accuracy
and controls over-fitting by introducing randomness in the tree
generation process through feature and data sampling.

An ensemble technique that aims to create a strong classifier from
a number of weak classifiers. It works by sequentially applying
weak models to progressively modified versions of the data,
increasing the weight of misclassified instances so that subsequent
models focus more on difficult cases. It has widely used variants
include AdaBoost and Gradient Boosting, which are effective in
reducing bias and variance in complex datasets.

A simple model that provides a baseline by using no predictive
information to make forecasts in statistics and machine learning.
It typically predicts the most frequent category in classification
tasks or the mean/median in regression tasks. This model is
important for performance benchmarking, as it sets the minimal
threshold that any other more complex model should exceed to be
considered effective.

RF (Breiman, 2001)
Boosting
. (Schapire, 1990;
Boosting Freund and
Schapire; 1996)
Base reference Null Null
2. Methods
The study includes twenty-three algorithms,

covering the most widely employed algorithms in the
literature. The algorithms can be categorized as
instance-based (KNN), statistical (Naive Bayes,
Logistic Regression, Partial Least Squares), tree and
rule-based (CART, C5.0, C5.0-rules, RuleFit, Bayesian
Additive Trees), neural network-based (multilayer
perceptron), spline-based (MARS), kernel-based (SVM)
and ensemble approaches (Bagging, Boosting, Random
Forests). Besides, the Null model is included in the study
serving as a benchmark (base) reference as a simple and
non-informative model that can be obtained without
building any model. It should be noted that different
base learner models are utilized in the training process
of ensemble models. The C5.0 algorithm, for instance,
was not only included in the study on standalone basis
but was also considered as a base learner for the bagging
algorithm. A similar approach has been carried out for
CART, Mars, Mlp algorithms. These algorithms were
used as base learner in both bagging and boosting
ensemble models. The list of these algorithms and
comprehensive explanations are presented in Table 1.

Table 2. Characteristics of the data set

3. Experimental Design and Settings

3.1. Data Description and Source

The dataset was retrieved from a data science
platform Kaggle (2023) which is an open source
machine learning and data sharing platform. The data set
includes thirty variable measurements of one hundred
and forty-five students. The sequential grades of the
students are considered as the target variable in the
study. Variables and their characteristics can be seen in
Table 2.

Due to the data set consisting almost completely of
categorical data, low-frequency categories were merged
to make the results more generalizable and not
negatively affect the model estimation. The categories
having a frequency of about ten or less were joined with
the closest category. Since the target variable is multi-
level and the frequency variation between levels is quite
volatile (e.g., only seven students failed), we have
treated grades below CC, which are defined as failing
and conditionally passing, as Fail, and the remaining
grades as Success. Therefore, the problem is treated as a
binary classification problem. Details of these merging
processes are presented in Table 2.

Type Question Possible Answers
Age (1: 18-21, 2: 22-25, 3: 26+)
Sex (1: Female, 2: Male)
Personal

Graduated High School Type
Scholarship Type

(1: Private, 2: State, 3: Other)

(1: None, 2: 25%, 3: 50%, 4: 75%, 5: Full)
Preprocess: (None + 25% + 50%) as 50% and lower
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Additional Work (1: Yes, 2: No)
Regular Artictic or Sports Activity (1: Yes, 2: No)
Do you have a partner? (1: Yes, 2: No)

Total salary if available

Transportation to the university

Accommodation type in Cyprus

(1: $135-200, 2: $201-270, 3: $271-340, 4: $341-410, 5: Above $410)
Preprocess: ($341-410 + Above $410) as $341 and above
(1: Bus, 2: Private Car/Taxi, 3: Bicycle, 4: Other)
Preprocess: (Bicycle + Other) as Other

(1: Rental, 2: Dormitory, 3: With Family)

Mother’s education

Father’s education

Number of sisters/brothers
(If available)

(1: Primary School, 2: Secondary School, 3: High School, 4: University, 5:
Msc., 6: Ph.D.)
Preprocess: (University + Msc. + Ph.D.) as University

(1:1,2:2,3:3,4:4,5: 5 or above)

Family Parental status (1: Married, 2: Divorced, 3: Died - One of Them or Both)
Mother’s occupation (1: Retired, 2: Housewife, 3: Government Officer, 4: Private Sector
Employee, 5: Self-Employment, 6: Other)
: - +
Father’s occupation Preprocess: (Self-Employment + Other) as Other
(1: None, 2: <5 Hours, 3: 6-10 Hours, 4: 11-20 Hours, 5: More Than 20
Weekly study hours Hours)
Preprocess: (11-20 hours + More than 20 hours) as More than 11 hours
Reading frequency . . . .
(non-scientific books/journals) (1: None, 2: Sometimes, 3: Often)
Reading frequency . . . .
(Scientific books/journals) (1: None, 2: Sometimes, 3: Often)
Attendance to the seminars/conferences .. .
related to the department (1 Yes, 2:No)
Impact of your projects/activities on your (1: Positive, 2: Negative, 3: Neutral)
success ' T T
. Attendance to classes (1: Always, 2: Sometimes, 3: Never)
Education ] . . . .
Habits Preparation to midterm exams 1 (1: Alone, 2: With Friends, 3: Not Applicable)
Preparation to midterm exams 2 (1: Closest Date to The Exam, 2: Regularly During the Semester, 3: Never)
Taking notes in classes (1: Never, 2: Sometimes, 3: Always)
Listening in classes (1: Never, 2: Sometimes, 3: Always)
Discussion improves my interest and (1: Never, 2: Sometimes, 3: Always)
success in the course
Flip-classroom (1: Not Useful, 2: Useful, 3: Not Applicable)
Cumulative grade point average in the last
semester . . (1: <2.00, 2: 2.00-2.49, 3: 2.50-2.99, 4: 3.00-3.49, 5: above 3.49)
Expected Cumulative grade point average
in the graduation
Output  Grade (0: Fail, 1: DD, 2: DC, 3: CC, 4: CB, 5: BB, 6: BA, 7: AA)

Preprocess: (Fail + DD + DC) as Fail; the rest of grades as Success

3.2. Preprocessing and Parameter Tuning

The preprocessing approach and experimental
settings applied to the dataset before applying machine

learning models can be summarized as follows:

i The dataset was processed with one-hot
encoding and label encoding for nominal and

ordinal variables, respectively.

ii. Numerical variables have been standardized.

iii. The dataset is split 75% as training data and
25% as test data. As cross validation approach,
the 10-fold CV method was utilized. The
models were trained with the data obtained
with cross-validation on the training data and
their generalization performance (i.e., testing)
was evaluated with the test data.

iv. The grid space approach was adopted as the
model tuning parametrization. The optimal
parameters were derived by using a parameter
space consisting of thirty different possible
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values of the unique parameters of each model.
The ranges and optimum values of the tuning
parameters for each model are provided in
detail in Table 4.

v.  The test performance was extracted for each
model based on the optimal parameters found
by cross-validation.

For the best model among all models in the test
performances, confusion matrix, roc curve and variable
importance results are presented.

3.3. Performance Criteria

In classification models, depending on whether the
target variable is binary or multilevel, performance
criteria are primarily defined based on the confusion
matrix. A classical confusion matrix can be presented
as the following structure given in Table 3.

Table 3. A general representation of a confusion matrix

Predicted
Positive Negative
. True Positive  False Negative
Positive
Actual (TP) (FN)
(Truth) _ False Positive  True Negative
Negative

(FP) (TN)

In this study, the accuracy, area under the roc curve
(AUC) and F-score, which are the most widely used
measures in the literature, can be defined based on

The model's predictive skill increases as the
accuracy value converges to one.

Area Under the Curve (AUC):

In binary classification problems, the Area Under
the Receiver Operating Characteristic Curve (AUC-
ROC) statistical measure is utilized to assess a
model's inherent capacity to differentiate between
the positive and negative classes across a range of
thresholds for classification. For different threshold
values, the true positive rate (sensitivity) is
displayed against the false positive rate (1-
specificity) through the ROC curve. An AUC value
of 1.0 indicates a perfect classifier, while a value of
0.5 indicates a model that performs no better than
random chance at classifying true positives and true
negatives. The AUC measures the model's overall
ability in performing effectively.

F-score (or Fl-score): The Fl-score, also known
as the F-score or F-measure, is a robust metric for
assessing the accuracy of a binary classification
model, especially in contexts in which false
positives and false negatives have different costs or
when class imbalances are present. It is a harmonic
mean of precision and recall. The harmonic mean,
in contrast to the arithmetic mean, tends to be the
lower of the two values, providing that both
precision and recall are at an appropriate level. In
particular, the F1-score approaches its least
accurate value at 0, while reaching its best value at
1, corresponding to perfect precision and recall. The
F1-score is defined by using the confusion matrix
components as follows:

Precision X Recall

confusion matrix as follows. F1-Score = 2 X
Precision + Recall
e Accuracy:
. where
The percentage of correctly classified cases
. . . - - . TP
(including true positives and true negatives) relative Precision = —————
to the total number of cases is defined as accuracy. (TI; P+ FP)
(TP +TN) Recall = ———
A = TP+ FN
CCUREY = TP + TN + FP + FN) ( )
Table 4. The ranges of parameters corresponding to the each model
Model Range Best
Bag (C5.0) min_n: [2, 15] min_n: 6
tree_depth: [1, 15], tree_depth: 13,
Bag (CART) min_n: [2, 15], min_n: 6,
cost_complexity: [0, 1] cost_complexity: 3.2x10"-8
num_terms [0, min(200, max(20, 2 * #variables)) + 1], num_terms: 4,

Bag (MARS) prod_degree: [1, 2],

prod_degree: 2,

prune_method: [backward, none, exhaustive, forward, seqrep, cv]  prune_method: backward

hidden_units: [2, 20]

Bag (MLP) penalty: [0, 1]

hidden_units: 4
penalty: 0.00000218

trees: [10, 200]
BAT prior_terminal_node_coef: [0.01, 1]
prior_terminal_node_expo: [0.01, 2]

trees: 106
prior_terminal_node_coef: 0.0928
prior_terminal_node_expo: 1.70
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trees: [1, 100] trees: 6

Boosting (C5.0) min_n: [2, 15] min_n: 7
sample_size: [0.1, 1] sample_size: 0.969
mtry: [1, #variables] mtry: 10
trees: [1, 2000] trees: 1080
min_n: [2, 40] min_n: 2

Boosting (LightGBM)

tree_depth: [1, 15]
learn_rate: [-3, -0.5]
loss_reduction: [-10, 1.5]

tree_depth: 11
learn_rate: 0.00115
loss_reduction: 0.0486

Boosting (XGBoost)

mtry: [1, #variables]
trees: [1, 2000]

min_n: [2, 40]
tree_depth: [1, 15]
learn_rate: [-3, -0.5]
loss_reduction: [-10, 1.5]
sample_size: [0.1, 1]

mtry: 2

trees: 1212

min_n: 2

tree_depth: 5

learn_rate: 0.00990
loss_reduction: 2.62x10"-8
sample_size: 0.706

C5.0 min_n: [2, 15] min_n: 3
trees: [1, 100] trees: 85
5.0 Rules min_n: [2, 15] min_n: 3
tree_depth: [1, 15], tree_depth: 5,
CART min_n: [2, 15], min_n: 7,
cost_complexity: [0, 1] cost_complexity: 0.0000307
neighbors: [1, 20] neighbors: 14
KNN weight_function: [cosine] weight_function: cosine
dist_power: [0.1, 2] dist_power: 1.37
Logistic Regression none none
num_terms [0, min(200, max(20, 2 * #variables)) + 1], num_terms: 5,

MARS prod_degree: [1, 2], prod_degree: 2,
prune_method: [backward, none, exhaustive, forward, seqrep, cv]  prune_method: backward
hidden_units: [1, 10] hidden_units: 2
MLP penalty: [-10, 0] penalty: 0.00392
epochs: [10, 1000] epochs: 706
Naive Bayes smoothness: [0.01, 2], smoothness: 1.33,
Laplace: [0, 1] Laplace: 0.0493
NULL none none
predictor_prop: [0, 1] predictor_prop: 0.0295
PLS
num_comp: [2, 20] num_comp: 4
mtry: [1, 100] mtry: 70
Random Forests trees: [1, 2000] trees: 1648
min_n: [2, 40] min_n: 36
mtry: [0, 1] mtry: 0.453
trees: [1, 100] trees: 8
min_n: [1, 20] min_n: 6

RuleFit

tree_depth: [1, 20]
learn_rate: [0, 1]
loss_reduction: [0, 20]
sample_size: [0, 2]
penalty: [0, 1]

tree_depth: 6
learn_rate: 5.99*10"-8
loss_reduction: 7.92
sample_size: 0.799
penalty: 0.000883

. cost: [0, 30] cost: 0.244
SVM (Linear) margin: [0, 1] margin: 0.177
cost: [0, 30] cost: 5.84
SVM (Polynomial) degree: [1, 3] degree: 2

scale_factor: [0, 1]

scale_factor: 0.000605

SVM (Radial)

cost: [0, 30]
rbf_sigma: [0, 1]
margin: [0, 1]

cost: 20.4
rbf_sigma: 0.000467
margin: 0.178
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4. Results and Discussion

This section presents the performance comparisons
of the twenty-three different machine learning methods

evaluated in this study. Initially, the performance of
these methods on the test data according to measures
such as accuracy, AUC and F-score are given in Table
5.

Table 5. The comparative test performance results of machine learning methods

Model Accuracy AUC F-Score
Bag (C5.0) 0.7027 0.7500 0.7027
Bag (CART) 0.6757 0.7794 0.7143
Bag (MARS) 0.6757 0.6824 0.7273
Bagging (MLP) 0.6486 0.7676 0.6977
BAT 0.7027 0.7515 0.7442
Boosting (C5.0) 0.6757 0.7088 0.6842
Boosting (LightGBM) 0.7568 0.7941 0.7805
Boosting (XGBoost) 0.7027 0.7676 0.7442
C5.0 0.6486 0.6956 0.6667
C5.0 (Rules) 0.7297 0.7676 0.7619
CART 0.7027 0.7324 0.7556
KNN 0.6216 0.7441 0.6667
LR 0.5946 0.5676 0.6512
MARS 0.6486 0.7250 0.6486
MLP 0.6486 0.6941 0.6977
NB 0.5676 0.7500 0.7037
Null 0.5405 0.5000 0.7018
PLS 0.6216 0.7279 0.6818
RF 0.6757 0.7765 0.6842
RuleFit 0.7568 0.7500 0.7907
SVM (Linear) 0.5946 0.7176 0.6667
SVM (Polynomial) 0.7027 0.7412 0.7442
SVM (Radial) 0.6486 0.7088 0.6977

According to the results given in Table 5, LightGBM as
a boosting algorithm provided the best results in the
accuracy (0.7568) and AUC (0.7941) criteria, while
RuleFit algorithm dominated in the F1-score (0.7907). It
is worth to note that RuleFit algorithm yields slightly
higher Fl-score than LightGBM algorithm and
LightGBM is the second-best algorithm in terms of this
criterion. By combining these findings, it can be said
that the LightGBM algorithm achieves the most
generalizable and superior performance than any other
algorithm. A visual interpretation of the AUC values,
which are often favored in studies, is also given in
Figure 1.

The null model is also included in the study to represent
a reference and to clarify the necessity of complex
models. In order to assess whether each model is
statistically significantly different from each other,

especially the null model, DeLong (Delong et al., 1988)
and McNemar (McNemar, 1947) tests were performed.
The DeLong test relies on AUC values to compare
machine learning models, whereas the McNemar test is
based on model predictions. The statistical significance
value for both tests was set at 0.05 and the results are
reported in Table 6.

According to the DelLong test results, all models are
statistically different from the Null model, while two
bagging models (with CART and MLP learners),
LightGBM, XgBoost, RuleFit and SVM (Linear kernel)
models have statistically different AUC values with
logistic regression. Regarding the McNemar test,
LightGBM, as the best model, provided statistically
different predictions from MARS, RF and Bagging
(C5.0 learner) models, while all model predictions were
different from Null and NB models.
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Figure 1. Visual comparison of performance results according to the AUC criterion

Table 6. The statistical comparison of each model based on AUC values and predicted categories

Model DeLong Test McNemar Test
(Null: <0.001; NB: 0.0001; SVM (Linear): 0.0433; BAT:
Bag (C5.0) (Null: 0.0019) 0.0412; Bag (MARS): 0.0233; PLS: 0.0455; Boosting (XGBoost):
0.0133)

Bag (CART) (Null: 0.0002; LR: 0.038) (Null: 0.0003; NB: 0.0015)

. (Null: 0.0009; NB: 0.0094;
Bag (Mars) (Null: 0.0423) Bag (C5.0): 0.0233)
Bag (Mlp) (Null: 0.0012; LR: 0.033) (Null: 0.0005; NB: 0.0026)

. (Null: 0.0005; NB: 0.0026;
BAT (Null: 0.0019) MARS: 0.0412; Bag (C5.0): 0.0412)
Boosting (C5.0) (Null: 0.0180) (Null: <0.001; NB: 0.0002)

. . . R (Null: 0.0015; NB: 0.0077; MARS: 0.0133;

Boosting (LightGBM) (Null: 0.0006; LR: 0.027) RF: 0.0233; Bag (C5.0): 0.0133)
Boosting (XGBoost) (Null: 0.0001; LR: 0.038) (Null: 0.0012; NB: 0.0026)
C5.0 (Null: 0.0295) (Null: 0.0001; NB: 0.0003)
C5.0 (Rules) (Null: 0.0007) (Null: 0.0003; NB: 0.0015)
CART (Null: 0.0101) (Null: 0.0002; NB: 0.0009)
KNN (Null: 0.0026) (Null: 0.0003; NB: 0.0033)
LR (Null: 0.4552) (Null: 0.0005; NB: 0.0098)
MARS (Null: 0.0070) BAT: 0.0412, PLS: 0.0455; Boosting (LightGBM): 0.0133)
MLP (Null: 0.0410) (Null: 0.0005; NB: 0.0026)
NB (Null: 0.0024) (Null: 0.2482; LR: 0.0098)
Null None None
PLS (Null: 0.0076) (Null: 0.0009; NB: 0.0044;

MARS: 0.0455; RF: 0.0412; Bag (C5.0): 0.0455)
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(Null: <0.001; NB: 0.0002;

RF (Null-0.0004) PLS: 0.0412: Boosting (LightGBM): 0.0233)
RuleFit (Null: 0.0050; LR: 0.042) (Null: 0.0005; NB: 0.0055)

SVM (Linear) (Null: 0.0156; LR: 0.048) (Null: 0.0015; NB: 0.0159; Bagging (C5.0): 0.0433)
SVM (Polynomial) (Null: 0.0047) (Null: 0.0005; NB: 0.0026)

SVM (Radial) (Null: 0.0228) (Null: 0.0005; NB: 0.0026)

It is important that the models are statistically different
from each other, especially from the Null model, for the
generalizability and usability of the results. In this
context, we focus on the predictions of the LightGBM

Success -

Prediction

Fail -

'
Success

model, which is found to be the best model, and the
confusion matrix and ROC cuver derived from these
predictions is given in Figure 2 and 3, respectively.

Fail

Truth

Figure 2. Confusion matrix for the best model (Boosting (LightGBM))
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Figure 3. Roc curve for the best model (Boosting (LightGBM))

The confusion matrix and ROC curve suggest that
the LightGBM model provides promising results in
predicting student performance. It is critical to identify
the most important factors for the performance of the
model, i.e., for discriminating between success and
failure. Therefore, the variable importance plot
computed by using the intrinsic variable importance
scores of the LightGBM model is displayed in Figure 4.

In Figure 4, the fifteen most important variables are
ranked on a scale of 0-100. According to this graph,
variables such as last semester GPA between 2-2.50,
average income between $135-200, expected GPA
between 3-3.50, gender of the student being male,
number of brothers or sisters appear to be the most
important variables in affecting success. Likewise,
variable levels such as attending seminars etc. and not
having a partner were also found to be important in
model performance. The results and particularly
variable importance scores presented in this study may
provide a more valuable set of sociological and
academic insights for researchers studying in the field of
education.

It can be said that the findings of the study provide
better performance by using a broader method compared
to the studies in the literature such as Yilmaz and

Sekeroglu (2020), Chen and Zhai (2023). In Asselman
et al. (2023), the XGBoost algorithm, one of the
ensemble approaches, stands out as an ensemble method
and demonstrates similar performance to our study, but
its shortcomings are notable in terms of variable
importance and statistical significance tests. In Adejo
and Connoly's (2018) study, the hybrid machine
learning model also produced a competitive result and
concluded that university support had a significant
impact on success. In this context, it can be said that it
is compatible with the scholarship status in our study.

The finding that students' performance in previous
semesters has a significant effect on their future
achievement is consistent with the literature
(Pallathadka et al., 2021). Similarly, the findings that
income and family education have a significant effect on
achievement supports the results of Filho et al. (2023).

The gender variable, which was found to be
relatively significant in the study, stands out as a
different finding from the study of Karaboga and Demir
(2023). On the other hand, Suleiman and Anane (2022)
reported that gender was a significant but low
contributing variable on student achievement. As in our
study, last semester GPA was considered significant in
this study as well.
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Figure 4. Variable importance plot based on Boosting (LightGBM) model.

5. Conclusion

In this study, a comprehensive comparison of the
performance of machine learning methods is presented
both in terms of classical metrics and statistically.
Machine learning algorithms, which are widely used in
the field of education as in every field, have been shared
to determine the extent to which they differ statistically
and the ways to determine the importance of variables
rather than their performance alone. The LightGBM
algorithm was ranked as the best algorithm by cross-
validating twenty-three algorithms using a real dataset
based on comparison them on accuracy, AUC, and F-
score criteria. The results were statistically compared
with two different tests to investigate the extent to which
the best method differs, and it was found that LightGBM
provided favorable results in this respect as well. In
addition, the confusion matrix, ROC curve and variable
importance plots indicated that the LightGBM algorithm
offers generalizable performancealong with identifying
the relative importance of the most important factors
affecting student achievement.

The study is not free of limitations. First, the
implementation of deep learning algorithms in such
studies may provide useful insights. Furthermore, a
field-based  analysis of student achievement
performances and the factors affecting them may
provide more effective results in different subgroups. In
future work, we would like to address these two
limitations, and we aim to specialize the most advanced
deep learning models to narrower focused educational
groups.
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Optimization of LightGBM for Song Suggestion Based on

Users’ Preferences
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Abstract

Undoubtedly, music possesses the transformative ability to instantly influence an individual's mood. In the era of the incessant flow of
substantial data, novel music compositions surface on an hourly basis. It is impossible to know for an individual whether he/she will
like the song or not before listening. Moreover, an individual cannot keep up with this flow. However, with the help of Machine
Learning (ML) techniques, this process can be eased. In this study, a novel dataset is presented, and song suggestion problem was
treated as a binary classification problem. Unlike other datasets, the presented dataset is solely based on users' preferences, indicating
the likeness of a song as specified by the user. The LightGBM algorithm, along with two other ML algorithms, Extra Tree and Random
Forest, is selected for comparison. These algorithms were optimized using three swarm-based optimization algorithms: Grey Wolf,
Whale, and Particle Swarm optimizers. Results indicated that the attributes of the new dataset effectively discriminated the likeness of
songs. Furthermore, the LightGBM algorithm demonstrated superior performance compared to the other ML algorithms employed in
this study.

Keywords: LightGBM, Machine Learning, Classification, Swarm Based Optimization

Kullanic1 Tercihlerine Gore Sarki Onerisi icin Light GBM'nin Optimizasyonu

Oz

Miizik parcalari kesinlikle bireyin ruh halini aninda etkileyebilecek doniistiiriicii bir yetenege sahiptir. Giiniimiizde, biiyiik veri
kesintisiz bir akis hizina sahiptir ve her saat yeni miizik pargalar1 iiretilmektedir. Bir sarkinin begenilip begenilemeyecegini dinlemeden
karar vermek kisi igin ¢ok zordur. Ayrica miizik pargalarim {iretim hizina yetismek miimkiin degildir. Ancak bu zor durum Makine
Ogrenmesi yontemleri kullanilarak kolaylastirilabilir. Bu calismada, yeni bir veri seti sunulmus ve sarki onerisi problemi bir
smiflandirma problemi olarak ele alinmustir. Diger veri setlerinin aksine bu veri seti tamamen kullanicilarinin dinlendikleri sarkiy1
begenip begenmemelerini dikkate alarak olusturulmustur. Makine Ogrenmesi algoritmasi olarak LightGBM kullamlmistir ve bu
algoritma Extra Tree and Random Forest algoritmalariyla karsilastirilmistir. Bu algoritmalar ii¢ tane siirii tabanli optimizasyon
algoritmasi (Grey Wolf, Whale ve Particle Swarm) ile optimize edilmistir. Sonuglar, yeni veri setinin 6z niteliklerinin sarkinin begeni
durumunu ayirt etmede basarili oldugunu ortaya koymaktadir. Dahast, sonuglar goz oniine alindiginda, LightGBM algoritmasinin diger
iki algoritmaya gore daha yiiksek bir performans sergiledigi gozlemlenmistir.

Anahtar Kelimeler: LightGBM, Makine Ogrenmesi, Siiflandirma, Siirii Tabanli Optimizasyon.

Recent scientific studies align with the perspectives of
1. Introduction those venerable philosophers, providing further
evidence for the universal impact of music on human

If one seeks a truly universal element in our world, it
becomes readily apparent in the form of music. The
influence of rhythm on human experience dates back to
ancient civilizations, with notable figures such as the
Egyptians, Pythagoras, and Plato recognizing its
profound effects (Gentili et al., 2023; Hawkins, 2022).
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beings (Bartolomeo, 2022; Loukas et al., 2022). During
ancient times, the procurement of specific musical
compositions posed considerable challenges. However,
owing to advancements in civilizations and technology,
individuals now have the unprecedented ability to access
an infinite array of musical pieces instantaneously.
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Hence, individuals can select musical pieces based on
their specific needs. However, recognizing music genres
that align with our personal preferences is challenged
with the vast array of musical choices. Individuals often
gravitate towards a particular music genre,
demonstrating a tendency to overlook other genres.
Consequently, it becomes challenging to explore music
that may be appreciated from diverse musical genres.
This difficulty can be overcome by leveraging
advancements in one of the modern fields of our time.
Artificial Intelligence (Al), prevalent in our era, holds
sway across all facets of our existence (Paviloaia and
Necula, 2023; Risse, 2023). As in various domains,
Machine Learning (ML), regarded as one of the sub-
branches of Al, can be employed for predicting musical
preferences. Indeed, studies on music recommendation
and genre classification using ML have witnessed
widespread adoption in recent years (Farajzadeh et al.,
2023; Zhao et al., 2023).

Research in this domain appears to demonstrate a
prevailing focus in a specific direction. Generally,
studies are engaged in music recommendation
methodologies grounded in genres, which can be
perceived as a form of music genre classification. A
music recommendation system proposed in (Liu et al.,
2023). The authors highlighted the necessity of
incorporating the emotional state of a listener and
augmented their ML framework accordingly. The
outcomes indicated a significant enhancement in
performance when the emotional state was integrated
into the framework. A study employing Deep Learning
(DL) algorithms and Transfer Learning (TL) (Prabhakar
and Lee, 2023) introduced a music recommendation
system. The authors evaluated their approach on three
distinct datasets and attained state-of-the-art results
across all three datasets. While the features of a music
piece are typically represented in vector format, it is
possible to extract a feature set tailored for
Convolutional Neural Networks (CNNs) (Li et al.,
2021). Such a study utilized CNNs to classify music
genres (Soekarta et al., 2023). The authors utilized the
GTZAN dataset and applied Mel-Frequency Cepstral
Coefficients (MFCC) (Logan, 2000) to extract features
specifically tailored for CNNs. The obtained results
demonstrated that the authors achieved a commendable
accuracy in the classification of music genres. Owing to
the inherent flexibility of ML and DL algorithms, facile
modifications can be implemented. A different study
conducted by (Wen et al., 2024) utilized CNNs for
music genre classification based on GTZAN dataset.
The study proposed a novel dual attention mechanism
integrated into the CNN architecture. The method
yielded the accuracy of 91.4%. Another study that
utilized the GTZAN dataset conducted extensive
experiments on eight different ML algorithms to classify
music genres (Yilmaz et al., 2022). The researchers
reported that the best-performing algorithm was
XGBoost, achieving an accuracy of 91.80%.

Similar to present study in the aspect of
optimization, the researchers used Extra Tree (ET) ML
algorithm with a hyperparameter optimization technique
to classify music genres. The result suggested that ET
achieved an accuracy of 92.3% (HIZLISOY et al.,
2023). The authors in (Wijaya and Muslikh, 2024)
employed an advanced DL algorithm known as Long
Short-Term Memory (LSTM). They utilized the
GTZAN and ISMIR2004 datasets, achieving an
accuracy of 93.10% for GTZAN and 93.69% for
ISMIR2004 datasets using LSTM. A similar study to
(Soekarta et al., 2023) can be found in (Singh and
Biswas, 2023). The authors mentioned about the
hardness of design choices of CNNs and approached this
choice problem as an optimization problem and used
Genetic Algorithm (GA) to optimize the CNNs
architecture. The experiments conducted on three
distinct datasets revealed that CNNs designed using a
GA yielded superior results compared to CNNs
architectures devised through manual design. Recent
music streaming platforms such as Spotify also provides
vast amounts of datasets that can be achieved publicly to
improve Al usage in music industry. Authors in
(Yuwono et al., 2023) used publicly available dataset
scraped from Spotify to classify music genres. Authors
used Support Vector Machine (SVM) (Noble, 2006) for
their experiments and achieved the accuracy of around
80%. To enhance the comprehensibility of the literature
review, Table 1 provides an overview of the
methodologies and datasets employed across the
reviewed studies.

Al has undeniably demonstrated its utility in the
music industry. Nevertheless, a common trend observed
in the literature is the predominant focus on classifying
music genres, a practice that may pose challenges in
certain respects. One notable challenge arises from the
dynamic nature of individuals® music genre preferences,
which may evolve at different stages of their life.
Another challenge emerges from the standpoint of ML
and DL algorithms. In the context of recommender
systems, it is imperative for the system to exhibit speed
and optimization to ensure efficient and timely delivery
of music recommendations. The design of networks for
DL approaches is recognized as a challenging task,
particularly when automated optimization algorithms
are employed. This process demands substantial
computational resources to achieve effective model
architectures. From the perspective of ML, the
utilization of optimization techniques can prove to be
more beneficial, expediting the overall process. Hence,
the combination of an appropriate ML algorithm and
advanced optimization techniques holds the potential to
create more robust recommendation systems in the
music industry. Addressing the challenge of individual
music preferences could be furthered by leveraging an
original dataset tailored specifically to this requirement.

With these drawbacks and potential improvements in
consideration, this study suggests enhancements for
both a more specialized dataset tailored for music
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Table 1. Latest Studies in the Area of Music-Genre Classification

Study Dataset Method Purpose

(Soekarta et al., 2023) GTZAN CNN Genre Classification
(Wen et al., 2024) GTZAN CNN Genre Classification
(YILMAZ et al., 2022) GTZAN XGBoost Genre Classification
(HIZLISOY et al., 2023) GTZAN Extra Tree Genre Classification
(Wijaya and Muslikh, 2024) GTZAN & ISMIR2004 LSTM Genre Classification
(Yuwono et al., 2023) Spotify SVM Genre Classification
This study Newly Curated Spotify Dataset LightGBM Music Recommendation

recommendation systems and a potent ML algorithm,
amenable to seamless optimization through state-of-the-
art optimization algorithms.

For the dataset, a more specialized collection of data

sourced from Spotify. The dataset was meticulously
curated, centering on users' preferences and, notably,
emphasizing liked songs.
Consequently, the proposed study diverges from
traditional music recommendation systems, which rely
on genre categorization, instead opting to tailor
recommendations based on users' individual
preferences.

The newly acquired dataset manifested an issue of
data imbalance. In order to address this challenge and
fortify the robustness of the ML framework, the
Synthetic  Minority ~ Over-sampling  Technique
(SMOTE) was employed to rebalance the dataset.

For the ML algorithm, necessitating both speed and
reliability in terms of accuracy, LightGBM (Ke et al.,
2017) was chosen in the experiments. Furthermore, the
algorithm was compared to two other algorithms with
similar working mechanisms as LightGBM, namely
Random Forest (RF) (Ho, 1995) and Extra Tree (ET)
(Geurts et al.,, 2006). The LightGBM itself is
characterized by a high degree of hyperparameter
intensity, and the majority of these hyperparameters
span a range of continuous values, posing a challenge
for manual optimization. Hence, a set of swarm-based
optimization techniques, namely Grey Wolf (Mirjalili et
al., 2014), Whale (Mirjalili and Lewis, 2016), and
Particle Swarm (Kennedy and Eberhart, 1995), were
employed to assess and optimize the performance of
LightGBM and other two ML models. The selection of
optimization algorithms is motivated by their proven
strengths. Grey Wolf Optimization (GWO) excels in
balancing exploration and exploitation, ensuring swift
convergence to global optima (Saheed and Misra, 2024).
Similarly, the Whale Optimization Algorithm (WOA)
offers a high probability of escaping local optima and is
less reliant on initial solutions (Gharehchopogh and
Gholizadeh, 2019). Finally, Particle = Swarm
Optimization (PSO) was included in the experiments for
its simplicity and its widespread use in the literature,
despite being an older algorithm. It has proven effective
in enhancing optimization problems (Benbouhenni et
al., 2024).

The remainder of the paper is structured as follows:
Section 2 encompasses the materials and methods,
delineating the processes involved in data gathering and

presenting information about the attributes of the
dataset. Following this, the section includes an
explanation for SMOTE technique (Chawla et al.,
2002), succeeded by an introduction to LightGBM, RF,
ET, and the associated optimization techniques. Section
3 provides details regarding the experimental
framework and the metrics observed throughout the
experiments. Section 4 presents the outcomes of the
experiments along with their interpretations. Finally,
Section 5 concludes the paper by discussing its
limitations and suggesting potential avenues for future
work.

2. Material and Methods

2.1. Dataset

This study employed a recently curated dataset
obtained through the Spotify API. The dataset was
prepared according to users' preferences and their
affinity for songs. The Spotify’s API provides various
numerical attributes pertaining to a designated song. A
brief explanation for each attribute supplied by the
Spotify’s API is given in Table 2. Also, the distribution
of each attribute is given in Figure 1.

Table 2. Attributes

Attribute Name Explanation Value
Acousticness Confidence level of Real value
song’s acousticness between 0-1
Danceability Whether the song is Real value
suitable for dancing between 0-1
Energy Energy level of a song Real value
between 0-1
Instrumentalness Whether the song is Real value
verbal or not between 0-1
Liveness Whether the song has Real value
audience or not between 0-1
Loudness Loudness of the song in Real value
decibels between -60 — 0
Db
Duration Duration of the song in -
milliseconds
Mode Whether the song’s Either 0 or 1
melodic content is major
or minor
Speechiness Whether words are Real value
present in the song between 0-1
Tempo Tempo level of the song Real value
Valence Level of positiveness of Real value
the song between 0-1
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Figure 1. Distribution of the Attributes

A label was added to each song’s attribute list. It
signifies the user's inclination towards the song. A value
of 0 (zero) denotes that the song was not find favored by
the user, whereas a value of 1 (one) signifies the
converse. Consequently, the resulting dataset transforms
the music recommendation system into a classical
binary classification problem in ML. The cumulative
count of songs in the dataset, following this procedure,
amounted to 5462. Given the potential variance in users'
preferences, the dataset exhibits notable imbalances
with respect to labels. The label distribution of the
dataset is given in Figure 2.

.....

Sangs Liked

Figure 2. Label Distribution of the Dataset

As illustrated in Figure 2, the dataset exhibits a high
level of imbalance, a characteristic commonly
encountered in the field of Al. In the pursuit of
establishing robust ML frameworks, it is imperative to
ensure dataset balance. This requirement emerges from
the necessity for ML models to have equal exposure to
each label category. Ultimately, achieving a balanced
dataset in real-world scenarios is not always feasible,
given the labor-intensive nature of the process. For this

reason, this resource-intensive process may be
facilitated through the generation of synthetic data based
on the observed data. One of the predominant
methodologies utilized for this purpose is referred to as
SMOTE, and it was incorporated in this study. The
subsequent section imparts succinct information on the
SMOTE algorithm for the benefit of the reader.

2.2. SMOTE

The majority of ML datasets available on the internet
are generally well-balanced and meticulously curated.
Consequently, these curated datasets can be utilized
without the necessity for further modification. However,
real-life curated datasets do not necessarily exhibit this
property, and generally present issues related to data
imbalance. For this reason, it is imperative to address
this imbalance by either collecting additional data or
employing synthetic data generation techniques to
balance the distribution of data labels. One of the
techniques that are used in this area is SMOTE. The
overall algorithm is formulated through the process of
interpolation, involving diverse instances from the
minority class located within a predefined neighborhood
(Fernandez et al., 2018).

The mathematical formula for SMOTE is given in
Equation 1.

Xnew = X + A(x; — x;) 1)

where x,.,, iS the new generated sample, x; is an
instance from the minority class, x; is randomly selected
neighbor of x; from k nearest neighbor. Finally, 1 is a
random number between 0 and 1. A toy, graphical
example of SMOTE is given in Figure 3.
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Figure 3. A Graphical Example of SMOTE. (a)
Imbalanced Data. (b) Balanced Data by SMOTE

In the context of the ML framework, the study
leveraged the capabilities of the LightGBM, ET and RF
algorithms for classifying song labels. The next two
subsections provide a concise overview of the
algorithms.

2.3. LightGBM

LightGBM, introduced by Microsoft (Ke et al.,
2017), is an acronym for Light Gradient Boosting
Machine. It constitutes an ensemble-based method
commonly applied to ML problems, including
regression and classification. One of the major
advantages of the LightGBM algorithm is that it
employs a histogram-based learning methodology for
the discretization of features. This entails binning
continuous feature values into discrete bins, thereby
mitigating the computational burden associated with
determining the optimal split during the tree growth
process. Moreover, it incorporates regularization terms
within its objective function to mitigate the risk of
overfitting. The inclusion of regularization aids in
managing the model's complexity, fostering enhanced
generalization performance on previously unseen data.

2.4 Random Forest and Extra Tree Algorithms

The Random Forest (RF) algorithm, categorized as
an ensemble method, employs an internal ensemble of
multiple trees, aggregates their predictions to improve
accuracy. Each constituent tree within the ensemble
selectively samples from the original dataset. While
there are similarities between Extra Tree (ET) and RF, a
significant divergence is apparent in their construction
methodologies. Unlike RF, which utilizes diverse sub-
samples during model construction, ET employs the
entire dataset. Furthermore, ET introduces randomness
in node splitting, while RF selects optimal features for
this purpose. The next section briefly provides
information about the rationale behind optimization and
introduces these optimization algorithms.

2.5. Optimization

Optimization techniques play a pivotal role in
enhancing the performance of ML algorithms by fine-
tuning their parameters to attain optimal results. These
techniques are designed to navigate the extensive
parameter space effectively, seeking the combination

that minimizes a predefined objective function. The
iterative process involves systematically exploring the
parameter space to identify values that optimize the
desired outcome. Generally, optimization algorithms are
model-free, meaning that they can be applied to any kind
of problem, as long as a suitable objective function is
provided. Following of this section, optimization
algorithms employed in this study are briefly
introduced.

2.6 Grey Wolf Optimization Algorithm

Derived from the hunting and social dynamics of
grey wolves in nature, the Grey Wolf Optimizer (GWO)
algorithm has emerged as a metaheuristic optimization
approach renowned to solve the optimization problems
(Mirjalili et al., 2014).

Capitalizing on the principle that nature serves as the
ultimate optimizer, the GWO algorithm incorporates the
roles of alpha, beta, and delta wolves, symbolizing the
leadership within a wolf pack. This utilization aims to
steer the search for optimal solutions.

The algorithm's prowess in exploration and
exploitation is orchestrated through collaborative efforts
among the wolves. During the exploration phase, the
alpha wolf takes the lead, while the beta wolf
concentrates on exploitation. The delta wolf plays a
crucial role in introducing a balance between these two
essential aspects.

2.7 Whale Optimization Algorithm

Similar to GWO, Whale Optimization Algorithm
(WOA) mimics the behavior of humpback whales
(Mirjalili and Lewis, 2016). It is based on cooperative
hunting strategies employed by the whales. While GWO
has the concept of alpha, beta and delta, whales have the
ability to encircling, spiral updating, and prey search
mechanisms. Also, those can be defined as exploration
phase, encircling phase, and exploitation phase. The
encircling phase identifies a candidate solution towards
the optimal solution (prey), guiding the search process.
During the exploration phase, each whale's position
undergoes random changes, fostering a diverse
exploration of the solution space. In contrast, the
exploitation phase represents a more systematic
approach than the exploration phase. Here, the algorithm
employs a strategy known as the Bubble-Net, enabling
the systematic exploitation of the local area surrounding
the optimal solution (prey).

2.8 Particle Swarm Optimization Algorithm

Final optimization algorithm employed in this study
is Particle Swarm Optimization (PSO) (Kennedy and
Eberhart, 1995). This time, the optimization algorithm
leverages the behavior of a flock of birds that moves as
a group. Each bird (solution) in a flock employs three
different properties, a position, a best position, and
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finally a velocity that determines how much change in
each direction (problem dimension) must be done.

All these three optimization algorithms can be
classified as swarm-based algorithms where swarm
means in this context is searching a solution space
collaboratively. Easy adaption of these algorithms
makes them ideal candidates for the optimization of ML
algorithms employed in this study. The next section
contains the detailed explanation of the experiments
conducted.

3. Experiments

The aforementioned imbalance in the dataset was
addressed by employing the SMOTE prior to the
commencement of experiments. Given the single
parameter involved in SMOTE, we opted for a
neighbor’s range of 4. The balanced dataset using
SMOTE is given in Figure 4.

Label Distribution of the Dataset After SMOTE

Songs Liked 50.0% 50.0% Songs Not Liked

Figure 4. Label Distribution of the Dataset after SMOTE

Before proceeding with the experiments, the dataset
needs to be partitioned into training and test sets. In this
stage K-Fold cross validation was employed and the
hyperparameter K was selected as 10 (Kohavi, 1995).
The overall dataset was divided into 10 equal size folds.
Then each ML model was evaluated 10 times, with each
fold serving as the testing set once and the remaining
folds used for training.

To optimize the LightGBM and other algorithms
efficiently, the choice of a suitable fitness function is
pivotal. In our framework, the most suitable criterion for
this purpose is to enhance the algorithms based on their
accuracy. All three optimization algorithms were
configured to maximize the accuracy of the ML models.
Since K-Fold cross validation technique was applied
during training, average accuracy on the test portions of
the 10-Folds utilized as the performance metric. The
fitness function used in the experiment is given in
Equation 2.

10
Fuccuracy = Z Y (a = 92)) /10 2

a=1
where y, is the Kth fold (test fold) of the dataset and y
can be defined in Equation 3.

ro=m="{10,_% ®

Additionally, the training process included the
evaluation of other performance metrics, namely the F1
score, Recall, and Precision, for which the formulations
are provided in Equation 4, Equation 5, and Equation 6,
respectively.

F1s _ 2 x Precision x Recall (4)
core = Precision + Recall

Precisi True Positive (5)
recision =
True Positive + False Positive

Recall = True Positive 6
ecat = True Positive + False Negative ( )

Due to the relatively high number of parameters in
the ML models used in this study, we chose to optimize
only the parameters that are common to each model. The
selected parameters and their lower and upper bounds
used in the experiments are given in Table 3.

Table 3. Parameters and Their Search Space

Parameter Lower — Upper Bounds
Number of Estimators (NE) 100 - 500
Max Depth (MD) 8-16
Max Leaf Nodes (MLN) 2-1024

To objectively evaluate the performance of all
optimizers, each optimizer was executed for 20
generations, with each generation comprising 10
individuals. All features in the dataset were normalized
to speed up to convergence. The experiments were
conducted in Python (Version 3.10.13) programming
language.

4. Results

We commenced the presentation of our results by
directly showcasing the accuracy and optimized
parameters achieved by all optimizers. The best results
and the optimized values of the parameters are provided
in Table 4 and Table 5 respectively.
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Table 4. Results of the ML Models

GWO PSO WOA
Accuracy  F1 Precision  Recall Accuracy  F1 Precision  Recall Accuracy  F1 Precision  Recall
Score Score Score
ET 92.35% 92.51% 90.75% 94.70% 91.33% 91.57% 89.13% 94.28% 92.42% 92.57% 90.71% 94.56%
RF 94.43% 94.41% 94.61% 94.35% 94.47% 94.48% 94.54% 94.64% 94.69% 94.69% 94.59% 94.96%
LightGBM 96.60% 96.58% 97.35% 96.01% 96.65% 96.63% 97.34% 96.04% 96.61% 96.58% 97.34% 95.93%

Table 5. Optimized Parameters

GWO PSO WOA
Number of Max Max Leaf Number of Max Max Leaf Number of Max Max Leaf
Estimators Depth Nodes Estimators Depth Nodes Estimators Depth Nodes
ET 198 16 1022 474 16 920 500 16 1024
RF 477 16 704 269 16 710 500 16 1024
LightGBM 314 15 682 256 15 244 416 14 978
As shown in Table 4, LightGBM outperforms the However, there were notable differences in the
other two models, with ET exhibiting the lowest optimized number of estimators for GWO and PSO,
performance, achieving an accuracy of 92.42% at best. while WOA converged to the same parameter value for
Similarly, the RF algorithm achieved an accuracy of both ET and RF. The convergence to similar parameter
94.69% at best. However, when considering all three values can be attributed to the limited number of
optimizers,  LightGBM  demonstrated  superior parameters used for optimization. However, the
performance, achieving an accuracy of 96.65% at best. parameter values for LightGBM differed across all three
These observations hold true for other performance optimizers. One important observation is that each
metrics as well, indicating that LightGBM consistently optimizer localized the parameters of the ML models to
outperformed the other two ML models. For each ML different regions, although the results, such as accuracy,
model, their metric performances across optimizers did not vary greatly within each optimizer.
were similar. Similar observations can be made To analyze the performance of the optimizers in
regarding the optimized parameter values for ET and depth, a thorough analysis was conducted. Figure 5
RF. All three optimizers converged to a maximum depth shows the highest accuracy attained by each model
of 16. across all generations.

Accuracies of the Ogtimizatien Algorithms Accuracies of the Optimizaion Algorihms Accuracies of the €
Exlra Troe LightGBIM - Rand

a b C
Figure 5(. /Z\ccuracy Graph of the Optimization Alggr)ithms. (a) Extra Tree (b) LightGBM (c) é%gmdom Forest

Figure 5 illustrates the performance of each GWO for ET. Divergence of PSO can be seen more
optimizer for each model. The first notable difference is clearly in the optimization of RF. GWO and WOA had
observed in the accuracy of the LightGBM algorithm less divergence after 5™ generation, whereas divergence
optimized by all three optimizers, which appeared to seemed to be much less for PSO after 13™ generation.
oscillate at certain intervals during the generations. One general deduction is that GWO and WOA were, in
When considering the other two ML models, especially general, more stable across generation while PSO
PSO stands out as the divergent algorithm among all oscillated greatly between generations. To enhance the
three optimizers. The other two optimizers (GWO and understanding the behaviors of optimizers, Figure 6
WOA) exhibited more consistent performance across presents the diversity graphs of all optimizers for each
generations when considering ET and RF. Although all ML model. Finally, graphs of exploration — exploitation
optimizers seemed to converge, GWO and WOA for each optimizer for each ML model are given in
achieved this convergent earlier than PSO. For ET, Figure 7.

WOA and GWO seemed to localize after 5™ generation.
However, PSO did not seem to localize as WOA and
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Figure 6. Diversity of the Optimization Algorithms for Each Model. (a) Extra Tree (b) LightGBM (c) Random Forest
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As expected, the diversity of all three optimization
algorithms decreased as each generation produced more
stable outcomes. Initially, WOA exhibited high
divergence, but as generations evolved, this divergence
decreased. Divergence of PSO did not change as highly
as ET and RF. This property could explain the
oscillation characteristic that was given in Figure 5. For
the LightGBM algorithm, there was a significant drop
observed for PSO. This behavior could also explain the
slight divergence in LightGBM accuracies as depicted
in Figure 5.

When Figure 7 is examined, as expected, all
optimization algorithms began with a high exploration
rate. However, WOA seemed to exhibit the highest
exploration rate at the beginning of the optimization
process. As generations evolved, the exploration rate
dropped and the exploitation rate seemed to rise,
indicating that all optimizers were not discovering new
locations but rather concentrating more on localization.
In general, all optimizers exhibited similar behaviors to
each other. However, PSO in ET optimization showed
inconsistent behaviors in exploration — exploitation
phase (Figure 7 (b)). This behavior is also consistent
with the diversity of PSO given in Figure 6 (a).

As indicated by the results and more in-depth
analyses, all optimization algorithms exhibited nearly
similar behaviors across all ML models. However, the
LightGBM algorithm was optimized more steadily
compared to the other two ML models. ET and RF
nearly stabilized at the same values for their parameters.
However, LightGBM localized entirely different
parameter spaces. Since LightGBM has different
parameters than ET and RF, its parameters that were not
optimized in this study had profound effect on the
results. Lastly, a concise comparison is presented in
Table 6 to situate this study within the context of
existing literature on music recommendation.

Table 6. Comparison of the Studies

Study | Dataset [ ML Model [ Performance
(Yuwono et al., 2023) Spotify SVM 80%
(Wen et al., 2024) GTZAN CNN 91.4%
(Soekarta et al., 2023) GTZAN CNN 2%
(HIZLISOY etal., 2023) GTZAN Extra Tree 92.3%
This study Spotify LightGBM 96.65%

Although this study focused on binary classification, it
can be easily enhanced for multiclass classification by
incorporating genre label to each song. From Table 6,
two important insights emerge: first, the LightGBM
algorithm could be considered as a viable choice for
song recommendation. Secondly, the attributes
extracted from the Spotify APl demonstrate their utility
in Al systems within the music industry, yielding highly
competitive results.

5. Conclusion

Music recommendation is a challenging process that
various independent variables must be considered which
may influence individuals' preferences. Solely

depending on the genres that an individual listened may
not be enough to produce reliable music
recommendation systems. Also, the proposed system
must be optimized and achieve the best result possible.
The current study introduces a novel dataset derived
exclusively from individuals' preferences for music
pieces, curated utilizing the Spotify API. Recognizing
the common occurrence of imbalances in real-life
datasets, the SMOTE technique was employed to
address and rectify the dataset's imbalance.
Furthermore, the study utilizes the LightGBM algorithm
to categorize music pieces based on users' preferences,
distinguishing between liked and not liked songs.
Moreover, the LightGBM algorithm was compared with
two other ML models similar to LightGBM, namely ET
and RF. Finally, all ML models were optimized using
three robust optimization algorithms, namely GWO,
WOA, and PSO. A thorough analysis was conducted.
The results revealed that the LightGBM exhibited
superior performance among these ML models.

Tested optimization algorithms comprised entirely
of swarm-based optimizers. A potential avenue for
future research involves comparing these optimizers
with a Deep Neural Networks (DNNs) optimized using
algorithms such as Stochastic Gradient Descent (SGD)
(Bottou, 2012) or Adam (Kingma and Ba, 2017).
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Oz

Uzun imalat siireleri, siireg i¢i stoklarin yiiksek olmasi ve tezgahlardan yararlanma oranlarmin diisiik olmasi {iretim sistemlerinde
karsilasilan 6nemli planlama problemlerindendir. Bunlarin igerisinde, imalat siirelerinin uzun olmasi dolayisiyla siparis gecikmelerinin
meydana gelmesi 6nemli problem alanlarindan birisidir. Bu ¢alismada, celik sektoriinde siparis gecikmelerinin sebepleri aragtirilarak
bunlarin ortadan kaldirilmas: ile tedarik zincirinde siirekliligin saglanmasi i¢in bir talep tahmini modeli 6nerisi gelistirilmesi
amaglanmistir. Onerilen model, iiriinler icin ihtiyac duyulan ve siparis gecikmelerinde birincil derecede énemli olan hammadde ve yari
mamuliin ihtiya¢ duyulan zamanda ve miktarda belirlenebilmesi igin nitelik se¢imi ve makine 6grenmesi algoritmalarina dayal hibrit
bir yapidadir. Gegmis donem satig miktarlarinin yani sira enerji maliyetleri, ¢elik hammadde fiyati ve Euro/Dolar paritesi modele
bagimsiz degiskenler olarak dahil edilmistir. Talep tahmin modellerinin gelistirilmesinde en ilgili zelliklerin belirlenebilmesi amaciyla
6 farkli nitelik secimi yontemi uygulanmistir. Modeller 3 farkli makine 6grenmesi algoritmast ile egitilmistir. Gelistirilen modeller
celik sektoriinde faaliyet gosteren bir firmanin 4 {iriintiniin 89 aylik verileri tizerinde uygulanmustir. Deneysel sonuglara gore, nitelik
secimi yontemlerinin genel olarak tahmin modellerinin performansini arttirdigi sonucuna ulasilmasina ragmen, her bir {irlin i¢in en
uygun tahmin performansini gdsteren nitelik kiimesi ve talep tahmini yontemi kombinasyonunun farklilik gosterdigi
degerlendirilmistir. Gelistirilen modeller sayesinde {iriinler i¢in sirastyla %93.6, %94.7, %90.3 ve %91.5 tahmin dogrulugu degerine
ulasilmistir.

Anahtar Kelimeler: Talep Tahmini, Makine Ogrenmesi, Nitelik Secimi, Optimizasyon Algoritmalari.

A Proposal of Hybrid Demand Forecasting Model in Supply Chain: Steel
Industry Application

Abstract

Long manufacturing times, high in-process stocks and low machine utilization rates are important planning problems encountered in
production systems. Among these, order delays due to long manufacturing times are one of the important problem areas. In this study,
it is aimed to investigate the reasons for order delays in the steel industry and to develop a demand forecasting model proposal to
eliminate them and ensure continuity in the supply chain. The proposed model has a hybrid structure based on feature selection and
machine learning algorithms in order to determine the raw materials and semi-finished products needed for products and which are of
primary importance in order delays, at the required time and quantity. In addition to past sales amounts, energy costs, steel raw material
price and Euro/Dollar parity were included in the model as independent variables. In order to determine the most relevant features in
development of demand forecasting models, 6 different feature selection methods were applied. The models were trained with 3
different machine learning algorithms. The developed models were applied on 89-month data of 4 products of a company operating in
the steel industry. According to the experimental results, although it was concluded that feature selection methods generally increased
performance of forecasting models, it was evaluated that combination of feature set and demand forecasting method showing the most
appropriate forecasting performance for each product differed. By the agency of the developed models, 93.6%, 94.7%, 90.3% and
91.5% prediction accuracy values were achieved for products, respectively.

Keywords: Demand Forecasting, Machine Learning, Feature Selection, Optimization Algorithms.
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1. Giris (Introduction)

Giinimiizde meydana gelen hizli degisimler
nedeniyle, isletmelerin gelecekteki siirecler i¢in tahmin
calismalar1  gerceklestirmeleri  varliklarini  devam
ettirebilmeleri icin temel bir ihtiya¢ haline gelmistir
(Giiven, 2020). Miisteri hacimlerindeki biiyiimeler ve
teknolojideki geligmeler gibi sebeplerle pazar talebine
hizli cevap verebilmek ve miisteriler icin siirdiiriilebilir
bir tedarik zinciri saglayabilmek hayati bir Onem
tasimaktadir (Keung vd., 2021). Etkili bir tedarik zinciri
yonetimi yiiksek rekabetli bir ortamda bile isletmenin
stirekliligini gilivence altina alabilmektedir. Ancak,
ozellikle gelik tiretimi yapan firmalar, pazar ve talep
dalgalanmalar ile karsi karsiya kalabilmektedir (Lee
vd., 1997). Bununla birlikte, degisken miisteri talebi
tedarik zinciri yOnetimini istikrarsizlagtirmakta ve
envanter yonetiminde zorluklar olusturmaktadir.
Uriinlerin miisteriye teslimatinin zamaninda
yapilamamasi sadece stok seviyelerini etkileyip ek
maliyetlere sebep olmakla kalmamakta, ayn1 zamanda
miisterinin  beklentisinin  ve {irlin  satin  alma
motivasyonunun diismesine de neden olabilmektedir.
Bu nedenlerden dolayi, 6zellikle Endiistri 4.0 ¢aginda
teslimat gecikmeleri, ele alinmasi ve ¢oziilmesi gereken
onemli sorunlardan birisidir (Keung vd., 2021).
Bahsedilen ihtiyaglar dogrultusunda, talep tahmini ve
satig tahmini iireticilerin, dagiticilarin ve ticaret yapan
firmalarm en onemli fonksiyonlarindan biri haline
gelmistir (Kochak ve Sharma, 2015).

Tedarik zincirindeki esnekligini ve dayanikliligini
arttirmak, sirketlerin 6nemli hedefleri arasinda yer
almaktadir (El Filali vd., 2022). Bu dogrultuda, talep
tahmin yontemleri {iretim planlama, maliyet, stok ve
teslimat siireleri gibi birgok konuda 6nemli avantajlar
sunmaktadir. Talep ve tedarik dengesi saglanarak
envanter fazlaliginin veya yetersizliginin azaltilmast ile
firma karliliginin artis1 saglanabilmektedir (Kochak ve
Sharma, 2015). Bu nedenle, literatiirde minimum tahmin
hatasina sahip talep tahmin modellerinin gelistirilmesi
iizerinde yogun bir sekilde calisilmaktadir. Geleneksel
tahmin yontemlerinde ¢ok sayida insan faktorii ve
yiksek miktarda hata bulunmaktadir. Ayni zamanda
hata toleranslari da diisiiktir. Bu da dogru tahmin
sonuglar1 almay1 zorlagtirmaktadir (Xu ve Wang, 2022).
Bazi ¢alismalarda (Feizabadi, 2022), geleneksel tahmin
yontemleri ile karsilagtirildiginda makine 6grenmesi
modellerinin daha iyi tahmin performansi gosterdigi
kanitlanmaistir.

Makine 6grenmesi modellerinin gelistirilmesinde
nitelik secimi, ilgili dzellikleri segmek ve giiriiltiilii ve
alakasiz olanlar1 kaldirmak igin kritik bir siire¢ olarak
kabul edilmektedir (Elgamal vd., 2020). Talep tahmini
konusunun  bir alt kiimesi oldugu regresyon
problemlerinde minimum sayida o&zelligin se¢imi
hesaplama karmasikligin1 azaltirken, optimum 6zeligin
se¢imi regresyon modellerinin dogrulugunu korumaya
yardimer olur (Ismael vd., 2021). Ozellikle en iyi

coziimleri saglamak icin popiilasyonun degerli
bilgisinden yararlanma &zelligine sahip olan evrimsel
algoritmalar, 6zellik optimizasyonu problemleriyle basa
¢ikmadaki performanslarindan dolay1 son yirmi yilda
oldukca basar1 elde etmektedir (Thawkar, 2022). Bu
calismada, ¢elik imalat sektoriine ait iiriinler igin nitelik
secimi ve makine 6grenmesi algoritmalarina dayanan
talep tahmin modellerinin gelistirilmesi amaglanmistir.
Ayn1 zamanda nitelik se¢imi i¢in uyarlanan ve dogadan
ilham alan 6 sarmalayici optimizasyon algoritmasinin
talep tahmin modellerinin performanslari tizerindeki
etkisinin incelenmesi hedeflenmistir. Bu hedefler
dogrultusunda, celik sektoriinde faaliyet gdsteren bir
firmadan alinan ve ¢esitli nitelik olusturma islemleri ile
elde edilen veri setleri lizerinde, Parcacik Siiriisii
Optimizasyonu  Algoritmasi,  Harris  Sahinleri
Optimizasyonu Algoritmasi, Gri Kurt Optimizasyonu
Algoritmasi, Yusufcuk Optimizasyonu Algoritmasi,
Genetik Optimizasyonu Algoritmasit ve Yer¢ekimi
Arama Optimizasyonu Algoritmasi olmak {izere 6
nitelik se¢cimi yOntemi ile tahmin modellerinde etkili
nitelikler belirlenmistir. Belirlenen 4 {irlin i¢in tim
nitelikler ve nitelik se¢imi yontemleri ile belirlenen
nitelikler kullanilarak lineer regresyon, yapay sinir
aglar1 ve karar ormani algoritmalar: ile 84 farkl talep
tahmini  modeli  gelistirilmis  ve  modellerin
performanslari karsilagtirilmistir.

Calismanin geri kalan1 su sekilde diizenlenmistir:
Bolim 2’de literatiirde bulunan talep tahmini
calismalar1 incelenmektedir. Bolim 3’te, talep tahmini
modellerinin gelistirilmesi i¢in ¢alismada kullanilacak
olan yontemler sunulmaktadir. Bolim 4’te calismada
Onerilen talep tahmini metodolosijinin ¢elik imalati
sektoriine ait {irlinlerden elde edilen veriler {izerinde
uygulamas1 gerceklestirilmektedir. Bolim 5’te ise
sonuglar ve tartisma yer almaktadir.

2. Literatiir (Literature)

Uretim planlamasina temel olusturan talep tahmini
(Kiick ve Freitag, 2021), tedarik =zincirindeki
belirsizliklerin azaltilmasi ve bdylece tedarik zinciri
performansimin iyilestirilmesinde  kritik bir rol
istlenmektedir. Dolayisiyla talep tahmini enerji, saglik,
otomotiv, tekstil, e-ticaret ve perakende dahil olmak
iizere bir¢ok alanda iizerinde yogun bir sekilde calisilan
bir konudur. Bu béliimde talep tahmini iizerine yapilan
caligsmalar incelenmektedir.

Merkuryeva vd. (2019), toptancidan dagiticiya ilag
iiriinlerinde 6rnek olay iizerinden talep tahmin ¢aligsmasi
gerceklestirmiglerdir. Modeller basit hareketli ortalama,
lineer regresyon ve sembolik regresyon ydntemleriyle
gelistirilmistir. Modellerin  karsilagtirilmast  sonucu
sembolik regresyon yoOnteminin en uygun ydntem
oldugu sonucuna varilmigtir. Tirk ve Kiani (2019),
yapmis olduklar1 ¢alismada, Tiirkiye’deki toplam beyaz
esya satiglarin1 tahmin etmek i¢in 2007-2015 donemine
ait beyaz esya satig verilerini kullanarak yapay sinir
aglar1 ve regresyon modelleri gelistirmislerdir. Fanoodi

Journal of Intelligent Systems: Theory and Applications 7(2) (2024) 66-80 67



vd., (2019) ¢aligmasinda, saglik sistemindeki tedarik
zincirinde kan trombosit taleplerinin tahmin edilmesi
amaglanmistir. Sekiz farkli kan trombositi i¢in 2013-
2018 yillar1 arasindaki giinliik talep verileri {lizerinde
yapay sinir aglar1 ve Otoregresif Entegre Hareketli
Ortalama  (ARIMA) ile  tahmin  modelleri
olusturulmustur. Aydmn ve Yazicioglu (2019), bir
stipermarketin kasap reyonunda 3 farkli et tiirii igin
Ocak 2017- Aralik 2018 dénemindeki haftalik satis
verileri ile talep tahmin modelleri olusturmuslardir.
Modellerin olugturulmasinda ARIMA ve yapay sinir
aglar1 yontemlerini kullanmiglardir. Modellerin tahmin
performanslarmin karsilastirilmas: sonucunda yapay
sinir aglar1 modelinin daha iyi tahmin giiciine sahip
oldugu gozlemlenmistir. Torun ve Deste (2021)
calismasinda, Samsun Devlet Hastanesi Ortopedi
Bolimii’nde en fazla ihtiya¢ duyulan 9 farkli saglik
malzemesine ait 2015-2018 yillar1 arasindaki verileri
kullanilarak talep tahmini caligmasi gerceklestirilmistir.
Modellerin  gelistirilmesinde kullanilan  yontemler
Hareketli Ortalama, Ustel Diizeltme, Holt’un Dogrusal
Yontemi, Carpimsal Holt-Winters, Toplamsal Holt-
Winters ve Basit Dogrusal Regresyon yontemleri
olmugtur. Tavuk¢u ve Sennaroglu (2021) calismasinda,
is makineleri igin yedek parca satigt yapan bir firmadaki
stok siparislerinin tahmin degerlerini elde etmek i¢in 36
aylik talep verileri kullanilmistir. Hareketli Ortalama,
Holt-Winters Metodu ve ARIMA yontemleri ile
tahminler gergeklestirilmistir. Mohan vd. (2021),
tedarik zincirinde talep tahmini ve rota optimizasyonunu
amaglamiglardir. Depo tiriinlerine yonelik talep tahmini
modeli icin ARIMA yodntemini kullanmislardir. Kiick ve
Freitag (2021) galismasinda, bir imalat girketinin aylik
miigteri taleplerinin tahmini amactyla K-En Yakin
Komsu (KNN) yontemi kullanilmigtir. Yerel ortalama
sabiti, yerel medyan sabiti, dort farkli diizenleme
metodu ve gesitli parametre kombinasyonlariyla yliksek
dogruluk elde edilmesi hedeflenmistir. Han vd. (2022)
calismasinda, Holt Winters ve Yapay Sinir Aglari
yontemleri kullanilarak Tiirkiye’deki sifir otomobil satig
degerlerinin tahmin degerleri elde edilmistir. 2015-2020
arasindaki aylik veriler ve doviz kuru, tiiketici giiven
endeksi, gayrisafi yurt ici hasila (GSYHI), reel kesim
giiven endeksi bagimsiz degiskenleri kullanilmistir.
Imece ve Beyca (2022) calismasinda ilag firmasina ait
bir iiriin i¢in Holt Winters, Ridge Regresyon, Rastgele
Orman ve Agsirt  Gradyan Artrma (XGBoost)
yontemlerini ve bu yoOntemlerin kombinasyonlarin
kullanarak talep tahmini modelleri olusturulmustur.
Modellerin gelistirilmesinde ve degerlendirilmesinde
2016-2018 yillar1 arasi giinliik triin satis degerleri
kullanmigtir.  Feizabadi (2022), yapmis oldugu
calismada tedarik zinciri performansimni iyilestirmek
amaciyla Yapay Sinir Aglart ve Digsal Degiskenli
Otoregresif Entegre Hareketli Ortalama (ARIMAX)
yontemlerine dayanan hibrit talep tahmini modelleri
gelistirmigtir. Caligmada ¢elik imalat firmasindan elde
edilen veriler kullanilmistir. Yapilan degerlendirmeler,
geleneksel yontemlere gore yapay zeka tabanl

yontemlerin daha iyi tahmin sonuclart verdigini
gostermistir. El Filali vd. (2022), ¢calismalarinda elektrik
iirtinleri lizerine talep tahmini i¢in Tekrarlayan Sinir
Aglart, Uzun Kisa Siireli Bellek ve Gegitli Tekrarlayan
Birim olmak iizere Yapay Sinir Aglar1 yontemlerini
kargilagtirmiglardir. Gegitli Tekrarlayan Birim modeli
en iyi tahmin sonuglarini saglayan model olmustur. Ac1
ve Dogansoy (2022) calismasinda Tiirkiye’de bulunan
bir siipermarketin 2 yillik e-ticaret verileri kullanilarak
iirlin satis tahmini gerceklestirilmistir. En iyi tahmin
performanst gosteren modelin elde edilebilmesi igin
Yapay Sinir Aglar1, Derin Ogrenme, Regresyon Agact,
Gauss Siire¢ Regresyonu, Topluluk Ogrenme ve Destek
Vektor Regresyonu yapay zeka algoritmalar ile
modeller olusturulmustur. Orzechowski vd. (2023),
elektrikli araglarin halka agik sarj istasyonlarindaki sarj
taleplerinin bir hafta Oncesinden tahmin edilmesini
amaglamiglardir. Calismada Yapay Sinir Aglari,
ARIMA, Rastgele Orman, Destek Vektor Regresyonu
ve K-En Yakin Komsu algoritmasi ile farkli modeller
olusturulmustur. Modellerin performanslari
kargilagtirildiginda  Yapay Sinir Aglarmin en 1iyi
performanst sagladigt goriilmiistir. Yani ve Aamer
(2023), yapmis olduklar1 c¢alismada ilag tedarik
zincirinde talep tahmini tizerinde c¢alismiglardir.
Calismada, ¢ok uluslu ilag sirketlerinden alinan dokuz
farkli Girliniin verileri kullanilmigtir. Tahmin modelleri
icin Gradyan Arrtirma Agaglari, Rasgele Orman, Lineer
Regresyon, Polinomiyal Regresyon, Basit Aga¢ ve Agac
Toplulugu makine 6grenmesi yontemleri kullanilmistir.
Bu c¢alismada, talep tahmini literatiirinde az
kargilagilan ¢elik sektoriine ait iiriinler iizerinde talep
tahmini caligmasi1 gergeklestirilmigtir. Talep tahmini
modelleri i¢in Lineer Regresyon, Yapay Sinir Aglar1 ve
Karar Ormant makine o&grenmesi algoritmalart
kullanilmistir. Modellerin performanslarimin arttirilmasi
amaciyla optimizasyona dayali 6 farkli nitelik se¢imi
yonteminden  yararlamlmistir.  Gelistirilen  nitelik
secimi-makine  O0grenmesi  hibrit  modellerinin
etkinlikleri 4 farkl: {irlin izerinde degerlendirilmistir.

3. Metot (Method)

Bu bolimde caligmada yararlanilan makine
O6grenmesi algoritmalart ve nitelik se¢imi yontemleri
aciklamalarina yer verilmistir.

3.1. Makine Ogrenmesi Regresyon Algoritmalar
(Machine Learning Regression Algorithms)

3.1.1. Lineer regresyon (Linear regression)

Bagimsiz degisken ile bagimli degisken arasindaki
etkilesim ve baglantinin arastirildigi yontem regresyon
analizidir. Tahmin modelinde bagimli degiskene etki
eden bir bagimsiz degisken varsa bu regresyon tek
degigskenli regresyon analizi adlandirilmaktadir.
Bagimli degiskene etki eden birden fazla bagimsiz
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degiskenin oldugu regresyon modeli ise ¢ok degiskenli
regresyon analizi olarak bilinmektedir (Korkut, 2019).

Lineer regresyon modelinde bagimli degiskenin Y
oldugu varsayilirsa, Y ile X3, Xa,...,Xn ile ifade edilen n
adet bagimsiz degisken arasindaki iligki i¢in dogrusal bir
denklem olusturulur. Bu denklem tahmin edilmek
istenen bagiml degisken Y igin regresyon denklemidir
ve Denklem 1'deki gibi ifade edilebilmektedir (Catal
vd., 2019).

Y=b0+b1Xl+b2X2+"'+ann+E (1)

burada, by, by,...,bn degerleri regresyon katsayilarini,
¢ ise hata terimini temsil etmektedir.

3.1.2. Yapay sinir aglar: (Artificial neural networks)

Yapay sinir aglart yogun bir sekilde birbirine bagh
yapilar ile eldeki verilerin islendigi sistemler olarak
tanimlanabilmektedir. Egitim asamasinda o6nceki
olaylarin 6rneklerine dayali genellestirme yoluyla bilgi
edindikten sonra test asamasinda hi¢ deneyimlemedigi
ya da gelecekte meydana gelmesi olasi bir tahmin
gergeklestirir (Gokler, 2020). Bir¢ok sinir hiicresinin
birlesmesiyle yapay sinir aglar1 olugur. Sinir hiicresi
yapay sinir aglarinda islem yapan en kiigiik birimdir.
Sonug ise bir araya gelen bir¢ok sinir hiicresinin ortak
sonucu olarak elde edilmektedir. Yapay sinir aglar
hiicrelerin birbirine baglanmasiyla olusur ve hiicreler
arasinda bulunan baglantilar agirliklar ile meydana
getirilmektedir. Yapay sinir hiicreleri arasindaki
bagmtinin kuvvetini agirliklar belirlemektedir. Yapay
sinir agimin kurulabilmesi i¢in en az birer adet giris
katmani, gizli katman ve ¢ikis katmant bulunmalidir.
Gizli katmanlar girigteki verilerin yorumlanmasi ve
¢ikisa iletilmesinde gorev alir. Gizli katmanlarda islem
goren girig verileri ¢ikt1 katmanina aktarilmaktadir. Bir
yapay sinir ag1 modelinde n adet girdi katmani ve n adet
¢ikis katmani olabilir (Giiven, 2020).

3.1.3. Karar orman: (Decision forest)

Aciklayict degiskenlerin kullanimiyla bagimli bir
degiskenin tahmini i¢in kullanilan yontemlerden birisi
olan karar agaclar1 kok, dallar ve yapraklardan
olugmaktadir. Baslangi¢ diigiim noktast olan kok
kullanilan performans 6lgiitiine gore veriyi en iyi sekilde
bolen degiskendir. Kok genel olarak aga¢ olusturma
algoritmasi tarafindan belirlenen kurala gore ikili dallara
ayrilir ve bu dallar kendi iglerinde bagka dallara
ayrilabilmektedir. Tiim bu ayrilmis dallar yaprak adi
verilen terminal diigimlerde son bulmaktadir. Yaprak
diigiimlerindeki degerler ¢iktiyr temsil etmektedir
(Spiliotis, 2022).

Ancak basit karar agaglari ile egitilen modeller asir1
uyum sorunu ile sonuglanabilmektedir. Karar Ormant
algoritmas1 ¢ok sayida karar agact olusturulmasini
iceren bir topluluk makine 6grenmesi teknigidir. Tek
karar agaclarma kryasla topluluk modelleri, daha yiiksek
dogruluk saglar (Chidroop ve Moharir, 2020). Karar

Orman1  modeli geligtirilirken, her karar agaci
degerlendirilir. Tiim karar agaglarindan elde edilen
sonuglar belirlenerek yeni veriler puanlanir. Karar
Orman1 Regresyonunda her karar agaci tarafindan
tahmin edilen sayisal degerlerin ortalamasi hesaplanarak
nihai tahmin edilen sonug elde edilmis olur (Mohammed
vd. 2023).

3.2. Nitelik se¢imi (Feature selection)

Nitelik se¢imi, gereksiz ve Onemsiz Ozellikleri
ozellik kiimesinden c¢ikartarak makine Ogrenmesi
modelinin performansi artirmay1 amaglayan bir veri
on isleme agsamasidir (Bansal vd., 2022). Bu ¢alismada,
nitelik se¢imi i¢in Pargacik Siirlisii Optimizasyonu,
Harris  Sahinleri ~ Optimizasyonu, Gri  Kurt
Optimizasyonu, Yusufcuk Optimizasyonu, Genetik
Optimizasyonu ve Yercekimi Arama Optimizasyonu
algoritmalarindan faydalanilmistir.

3.2.1. Parc¢acik siiriisti optimizasyonu (PSO)
algoritmas: (Particle swarm optimization algorithm)

Kus siiriilerinin davranisindan esinlenen Pargacik
Siirlisii Optimizasyonu algoritmasi 1995 yilinda R
Eberhart ve J Kennedy tarafindan Onerilmistir
(Kennedy, 2010). Pargacik siiriisii optimizasyonunda
belirli sayidaki parcacik bir fonksiyon ya da
problemdeki arama bosluguna yerlestirilir ve her bir
pargacik amag fonksiyonunu kendi bulundugu konumda
degerlendirir. Her bir parcgacik siiriideki bir veya daha
fazla tiiye ile birlikte gegmis en uygun konumlarini
birlestirerek bosluktaki hareketlerini belirler. Tim
pargaciklarin  hareketi tamamlaninca bir sonraki
iterasyon bagslar. Nihayetinde yiyecege yonelmekte olan
bir kus siirisinde oldugu gibi siirii optimum uygunluk
fonksiyonuna yakin hareket etmeye baslar (Poli vd.,
2007).

3.2.2. Harris sahinleri optimizasyonu (HSO)
algoritmast (Harris hawk optimization algorithm)

Heidari vd. (2019) tarafindan tamitilan Harris
Sahinleri Optimizasyonu (HSO) algoritmasi1 Harris
sahinlerinin dogada siirpriz saldir1 ad1 verilen avlanma
ve isbirlik¢i eylemlerine dayanmaktadir. HSO, bir grup
sahinin, avin yerini takip etmek icin g¢esitli takip
stillerini kullanarak igbirligi yaptig1 popiilasyona dayali
bir algoritma olarak siniflandirilir. Burada sahin
grubunun her biri bir aday ¢6ziimii avin yeri ise en
uygun aday ¢oziimii temsil etmektedir (Thaher ve
Arman, 2020). Harris Sahinleri Optimizasyonu
sahinlerin kesfetme ve acgia cikarma taktiklerinden
esinlenerek elde edilmis fazlardan olusan topluluk
tabanli degradesiz bir tekniktir. Kesif fazinda takim
iiyeleri rastgele konumlara gegerler iki farkl strateji ile
kesif asamasini gergeklestirebilirler. Agiga ¢ikarma
fazinda ise avlarin kagis egilimlerinden kaynakli olarak
dort farkli kovalama stratejisi Onerilmistir. Avin
kacisinin basarili ya da basarisiz olmasi durumuna gore
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sert ya da yumusak kusatma stratejisi belirlenmektedir.
Avin kalan enerjisi de goz Oniinde bulundurularak
yumusak ya da sert kugatma dongiileri devam eder ve
avin yorgun diismesi ile hedefe ulasilir (Heidari vd.,
2019).

3.2.3. Gri kurt optimizasyonu (GKO) algoritmasi
(Grey wolf optimization algorithm)

Gri Kurt Algoritmasi Mirjalili vd. (2014) tarafindan
kurt siiriilerinin  avlarin1  yakalama  siireclerinin
canlandirmasini yansitacak sekilde sunulmustur. Bu
stiregler avlarini takip etme, ¢evreleme ve ava saldirma
agamalarini igermektedir. Algoritma nispeten az kontrol
parametreleri icermektedir ve uygulamasi kolaydir. Gri
kurt siiriilerindeki sosyal hiyerarsiyi yansitacak sekilde
uygunluk degerini elde etmek amaciyla bir ¢6ziim, alt
¢6ziim ve de tgiincii bir ¢6ziim olacak bulunmaktadir.
Algoritmada bu ¢6ziimler sirasiyla alfa, beta ve delta
olarak adlandirilmaktadir (Zeng vd., 2022).

3.2.4. Yusufcuk optimizasyonu (YO) algoritmasi
(Dragon fly optimization algorithm)

Yusufcuk Optimizasyonu, yusufcuklarin essiz
avlanma ve go¢ etme davranislarindan esinlenerek
olusturulmustur. Avlanan siirii davranist diger bilinen
adiyla statik siirli davranisi, kiiglik siirii gruplarinin ani
adim  degisiklikleri ~ve  yerel  hareketleriyle
tanimlanmaktadir. Gogsel siirii davranigi ise ayni
zamanda dinamik siiri olarak bilinmektedir ve tek bir
yonde giden yiiksek sayidaki yusufcugu ifade eder.
Statik ve dinamik kavramlar1 Yusuf¢uk Algoritmasinin
aciga cikarma ve kesif kapasitelerini belirtmektedir.
Ayrigma, dizilme, birlikte durma, dikkat dagitma ve
yiyecege ¢ekim gibi  Ogeler igeren davranis
tanimlanmaktadir.  Her  bir  yusufguk  arama
boslugundaki bir ¢6ziime karsilik gelir ve bu bes farkli
Oge ile siirii hareketi belirlenir (KS ve Murugan, 2017).

3.2.5. Genetik optimizasyonu (GO) algoritmasi
(Genetic optimization algorithm)

Genetik Optimizasyon algoritmalar1 dogal biyolojik
stireclerin adapte edilmesi ile elde edilen hesaplama
yontemlerden biridir. Genetik optimizasyonu ¢oklu
¢Oziim vektorlerini ayni anda siirekli degerlendirmesi

ayricaligryla geleneksel yontemlerden daha avantajlidir.
Genetik algoritmalar rastgele olusturulmus ve topluluga
karsilik gelen karar vektorlerinden olusmaktadir. Her bir
karar vektorii grup piriizlilik degerleri ve talep
ayarlama faktorleri iceren karar degiskenleri setinden
olusmaktadir. Her bir karar vektorii ikili sayilardan
olugsmaktadir ve karar degiskeni degeri ikili say1
sitemine gore ¢evrilmektedir. ikili dizi setinin iist ve alt
limitleri karar degiskeninin muhtemel en kiiciik
varyasyonunu kontrol eder. Karar degiskeni degerleri
ikili sisteme donistiiriiliir ve ikili sistemden tekrar eski
haline doniistiiriilebilmektedir. Ikili sistem kodlamasi
sayesinde karar vektorii 0 ve 1’lerden olusan ikili diziye
indirgenebilmektedir. Elde bulunan karar
vektorlerinden uygunluk fonksiyonuna goére alt karar
vektorleri seti segilir. Bir karar vektorii popiilasyonu
secildiginde  ¢aprazlama ya da  mutasyon
operasyonlartyla yeni bir karar vektorii popiilasyonu
olusturulur (Lingireddy ve Ormsbee, 2002).

3.2.6. Yercekimi arama optimizasyonu (YAO)
algoritmas: (Gravitational optimization algorithm)

Yer¢ekimi  Arama Optimizasyon Algoritmasi
Newton’un kiitle ¢cekim teorisinden esinlenerek ortaya
cikarilmigtir. Kiitle ¢ekim teorisinde kuvvet kiitle ile
dogru orant1 ve uzakligin karesi ile ters oranti olacak
sekilde tanimlanmaktadir. Yergekimi arama
algoritmasinda tanimlanmis olan pargaciklar pozisyon,
kiitle, aktif ve pasif yercekimi olmak iizere dort farklt
Ozellik tagimaktadir. Problemin ¢6ziimii pargacigin
pozisyonu ile saglanmaktadir ve kiitleler uygunluk
fonksiyonuna gore belirlenebilmektedir. Her bir kiitle
¢ekim kanunu ve hareket kanunu olmak tizere iki kanuna
tabidir (Yadav ve Deep, 2013).

4. Uygulama (Implementation)

Bu calismada, nitelik se¢imi yontemleri ve makine
O0grenmesi algoritmalarinin hibrit kullanimi ile talep
tahmin  modelleri gelistirilmistir. Calismanin
metodolojisi  Sekil 1°de  verilmektedir. Sekilde
gorildigi gibi calisma 5 temel adimdan olugsmaktadir.
Bu adimlar veri toplama, veri 6n isleme, nitelik se¢imi,
tahmin modellerinin  gelistirilmesi ve modellerin
kargilastirilmasi ve segimidir.
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Veri On Isleme

Nitelik Olusturma

Aykr Verilerin

Temizlenmesi

Veri Déniistiirme

Nitelik Segimi Parcacik Siiriisii | | Harris Sahinleri Gri Kurt
Optimizasyonu Optimizasyonu Optimizasyonu
Yusufcuk Genetik Yercekimi Arama
Optimizasyonu Optimizasyonu Optimizasyonu
Makine Ogrenmesi
Modellerinin
Gelistirilmesi
Karsnlastirma ve
Secim

Sekil 1. Calismanin metodolojisi (Methodology of the study)

4.1. Veri toplama (Data collection)

Bu calismada talep tahmini modellerinin
gelistirilmesi i¢gin kullanilacak olan veriler ana bileseni
¢elik olan {iriinlerin taleplerini dogrudan ya da dolayl
olarak etkileyen parametreler arasindan segilmistir. flk
degisken olarak celik sektoriinde {iriin satis1 yapan
biiyiik 6lcekli uluslararasi bir sirketten gercek satig
verileri elde edilmistir. Bu veriler Nisan 2016 ve
Agustos 2023 tarihleri arasinda 4 {irline ait 89 aylik satis
miktar1 verilerinden olusmaktadir. Uriinlerin segimi
asamasinda, irlin yelpazesinde satis miktar1 en fazla
olan ve siparis dalgalanmasi nispeten az olan iiriinlerin

secilmesine dikkat edilmistir. Uriinler ¢alismada A
urini, B {rini, C {Urind ve D drind olarak
isimlendirilmistir.

Uriinlerin imalatinda kullanilan hammaddelerin
uluslararasi diizeyde dolar bazinda islem goérmesi ve
satiglariin euro bazinda yapilmasi nedeniyle euro/dolar
paritesi bagimsiz degiskenlerden biri olarak segilmistir.
Bu bagimsiz degiskene ait veriler anlik finansal verilerin
saglandig1 bir web sitesinden elde edilmistir. Diger
taraftan, Uriinlerin maliyetinin yaklasik olarak %80
kadarmin hammadde kaynakli olmasi ve firiinlerdeki
ana bilesenin ¢elik olmasi nedeniyle ¢elik fiyati, veri
setine bagimsiz degisken olarak eklenmistir. Celik fiyati
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verileri ise satig verileri gibi firma veritabanindan elde
edilmistir. Uriinlerin maliyetinde hammadde ve euro
bazinda yapilan makine yatirim bedelinden sonra en
onemli maliyet kaleminin enerji maliyeti olmas1 sonucu
bir diger bagimsiz degisken olarak enerji maliyeti
kullanilmigtir.

4.2. Veri on isleme (Data preprocessing)

Calismanin bu agamasinda nitelik olusturma, aykiri
verilerin  temizlenmesi, normalizasyon ve veri
doniistiirme olmak iizere dort veri on isleme siireci
gergeklestirilmistir.

4.2.1. Nitelik olusturma (Feature generation)

Bu adimda, talep tahmini modellerinde kullanilmak
iizere siparig miktar1, enerji maliyeti, ¢elik hammadde
fiyat1 ve euro/dolar paritesi degiskenlerine ek olarak
kayan pencereler, kayan pencere istatistikleri, birinci
derece farki nitelik olusturma islemleri yardimi ile bir,
iki ve ii¢ ay oOnceki siparis miktarlari, son ii¢ aym
sipariglerinin ortalamasi, enerji maliyetindeki degisim,
gelik fiyatindaki degisim ve siparis miktarindaki
degisim olmak tizere 7 farkli degisken elde edilmistir.

Kayan Pencere: Gecikme degiskenleri, ge¢miste
olanlarin gelecege iliskin bir tiir igsel bilgiyi
etkileyebilecegi  veya igerebilecegi  varsayimina
dayanarak olusturulduklart i¢in yararli oldugu
diisiiniilen 6nceki zaman adimlarindaki degerlerdir. Veri
setine gecikme degiskenleri ekleme islemine kayan
pencere yontemi adi verilmektedir (Lazzeri, 2020). Bu
calismada her bir {iriiniin siparis miktar1 niteligine 3
pencere genisligine sahip kayan pencereler yontemi
uygulanarak 1 ay onceki siparis miktari, 2 ay onceki
siparis miktar1 ve 3 ay Onceki siparis miktar
degiskenleri elde edilmistir.

Kayan Pencereler Istatistikleri: Bir zaman serisi veri
setinde kayan pencereler istatistikleri olusturmanin
temel amaci, 6rnegin kendisini ve ornekten onceki ve
sonraki belirli sayida Orne§i igeren bir aralik
tanimlayarak belirli bir veri orneginden elde edilen
degerlere iliskin istatistikleri hesaplamaktir (Lazzeri,
2020). Bu calismada, siparis miktar1 niteligine en
popiiler kayan pencereler istatistiklerinden olan
hareketli ortalama istatistigi uygulanarak son ii¢ ayin
sipariglerinin ortalamasi niteligi elde edilmistir. Kayan
pencere aralig1 6rnegin kendisinden 6nceki 3 ay olarak
secilmistir.

Birinci Derece Farki: Bir zaman serisi niteliginin
birinci derece farki, zaman serisi niteliginin her birim
zaman adim arasindaki degisim oran1 olarak
tanimlanabilmektedir. Birinci derece fark ile birlikte, bir
zaman serisinin egimi belirlenebilir, belirli aykiri
degerlerin varlig1 gibi zaman serisi hakkinda ek bilgi
edinilebilir. X={x1, Xz, ..., X} olarak verilen bir zaman
serisi degiskeni Denklem (2) kullanilarak birinci derece
farkina dontstiiriilebilir (Tan vd., 2022).

X' = {xr — x4} )

Bu galismada enerji maliyeti, ¢elik hammadde fiyati
ve siparis miktar1 niteliklerine birinci derece fark
doniisimii uygulanarak enerji maliyetindeki degisim,
celik fiyatindaki degisim ve siparis miktarindaki
degisim degiskenleri elde edilmistir.

A Tiriinii, B iirlinti, C {irlinii ve D {iriini i¢in elde
edilen veri setlerindeki niteliklere ait istatistiksel
ozellikler Tablo 1°de sunulmaktadir. Burada, enerji
maliyeti, celik hammadde fiyati, euro/dolar paritesi, bir,
iki ve li¢ ay oOnceki siparig miktarlari, son {i¢ ayn
sipariglerinin ortalamasi, enerji maliyetindeki degisim,
celik fiyatindaki degisim ve siparis miktarindaki
degisim bagimsiz degiskenler iken siparis miktari
bagimli degiskendir. Euro/dolar paritesi, enerji maliyeti,
enerji maliyetindeki degisim, ¢elik fiyat1 ve celik
fiyatindaki degisim degiskenlerindeki degerler 4 veri
seti icin ayn1 degerleri almaktadir. Siparis miktari, 1 ay
onceki siparig miktari, 2 ay onceki siparis miktari, 3 ay
onceki siparis miktar;, son 3 ayin siparislerinin
ortalamasi ve siparis miktarindaki degisim degiskenleri
degerleri ise liriinlere gore degiskenlik gostermektedir.
Tabloda bulunan benzersiz veriler stitunu bir nitelikte
bulunan birbirinden farkli deger sayisin1 belirtmektedir.

4.2.2. Aykar1 verilerin temizlenmesi (Removing
outliers)

Modellerin gelistirilmesinde kullanilacak olan veri
setlerinde, veri setlerindeki giiriiltiilerin azaltilmast ve
gelistirilecek modellerin u¢ degerlerden olumsuz
etkilenmesinin  Onlenmesi amaciyla aykiri deger
temizleme islemi gerceklestirilmistir. Aykirt degerlerin
temizlenmesinde yiizdelik dilim kullanilarak {ist tepe ve
alt tepe degerlerin kirpilarak niteligin ortalama degeri ile
degistirilmesi yontemi temel almmistir. Ust esik
yiizdelik dilim 95, alt esik yiizdelik dilim ise 5 olarak
belirlenmistir.

4.2.3. Veri doniistiirme (Data transformation)

Tablo 1 incelendiginde 4 veri setinde kullanilan
ortak niteliklerden enerji maliyeti ve c¢elik fiyati
degiskenlerinin olduk¢a farkli deger araliklarinda
degerler aldig1 goriilmektedir. Modellerin performansini
iyilestirmek amaciyla bu niteliklerin ortak bir dlcekte
degerler almalarim1 saglamak i¢in bu ¢alismada veri
doniistiirme  yontemlerinden birisi olan MinMax
normalizasyon iglemi uygulanmistir. En yaygin
kullanilan normalizasyon yoOntemlerinden birisi olan
MinMax normalizasyon yontemi degerleri oldukca
biiyiik aralikta degisen verileri daha kiigiik araliga
doniistiiriir (Ozgelik vd., 2021). X normalize edilmek
istenen nitelik degeri, Xn normalize edilmis yeni deger,
Xmin niteligin  minimum degeri ve Xmas niteligin
maksimum degeri olmak {izere MinMax normalizasyon
isleminin formiilasyonu Denklem (3)’te verilmektedir.
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Tablo 1. A iiriinii, B iriinii, C {iriinii ve D {iriinii veri setlerinin istatistiksel dzellikleri (Statistical properties of product A, product B,

product C and product D datasets)

Nitelikler Ortalama Medyan  Min Maks Standart Benzersiz  Eksik
Sapma Veriler Veriler
Ortak Eur/Dolar paritesi 1.132 1.13 0.98 1.24 0.056 25 0
Nitelikler Enerji maliyeti 98.52 88 56 192 31.8 51 0
Enerji maliyetindeki degisim 0.21 -2 -31 71 13.3 32 0
Celik fiyati 679.1 591 332 1520 269.6 67 0
Celik fiyatindaki degisim 6.53 0 -259 264 72.04 44 0
A Uriinii Siparis miktar1 16322 14560 3952 39728 8170 67 0
1 ay onceki siparis miktar1 6479 14768 3952 39728 8124 67 0
2 ay onceki siparis miktari 16596 15184 3952 39728 8102 67 0
3 ay onceki siparis miktar1 16668 15184 3952 39728 8054 67 0
Son 3 ay siparis ortalamasi 16581 16085 7259 29328 6082 75 0
Siparig miktarmdaki degisim 116.5 0 -24752 25168 9113 69 0
B Uriinii Siparis miktari 1997 1841 479 7614 953 88 0
1 ay onceki siparis miktar1 1993 1841 479 7614 961 88 0
2 ay Onceki siparis miktar1 2004 1841 479 7614 953 88 0
3 ay onceki siparis miktari 2015 1850 479 7614 944 88 0
Son 3 ay siparis ortalamasi 2004 1936 696 3880 747 89 0
Siparig miktarmdaki degisim -11 29 -5773 5732 1032 86 0
C Uriinii Siparis miktari 12344 11756 1249 23913 4679 89 0
1 ay 6nceki siparis miktari 12398 11901 1249 23913 4647 89 0
2 ay Onceki siparis miktar1 12466 11945 1249 23913 4597 89 0
3 ay onceki siparis miktari 12408 11945 1249 23913 4664 89 0
Son 3 ay siparis ortalamast 12424 12787 6969 18845 2474 88 0
Siparig miktarindaki degisim 68 -142  -20411 17793 7240 89 0
D Uriinii Siparig miktart 1819 1704 561 9080 1000 88 0
1 ay 6nceki siparis miktari 1831 1711 561 9080 995 88 0
2 ay Onceki siparis miktar1 1835 1711 561 9080 994 88 0
3 ay onceki siparis miktari 1845 1723 561 9080 990 88 0
Son 3 ay siparis ortalamasi 1837 1779 677 5051 759 89 0
Siparig miktarindaki degisim 351 -35 -6306 6988 1115 84 0
X, = —>Xmin__ 3)

Xmaks ~Xmin

Veriler arasindaki dengesizliklerin ve ¢arpikliklarin
giderilmesinde kullanilan yontemlerden birisi de dogal
logaritma (Ln) donilisimdiir. Cok genis veri
araliklarinda daha kiigiik olan degerler biiyiik degerler
tarafindan bastirilabilir. Ln doniisiimii aykir1 degerlerin
dagilimdaki agirligini azaltir. Bu sayede dagilimda
simetri tekrar elde edilmis olur (Sauro ve Lewis, 2016).
Modelin egitiminde kullanilan gergek siparis miktart
degerlerinin araligi ¢ok genis oldugundan verilerde
carpik dagilimin giderilerek normal dagilima yakin bir
dagilim  izlemesi i¢in  logaritmik  doniisiim
gergeklestirilmistir.

Egitim veri seti ile tahmin veri seti arasindaki sabit
ve dinamik durumun dengelenmesi ve modelin daha
dogru genelleme yapilabilmesi igin veri Oteleme
yontemleri tercih edilmektedir (Huyen, 2022). Bu
calismada tahmin modellerinin ger¢ek degerlere daha
yakin tahminler saglayabilmesi i¢in matematiksel
oteleme islemi gerceklestirilmigtir. Egitim veri setinde
Ln doniisimii gergeklestirilmis gergek siparis miktari
degerlerine, niteligin ortalama sapma degerine yakin bir
deger cikartilmasi islemi uygulanmistir. Bu deger A
irlinii i¢in 0.15, B ve C {irlinleri i¢in 0.30, D {iriinii i¢in
ise 0.38°dir.

4.3. Nitelik se¢imi (Feature selection)

Bu ¢alismada, {iriin veri setlerindeki siparig miktari
degiskeninin tahmin edilmesinde en ilgili 6zelliklerin
belirlenmesi igin Parcacik Siirlisii  Optimizasyonu,
Harris ~ Sahinleri ~ Optimizasyonu,  Gri  Kurt
Optimizasyonu, Yusufcuk Optimizasyonu, Genetik
Optimizasyonu ve Yercekimi Arama Optimizasyonu
algoritmalarindan faydalanilmistir. Algoritmalarin tim
nitelikler iizerinde uygulanmasi adimlari Spyder 3.1
gelistirme ortaminda Python programlama dili ile agik
kaynakli ‘zoofs’ kiitiiphanesi yardimiyla yiirtitilmiistiir.
Uygulamada optimizasyon algoritmalari i¢in kullanilan
parametreler ve degerleri Tablo 2’de sunulmaktadir.

Optimizasyon algoritmalarmin uygulanmasinda
‘LightGBM’ Python kiitiiphanesinden (LightGBM,
2023) yararlanilarak LightGBM makine 06grenmesi
regresyon modeli kullanilmistir. Model
parametrelerinden iterasyon sayisi 100, 6grenme orani
0.1 ve yaprak sayis1 31 olarak belirlenmistir. Uygulama
sonucunda optimizasyon yontemlerinin sundugu nitelik
secimleri Tablo 3’te gosterilmistir. Niteligin ilgili
optimizasyon algoritmasi ¢iktisinda yer almasi durumu
‘X’ isareti ile belirtilmistir.
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Tablo 2. Nitelik se¢imi algoritmalari i¢in kullanilan parametreler (Parameters used for feature selection algorithms)

Nitelik Se¢imi Algoritmast Parametre Deger
Parcacik Siiriisii Optimizasyonu iterasyon sayisi 1000
popiilasyon biiytikligi 20
ilk ivme katsay1s1 2.0
ikinci ivme katsayist 2.0
agirlik parametresi 0.9

amag fonksiyonu

Hata kareleri ortalamasi performans 6lgiitliniin
minimizasyonu

Harris Sahinleri Optimizasyonu

iterasyon sayisi
popiilasyon biiyiikligi
amag fonksiyonu

250
20
Hata kareleri ortalamasi performans dlgiitiiniin
minimizasyonu

beta 0.5
Gri Kurt Optimizasyonu iterasyon sayi1st 1000
popiilasyon biiyiikligi 20
metot 1

amag fonksiyonu

Hata kareleri ortalamasi performans 6l¢iitiiniin
minimizasyonu

Yusufc¢uk Optimizasyonu

iterasyon sayisi
popiilasyon biiyiikliigi
metot
amag fonksiyonu

1000
20
ikinci dereceden
Hata kareleri ortalamasi performans 6lgiitiiniin
minimizasyonu

Genetik Optimizasyonu

iterasyon sayisi
poptilasyon biiyiikligi
segici baski
elitizm
mutasyon orani
amag fonksiyonu

1000
20
2
3
0.05
Hata kareleri ortalamasi performans 6l¢iitiiniin
minimizasyonu

Yergekimi Arama Optimizasyonu

iterasyon sayisi
popiilasyon biiyiikliigi

yergekimi kuvveti sabiti

mesafe sabiti
amag fonksiyonu

15
50
100
0.5
Hata kareleri ortalamasi performans 6l¢iitiiniin
minimizasyonu

Tablo 3. Optimizasyon yontemleri tarafindan segilen nitelikler (Features selected by optimization methods)

Nitelikler PSO HSO GKO YO GO YAO
Euro/Dolar paritesi X X X X X
Enerji maliyeti X X X X X
Ener(jiieg:ilri]i/etindeki X X
Celik fiyati X X X X
Celik fiyatindaki degisim X X X X X X
1 ay onceki siparig miktari X X X X
2 ay onceki siparig miktari X X X X X
3 ay Onceki siparis miktart X X
Son 3 ay siparis ortalamasi X X X X
Siparis miktarmdaki X X X X

degisim
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Tablo 3 incelendiginde, PSO, HSO, GKO, YO, GO ve
YAO algoritmalari tarafindan sirasiyla 5, 9, 8, 5, 7 ve 7
adet bagimsiz niteligin se¢ildigi goriilmektedir. Celik
fiyatindaki degisim bagimsiz degiskeni tiim nitelik
secimi optimizasyon algoritmalar1 tarafindan siparis
miktarinin tahmin edilmesinde etkili bir degisken olarak
bulunmustur. Genel olarak degerlendirildiginde ise
Euro/Dolar paritesi, enerji maliyeti 1 ay onceki siparis
miktari, 2 ay Onceki siparig miktar1 degiskenleri 5
optimizasyon algoritmasi tarafindan etkili bulunmustur.

4.4. Makine 6grenmesi modellerinin gelistirilmesi
(Development of machine learning models)

Calismada, A, B, C ve D olarak isimlendirilen 4
farkli {irlin veri seti {izerinde tiim bagimsiz degiskenlerin
kullanilmas: ile ve Pargacik Siiriisii Optimizasyonu,
Harris ~ Sahinleri ~ Optimizasyonu,  Gri  Kurt
Optimizasyonu, Yusufcuk Optimizasyonu, Genetik
Optimizasyonu ve Yercekimi Arama Optimizasyonu
algoritmalar1 ile segilen niteliklerin kullanilmas: ile
olmak tizere Lineer Regresyon, Yapay Sinir Aglari ve
Karar Ormani algoritmalari kullanilarak 84 (4 tirtin X 7
nitelik se¢imi durumu X 3 algoritma) adet talep tahmini
modeli gelistirilmistir. Tahmin modellerinin
gelistirilmesinde ve test edilmesinde Microsoft Azure
Machine  Learning (ML) Studio  ortamindan
yararlanilmigtir. Azure ML Studio ortaminda tahmin
modeline ait mimari yap1 Sekil 2°de gosterilmistir.

Sekil 2. Azure ML Studio tahmin modeli mimarisi (Azure
ML Studio prediction model architecture)

Muraina (2022), makine 6grenmesi algoritmalarinin
tahmin dogrulugunu artirmak i¢in en uygun veri seti
bélme oranin1 belirlemek amaciyla gergeklestirdigi
¢alismada en yiiksek dogrulugu saglayan oranin %90
(egitim veri seti) - %10 (test veri seti) oldugu sonucuna
varmistir. Bu c¢alismada da, 4 iriin veri setindeki
verilerin %901 (80 aylik veriler) egitim, %10’u (9 aylik
veriler) test veri seti olarak kullanilmistir. Her bir veri
seti icin deneme-yanilma yontemi ile belirlenen

algoritma egitim parametreleri ve degerleri Tablo 4’te
gosterilmistir.

4.5. Performans degerlendirme (Performance
evaluation)

Literatiirde talep tahmin ¢alismalarinda gelistirilen
modellerin  degerlendirilmesi ve karsilastirilmasi
amactyla kullanilan bir¢ok performans degerlendirme
kriteri bulunmaktadir. Bu c¢alismada modellerin
performanslarinin  degerlendirilmesinde  ortalama
mutlak yiizde hata (MAPE), hata kareleri ortalamasi
(MSE), hata kareleri ortalamasinin karekokii (RMSE),
ortalama mutlak hata (MAE) ve tahmin dogrulugu
Olgiitleri  kullanilmigtir.  Performans  dlgiitlerinin
formiilleri sirasiyla Denklem 4-8’de verilmektedir
(Yasar vd., 2021; Demircioglu Diren vd., 2020;
Feizabadi, 2022; Chicco vd., 2021; Kacar, 2024).

MAPE = 2237, |%| (3)
MSE = 50, (1 - %) @
RMSE = |*37,(Y, - 7,)? (5)
MAE = -3, Y, - ¥, (6)
Tahmin dogrulugu(%) = 1- MAPE (7

Burada, n, test veri setindeki toplam veri noktasi
sayisidir, Y; i. 0rnegin satis miktarinin gergek degeridir
ve Y, i. 6rnegin satis miktarinin tahmin edilen degeridir.

4.6. Deneysel sonuglar (Experimental results)

Tablo 5’te A {irlinii i¢in gelistirilen talep tahmini
modellerinin performans 6l¢iitii degerleri verilmektedir.
Deneysel sonuglara gore, tiim performans oOlgiitii
degerlerinde en diisiik degerleri saglayan model tiim
bagimsiz nitelikler ile gelistirilen Yapay Sinir Aglari
modeli olmustur. Modelin test edilmesi ile elde edilen
MAPE, RMSE, MSE ve MAE degerleri sirast ile %6.4,
609, 370505 ve 502°dir. Lineer Regresyon Algoritmasi
ile gelistirilen modeller incelendiginde, PSO, HSO,
GKO, YO, GO, YAO algoritmalar1 olmak {iizere tiim
nitelik se¢imi yontemlerinin uygulanmastyla elde edilen
modeller tiim niteliklerin kullanilmas: ile gelistirilen
modellerden daha iyi performans gostermislerdir.
MAPE degerlerine gore, PSO algoritmast %4.1, HSO
algoritmasi1 %1, GKO algoritmas1 %6.2, YO algoritmasi
%4, GO algoritmast %0.4, YAO algoritmasi ise %6.5
oraninda iyilestirme saglamigtir. Karar Ormani
algoritmasi ile gelistirilen modellerin sonuglar1 analiz
edildiginde ise GO nitelik se¢imi yOnteminin tiim
performans Olgiitii  degerleri agisindan modellerin
performanslarimi  gelistirdigi  anlasilmaktadir. Bu
iyilestirme MAPE degerinin %10.9°’dan %38.6’ya,
RMSE degerinin 955’ten 819’a, MSE degerinin
912785’ten 670423’e¢, MAE degerinin ise 831’den
693’¢ diismesiyle elde edilmistir.
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Tablo 4. Modellerde kullanilan parametreler ve degerleri (Parameters and values used in the models)

Algoritma Parametre A Uriinii B Uriinii C Uriinii D Uriinii
Lineer Regresyon - En kiiciik En kiigiik En kiigiik En kiigiik
(6ziim metodu kareler kareler kareler kareler
L2 diizenlilestirme agirlig1 0.001 0.001 0.001 0.001
Yapay Sinir Aglart Gizli digiim noktasi sayisi 8 8 8 8
Ogrenme orani 0.002 0.001 0.001 0.003
Ogrenme iterasyon sayisi 12000 12000 30000 12000
ilk 6grenme agirhig 0.01 0.01 0.05 0.01
Momentum degeri 0.2 0.5 04 0.2
Normalize yontemi Min-Maks Min-Maks Min-Maks Min-Maks
Karar Ormani Yeniden 6rnekleme yontemi Torbalama Torbalama Torbalama Torbalama
Karar agaci say1si 8 8 8 8
Karar agaglarini maksimum derinligi 32 32 32 32
Diigiim basina rastgele boliinme sayist 298 256 256 128
Yaprak diigiimii basina minimum 1 1 1 2

ornek sayisi

B iiriinii i¢in gelistirilen modellerin test edilmesi ile
elde edilen performans Olgiiti degerleri Tablo 6’da
sunulmustur. Degerler incelendiginde en diisik MAPE
ve MAE sonuglarini sirasiyla %5.3 ve 66 degerleri ile
HSO algoritmast ile segilen nitelikler lizerinde egitilen
Lineer Regresyon modelinin verdigi goriilmektedir. En
diisik RMSE ve MSE sonuglarmi ise 92 ve 8523
degerleri ile YAO algoritmas: ile segilen nitelikler
iizerinde egitilen Lineer Regresyon modeli saglamistir.
HSO nitelik se¢imi ydonteminin uygulanmasmin Yapay
Sinir Aglar1 ve Karar Ormani algoritmalar1 ile
gelistirilen modellerin  tiim  performans Olgiitleri
acisindan performansini gelistirdigi anlagilmaktadir.

C irinii i¢in gelistirilen modellerin performans
Olciitii degerleri Tablo 7°de goriilmektedir. Modeller

arasinda MAPE, RMSE, MSE ve MAE olmak {izere
dort performans olgiitii agisindan sirasiyla %9.7, 949,
900005 ve 747 degerleri ile en iyi tahmin sonuglarimni
saglayan model GO nitelik se¢imi yontemi ile segilen
nitelikler tizerinde egitilen Yapay Sinir Aglari modeli
olmustur. Lineer Regresyon algoritmasi ile egitilen
modeller incelendiginde, GKO nitelik se¢imi yontemi
harig tiim nitelik se¢imi yontemlerinin tim performans
kriterleri agisindan daha diisiik degerler elde edilmesini
sagladig1 goriilmektedir. Karar Ormani algoritmasi ile
egitilen modellerin sonuglari ise modellerin egitiminde
tim niteliklerin kullaniminin en disiik performans
olgtitii degerlerini verdigini gostermektedir.

Tablo 5. A iiriinii i¢in gelistirilen modellerin performans 6lgiitii degerleri (Performance criterion values of the models developed for product

A)
Model Nitelik MAPE RMSE MSE MAE
Lineer Regresyon Tiim Nitelikler %17.1 1629 2652351 1420
PSO %13 1223 1496453 997
HSO %16.1 1503 2259167 1314
GKO %10.9 1044 1089916 892
YO %13.1 1225 1500479 1004
GO %16.7 1561 2437814 1363
YAO %10.6 1148 1317273 912
Yapay Sinir Aglari Tiim Nitelikler %06.4 609 370505 502
PSO %13 1315 1727909 1087
HSO %10.5 856 732871 825
GKO %12.7 1065 1134921 984
YO %13 1315 1727909 1087
GO %7.8 905 818922 646
YAO %13.9 1180 1393143 1065
Karar Ormant Tiim Nitelikler %10.9 955 912785 831
PSO %15.7 1501 2252368 1203
HSO %13.2 1223 1495537 982
GKO %10.2 1030 1059897 845
YO %15.7 1501 2253574 1204
GO %8.6 819 670423 693
YAO %11.7 1067 1138510 876
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Tablo 6. B iiriinii igin gelistirilen modellerin performans 6l¢iitii degerleri (Performance criterion values of the models developed for product

B)

Model Nitelik MAPE RMSE MSE MAE

Lineer Regresyon Tiim Nitelikler %5.8 94 8861 70
PSO %14 189 35526 170
HSO %05.3 99 9699 66
GKO %6.2 101 10097 74
YO %14 189 35526 170
GO %6.7 100 9941 78
YAO %5.9 92 8523 70

Yapay Sinir Aglart Tiim Nitelikler %7.4 99 9787 85
PSO %15.6 204 41616 187
HSO %6.2 93 8692 74
GKO %7.6 110 12089 89
YO %15.6 204 41616 187
GO %7.2 97 9455 81
YAO %8.0 114 12961 93

Karar Ormani Tiim Nitelikler %8.1 112 12486 95
PSO %16.4 213 45328 196
HSO %6.1 98 9657 74
GKO %8.6 120 14327 100
YO %16.4 213 45328 196
GO %9.3 129 16604 111
YAO %9.9 140 19624 117

Tablo 8’de D iiriinii veri seti iizerinde egitilip test O6grenmesi ~ modellerinin  tahmin sonuglarmin

edilen modeller i¢in elde edilen performans
degerlendirme kriterleri degerleri verilmistir. MAPE
Ol¢iitli agisindan en iyi performansi %8.5 degeri ile GO
nitelik se¢cimi algoritmast ve Karar Orman
algoritmasmin hibrit kullanimu ile gelistirilen modelin
sagladig1 goriilmiistiir. En diisik RMSE, MSE ve MAE
oOlciitii degerlerini ise 141, 19736 ve 88 degerleri ile tim
nitelikler iizerinde egitilen Yapay Sinir Aglari modeli
vermistir.

Sekil 3°te A, B, C ve D olmak lizere 4 iiriin i¢in test
veri setinde bulunan gergek siparisleri ile MAPE olgiitii
acisindan en 1iyi performansi saglayan makine

kargilagtirmali degerleri sunulmaktadir. Burada, A
iriindi i¢in en iyi model tiim nitelikler {izerinde egitilmis
Yapay Sinir Aglart modeli (Sekil 3(a)), B {iriinii i¢in HO
nitelik se¢imi yontemi ile segilen nitelikler {izerinde
egitilen Lineer Regresyon modeli (Sekil 3(b)), C iiriini
icin GO nitelik se¢imi yontemi ile secilen nitelikler
iizerinde egitilen Yapay Sinir Aglari modeli (Sekil 3(c)),
D iirlinii i¢in ise GO nitelik se¢imi yontemi ile secilen
nitelikler {izerinde egitilen Karar Ormani modelidir
(Sekil 3(d)). Degerler incelendiginde, 4 modelin de test
veri seti lizerindeki gozlemler i¢in oldukga diisiik tahmin
hatalart ile sonuglandiklari goriillmektedir.

Tablo 7. C iiriinii igin gelistirilen modellerin performans 6lgiitii degerleri (Performance criterion values of the models developed for product

)
Model Nitelik MAPE RMSE MSE MAE
Lineer Regresyon Tiim Nitelikler %19.1 1666 2776053 1404
PSO %14.6 1288 1659965 1019
HSO %17.7 1493 2228261 1295
GKO %21.1 1822 3318907 1532
YO %14.6 1288 1659965 1019
GO %17.6 1468 2153954 1270
YAO %14.8 1399 1957631 1037
Yapay Sinir Aglar1 Tiim Nitelikler %10.3 1023 1045607 776
PSO %10.3 1061 1125004 842
HSO %14.8 1410 1986669 1097
GKO %11.2 1301 1691307 847
YO %10.3 1061 1125004 842
GO %9.7 949 900005 747
YAO %19.1 1746 3049300 1340
Karar Ormant Tiim Nitelikler %11.6 1115 1244014 842
PSO %18.4 1722 2965791 1322
HSO %16.9 1438 2067333 1232
GKO %14.1 1381 1906241 1007
YO %18.4 1721 2960334 1321
GO %16.6 1649 2720632 1244
YAO %18.9 1630 2656749 1368
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Tablo 8. D iiriinii i¢in gelistirilen modellerin performans 6lgiitii degerleri (Performance criterion values of the models developed for product

D)
Model Nitelik MAPE RMSE MSE MAE
Lineer Regresyon Tiim Nitelikler %18.1 259 66805 207
PSO %23.5 321 102987 265
HSO %18.1 260 67497 208
GKO %16.9 252 63530 194
YO %23.5 321 102987 265
GO %15.1 213 45350 171
YAO %14.3 218 47455 164
Yapay Sinir Aglar Tiim Nitelikler %10 141 19736 88
PSO %32.2 395 156375 362
HSO %10.8 166 27451 122
GKO %13.2 188 35154 147
YO %32.2 395 156375 362
GO %10.6 149 22256 118
YAO %28.9 356 126449 323
Karar Ormani Tiim Nitelikler %15.3 213 45478 157
PSO %25.2 327 106611 281
HSO %19.6 239 56978 196
GKO %19.5 260 67752 206
YO %25.2 327 106611 281
GO %8.5 143 20549 100
YAO %11.1 156 24299 110
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Sekil 3. En iyi modellerin tahmin sonuglari ile gergek siparis degerlerinin karsilagtirilmasi (a) A iiriinii (b) B iiriinii (c) C iiriinii
(d) D {iriinii (Comparison of prediction results of the best models and actual order values (a) Product A (b) Product B (c) Product C (d) Product D)

5. Sonuglar (Conclusions)

Uretim planlarindaki gecikmelerin énlenmesi igin
hammaddenin ve yart mamuliin belirlenen miktarda
bulundurulmasi o6zellikle c¢elik sektoriinde planlarin
gerceklesmesinde onemli bir etkiye sahiptir. Bu
dogrultuda, tedarik zincirinde siirekliligin saglanmasi ve
miisteriye teslim tarihlerinin gergeklenmesinde talep
tahmin modellerinin 6nemi goz ardi edilemez. Tedarik
zinciri yonetiminin dnemli bir siireci olan talep tahmini
iizerine gercgeklestirilen ¢aligmalarda ortak amag yiiksek
dogruluga sahip bir tahmin modelinin gelistirilerek
isletmelere fayda saglamaktir. Bu caligmada, celik

sektoriindeki {riinlerin satis miktarlar1 igin yiiksek
dogrulukta tahmin degerleri elde edebilmek amaciyla,
optimizasyon yoOntemlerine dayali nitelik segimi
yontemlerinin makine dgrenmesi algoritmalari ile hibrit
kullanimmi1  igeren  talep  tahmin  modelleri
geligtirilmistir. Nitelik se¢imi ydntemleri olarak
Parcacik Siiriisii  Optimizasyonu, Harris Sahinleri
Optimizasyonu, Gri Kurt Optimizasyonu, Yusufcuk
Optimizasyonu, Genetik Optimizasyonu ve Yercekimi
Arama Optimizasyonu olmak iizere 6 optimizasyon
algoritmasi kullanilmistir. Modellerin gelistirilmesinde
yararlanilan makine 6grenmesi algoritmalar1 ise Yapay
Sinir Aglari, Karar Ormani ve Lineer Regresyon
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algoritmalar1 olmustur. Modeller ¢elik sektoriinde
faaliyet gosteren bir firmanm 4 iriiniine ait gergek
verileri ilizerinde egitilerek test edilmigtir. Gelistirilen
modeller MAPE, MAE, RMSE ve MSE performans
Olgiitlerine gore degerlendirilmistir. Algoritmalar ile
gelistirilen modellerin ortalama dogruluk degerleri
incelendiginde, yapay sinir aglartyla gelistirilen
modellerin ortalama %91.9, karar ormani yontemi ile
gelistirilen modellerin ortalama %91.3, lineer regresyon
yontemiyle gelistirilen modellerin ortalama %87.3
dogruluk degerine ulastig1 gézlemlenmistir. Ancak, elde
edilen sonuclara gore, her bir iiriin icin farkli nitelik
kombinasyonlarinin ve farkli makine 0grenmesi
yontemlerinin {istiin performans gosterdigi sonucuna
ulagilmistir. Sonug olarak, iiriinler i¢in en iyi tahmin
performansi gosteren modeller %90.3-%94.7 arasinda
dogruluk degerleri saglamistir. Daha yiiksek tahmin
dogrulugu elde etmek amaciyla, gelecek calismalarda
farkli metasezgisel nitelik se¢imi yontemleri ile derin
6grenmeye  dayali  regresyon  algoritmalarinin
uygulanmasi planlanmaktadir.
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Abstract

Cardiovascular diseases, which significantly affect the heart and blood vessels, are one of the leading causes of death worldwide.
Early diagnosis and treatment of these diseases, which cause approximately 19.1 million deaths, are essential. Many problems, such
as coronary artery disease, blood vessel disease, irregular heartbeat, heart muscle disease, heart valve problems, and congenital heart
defects, are included in this disease definition. Today, researchers in the field of cardiovascular disease are using approaches based
on diagnosis-oriented machine learning. In this study, feature extraction is performed for the detection of cardiovascular disease, and
classification processes are performed with a Support Vector Machine, Naive Bayes, Decision Tree, K-Nearest Neighbor, Bagging
Classifier, Random Forest, Gradient Boosting, Logistic Regression, AdaBoost, Linear Discriminant Analysis and Artificial Neural
Networks methods. A total of 918 observations from Cleveland, Hungarian Institute of Cardiology, University Hospitals of
Switzerland, and Zurich, VA Medical Center were included in the study. Principal Component Analysis, a dimensionality reduction
method, was used to reduce the number of features in the dataset. In the experimental findings, feature increase with artificial
variables was also performed and used in the classifiers in addition to feature reduction. Support Vector Machines, Decision Trees,
Grid Search Cross Validation, and existing various Bagging and Boosting techniques have been used to improve algorithm
performance in disease classification. Gaussian Naive Bayes was the highest-performing algorithm among the compared methods,
with 91.0% accuracy on a weighted average basis as a result of a 3.0% improvement.

Keywords: Ensemble learning, classification, conventional techniques, cardiovascular disease, hyperparameter optimization.

Kardiyovaskiiler Hastalik Tahmini ve Analizinde Geleneksel

Makine Ogrenmesi ve Topluluk Ogrenme Teknikleri

Oz

Kalp ve kan damarlarin1 6nemli 6lgiide etkileyen kardiyovaskiiler hastaliklar, diinya ¢apinda 6nde gelen 6liim nedenlerinden biridir.
Yaklasik 19,1 milyon kiginin 6liimiine neden olan bu hastaliklarin erken teshis ve tedavisi biiyiikk 6nem tasiyor. Koroner arter
hastaligi, kan damari hastaligi, diizensiz kalp atisi, kalp kast hastaligi, kalp kapagi sorunlar1 ve dogumsal kalp kusurlari gibi birgok
sorun bu hastalik tanimima girmektedir. Giiniimiizde kardiyovaskiiler hastalik alanindaki arastirmacilar tam1 odakli makine
ogrenmesine dayali yaklasimlar kullanmaktadir. Bu caligmada kardiyovaskiiler hastalik tespiti i¢in &zellik ¢ikarma islemi
gerceklestirilmis ve Destek Vektdr Makinesi, Naive Bayes, Karar Agaci, K-En Yakin Komsu, Torbali Siniflandirici, Rastgele
Orman, Gradyan Artirim, Lojistik Regresyon, AdaBoost, Dogrusal Diskriminant Analizi ve Yapay Sinir Aglar1 yontemleri ile
simflandirma islemleri yapilmistir. Cleveland, Macaristan Kardiyoloji Enstitiisii, Isvicre Universite Hastaneleri ve Ziirih VA Tip
Merkezi’nden toplam 918 gozlem caligmaya dahil edilmistir. Veri kiimesindeki 6zellik sayisini azaltmak i¢in bir boyut azaltma
yontemi olan Temel Bilesen Analizi kullanilmistir. Deneysel bulgularda, 6zellik azaltmanin yani sira yapay degiskenlerle 6zellik
artirimi da gergeklestirilmis ve siniflandiricilarda kullanilmistir. Hastalik siniflandirmasinda algoritma performansini artirmak icin
Destek Vektor Makineleri, Karar Agaglari, Izgara Arama Capraz Dogrulama, var olan gesitli Torbalama ve Artirma teknikleri
kullanilmistir. Gauss Naive Bayes, %3,0’lik bir iyilestirme sonucunda agirlikli ortalama bazinda %91,0 dogrulukla karsilastirilan
yontemler arasinda en yiiksek performans gosteren algoritma olmustur.

Anahtar Kelimeler: Topluluk 6grenme, siiflandirma, geleneksel yontemler, kardiyovaskiiler hastalik, hiperparametre
optimizasyonu.
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1. Introduction

In recent years, Machine Learning (ML) studies in
many sectors have continued sustainably without
slowing down. The studies with sub-branches of
Artificial Intelligence (Al), such as ML, pattern
recognition, data science, and Deep Learning (DL), are
vital in medicine. During the period when ML
systematics were not used in medicine and health
sciences, physicians and healthcare professionals were
developing a manual approach while preparing
diagnosis and treatment planning for patients.
Therefore, with ML gaining a critical place today, it is
concluded that it helps first-level physicians in health
sciences to identify better patients who require
additional attention and provide personalized tasks for
each individual (Malik et al., 2019; Veranyurt et al.,
2020). In various kinds of research, ML reveals an
automated system to perform the desired task by
extracting data-dependent statistical patterns (Chollet,
2021). Thus, computerized solutions become essential
to treatment monitoring and planning, helping
specialists reduce the adverse effects of time loss,
stress, and fatigue in daily practice (Tekin et al., 2022).

Cardiovascular systems in the body of individuals
consist of heart and blood vessels. Many various
problems can occur in the cardiovascular system.
Endocarditis,  rheumatic  heart  disease, and
abnormalities in the conduction system are shown as a
few of the types of cardiovascular disease.
Cardiovascular diseases are the leading cause of
mortality in individuals worldwide (Lopez et al., 2022;
Vatansever et al., 2021). When the causes of
cardiovascular diseases in individuals are analyzed,
modifiable and non-modifiable, i.e., congenital risk
factors, stand out. These risk factors include adverse
factors such as physical inactivity, long work hours,
and family history. Regarding risk factors, non-
modifiable factors such as age, gender, hypertension,
and diabetes have different effects (Gregg and
Hedayati, 2018). Family history, early atherosclerotic
disease, or a first-degree relative after 55 years of age
in men and after 65 years of age in women is
recognized as a risk factor. In addition, in terms of
gender, another non-modifiable factor, male
individuals are more likely to have the disease than
female individuals (Lopez et al., 2022). However,
cardiovascular diseases, which are caused by many
different causes, can also lead to other diseases. For
this reason, disease monitoring is vital for diagnosing
and treating high-risk patients in the early stages of the
disease (Akman and Civek, 2022).

Many academic studies on cardiovascular diseases
have been put forward when similar studies are
examined in recent years. As a result of the research,
while there are academic studies on the disease’s risk

factors, analysis, and examination determinations, ML
needs to be adequately addressed. In 2016, Bektas et al.
(Bektas and Babur, 2016) conducted a similar study in
the health field and analyzed the performance of ML
algorithms through feature selection methods on
microarray datasets and prominent genes in breast
cancer.

In 2018, Cihan (Cihan, 2018) performed a
classification model with Random Forest (RF), 86.13%
accuracy rate was obtained on the Cleveland dataset
and an 86.13% accuracy rate was obtained on the
dataset consisting of 596 patient records obtained by
combining the Hungarian and Cleveland datasets.
Badem (Badem, 2019) brought a different dimension to
Al studies in health in 2019 by detecting Parkinson's
disease using ML algorithms in audio signals. In
addition to the algorithms used in the study, additional
analysis was performed with Principal Component
Analysis (PCA) and Linear Discriminant Analysis
(LDA) dimensionality reduction techniques. Veranyurt
et al. (Veranyurt et al., 2020) used a dataset of 390
patients with 15 attributes to classify different types of
diseases. As a result of the study, he compared the
classification success of RF and K-Nearest. Neighbor
(KNN) algorithms and achieved the highest success
result.

In 2020, Tas¢1 and Samli (Tas¢1 and Samli, 2020)
performed disease classification with WEKA on a
cardiovascular disease dataset. Considering the studies
in the literature, the use of 9 different algorithms and
13 attributes in Tasci and Samli’s study represents a
significant contribution. In addition, the high number
of features and relatively low number of cases can
sometimes be considered limitations in studies.
Although the accuracy rate with ZeroR, a data mining
algorithm in their study, was relatively low at 49.18%,
the other algorithms mentioned were able to achieve
much higher scores with an average performance of
70-87%.

In 2021, another study was carried out to predict
cardiovascular disease with Genetic Algorithm (GA)
and other different algorithms. In this study,
Vatansever et al. (Vatansever et al., 2021) put forward
a research paper to analyze the risk factors that cause
the disease. The open-source cardiovascular dataset
was selected for the dataset used, and feature selection
was performed on 14 features in this dataset. In the
experimental results, the difference in performance
before and after selection is noticeable. A high success
rate was obtained with GA to contribute to the
literature.

In 2022, Cil and Giines (Cil and Giines, 2022)
performed a classification of heart diseases using
Support Vector Machine (SVM), RF, Artificial Neural
Network (ANN), Naive Bayes, and KNN algorithms.
Dimensional  reduction techniques and feature
extraction were performed in the study. The backward
elimination method removed insignificant features
from the dataset and classified them. During learning,
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Cihan (Cihan, 2018) used all 11 attributes in the
disease dataset. This may lead to unnecessary learning
and need improvement in achieving the targeted
performance. In addition, it was also concluded that no
dimensionality reduction technique was used. Cil and
Giines 1,(Cil and Giines, 2022) when the classification
results of the algorithms they used in their study were
analyzed, it was seen that while the precision success
rate was very high, other metrics that should be
considered in terms of performance were shallow.
Accuracy value is sometimes not sufficient for a model
to be considered successful.

The dominant aspects of the proposed model are
clearly visible when compared with the models used in
other studies. For example, while the highest accuracy
rate in the Bektas and Babur (2016) study was 90.7%,
the proposed model surpasses this study with an
accuracy rate of 95.00%. Additionally, Veranyurt et al.
(2020) study, a maximum accuracy rate of 92.3% was
achieved with RF, KNN and AdaBoost models, while
the 95.00% accuracy rate achieved by the proposed
model with various algorithms is beyond this study.
Vatansever et al. (Vatansever et al., 2021) study, while
an accuracy rate of 93.44% was achieved with various
models, even the lowest accuracy rate of the proposed
model was 81.00% and showed higher performance in
general.

The research projects carried out between 2016 and
2024, the data sets, the machine learning models, and
the experimental results are shown in Table 1. The
identification of cardiovascular diseases using diverse
datasets and ML algorithms has been the subject of
numerous studies. These results show that the proposed
model works with a wide range of algorithms, using a
mixed data set consisting of a combination of various

data sets, allowing to obtain higher accuracy scores in
the detection of cardiovascular diseases. This reveals
that the overall performance and reliability of the
model are superior compared to other studies.

The main contribution of this work is to
supplement the many algorithms used in the literature
for the classification of cardiovascular disease with
different conventional ML, ensemble methods, and
ANN. PCA achieves dimensionality reduction using
the correlation relation for each attribute used in
disease detection (Abdi and Williams, 2010). In
addition to the performance results obtained in the test
runs after the training of the models, an optimization
technique, Grid Search Cross-validation (CV)
(Liashchynskyi and Liashchynskyi, 2019), was used to
determine the best parameters for improvement.
Another contribution of the study is the use of Boosting
methods, alternative powerful ensemble learning
techniques, in addition to the classification algorithms,
and specially built ANN models classifier. Unlike other
studies, optimized performance results have been
achieved with more than one preprocessing technique,
which will contribute to the literature.

2. Material and Methods

2.1. Preparation of the Dataset

The data considered in this study combines
different datasets that exist independently but have yet
to be connected before. The difference from the
datasets in the literature is that four other dataset
producers use the same variables to replicate the data
and store them in a publicly available data store.

Table 1. Detailed review of studies on the detection and classification of cardiovascular disease.

Year Author Dataset
Bektas and Babur Breast cancer
2016 (Bektag and Babur, - '
2016) Kent Ridge 2 dataset
Cleveland, Hungary,
2018 Cihan (Cihan, 2018) Switzerland,VA Long

Beach dataset

Badem (Badem, Parkinson’s disease

Model Results (Accuracy)

K-Star, Perceptron

ANN, LibSVM, RF, 80.4%, 81.4%, 84.5%, 90.7%

RF 86.1%

DT, NB, SVM, RF, 79.2%, 79.6%, 86.9%, 87.6%,
KNN 91.8%,

2019 2019) classification dataset
Veranyurt et al. Vanderbilt University Dept.
2020 (Veranyurt et al., of Biostatistics Diabetes
2020) dataset
Tasci et al. - .
2020 (Tasg1 and Samli, dC;;dslg[vascular disease
2020)
Vatansever et al.
2021 (Vatansever et al., ;Jaiﬁsgleveland heart
2021)
Cil and Giines
2022 (Cil and Giines, 2022) USA CDC heart dataset
Mixed heart disease
2024 Our proposed model  dataset (combination of

four dataset)

AdaBoost, RF, KNN

ZeroR, OneR, DT, RF,
LR, SVM, NB, KNN,

90.5%, 92.3%, 92.3%,

49.1%, 73.7%, 78.6%, 83.6%,
85.2%, 86.8%, 86.8%, 88.5%

Perceptron

KNN, DT, RF, NB, 81.9%, 81.9%, 83.6%, 83.6%,
SVM, GA| LR, 85.2%, 93.4%, 90.1%

KNN, DT, ANN, RF, 86.2%, 87.2%, 87.2%, 89.2,
SVM, NB, LR 90.5%, 90.5%, 90.7%

GB, XGBoost, DT,
LR, LDA, KNN, RF,
SVM, AdaBoost,
GNBC, ANN

81.0%, 82.0%, 83.0%,
84.0%, 85.0%, 86.5%,
87.0%, 88.0%, 88.0%,
90.0%, 91.0%, 95.0%
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The original dataset includes 303 observations from the
Cleveland Clinic Foundation, 293 observations from
the Hungarian Institute of Cardiology, 123
observations from the Swiss University Hospitals, and
199 from the Long Beach VA Medical Centre (Zein
Elabedin Mohammed et al., 2020). As a result of
analyzing the information provided by individuals with
cardiovascular diseases, 11 attributes created in the
dataset are given in Table 2. When the dataset is
analyzed, modifiable and innate attributes are housed
together. The attribute “Cardiovascular Disease” as the
target class is a numeric variable that produces the
result O or 1.

2.2. Exploratory Data Analysis

The main modifiable risk factors affecting coronary
cardiovascular diseases are overweight, diabetes,
tobacco use, blood pressure, and cholesterol (Cil and
Giines, 2022). Therefore, the 6th attribute in the table,
“FastingBS” is directly related to diabetes. Thus, as
control problems increase daily in diabetic patients,
blood pressure and total cholesterol levels also increase
(Kara and Cmar, 2011). Another attribute,
“Cholesterol” is a blood lubricant that forms a
circulation found in all body cells. It was observed that
FastingBS and cholesterol-derived risk factors
indirectly matched with criteria such as gender, low
physical activity, and family history (Cil and Giines,
2022).

Table 2. Descriptions of the attribute’s cardiovascular
disease dataset.

Feature Feature Type  Details of attributes
Age Numerical [28, 32,42, ..., 77]
Sex Nominal [M: Male, F: Female]
ChestPainType Nominal [TA, ATA, NAP, ASY]
RestingBP Numerical [0, 80, 100, ..., 200]
Cholesterol Numerical [0, 120, 180, ..., 603]
FastingBS Numerical [O: False, 1: True]
RestingeCG Nominal [Normal, ST-T, LVH]
MaxHR Numerical [60, 74, 88, ..., 202]
ExerciseAngina Nominal [Y: Yes, N: No]
Oldpeak Numerical [-2.6,0.04, ..., 6.2]
ST-Slope Nominal [Y: Yes, N: No]

HeartDisease Numerical [0: Disease, 1: Normal]

As seen in Table 2, the variables are nominal, i.e.,
categorical, and numerical, i.e., numerical. For
example, for FastingBS, if the value is more excellent
than 120 mg, it represents 1, i.e., true, and if the value
is less than 120 mg, it means 0, i.e., false. The risk
factor “Sex"” nominally represents male for M (Male)
and female for F (Female). For another attribute,
“ChestPainType”, TA represents typical angina, ATA
represents atypical angina, NAP represents non-anginal
pain, and ASY represents asymptomatic angina.
Angina is a feeling of chest pain caused by spasms and
pain in coronary cardiovascular disease. It is concluded
that the existing attributes for angina measurements for
“ExerciseAngina” and “ChestPainType” should be

given to the algorithms for learning purposes. For
“RestingECG”, electrocardiogram measuring wave
abnormality (T-wave inversions and ST elevation or
depression of 0.05 mV), LVH indicates possible or
definite left ventricular hypertrophy. Heart rate
adjustment of ST-segment depression during exercise,
performed by calculating the “Oldpeak™ index, offers
measurement of upsloping ST segments that may
improve sensitivity with preservation of specificity
from improved classification of patients with heart rate
adjustment.

For the target category of the study, “HeartDisease”
attribute, the total observations include 508 normal and
410 patient observations. The fact that these
observations are chosen to be close to each other in
terms of classification means that the algorithms are
not prone to bias. Looking at the existing correlations
with the target class for the attributes in the
cardiovascular disease dataset, the results in Table 2
are obtained. However, we also set up a second dataset
with 410 normal and 410 patient classes to check
whether there was a problem with the fully balanced
dataset in the experimental results. In order to avoid
confusion in the study, 2 different datasets are denoted
as Balanced: B, Unbalanced: UB to avoid confusion.
Dataset B represents 410 normal 410 patient, while
dataset UB represents 508 normal 410 patient.

Table 3. Feature correlation measurements for class of
cardiovascular disease in the UB dataset after preprocessing.

Feature Feature Type  Correlation Result
ST-Slope-Up Numerical -0.622164
ChestPainType- . i

ATA Numerical 0.401924
MaxHR Numerical -0.400421
Cholesterol Numerical -0.232741
ChestPainType- .

NAP Numerical -0.212964
RestingECG- Numerical  -0.091580
Normal

%eﬁpamyp& Numerical  -0.054790
RestingECG-ST Numerical 0.102527
RestingBP Numerical 0.107589
FastingBS Numerical 0.267291
Age Numerical 0.282039
Sex-M Numerical 0.305445
Oldpeak Numerical 0.403951
ExerciseAngina-Y  Numerical 0.494282
ST-Slope-Flat Numerical 0.554134

Regression analysis is a statistical technique for
accommodating a cause-and-effect relationship. It is
used for prediction (no prediction beyond the data used
in the analysis), while correlation is used to determine
the degree of the relationship (Asuero et al., 2006). In
this study, assuming the number and dependency of the
features, it is concluded that multiple regression
analysis should be performed.
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2.3. Preprocessing of Data

Preprocessing steps for data cleaning during data
analysis are considered one of the essential steps in
data-dependent studies in the literature. The dataset
examined in the study is a mixed data source consisting
of nominal and numerical values with 11 attributes.
While 80% of a total of 701 observations were reserved
for training, 20% were determined to be used in the
testing phase. The correlation coefficient r revealed
negative and positive correlation relationships for the
target class, provided there were non-normalized
features in the first step (Mintemur, 2021). The Label
Encoder technique was used to digitize the nominal
data. The components were standardized by removing
the mean and scaling with the Standard Scaler, the next
preprocessing step (Imad et al., 2022). The Standard
Scaler technique is used to standardize the features.
The correlation measurements between the components
in the formed cluster and the target variable were
calculated. Table 2 presents the new correlation values
obtained. In this study, outlier data analysis and

Chelesteral

Features Comelation-Plot

identification, which is another preprocessing step, was
performed.

IQR = Q3-Q1 (€

Q1 in Equation 1 is the first quartile of the data, 25% of
the data lies between the minimum and Q1. Q3 is the
third quarter of the data, meaning 75% of the data falls
between the minimum and Q3. The outliers to be
reduced after the calculated Q3 and Q1 values are
obtained by applying the observations that are less than
or equal to Q3+1.5*IQR for the upper limit and greater
than or equal to Q1-1.5*IQR for the lower limit (Perez
and Tah, 2020). While outlier data were in the
observations, observations were 918, and with the
removal of outliers, observations were 701. Figure 1
belongs to the correlation matrix between the features
after removing outliers with the interquartile range
technique. Negative measurements between values in
the matrix indicate that it has the opposite relationship
with the target variable.

uuuuu

Figure 1. Identification of outliers in the data set with the interquartile range technique and the inter-feature correlation
matrix in the UB dataset.

Accordingly, the diagonal is colored with the lightest
color corresponding to +1, as there is ideal
correspondence between the features. Measures with
negative values in the matrix indicate they have the
opposite relationship with the target variable. For
example, a negative correlation exists between
“Cholesterol” and the class “HeartDisease™. After
feature extraction according to the standardized

observation data in the dataset, which was divided into
training and test sets, the next preprocessing step was
the dimensional reduction technique.

2.4. Dimensional Reduction Technique

The use of datasets with too many attributes for
algorithms determined in ML projects leads to poor
performance. The number of observations in the
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dataset should be high with the discovery of a certain
amount of selection of features. Dimensional reduction
techniques mean reducing unnecessary and redundant
features in datasets. Reducing feature space with
necessary feature selection and extraction ways is a
proper statistical technique and a familiar method for
discovering designs in high-dimensional data
(Karamizadeh et al., 2013; Meng and Yang, 2012).
PCA is one of the most famous techniques for
reduction. To study a more down-dimensional space,
the data is directed toward linear dimensionality
reduction. The input data is centered. In the new
variable space created by minimizing the
cardiovascular dataset size, it is ensured that the most
relevant features are in that space (Cil and Giines,
2022). When Figure 2 is examined, it is concluded that
maximum heart rate decreases with age and
cardiovascular disease increases as maximum heart rate
decreases. The “Age” and “MaxHR” attributes refer to
the graph before and after pre-processing. As seen in
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the figure, correlation measurements were performed
for all features. In this way, the connections of the
features in the dataset with each other were also
controlled formally. The data to be removed were
determined by ranking the variance inflation factor and
attribute values according to the principal component
method. Instead of working with multiple original
numerical features, linear combinations of them are
obtained, paying attention to those that describe as
many variations as possible from the original
observations. Choosing linear combinations of
predictors based on the maximum variance of the
observations for the target variable “HeartDisease” was
beneficial for prediction. Thus, the PCA transformation
was carried out by providing dimension reduction. In
PCA analysis, the error term is neglected in the
calculation of the common factor variances of the
features (Alkan, 2008).

200 - HeartDisease

Figure 2. Correlation measures of age and maximum heart rate variables for cardiovascular disease. (a) correlation
graph of age and maximum heart rate variables without pre-processing, (b) correlation graph of age and maximum heart

rate variables as a result of pre-processing.

Figure 3 reveals the cumulative variance value by
calculating the variance explained by the sum of the
eigenvalues. In this step, 15 principal components were
selected, and the variances explained by the
components and the cumulated variance values were
graphed. As can be seen, the variance of the first
component is more meaningful than the other principal
components. Therefore, the first 6 components may be
sufficient to make sense of an average dataset.
Components are calculated by capturing the
variance in the data in the best way for dimension
reduction with the PCA method. As seen in Figure
3, the plot shows the variance explained by each
component against the number of components.
According to these values, 6 principal components
were selected as it is unnecessary to add
additional components from the point where the
curve flattens (Umargono et al., 2019). The curve

breakpoint principle aims to select components
that explain a large proportion of the total
variance. Here, the point at which the plot bars
and the curve become significantly flatter is
designated as the break point. Therefore,
component selection was performed where it did
not provide a significant increase. Since the
cumulative variance ratio reached sufficient
saturation on this graph, 6 features were selected.
The selection of these components is based on
PCA analysis and the sum of the component
loadings. The 6 most important features selected
by PCA are Sex-F, Sex-M, RestingECG-ST, ST-
Slope-Flat, RestingECG-Normal and
RestingECG-LVH. Their values are 1.457506,
1.457506, 1.454983, 1.425109, 1.375829 and
1.322278 respectively.
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Figure 3. PCA analysis results total principal component count graph of the UB dataset.

2.5. Conventional Classification Techniques

After the preliminary preparation of the data,
appropriate ML algorithms should be selected for the
patterns to be found on the observations in the data
sets. Classification is one of the supervised ML
algorithms and is a frequently used task in studies with
dependent features (Kaba and Kalkan, 2022).

Support Vector Classifier (SVC) is understanding from
labeled training data to create estimations learning
technique embedded in Structural Risk Minimization
(SRM); it is among the well-known methods in
machine learning (Cervantes et al., 2020; Moosaei et
al., 2023). The support vectors are also recollection
influential since they use a subset of the training topics.
SVC’s extraordinary generalization ability, optimal
solution, and discriminating power have recently
attracted attention. An infinite number of hyperplanes
for linear separation of data are called optimal
separation hyperplanes (Cristianini and Shawe-Taylor,
2000).

Naive Bayes Classifier (NBC) is a supervised
learning algorithm that functions with the belief of
“naive” dependent sovereignty between each couple
with attributes and the class attribute. The training
process of NBC is to predict the class preliminary
probability based on the training set Zhang, 2004).
GaussianNBC  implements the Gaussian NBC
algorithm  for classification. The GaussianNBC
classifier can be operated when the likelihoods of the
features give the exact consequences (Pushpakumar et
al., 2022). The classification problem in the study is to
predict whether heart disease is present or absent.

Decision Trees are generally more rapid than
artificial neural networks but do not have the
suppleness to parameters Like SVCs, Decision Tree
Classifiers (DTC) are practical techniques for
appropriately challenging datasets (Singh et al., 2022).
The aim is to make a technique that foresees a target

variable. Additionally, the deeper the tree, the more
complicated the rules and the more suitable the
approach (Géron, 2022). The study handled this
problem, and community learning techniques were
used.

K-nearest Neighbor (KNN) techniques are an
approach that is easy to implement but often runs quite
slowly when the input dataset is huge. It is susceptible
to extrinsic parameters. This classification algorithm,
which has low efficiency due to lazy learning, is
effective despite being a simple method (Guo et al.,
2003). In this case, selecting the k parameter well is
crucial to perform successfully. These are the
resemblance measure between two data topics and the
k’s choice. The typical consequence of the foremost
question is that various applications require various
length sizes (Zhang, 2010; Zhang et al., 2017).
Therefore, the choice of the k value merely uses the
Euclidean length to compute the resemblance (Qin et
al., 2007).

Logistic Regression (LR) is a particular point of
approach with Binomial or Bernoulli distribution. The
numerical result of the LR, which is the estimated
likelihood, is used as a model. It is believed that target
yi accepts values in the set 0-1 for data point i. Once
deployed, LR’s prediction method predicts the
probability of the positive class. LR is usually utilized
to indicate the likelihood that a sample belongs to a
specific class. If the estimated likelihood is greater than
50%, the model estimates that the sample belongs to
that class (Géron, 2022).

Discriminant Analysis (DA) is one of the prevalent
techniques for extracting the best features. It is
developed as a problem to find an optimal value. It is
also helpful but must be developed for nonlinear cases
for more complicated ones (Kurita et al., 2009). Linear
Discriminant ~ Analysis (LDA) and  Normal
Discriminant Analysis (NDA) generalize Fisher’s
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linear discriminant. Also, the algorithm supplies a
Gaussian density to all types (Tharwat et al., 2017).

2.6. Ensemble Learning Techniques

Ensemble learning techniques are divided into two:
bagging and boosting. In the bagging technique, new
trees are created by repeatedly pulling samples from
the dataset to be replaced. Then, a community emerges
with the created trees. The boosting technique makes
inferences from the ensemble by giving different
weights to the dataset. One way to obtain various
approaches is to utilize diverse techniques. Another
technique is using the exact technique for each
estimator. When sampling with replacement, this
approach is called bagging. (Zhang et al., 2017). The
Bagging Classifier (BC) is presented via Leo Breiman
in 1994. This technique can use classification and
regression methods. It is developed to enhance the
strength and precision of ML approaches used. BC has
received much attention for its simple implementation
and increased accuracy. Therefore, it can be considered
a “smoothing operation”, which is advantageous when
improving the forecast performance of trees (Breiman,
2001; Géron, 2022).

A RF Classifier (RFC) is a group DTCs commonly
trained by the bagging technique and generally with a
maximum sample set. Rather than creating a GC and
giving a DTC to it, it will likely utilize the RFC. The
RFC algorithm provides an additional lacking pattern
when growing trees; it explores the most helpful
attribute. This source of randomness aims to reduce the
variance of the forest predictor (Breiman, 2001). The
prevailing opinion of most boosting strategies is to
train estimators, each attempting to repair the earlier
one. Many boosting methods are known, but the most
famous are Adaptive Boosting (AdaBoostC) and
Gradient Boosting (GBClassifier, GBC). The GBC
algorithm makes a progressively forward extra model.
At each stage, the n class number regression trees are
provided for the adverse gradient of the loss function.
The model adds estimators sequentially to an
ensemble, each updating the previous one (Géron,
2022). Extreme Gradient Boosting Classifier (XGBC),
the optimized version of the GBC, is highly enhanced
and adaptable. Also, the XGBC is frequently
considered crucial. This algorithm, which has a place
in the literature as an ensemble learning algorithm, is
considered excellent. A genetic algorithm has
optimized the hyperparameter vector of the XGBC
approach to enhance the forecast exactness and
trustworthiness of the XGBoost model (Gu et al.,
2022). An AdaBoostC is introduced and utilized to
estimate the training set (Hastie et al., 2009).
AdaBoostC has been demonstrated to be a thriving
learning approach; it iteratively produces different
vulnerable trainees and includes their results using the
weighted plurality voting rule (Sun et al., 2016).

2.7. Artificial Neural Networks

DL is a branch of ML and, thus, pattern recognition
and emanates from Artificial Neural Networks (ANNSs)
that affect the design of moving and processing data
between neurons. For the sequential ANNs to be
created, the model consisting of a single-layer stack
connected sequentially is built. Since the first layer in
the model will give an input vector, after the input size
has been determined, the batch size should be chosen
depending on the samples for the dataset. Then, a
model suitable for the problem should be constructed.
In this step, dense hidden layers with a certain number
of neurons are added. It will use the Rectified Linear
Unit (ReLU). The basic unit of deep neural networks
are layers, which are data processing modules to be
considered as filters for data. The data is taken as raw
data to the layers for neural networks and reaches a
level that will be more useful. Relevant layers have
been added for the neural network to be built, and the
selection of the activation function and loss function
has been carried out (Chollet, 2021; Géron, 2022). The
neural network in Figure 4 is obtained as a result of
adding the relevant Dense layers by choosing a Binary
Cross Entropy (BCE) loss function. This loss function
performs the calculation of the cross-entropy loss
between the real labels and the predicted labels.
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Figure 4. Neural network architecture suitable for
cardiovascular disease prediction.

Since there is no categorical classification problem, it
can be considered appropriate as a loss function since
the cardiovascular disease result is 0 / 1. As activation
functions, ReLU and Sigmoid functions were used
respectively. Also, Mean Squared Error (MSE), which
measures the mean of squares of errors is used. Thus,
the mean of the sum of the squares of each difference
between the predicted value and the true value was
obtained. The network was trained for batch size: 2,
optimizer: Adam, kernel initializer: Glorot uniform for
a total of 500 epochs. While training the ANN,
validation loss was continuously checked using Early
Stopping techniques and training was terminated when
the network stopped learning.

2.8. Hyperparameter Optimization with Grid Search
Cross Validation and Randomized Search Cross
Validation Techniques
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In an ML study, hyperparameter optimization is the last
step before experimental findings. Grid Search Cross
Validation (GridSearchCV) is one of the various
methods to discover a thriving and robust parameter for
an algorithm. Grid search is a parameter-tuning
approach to build and evaluate the selected model
parameters (Ranjan et al., 2019). The n estimator
parameters used in the approach were chosen at the
level [10, 50, 100, 250, 500] (number of trees) to be
transmitted to the classifier to be trained. In the
evaluation procedure for the hyperparameter
improvement part of the study, the model selection was
provided by the RepeatedStratifiedKFold technique
(Kramer, 2016). The parameter n is 3, and the number
of folds is 10. For the values determined as the best
parameters found in the AdaBoostC model as a result
of GridSearchCV, the learning rate was 0.1, n
estimators were 250, and the model result reached 87%
accuracy. For the values determined as the best
parameters found in the AdaBoostC model as a result
of GridSearchCV, the learning rate was 0.1, n
estimators were 250, the model result reached 87%
accuracy. For the RF classifier, 64 candidates are
selected for 10 folds in the same way and the algorithm
is run. The maximize feature was 3, the minimum
sample separation was 10, and the total number of trees
was 200, and the best result was achieved with 90%
accuracy for the classifier. Randomized Search Cross
Validation (RandomizedSearchCV) is another method
used for hyperparameter optimization. This method is
similar to  GridSearchCV, but requires less
computational cost because it performs parameter
searches over random samples rather than trying all
possible combinations. The parameters of the
RandomizedSearchCV model are optimized by a cross-
validated search across many options, and unlike
GridSearchCV, where all possible parameter values are
tested, this method only tries a small subset of them
from the selected distributions (Sharma et al., 2023).
Accordingly, the method was applied for RFC and
AdaboostC algorithms respectively. For the RFC
algorithm, as in GridSearchCV, n estimators were

ROC Curves

trained to be 100, min samples split 20 and max
features 3. As a result of testing the test set, an
accuracy of 84.78% was obtained. In addition,
AdaBoostC algorithm has set its best parameters
according to RandomizedSearchCV technique with n
estimators 100, learning rate 0.1. In this direction, the
necessary training was performed and tested on the test
set and the accuracy result was obtained as 84.42%.

2.9. Performance Evaluation Metrics

In ML studies, the confusion matrix reveals the
connection between the class’s ground truth classes and
the model’s estimated classes. Assessment of algorithm
implementation is according to precision, recall, fl1-
score, and accuracy values in the equations in Equation
2, Equation 3, Equation 4, and Equation 5. Precision
and recall metrics are often inversely proportional, as
seen in Equation 2. Fl-score is obtained from the
harmonic average of the consequences in the equations
to validate the optimization methods (Keser and
Keskin, 2022; Tekin et al., 2022).

.. TP
Precision = (D)
TP + FP
TP
Recall = (2)
TP +FN
PrecisionxRecall
F1 —score = 2x ——— 3)
Precision+Recall
TP+TN
Accuracy = —— (4)
TP + TN+FP+FN

In the research, the Receiver Operator Characteristic
(ROC) curve is often employed to demonstrate the
efficiency of an algorithm. The ROC curve gives
detailed knowledge about algorithm implementation
and can be outlined as a single number area under the
ROC Curve (AUC) (Meseci et al., 2022). AUC in
Figure 5, revealed as an approach to calculate the
performance, determines the accuracy of prediction in
various techniques (Muschelli, 2020).
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—— ROC curve of class 1 (area = 0.9

(@

04 06 08 10

(b)

Figure 5. AUC graphs under the ROC curve in line with true positive and false positive rates for the worst and best
classifier from the prediction scores in the UB dataset. (a) AUC-ROC graph for GBC, (b) AUC-ROC graph for the
KNN classifier.

3. Experimental Results
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Experimental results are the quantitative values
obtained as a result of the studies performed during the
evaluation of different types of ML models. This
section includes the experimental findings before and
after the pre-processing, as well as the performance
results depending on the change of the attribute value.
In addition to conventional classifiers in the literature
such as SVC, NBC, DTC, KNN, LR, LDA,
BaggingClassifier, RFC, GBC, AdaBoostC, etc. tree-
based ensemble methods and ANN models such as
were used. Thus, experimental findings that will
contribute to the academic literature were obtained. As
a result, while the weighted average accuracy was

Table 4. Performance comparison table of preprocessing
conventional and ensemble learning algorithms for the UB
dataset.

Algorithm  Precision  Recall  Fl-score  Accuracy

GBC 81.0% 80.9% 809%  81.0%
XGBC 82.0% 820% 820%  82.3%
DTC 84.0% 837% 837%  83.7%
RFC 86.0%  865% 865%  86.5%
KNN 865%  86.0% 86.0%  87.0%

In the next stage of the study, in addition to the
previously mentioned features, a classification process
was carried out with artificial indicators included in the
dataset. In this case, instead 6 attributes, the categorical
data in the data set was transformed into 15 artificial
variables. Table 4 is based on the performance
comparison of the classifier algorithms through 6
features. Table 5 shows the classification task results of
15 features included in the dataset as a result of the
required pre-processing technique. In this case,
performance improvement was observed for many
classifiers and the algorithm with the best score was
updated to GaussianNBC. Accuracy, ROC-AUC values
are observed to show an improvement of 3.0%. In
Table 6, the learning process is completed using BCE
loss for 100 iterations. When the findings were
analyzed, it was followed that the “Normal” class
learned better, as expected. In Table 6, using the MAE
loss metric, it is trained under the same conditions as
the neural network used in BCE loss.

Table 5. Performance comparison table of conventional and
ensemble learning algorithms by feature reduction for the UB
dataset.

Algorithm Accuracy ROC AUC

DTC 83.0% 82.0% 82.0%
LDA 84.0% 85.0% 85.0%
AdaBoostC 85.0% 85.0% 85.0%
KNN 85.0% 86.0% 86.0%
LR 85.0% 86.0% 86.0%
LinearSVC 85.0% 86.0% 86.0%
GaussianNBC ~ 86.0% 86.0% 86.0%
RFC 88.0% 87.0% 87.0%
svC 88.0% 87.0% 87.0%

71.0% for these two classes, the macro average
accuracy was 70.0%. On top of that, when the classifier
model was applied for the “linear, radial basis
function” kernels with the GridSearchCV technique,
the best score was obtained as 84.88% as a result of
parameter selection. As a result of the cross-validation
technique, the precision value for the “Normal” label
was 85.0%, the recall value was 78.0% and the f1-
score was 81.0%. As a result, the weighted average and
macro accuracy for these two classes was 83.0%. Table
3 represents the experimental results obtained
according to the features in the correlation matrix in
Figure 1 after PCA analysis.

When figure is carefully observed, it is concluded
that the correlation connections increase with the
variables “ChestPainType”, “RestingECG” and “ST-
Slope”, which are not included in the 6-attribute
classification problem. The features in the correlation
matrix were used in classification and new values were
added to the experimental findings.

Table 6. Performance comparison table of conventional and
ensemble learning algorithms by feature increase for the UB
dataset.

Algorithm Accuracy ROC AUC

DTC 85.0% 85.0% 85.0%
AdaBoostC 87.0% 87.0% 87.0%
KNN 89.0% 89.0% 89.0%
SvC 89.0% 89.0% 89.0%
LDA 89.0% 89.0% 89.0%
LR 89.0% 89.0% 89.0%
LinearSVC 89.0% 89.0% 89.0%
RFC 90.0% 90.0% 90.0%
GaussianNBC ~ 91.0% 91.0% 91.0%

Accordingly, evaluating an ANN algorithm is more
suitable than many classifier approaches. When the
results in the table are examined carefully, the
precision value for the “HeartDisease” class is low, but
the recall value is quite high. Therefore, it is concluded
that there are too many false positive values. Contrary
to Figure 1, a correlation matrix with more features is
created and given in Figure 5.

Table 7. Performance comparison table of conventional and
ensemble learning algorithms by feature reduction for the UB
dataset.

F1- Accuracy

Target Precision  Recall
score
HeartDise  85.0% 84.0 84.0 87.0%
ase-BCE % %
Normal-  90.0% 91.0 91.0 88.0%
BCE % %
HeartDise  82.0% 93.0 87.0 88.0%
ase-MAE % %
Normal-  95.0% 85.0 90.0 89.0%
MAE % %
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In addition to the UB dataset, the algorithms used were
also applied to the B dataset. Table 8 presents the
performance comparison table of the conventional and
ensemble learning algorithms for dataset B. According
to the table, AdaBoostC, RF Classifier and SVC
algorithms show the highest performance with a slight
difference. In particular, RF Classifier and AdaBoostC
algorithms outperform the other algorithms with 89.0%
accuracy, ROC, and AUC values.

Table 8. Performance comparison table of conventional and
ensemble learning algorithms for the B dataset.

Algorithm Accuracy ROC AUC

DTC 82.0% 82.0% 81.5%
LDA 85.3% 85.0% 85.0%
LinearSVC 85.3% 85.4% 85.3%
LR 85.3% 85.4% 85.4%
XGBC 87.2% 87.3% 87.2%
KNN 87.2% 87.3% 87.2%
GaussianNBC  87.8% 87.7% 87.9%
GBC 88.4% 87.3% 87.3%
SvC 88.4% 88.5% 88.4%
AdaBoostC 89.0% 89.0% 89.0%
RFC 89.0% 89.1% 89.0%

These results show that ensemble methods and SVC
algorithm perform better than other conventional
algorithms and their performance improves.

In the feature increase process, 6 features obtained
using PCA were transformed into artificial variables.

This was done to better represent the data and improve
the performance of the classification algorithms. The
artificial ~variables were created using linear
combinations of the original attributes, thus adding
additional information to the dataset. As can be seen in
Figure 5, new variables were selected for the main
selected principal components taken from their internal
categories. These attributes include interaction terms
and higher-order polynomials of the original features.
For example, the “Normal” and “ST” categories of the
RestingECG attribute were taken as additional features,
while the ATA, TA, and NAP attributes were added for
ChestPainType, resulting in a total of 15 artificial
variables.

Experimental findings show that feature reduction and
increase techniques and hyperparameter optimization
significantly improve the performance of the
algorithms. The performance of the classifiers was
significantly improved by using feature reduction and
increase techniques. In particular, the best results were
obtained when feature increase was applied by adding
artificial variables. After these procedures, the Naive
Bayes algorithm showed the highest performance with
91% accuracy. The best results were obtained with
Naive Bayes, AdaBoostC and Random Forest
algorithms. This study demonstrates the effectiveness
of machine learning techniques in cardiovascular
disease detection.

Figure 5. Correlation matrix of increasing features as a result of adding artificial variables for the UB dataset.
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4. Conclusions

In this study, detection, and classification of
cardiovascular disease with many algorithms was
performed on a mixed dataset. Common algorithms in
the literature were selected for classification and their
success was increased according to the performance
results obtained in similar studies. For this, both feature
reduction and feature enhancement were applied by
performing more than one pre-processing. In addition,
statistically outlier data were cleaned with the IQR
technique, and then improved by hyperparameter
optimization with the GridSearchCV technique, a
successful originality was demonstrated with a
different approach compared to similar studies. With
many ensemble learning techniques, algorithmically
diverse results have been achieved. During the study,
the correlation matrices were evaluated during each
step, and the steps that gave the best performance were
progressed in the process.

In the experimental findings section, all
experiments carried out were meticulously supported
by tables and figures. As a result of the study, the
classifiers that gave the best results were GaussianNBC
with 91.0%, RF Classifier with 88.0%, SVC with
88.0% and ANN model with 89.0% in the UB dataset.
In addition, by providing hyperparameter optimization
with the GridSearchCV technique, an improvement of
approximately 3.0% was achieved in the results
obtained in the experimental findings. Besides, RF
Classifier was the algorithm that gave the highest score
to the comparison table for dataset B. When the RF
Classifier algorithm applied for the B dataset was
compared with the result obtained for the UB dataset, it
was concluded that there was a 1% performance
increase.

This study successfully classified cardiovascular
disease as a laborious and time-taking situation in the
health field. Future studies and research aim to obtain
more successful performances by minimizing the
current error margin for detecting health problems,
which is a difficult task.

5. Discussion

This study provides various machine learning and
ensemble learning techniques are used for the detection
and analysis of cardiovascular diseases. The results
obtained are significant when compared to existing
work in the literature. In this section, we will discuss
the place and contributions of our work in the literature
from a broad perspective. Research on the detection
and analysis of cardiovascular diseases has made
significant progress in recent years with the use of
machine learning techniques. In their study, Bektas and
Babur (Bektas and Babur, 2016) evaluated the
performance of various machine learning algorithms
for breast cancer diagnosis and obtained the highest
accuracy rate of 90.7% with the RFC algorithm. Cihan

(Cihan, 2018) demonstrated the effectiveness of the
RFC algorithm with an accuracy rate of 86.1% using
Cleveland and Hungary datasets.

In contrast to these studies, in our study, different
reduction and augmentation techniques were applied
for the features in the dataset for the detection of
cardiovascular diseases and more algorithms were
used. Feature reduction and enhancement techniques
are frequently used to improve the performance of
machine learning models. In our study, feature
reduction was performed using PCA and then feature
increase was applied by adding artificial variables. In
particular, the Naive Bayes algorithm showed the
highest performance with an accuracy of 91.0%. This
result shows that the Naive Bayes algorithm can be
effectively used in such classification problems.

In our study, bagging and boosting techniques and
various ensemble learning algorithms were used. RFC
and AdaBoostC algorithms are frequently used in the
literature and have shown high performance (Breiman,
2001; Hastie et al., 2009). In this study, the RFC
algorithm showed high performance with an accuracy
of 88.0%. This result is consistent with the findings in
the literature and confirms that the RFC algorithm is an
effective method for cardiovascular disease detection.
Moreover, ANN and deep learning techniques have
achieved significant success in the medical field in
recent years. In our study, the ANN model showed a
high performance with an accuracy of 89.0%. This
result shows that deep learning techniques are a
powerful tool for the detection of cardiovascular
diseases.

One of the most important contributions of this
study is the comprehensive evaluation of the
effectiveness of different machine learning and
ensemble learning techniques in cardiovascular disease
detection. In particular, the high accuracy rates
achieved using feature augmentation with artificial
variables and hyperparameter optimization are an
important  contribution to the literature. Our
recommendation for future work is to improve the
generalizability of the models using larger and more
diverse datasets and to test different attribute reduction
and augmentation techniques. Furthermore, evaluating
the performance of deep learning models on more
complex and larger datasets may contribute to better
results in the detection of cardiovascular diseases.
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Abstract

The coronavirus disease is one of the most severe public health problems globally. Governments need policies to better cope with the
disease, so policymakers analyze the country's indicators related to the pandemic to make proper decisions. The study aims to cluster
OECD (Organisation for Economic Co-operation and Development) countries using COVID-19, health, socioeconomic, and
environmental indicators. A self-organizing map (SOM) clustering method, an unsupervised artificial neural network (ANN) method
and a hierarchical clustering method are used. The data comprises 38 OECD countries, and 16 different variables are selected. As a
result, the countries are grouped into 3 clusters. Cluster 1 contains 33 countries, the USA is Cluster 2, and Cluster 3 has 4 countries,
including Turkey. COVID-19 mortality is highly related to mortality from chronic respiratory diseases. In addition, environmental

indicators show differences in clusters.

Keywords: COVID-19, OECD countries, Kohonen SOM, clustering

1. Introduction

The recent coronavirus disease (COVID-19)
pandemic is one of the serious public health problems in
the World, causing 6,905,763 deaths worldwide on
August 10th, 2020 (Worldometer, 2023). The World
Health Organization (WHO) officially declared it as a
Public Health Emergency of International Concern
(PHEIC) on 30 January 2020. After three years, on 5
May 2023, the WHO Emergency Committee on the
pandemic accepted that the disease did not fita PHEIC.
However, they warned that the condition is not over, so
they continue giving suggestions to countries on how to
manage the disease at the current time (WHO, 2023a).

The impacts of the pandemic caused difficulties for
countries, especially in the field of health and economic
systems. However, there were huge differences between
countries reporting COVID-19 cases and death statistics
due to these systems. Examining the variations between
the countries is crucial for controlling the disease and
reducing its burden (Gohari et al., 2022; WHO, 2023b).

Several studies have investigated the variations
between the countries in terms of COVID-19 and related
indicators. The studies examine the differences using
different features such as social inequality and disease
prevalence (Cardoso et al., 2020; Islam et al., 2021;
Kumru et al, 2022), age and gender

* Corresponding Author.
E-mail: pyigit@medipol.edu.tr

differences(Calderon-Larrafiaga et al., 2020; Gebhard et
al., 2020), environmental factors (Rizvi et al., 2021),
lifestyle  habits (smoking prevalence, alcohol
consumption) (Aydin and Yurdakul, 2020; Kumru et al.,
2022; Rizvi et al., 2021), health expenditures (Khan et
al., 2020; Micah et al., 2021), healthcare capacity (Khan
et al., 2020) and so many different aspects.
Furthermore, researchers have mostly used cluster
analysis to examine differences between countries
according to COVID-19 variables. Hussein and
Abdulazeez (Hussein and Abdulazeez, 2021) reviewed
the clustering algorithms applied to COVID-19
pandemic data. They stressed that K-means is the most
widely used algorithm in this field with high accuracy.
The using algorithms to detect variability of the
countries COVID 19 related factors are K-Means
clustering (Abdullah et al., 2022; Aydin and Yurdakul,
2020; Carrillo-Larco and Castillo-Cara, 2020; Gohari et
al., 2022; Imtyaz et al., 2020; Rizvi et al., 2021; Siddiqui
et al.,, 2020), hierarchical clustering (Aydin and
Yurdakul, 2020; Sadeghi et al., 2021; Zarikas et al.,
2020), fuzzy clustering (Mahmoudi et al,
2020), Density-Based Spatial Clustering of Applications
with Noise (DBSCAN) clustering algorithm (Shuai et
al., 2020), Kohonen-SOM clustering (Boluwade, 2020).
Clustering analysis is one of the data mining
methods in Big Data methodologies that use data
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segmentation. In COVID-19 literature, traditional
clustering methods (K-Medoids and Hierarchical
clustering) are commonly used (Hussein and
Abdulazeez, 2021) . In addition, Arunachalam and
Kumar (Arunachalam ve Kumar, 2018) find that ANN-
based SOM clustering finds hidden structures in the data
set better than hierarchical, K-Medoids, and fuzzy
clustering techniques. Bloom (2004) also found that
SOM s better than the hierarchical clustering method,
overcoming its limitations and better dealing with
missing data (Brida vd., 2012). ANN makes predictions
by mathematically modeling the way the human brain
thinks. They do not require any statistical assumptions.
Additionally, they succeed at identifying nonlinear
models, so they are highly recommended for their
flexibility, robustness, and higher prediction accuracy
abilities to solve real-life problems. The SOM clustering
method also applies a two-stage clustering method using
both ANN and traditional clustering sequentially, which
is more robust than other methods. Countries' COVID-
19 data do not show normal distribution, and the
relationships  between variables are nonlinear.
Therefore, SOM clustering analysis is effective in
examining the differences and similarities between
countries' COVID-19 and related variables.

Therefore, the present study aims to cluster OECD
countries using COVID-19 and related socioeconomic
indicators using SOM clustering method. It uses a two-
level approach based on using a SOM in sequence,
followed by hierarchical clustering analysis.

The rest of the paper is organized as follows: Section
2 presents material and methods and SOM analysis,
Section 3 introduces findings, and Section 4 presents the
conclusion.

2. Material and Methods
2.1. Dataset

In this paper, the analysis are performed on a data set
of 38 OECD countries and 16 features. The data are
obtained from different sources, OECD stat, World
Bank, and our World in Data. The variables and their
sources are presented in Table 1. The variables selected
for the analysis are set according to related literature on
COVID-19, mentioned in the introduction. They are
examined under three different headings: COVID-19
variables (cum confirmed deaths, cum confirmed cases,
cum vaccinations, cum tests), socioeconomic variables
(life expectancy, elderly population, share of GDP,
current PPPs, out-of-pocket health expenditures,
smoking pr, alcohol consumption), environmental
factors (EPI, HLT), diseases indicators (deaths from
chronic respiratory diseases, deaths from cardiovascular
diseases, diabetes pr). The newest available data is used
for all countries.

The Environmental Performance Index (EPI) is
calculated by researchers from Yale and Colombia
Universities (Wolf et al., 2022). It was calculated from
40 indicators with 11 categories and three headings:

environmental health (air quality, waste management,
water, and sanitation, heavy metals), climate (climate
change mitigation), ecosystem validity (biodiversity and
habitat, ecosystem services, fisheries, agriculture, acid
rain, and water resources). It uses both EPI and
environmental health (HLT) indicators.

2.2.Kohonen SOM Analysis

SOM, also called Kohonen SOM, is an unsupervised
ANN algorithm and introduced by Kohonen (Kohonen,
1982). The background of SOM comes from functions
of neurons like other ANN methods. SOM can learn
from multi-dimensional data and transform them into
low-dimensional (mainly two-dimensional) topological
order, preserving the original relations. The topological
ordering map easily visualizes the similarities between
the units according to their distance.

Table 1. Study Indicators
Variable name  Description

Data Source

Cum Total confirmed COVID-19
confirmed cases due to Indicator
deaths COVID-19 per Our World in
million people Data(Our World in
Cum Total confirmed Data, 2023)
confirmed deaths due to
cases COVID-19 per
million people
Cum Total
vaccinations vaccinations per
hundred
Cum tests Total COVID-19
test thousand people
Life The average Socioeconomic
expectancy measure of how long  Indicators
a born baby lives OECD(OECD, 2023)
Elderly percentage of aged
population 65 and over in the
population
Share of gross The ratio of
domestic total health
product expenditures in
gross domestic
product (GDP)

Current PPPs Current health
expenditure per

capita
Out-of-pocket  Share of out of out-
health of-pocket health
expenditures expenditure per
capita

Smoking pr Daily smokers, % of
population aged 15+
Alcohol yearly sales of
consumption alcohol in liters per
person aged 15+
HLT Measure of Environmental
Environmental Performance

Health (HLT) Indicators(Wolf et al.,

EPI Measure of 2022)
Environmental
Performance Index

(EPI)
Deaths from Chronic respiratory Disease Mortality
Chronic diseases death rates Our World In
respiratory (Sex: Both - Age: Data(Our World in
diseases Data, 2023)
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Age-standardized-
2019)

Deaths from Cardiovascular
Cardiovascula  disease death rates

r diseases (Sex: Both - Age:
Age-standardized-
2019)
Diabetes pr Diabetes prevalence Disease
(% of population Prevalence World
ages 20 to 79) Bank(The World
Bank, 2023)

Like other ANN methods, it has input layer neurons
(input data) and output layer neurons (topological order:
hexagonal or rectangular lattice). The output layer
neurons are connected to every neuron in the input nodes
with weight vectors. The SOM algorithm is summarized
into five stages (Haykin, 2008):

1. Initialization: Set the starting weight vectors

wj(0) to random values.

2. Sampling: Draw a sample x with a certain
probability from the input space. The activation
pattern applied to the lattice is represented by
the vector x. The dimension of the vector x is
m.

3. Similarity matching: Utilizing the minimum-
distance criterion, determine the best-matching
(winning) neuron i(x) at time-step n:

i(x) = argmjin”x(n) -wi||l, j=12..,1 )

4. Updating: Using the update formula, modify
the synaptic-weight vectors of all stimulated
neurons:

wi(n + 1) = wj(n) + Nk i) () (x () — w;(n)) )

5. Continuation: Use step 2 until there are no

changes in the feature map.

2.3. Application of SOM

The Kohonen package (Wehrens, 2018) in R is used
to perform SOM clustering. Firstly, the data is
normalized and transformed into matrix form. In
normalization, z values were used. The shape of the
topological order should be chosen: hexagonal or
circular. According to Kohonen's suggestion, the
hexagonal topological order was selected (Kohonen,
Table 2. Spearman correlations for study Indicators

2013). The number of nodes is decided as 5 Vn rule
(Bruwer et al., 2018; Huiyan et al., 2008). The iteration
demonstrates the iterative process and how distances
arrive at their smallest value. After several experiments,
a 5x5 SOM grid (25 neurons) with 1000-time iterations
is created with hexagonal topologies. The learning rate
was between 0.05 and 0.01.

A two-level approach based on using in sequence a
SOM is used, followed by hierarchical clustering
analysis, proposed by Vesanto and Alhoniemi (Vesanto
and Alhoniemi, 2000). In this approach, initially, the
SOM method applies and has SOM codes, and then
SOM codes are clustered by hierarchical or partitive
clustering methods. It helps to obtain more robust
clusters. In this study, 25 neuron SOM codes clustered
by Euclidean distance and Ward's agglomerative linkage
method. Silhouette Index (Rousseeuw, 1987) and the
Davies—Bouldin Index (Davies, D and Bouldin, D,
1979) are used to determine cluster size. Optimal
clusters are found as three (Figure 1).

Spearman Correlation analysis is also conducted to
measure the relationship between COVID-19 indicators
and socioeconomic, environmental, and disease factors.

3. Results

The correlation matrix is given in Table 2. There are
high positive correlations between COVID-19 cases and
smoking pr (0.46) and alcohol consumption (0.52).
Moderate correlation is found between COVID-19 cases
and EPI (0.348). Moderate and negative correlation is
also found between COVID-19 cases and life
expectancy (-0.34). It is found high positive correlations
between COVID-19 deaths and cardiovascular mortality
rates (0.58) and smoking pr (0.52). In addition, high and
negative correlation exists between COVID-19 deaths
and life expectancy (-0.71) and HLT (-0.63). There is
moderate correlation between COVID-19 deaths and
alcohol consumption (0.39). High positive correlations
are found between COVID-19 vaccinations and life
expectancy (0.533) and HLT (0.51). There are moderate
correlations between COVID-19 vaccinations and share
of GDP (0.41), per capita current prices (0.41), and a
negative, moderate correlation with cardiovascular
mortality (-0.492).

Cum confirmed deaths Cum confirmed cases Cum Vaccinations Cum tests

Life expectancy - 712%* -.337* 533** -0.008
Share of GDP -0.169 0.021 412* 0.141
Current PPPs -.394* 0.12 .409* 0.259
Out of Pocket Health Exp. 0.23 -0.179 -0.112 -0.098
HLT -.631** -0.113 511** 0.248
EPI -0.09 .348* 0.222 464**
Elderly Population 0.196 0.159 0.085 0.199
Smoking pr .519** A461** -0.113 .366*
Alcohol Consumption .388* .518** -0.107 .400*
Deaths from Chronic respiratory -0.056 -0.102 0.141 -0.19
diseases

Deaths from Cardiovascular 579** 0.279 -.492%* 0.068
diseases

Diabetes pr 0.13 -0.314 -0.247 -.369*

*p<0.05; **p<0.01
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SOM quality is visually measured with node
counts, node quality (distance), and SOM neighbor
distance plots (Arunachalam and Kumar, 2018). They
can be seen in Figure 2. The counts plot visualizes the
number of countries in each node. There were 1-4
countries in each node. Grey nodes show empty nodes.
The quality plot displays the average distance between
countries. SOM neighbour distance plot (U-matrix)
represents the distance between each node and its
neighbors. It gives the idea of determining cluster
numbers. The red color means closer neurons with
similar characteristics, and the straw yellow indicates
neighboring neurons with different characteristics.

Optimal number of clusters
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Figure 1. Silhouette Index

The membership of the 38 countries in the three
clusters is provided in Table 3 and Figure 2.

D Quality Plet

3 Clusters

Figure 2. Counts Plot, Quality Plot, Neighbour distance plot
and Cluster Plot

According to SOM visualization, it can be seen that
The USA was the most different country across OECD
countries. Secondly, Mexico and Turkey differ from
other countries and are in the same nodes, meaning they

have quite different characteristics from other countries,
but highly similar each other.

The means of the study variables in the clusters are
given in Table 4. Cluster 1 comprises 31 developed and
two developing countries (Chile and Poland) (WEO
Groups and Aggregates Information, 2023). Cluster 1
has the highest mean of cum confirmed cases (119,596),
cum vaccinations (172), cum tests (2,966), life
expectancy (80.7), the elderly population (19.23), HLT
(77.06), EPI (60.38) and the lowest cum confirmed
deaths (1,577), deaths from chronic respiratory diseases
(20.72) and diabetes pr (6.25).

Table 3. Countries in the Clusters

Cluster-1 Cluster-2 Cluster-3
Australia Greece Latvia United Colombia
States
Austria Hungary Israel Costa Rica
Belgium Iceland Italy Mexico
Canada Lithuania Japan Turkey
. Luxembo
Chile urg Portugal
Czech Netherlan Slovak
Republic ds Republic
New .
Denmark Zealand Slovenia
Estonia Norway Spain
Finland Poland Sweden
Switzerla
France Ireland
nd
United
Germany Korea Kingdom

The USA, one of the developed countries,
constitutes Cluster 2. The cluster-2 has the highest value
of cum confirmed deaths (2,421), the share of GDP
(17.36), current PPPs (12,196), and deaths from chronic
respiratory diseases (37.72), and the lowest life
expectancy (76.4), out-of-pocket health expenditures
(10.70).

The cluster 3 comprises four developing countries:
Colombia, Costa Rica, Mexico, and Turkey. They have
the highest mean of out-of-pocket health expenditure
(23.00), diabet pr (12.13) and the lowest cum confirmed
cases (87,886), cum vaccinations (136.3), elderly
population (8.85), share of GDP, current PPPs (1,506),
smoking pr (15.00), alcohol consumption (3.43), HLT
(48.60), EPI (40.13).

Smoking pr and alcohol consumption values of
Cluster 1 and Cluster 2 are found to be very close to each
other (23.70; 23.00 - 9.21; 9.50, respectively). Likewise,
deaths from cardiovascular diseases also had very
similar values for the three clusters (158.97; 157.01;
158.68, respectively). In addition, developed countries
have the highest HLT and EPI, while developing
countries have the lowest.
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Table 4. Cluster mean of variables

Study Variable Clusterl Cluster2 Cluster3
Cum confirmed deaths 1,578 2,420 1,817
Cum confirmed cases 119,596 158,249 87,886

Cum vaccinations 171.82 157.20 136.30
Cum tests 2,966 2,155 628
Life expectancy 80.73 76.40 77.90
Elderly population 19.23 16.83 8.85

Share of gross

. 9.83 17.36 6.81
domestic product
Current PPPs 4,877 12,196 1,506
Out-of-pocl_(et health 18.00 10.70 23.00
expenditures
Smoking pr 23.70 23.00 15.00
Alcohol consumption 9.21 9.50 343
HLT 77.06 76.80 48.60
EPI 60.38 51.10 40.13
Deaths from chronic
respiratory diseases 20.72 3112 34.27
_ Deaths from 158.97 15700 158.68
cardiovascular diseases
Diabetes pr 6.25 10.70 12.13

4. Conclusion

COVID-19 has affected many people globally,
making it one of the most significant challenges to
humankind recently. Since the beginning of the
pandemic, various studies have been conducted to help
policymakers make better decisions for countries. The
study investigates and presents the topic using a robust
clustering technique and using various indicators related
the pandemic. Therefore, the study proposes to cluster
OECD countries using COVID-19, health,
socioeconomic, and environmental indicators.

This study uses the Kohonen SOM clustering
method to cluster 38 OECD countries based on COVID-
19 confirmed cases, deaths, vaccinations, tests, and
health, socioeconomic, and environmental variables.
The data set used in the study consists of 16 variables.
The study conducted a two-level approach of clustering
SOM: SOM and hierarchical clustering. Silhouette and
the Davies—Bouldin Index methods were used to decide
the optimal number of clusters, and the number of
optimal cluster is three.

Cluster 1 has 33 countries, with 31 developed and
two developing countries (Chile and Poland) showing
the lowest mean of confirmed COVID-19 deaths and the
highest confirmed cases, vaccinations, and tests. Cluster
2 consists of only USA. It distinguishes itself from other
countries by having the highest number of COVID-19
deaths. Cluster 3 contains four developing countries:
Colombia, Costa Rica, Mexico, and Turkey. It shows the
lowest number of COVID-19 confirmed cases,
vaccinations, and tests.

It is found that deaths from cardiovascular diseases
are not distinctive in separating clusters because it is the
leading cause of death for all countries in the World
(WHO, 2020). It has almost similar risks for all
countries. On the other hand, chronic respiratory disease
mortality is strongly associated with COVID-19
indicators and confirmed by several studies (Kumru et

al., 2022; Rizvi et al., 2021). The developed countries
have higher EPI and HLT, lower COVID-19 mortality,
confirming by other studies (Coccia, 2021; Rizvi et al.,
2021). However, The USA has the highest COVID-19
mortality, GDP, and health expenditures. Studies show
that the USA did not prevent COVID-19 cases
surveillance and provide equal health services during the
pandemic because of it substantial regional differences
(Bergquist et al., 2020; Bollyky et al., 2023). In
addition, Turkey is in the same cluster with three other
developing countries. Developing countries have lower
GDP, and health expenditures so their health system is
weak to deal with the pandemic (Coccia, 2021). The
COVID-19 statistics data is not also well documented in
developing countries because of their health system
(Levin et al., 2022).

The study differs from other literature to cluster
countries. (1) it uses COVID-19 cases, deaths, tests and
vaccinations, and related socioeconomic and
environmental indicators. (2) It uses an ANN-based
SOM clustering technique. Other studies have used
different clustering methods and variables when
investigating the hidden structures of COVID-19-related
factors across countries.

There were some limitations in this study. First, the
study examined only 38 OECD countries. Hence, the
results may not fully reflect global trends in COVID-19
and related factors. Second, our data set did not contain
all the variables related to the pandemic. Despite these
limitations, the study uses an ANN-based SOM two-
phased clustering approach with various related
COVID-19 features. It has focused on OECD countries
to have more quality comparatives especially for
Turkey’s situation. The hope is that the study helps
policymakers make regulations about emergencies in
our country and other countries and to plan new studies.
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Olay Kamerasi ile Verimli Konusma Sesi Tespiti icin
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Oz

Konugma sesi tespiti (KST), insan bilgisayar arayiizleri i¢in yaygin olarak kullanilan gerekli bir 6n-islemedir. Karmasik akustik arka
plan giirtiltiilerinin varlig1, biiylik derin sinir aglarinin agir hesaplama yiikii pahasina kullanimlarmi gerekli kilmaktadir. Gorii yoluyla
KST ise, arka plan giiriiltiisii problemi olmadigindan, tercih edilebilen alternatif bir yaklasimdir. Gorii kanali, ses verisine erisimin
miimkiin olmadig1 durumlarda ise zaten tek secenektir. Ancak, genelde uzun siireler araliksiz ¢aligmasi beklenen gorsel KST, video
kamerast donanim ve video verisi isleme gereksinimlerinden dolay1 6nemli enerji sarfiyatina sebep olur. Bu ¢aligmada, gorii yoluyla
KST igin, néromorfik teknoloji sayesinde verimliligi geleneksel video kameradan oldukga yiiksek olan olay kamerasinin kullanim1
incelenmigtir. Olay kamerasinin yiiksek zaman ¢6zliniirliikklerinde algilama yapmasi sayesinde, uzamsal boyut tamamen indirgenerek
sadece zaman boyutundaki orilintiilerin 6grenilmesine dayanan son derece hafif fakat basarili modeller tasarlanmistir. Tasarimlar,
zamansal alict alan genislikleri gozetilerek, farkli evrisim genlestirme tiplerinin, asagi-6rnekleme yontemlerinin ve evrisim ayirma
tekniklerinin bilesimleri ile yapilir. Deneylerde, KST nin ¢esitli yiiz eylemleri karsisindaki dayanikliklar 61¢iilmiistiir. Sonuglar, asagi-
orneklemenin yiiksek basarim ve verimlilik i¢in gerekli oldugunu ve bunun i¢in, maksimum-havuzlamanin adimli evrisim yontemiyle
asagi-Oornekleme yapmaktan daha iistiin basarim elde ettigini gostermektedir. Bu sekilde iistiin bagsarimli standart tasarim 1.57 milyon
kayan nokta islemle (MFLOPS) ¢alisir. Evrisim genlestirmesinin sabit bir faktorle yapilip asagi-alt 6rnekleme ile birlestirilmesiyle de,
benzer basarimla, islem gereksiniminin yaridan fazla azaldigi bulunmustur. Ayrica, derinlemesine ayrisgim da uygulanarak islem
gereksinimi 0.30 MFLOPS’a, yani standart modelin beste birinden daha asagisina indirilmistir.

Anahtar kelimeler: Konusma Sesi Tespiti, Olay Kamerasi, Verimli, Gorsel Konusma, Genlestirilmis Evrigim, Ayrilabilir Evrisim

Temporal Convolutional Networks for Efficient VVoice Activity Detection with
Event Camera

Abstract

Voice activity detection (VAD) is a widely used essential pre-processing for human-computer interfaces. The presence of complex
acoustic background noise requires the use of large deep neural networks at the expense of heavy computational load. Visual VAD is
a preferable alternative approach since there is no background noise problem. Also, the video channel is the only option when access
to audio data is impossible. However, visual VAD, which is generally expected to operate continuously for long periods of time, causes
significant energy consumption due to the requirements of video camera hardware and video data processing. In this study, the use of
the event camera, whose efficiency is much higher than the traditional video camera thanks to neuromorphic technology, was examined
for VAD through vision. Thanks to the event camera's detection at high time resolutions, the spatial dimension is completely reduced
and extremely lightweight but successful models that work only in the time dimension have been designed. Designs are made with
combinations of different types of dilated convolution, down-sampling methods, and separable convolution techniques, taking into
account temporal receptive field sizes. In the experiments, the robustness of VAD against various facial actions was measured. The
results show that down-sampling is necessary for high performance and efficiency, and for this, max-pooling achieves superior
performance than down-sampling with stepwise convolution. This high-performance standard design operates at 1.57 million floating
point operations (MFLOPS). By performing dilated convolution with a constant factor and combining it with down-subsampling, it
was found that the processing requirement was reduced by more than half, with similar performance. Additionally, by also applying
depthwise separation, the processing requirement was reduced to 0.30 MFLOPS, less than one-fifth of the standard model.

Keywords: Voice Activity Detection, Event Camera, Efficient, Visual Speech, Dilated Convolution, Separable Convolution
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1. Giris (Introduction)

Konusma sesi tespiti (KST), isitsel veya gorsel
konusma tabanli arayiizler ve sahne analizi i¢in dnemli
bir On-islemedir. Ses-temelli KST, konusma tanima,
konusmaci tanima, konusma sesi iyilestirme, konugmaci
giinliigii ¢ikarma, komut-kontrol gibi uygulamalarda
(Wang vd., 2023, Korkmaz ve Boyaci, 2023, Zhang vd.,
2016, Cubukcu vd., 2015) yaygin kullanilsa da bazi
sinirlamalar1 vardir. Arka plan giiriiltiisii baglica bir
glicliiktiir. Biiyiik derin sinir aglar1 (DSA'lar) ¢esitli
zorlu giiriiltii kosullarinda etkili ¢6ziim saglayabilse de
agir hesaplama yiikii ve enerji tiiketimine neden olurlar
(Zhang vd., 2016). KST birgok uygulamada 6n-isleme
olarak caligmasi gerektiginden yiiksek verimlilik 6nem
arz eder. Ote yandan, gorii yoluyla KST dudak
hareketlerinden = konusmayi  saptarken  akustik
giiriiltiiniin hicbir etkisi yoktur. Teknik nedenler veya
gizlilik ihtiyacindan dolay isitsel kanalin bulunmamasi
ise, isitsel VAD i¢in bir kisitlamadir; bu durumlarda tek
secenek gorii yoluyla tespit olabilir. Bahsedilen
nedenlerden dolayi, gorsel-isitsel veya yalnizca gorsel
kipte calisan KST yontemleri {izerine arastirmalar
yapilmaktadir (Ariav vd., 2018, Guy vd., 2020).

Bu aragtirmalar video kameralar kullanarak olduk¢a
basarili sonuglar elde edebilmislerdir. Ancak, genelde
uzun siireler araliksiz ¢aligmast beklenen goérsel KST,
video kamerasi donanim ve video verisi isleme
gereksinimlerinden dolayr 6nemli enerji sarfiyatina
sebep olur. Noromorfik mihendislik ilkeleriyle
gelistirilen ve yeni ortaya c¢ikan olay kameralarinin,
geleneksel video kameralara gore iistiin oldugu yonleri,
KST i¢in daha basarili ve daha verimli ¢6ziimlerin
gelistirilmesini saglayabilir. Olay kamerasinin, robotik
uygulamalarda, ucan gozlerde (drone), otonom
araglarda veya mobil cihazlarda geleneksel kameralara
gbre avantajli bir alternatif oldugu veya video
kamerasint tamamlayici bir gorii kanali oldugu zaten
birgok defa gosterilmistir (Gallego vd., 2022). Olay
kamerasinin basarisi, basit bir deyisle, “akilli piksel”
temelli bir algilama tekniginden kaynaklanmaktadir.
“Akilli piksel” tabiri, {izerine diisen 1s1k siddetinin
degisimini, diger piksellere bagl olmadan kendi bagina
saptayabilen pikseli ifade eder. Geleneksel kamera
piksellerinde bdyle bir mekanizma yoktur, sadece 151k
yogunlugu sayisal olarak 6rneklenir. Bu saptama olayz,
bir piksel-olay1 olarak kodlanarak arabirim {izerinden
aktarilir. Olay kamerasina 6zgii bu asenkron tetiklenen
piksel-olaylar1 sayesinde ¢ok yiiksek zamansal
¢Oziintirliik, diisiikk gecikme, diisiik giic gereksinimi ve
yiiksek dinamik aralik gibi 6nemli avantajlar elde edilir.
Bu avantajlar, olay kameras1 temelli KST 6n-iglemesi
sayesinde, daha verimli ve basarimli yeni nesil gorsel
veya gorsel-igitsel uygulamalarim gelistirilmesinin
Oniinii agabilir.

Gorsel KST problemi ile yakindan ilgili olarak, insan
yiizii isleme alaninda olay kameras1 ile yapilan
caligmalar mevcuttur. Omegin, olay kamerasi
kullanilarak gerceklestirilen otomatik dudak okumanin,
geleneksel kamera bagarimmni geride birakabilecegi
gosterilmistir (Tan vd., 2022). Bu sonug, dinamik
ortintiilerin yiiksek zaman ¢oziiniirliigii ile algilanmasi
sayesinde gerekli bilginin korunmasi arglimani ile
aciklanabilir. Ornegin, gercek hayattaki bdyle bir
uygulamada, bir KST o6n-isleme biriminin devreye
girmesiyle, gereksiz yere islemci mesgul eden ve enerji
harcayan DSA hesaplamalariin yapilmasmin Oniine
gegilebilir ve konugma digindaki gorsel aktivitelerin
yanlis dudak okumaya neden olmasi 6nlenebilir. Bagka
bir uygulama olarak, 6rnegin, konusma dinamikleri
Ogrenilmesi yoluyla kisi tanima ele alinabilir. Olay
kamerasinin konusma dinamigi temelli kisi tanimadaki
avantajlart  gosterilmistir  (Moreira vd., 2022).
Konusmaci sesi iyilestirme (Arriandiaga vd., 2021) gibi
calismalarla ornek uygulamalar ¢ogaltilabilir. KST,
benzeri biitlin uygulamalarda gerekli bir 6n-iglemedir ve
ayrica, akustik ses isleme gibi olay kamerasinin
kullanilmadigi uygulamalarda da aktivasyon o6n-
islemesi olarak gorev alabilir.

Bu c¢alisma, bu tiir sistemleri olanakli kilabilmek
i¢in, kaynak gereksinimi ¢ok diisiik seviyede olan ve
buna ragmen etkili olarak caligilabilen yontemlerin
gelistirilmesi iizerinedir. Gorii verileri, sahnedeki
aktiviteye uyumlu olarak yiiksek zaman
¢ozinirliklerinde seyrek yapida olustugundan, sadece
zaman boyutundaki degisim Oriintiilerinin 6grenilmesi
yoluyla KST gelistirilmesi hedeflenmistir. Burada ana
fikir, uzamsal boyutu tamamen indirgeyerek islem
yiikiinden biiyiik oranda tasarruf edebilmektir. Agiz
bolgesindeki  piksel-olaylarmimn  uzamsal  boyutu
tamamen indirgenerek ve sadece zamansal eksende
orintii tanima yaparak, ¢ok diisiik gereksinimli fakat
yiiksek basarimli  siniflandiricilar  hedeflenmistir.
Konusma dinamigi oOriintli Ozniteliklerini &grenme
yoluyla ¢ikarmak i¢in ise zamansal evrisimli aglar
uygulanmistir. Bunun sebebi, 0z yinelemeli ve
dontistiiriicii sinir aglarina kiyasla ¢ok daha verimli
calismalar1 ve ¢ok biiylik olmayan veri kiimelerinde en
iyilemesi nispeten kolay olmasidir (Bai vd. 2018). Farkli
evrisim tekniklerini kullanan tasarimlar olay kamerasi
temelli KST problemi ig¢in smanmigtir. Asagi-
ornekleme, genlestirme, derinlemesine ve gruplamali
ayrilabilir evrisim teknikleri kullanilarak ve zamansal
alic1 alanlar1 analiz edilerek tasarimlar yapilmistir.
Zaman ekseninde maksimum havuzlama yoluyla agagi-
ornekleme yapilarak c¢esitli yiiz eylemlerine karsi
giirbiiz ¢aligan ve yliksek basarimlara ulagan bir standart
tasarim  Onerilmistir.  Evrisim  genlestirme  ve
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derinlemesine ayirma yapilarak da bu standart yonteme
gore bes kattan fazla iglem kazanci saglanmistir.
Makalenin geri kalaninda, 6nce Boliim 2’de ilgili
caligmalara yer verilir. Bolim 3’te, uzamsal alan1 agiz
bolgesinde indirgeyen piksel-olay1 temsil modeli ve
Onerilen ¢esitli zamansal evrisim teknikleri ve
tasarimlar1 anlatilir. Bolim 4’te, verimlilik artirma
tasarimlarinin  bagsarim ve islem yikleri sunularak
basarim ve verimlilik acilarindan en iyi modeller
saptanir ve konusma digindaki yiiz dinamiklerine karsi
dayanikliklar1 ayr1 ayri Slgiiliir. Son olarak Boliim 5’te,
elde edilen bulgular 6zetlenerek ana sonuglar verilir.

2. Tlgili Cahsmalar (Related Work)

Geleneksel kameralarla yapilan oOnceki KST
¢alismalar1 akustik ortam giiriiltiisiine kars1 dayaniklilig
artirmak i¢in, bircok defa gorsel-isitsel ¢oziimler
onermislerdir (Ariav vd., 2018, Ghaemmaghami vd.,
2015). Ancak, isitsel veriler olmadigi durumlarda, KST
icin tek segenek video verileri olabilir. Gorii yoluyla
KST igin, Patrona vd. (2016) optik akis ve goriintii
gradyan1 tanimlayicilart ile gorsel-kelime-gantasina
dayali bir teknik Onermistir. Guy vd. (2020)
Ozyinelemeli aglari dogrudan yiiz nirengi noktalarina
uygulamis ve optik akig oriintiilerini evrisimli aglar ile
modellemislerdir.

Yakin ¢ekim yiiz sahnelerinde yapilan KST
caligmalarinin yaninda, birden fazla insan viicudunu ve
diger on plan nesnelerini igeren, arka plan karmasikligi
fazla olan ¢ok genis agili sahnelerde konusma ile ilgili
yliz ve viicut kisimlarint saptayan KST caligmalar1 da
vardir (Sharma vd., 2019, Shahid vd., 2021). Bu
kapsamdaki biitiinlesik mekansal lokalizasyon ve KST
problemi daha zorlu oldugundan, ¢ok daha karmasik
modellerin kullanilmasini gerektirir. Ek olarak bunlarin
uygulama alanlar1 bu makalenin hedeflerinden daha
farklidir. Dolayisiyla, bdyle biitiinlesik problemler bu
¢alismanin kapsami digindadirlar.

Diger taraftan, néromorfik sensorler, kendilerini
sahne aktivitesine uyarlayarak ve sikistirilmis seyrek
algilama  gerceklestirerek  ¢ok  yiiksek  zaman
¢Oziinirligi, enerji verimliligi ve yliksek dinamik
araligl avantajlart sunarlar (Gallego vd., 2022).
Geleneksel sensor, tiim piksellerdeki 1s1k yogunlugunu
es zamanli olarak orneklediginden bu o&zelliklerden
mahrumdur. Noromorfik sensdr ise, bir piksel
iizerindeki 151k yogunlugunda bir miktar degisiklik
tespit ettigi anda, diger piksellerle es zamanli olmayan
bir piksel-olay1 olusturur. Bu yeni algilama teknolojisi
birgok basarili uygulamanin gelistirilmesini saglamistir.
Ornegin, nesne smiflandirma gorevlerinde (Deng vd.,
2022, Kim vd., 2022, Schaefer vd. 2022, Gehrig vd.,
2019), el hareketi isaretlerinin taninmasinda (Amir vd.,
2017), yiiriime bigimi tanimada (Wang vd., 2019, Wang

vd., 2022), nesne saptamada (Li vd., 2022, Schaefer vd.,
2022, Perot vd., 2020) ve izlemede (Zhang vd., 2022),
otonom siiriis i¢in direksiyonu dénmesini tahmin etmek
amaciyla (Maqueda vd., 2018), kamera poz takibi
(Gallego vd., 2018) ve optik akis tahmini icin
(ParedesValles vd., 2021, Gehrig vd. 2019)
kullanilmistir. Ayrica, olay kamerasi verilerinden video
geri-catim isleminin bagarili bir sekilde yapilabilecegi
gosterilmis (Zhu vd., 2022, ParedesValles vd., 2021,
Rebecq vd., 2019) ve, standart videolarda hareket
bulanikligin1 gidermek i¢in olay kamerast kullanimi
(Tulyakov vd., 2022, Pan vd., 2019) 6nerilmistir.
Konusma artikiilasyonlarinin dinamik &riintiilerinin
tasidigi bilgi seviyesi son derece yiiksek olabildiginden,
olay kamerasinin zamansal ¢oziiniirlik avantajindan
faydalanmay1 ilke edinen cesitli konusma isleme
aragtirmalar1 yapilmistir. Caligmalarin birgogu, basarimi
artirmak igin isitsel ve gorsel sinyallerin birlesimine
odaklanmistir. Neil vd. (2016) ve Li vd. (2019) gorsel-
isitsel konusma tanima i¢in DSA’lar araciligiyla gorsel
olay verilerini ses kipiyle birlestirmig; Savran vd. (2018)
bir gorsel uzam-zamansal filtreyi isitsel DSA ile
birlestirerek giiriiltiilii akustik ortamlarda konugma sesi
algilayici basarim ve verimliligini artirmis; Arriandiaga
vd. (2021) konusmaciy1 ayirarak konugma iyilestirme
yapmak amaciyla yiliz nirengi noktalarinda optik akis
kestirimi yapmustir. Yakin zamanda, Tan vd. (2022) en
giincel video dudak okuma yontemlerini geride birakan
tistiin dudak okuma basarimlar elde etmis ve, Savran
(2023a) ses aktivitesi bulma i¢in tamamen evrigimsel
DSA o6nermistir. Bunlarin disinda, goz kirpma saptama
(Lenz vd., 2020, Ryan vd., 2021), yiiz pozu hizalama
(Savran ve Bartolozzi, 2020, Savran, 2023, Savran,
2023b), yiiz bulma (Barua vd., 2016), kimlik tanima
(Moreira vd., 2022) ve ifade tanima (Berlincioni vd.,
2023) gibi gorsel konugmanmin yani sira gesitli olay
kamerasi temelli yiiz isleme ¢aligmalar1 da mevcuttur.

3. Yontem (Methodology)

Onerilen goérsel KST, Sekil 1°de gdsterilmektedir.
Once piksel-olaylar1 verisi kullanilarak agiz bolgesi olay
yogunlugu kestirimi yapilir, bdylece konusma sesi ile
ilgili gorsel veriler g¢ok diisik boyutlu ve DSA
islemlerine uygun bir forma indirgenir. Bu temsil bigimi
Boliim 3.1°de anlatilmaktadir. Sonra evrisimsel sinir ag1
govdesinde 6znitelikler ¢ikarilir ve bag kisminda tahmin
yapilir. DSA’nin govde kismi, Bolim 3.2 ve Boliim
3.3’te anlatilan teknikler uygulanarak modellenir.
Boliim 3.2°de, alict alani biiyiitiirken karmagiklig fazla
artirmayan model mimarileri ve Boliim 3.3’te de, islem
ylikiinii azaltan modellerler agiklanmaktadir. A§ mimari
tasarimi ise Boliim 3.4’te yapilir.
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3.1. Gorsel Olay Yogunlugu Crkarumi (Visual Event
Intensity Extraction)

Bir piksel-olayi, sensor pikselindeki logaritmik 1s1k
yogunlugu degisimi belli bir esik degerini astig1 anda,
diger sensor piksellerinden bagimsiz olarak, yani
asenkron olarak, bir tetiklenme sonucu olusur (Gallego
vd., 2022). Piksel-olay1, degisimin pozitif veya negatif
yonde oldugunu belirten ikili polarite degiskeni p,
sensoOr diizlemindeki konum (X,y) ve, zaman etikteki t
bilgilerini igerir. i indeksli piksel-olay1 bir e! =
(x%, yi, th, pb) cok-o6gelisi ile ifade edilir. Dudaklar ana
konusma artikiilatorleri oldugundan, ses aktivitesinin
dinamik gorsel Oriintiilerini elde etmek i¢in agiz
bolgesindeki piksel olaylarinin yogunlugu zaman ekseni
boyunca hesaplanir. Bu temsilin yalnizca iki kanali
vardir; biri pozitif, digeri negatif degisim kutbu i¢indir.
Boylece, agiz bolgesi lizerindeki uzamsal alan tamamen
indirgenerek zaman ekseninde degisen sadece iki
boyutlu bir gosterim elde edilir.

Agiz bolgesi, yiiz nirengi noktalar1 kullanilarak
cikartlir. Agiz merkez noktasi bu bolgenin merkezi
olarak almir. Dikdortgen biciminde bir referans
koordinat sistemi iizerinde bolge sablonu tanimlanir. Bu
calismada, dikdortgen uzunluk-genislik orani % olarak
belirlenmigtir. Ancak, agiz bdlgesinin iki boyutlu
izdiistimi degisen yiiz pozu nedeni ile bi¢im degistirdigi
i¢in, sablonun degisen poza gore hizalanmasi gerekir.
Hizalama igin, g6z ve agiz merkez noktalarini temel alan
2 boyutlu afin poz kestirimi yapilir (Savran ve
Bartolozzi, 2020). Her an i¢in degisen bu afin doniisiim,
dikdortgen sablonu her seferinde o anki poza uygun bir
dortgene dondstiiriir. Boylece, bilyiikk pozlar altinda
dahi, konusma eylemi ile en ilgili piksel-olaylarini
kullanilmast saglanir. Sekil 2’de 6rnek agiz bolgeleri
gosterilmektedir.

Piksel-olaylar1 yiginlanarak istenen bir zaman
¢ozliniirliigiinde olay yogunlugu 6rneklenir. Bunun igin
dogrusal interpolasyona dayanan ve olay diirtii-tensorii
olarak da bilinen gosterimin (Gehrig vd., 2019) uzamsal
olarak indirgenmis 6zellesmesi, zamanla degisen agiz
alan1 normalizasyonu yapilarak uygulanir. Agiz alani
normalizasyonu, goriintii diizlemindeki bdlgenin poza
bagl biiyliyiip kiigtilme farkliliklarina kars1 degismezlik
kazandirmak icin yapilir. Boylece, agiz iizerindeki
toplam piksel-olay1 sayis1 yerine, agiz bolgesindeki olay
yogunluguna gore analiz yapilir. Asagida formiilii
verilen bu gosterimde M agiz bolgesindeki olay
indekslerinin kiimesini, N toplam olay sayisini, T
zamandaki Ornekleme igin (yani zamansal niceleme
icin) bir klipte kullanilan zaman selelerinin toplam
sayisini, t sele indeksini, A, de t anindaki agiz bolgesi
alanini ifade eder. Bu sayede her klip, ifadesi

I € R?*T )

e = A%(Zi;i:p,i enmax(0,1— |t — tlL’D) @)

ti—to

th=T-1 55 3)

seklinde olan bir olay yogunlugu zaman dizisi | matrisi
ile temsil edilir. Bu caligmada, 10 ms genigliginde
zaman seleleri iizerinde 10 ms boyunda adimlarla
hesaplama yapilarak olay yogunlugu dizileri hesaplanir.
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Sekil 1. Olay kameras1 konugma sesi tespitinin blok semast
(Event camera voice activity detection block diagram)

3.2. Alict Alan Genisletme Modelleri (Receptive
Field Widening Models)

Evrisimsel sinir ag tasarimlarinda sik kullanilan alici
alan (receptive field) terimi, sinir biliminden
gelmektedir. Alict alan, kisaca, sinirsel bir yanit
iiretilebilmesi igin algi uzayinda gereken bdlgenin
genigligidir.  Evrisimsel aglarda ise, evrisim
katmanlarindaki faydali Oznitelik ciktilarim
olusturabilen girdi sinyalindeki alan genisligi olarak
tanimlanir. Alict alanin genisligi ve nasil genisletildigi
bir evrisimsel model mimarisinin basarimini belirleyen
baslica faktorlerdendir. Temel mimaride her ne kadar
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agin bas kisminda tiim girdi alan1 kullanilabilir olsa da,
govdede olusturulan zamansal Oznitelikler kisith bir
alandaki oriintiileri yakalayabilmektedirler. Dolayisiyla,
zamansal alic1 alani etkili ve ayn1 zamanda verimli bir
sekilde genisleterek kullanislt 6znitelikler ¢ikarabilmek
i¢in farkli yontemlerin incelenmesi gerekir.

En basit olarak, evrisim c¢ekirdeginin genisligini
artirmak dogrudan alic1 alan1 genisletir. Ancak ¢ekirdek
genigligindeki artig alici alan genisligindeki artisa esit
olacagindan, bu yontem son derece verimsizdir ve asiri
sayida parametre (sinir baglant1 agirliklar1) gerektirmesi
0grenme problemini ¢ok zorlastirir. Bundan dolay1 bu
yontem higbir ¢alismada kullanilmamistir. Aksine
modern mimariler en kiigiik ¢ekirdek genisligi ile
derinligi artirmayi ilke edinmiglerdir. Daha derin aglar,
daha ¢ok aktivasyon fonksiyonunu da kullanmayi
sagladigindan, O6grenmenin  basarisini  artiran
dogrusalsizlik derecesini de yiikseltirler. L sayida
evrisim katmanina sahip bir mimaride, eger her
katmandaki ¢ekirdek genisligi k ise, en son katmanin
girdi katmani tizerindeki alic1 alaninin genisligi

RF=1+ (k—-1L (4)

formiilii ile hesaplanir. Denklem 4’ten goriildiigii lizere
katman sayisi ve alici alan arasinda faktori k-1 olan
dogrusal bir iligki vardir. Daha hizli, yani daha az sayida
katman ve parametre ile, benzer alici alan genisliklerine
asagi-Ornekleme  yoluyla ulasilabilir.  Evrisimsel
aglarda, maksimum-havuzlama ve adimli-evrisim
olmak tizere iki yaygin asagi-ornekleme yoOntemi
kullanilir.  Adimli-evrisimde,  evrisim  ¢ekirdegi
kaydirilirken standart bir birimlik kaydirma yerine daha
bliyik bir tamsayr kaydirma miktar1 kullanilir.
Maksimum-havuzlamada ise, ¢ok ufak bir alanda en
biiyiik degeri secen bir dogrusal-olmayan ara hesaplama
katmani eklenir ve havuzlama penceresi de birden
bliylik tamsayr bir adimla kaydirilir. Katmandan
katmana degisen c¢ekirdek ve adim genislikleri ile
genellestirilmis alici alanin kapali ¢oziimii

RF =1 + ¥k, ((k, — DIt s)) ®)

oldugu gosterilebilir (Araujo vd., 2019). Burada s, her
iki yontemdeki adim boyudur. Sabit K ve s igin, birden
biiylik adimlar oldugunu varsayarsak, asagidaki formiilii
toplam serisi kuralina gore elde ederiz.

sk-1
s—1

REF=1+4 (k—-1) (6)

Alict alani hizla biiyiitmek i¢in daha farkli bir yol ise
genlestirilmis evrisim uygulamaktir (Yu ve Koltun,
2016). Genlestirilmis evrisimin standarttan farki, bir

ciktt noktasindaki evrigim yanitint hesaplarken belli
girdi noktalarmin atlanarak ¢ekirdek ¢arpiminin
yapilmasidir. Genlesme faktérii d olsun. O zaman
ardistk her girdi noktasi ¢ifti arasinda d-1 nokta
atlanarak evrigim uygulanir. Genlestirilmis evrisimde
cekirdek genislemez fakat girdi sinyali iizerinde
kapsadigi sinirlar, bir nevi her araya d-1 tane delik
konularak suni olarak genisletilmis olur. Dolayisiyla bir
¢iktt noktasinin hemen altindaki girdi katmaninda
kapladigr alan, standart evrisimdeki k yerine,

K=1+ (k—1)d @

olur. Dolayisiyla, eger Denklem 4’te yerine koyarsak
alic1 alan1
RF =1+ (k—1)dL (8)

seklinde elde ederiz. Literatiirde genlestirmeyi daha da
hizli yapabilmek icin tercih edilen bir yontem de
genlestirmeyi istel olarak yapmaktir (Rethage vd.,
2018). Genlestirme faktor tabanina m dersek, katman
endeksine gore genlestirme faktorii d = m'~! olur. Bu
ifadeyi Denklem 7°’de yerine koyup sonucunu da
Denklem 5°te yerine koyarsak, adim genisligini s =
1 oldugu takdirde, toplam serisi uygulamasiyla alic1 alan
formiilii

mbl-1
m-1

RF=1+(k—1)

©)

olarak elde edilir. Ayrica, birden farkli adim genisligi
i¢in alic1 alanin

(sm)l—1
sm-1

RF =1+ (k- 1) (10)

oldugu gosterilebilir. Bolim 3.4.’te uygun tasarim
parametreleri saptanarak, burada gosterilen ¢esitli alict
alan genigletme yontemleri Boliim 4.3.’te verimlilik ve
basarim agilarindan degerlendirilirmistir.

3.3. Derinlemesine ve Gruplamali Ayrilabilir
Evrigsim Modelleri (Depthwise and Groupwise
Separable Convolution Models)

Derinlemesine  ayrilabilir ~ evrisim  ydntemi,
MobileNets (Howard vd., 2017) ile yaygin kullanimi
ortaya ¢ikan, ¢ok cesitli gorevlerde yiiksek verimlilik
kazandirdig1 gosterilen bir yontemdir. Burada kullanilan
derinlemesine terimi kanal ekseni iizerinde yapilan
anlamina gelir. Bu yontem ile, ¢ok kanall1 evrisimler tek
kanall1 evrisimlere ayrilma yoluyla faktoérize edilerek,
kanal sayisiyla orantili islem tasarrufu saglanir. Iki
asamada gerceklesir. Ilk olarak, her bir girdi kanalina
0zgii ayr bir filtre uygulanir. Bu ilk islem derinlemesine
evrisimdir ve bu asamada girdi kanallar1 arasindaki
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herhangi bir etkilesim oriintiisii 6grenilmez. Ikici
asamada ise, tam tersi sekilde, kanallar arasindaki
etkilesimi 6grenen fakat girdi alani iizerindeki oriintiileri
algilamayan  noktalamasma evrisim  (pointwise
convolution) uygulanir. Noktalamasma evrigim, girdi
alaninda sadece bir birim kaplayan evrisimdir. Bu
evrisim filtresi, sadece tek bir girdi noktasindaki kanal
degerlerinden  hedeflenen ¢ikti  kanal  sayisii
olugturacak sekilde ayarlanir. Boylece, normalde ¢ok
kanalli girdi ve ¢iktilar icin uygulanan tek bir biiytiik
filtre yerine, ¢ok daha az parametre sayisina sahip olan
kanala 6zgii filtreler ve ardindan da, kanallarin dogrusal
birlesimini  gergeklestiren = noktalamasina  filtre
uygulanmasiyla ayn1 gorevin daha verimli bir sekilde
yerine getirilmesi saglanir.

Bir evrisim katmaninda filtre genisligi K, girdi kanal
sayist M ve ¢ikt1 kanal sayis1 N olsun. O zaman standart
yontemde toplam evrisim parametre sayist M X K X
N olur. Eger c¢iktt alan genisligi de T ise, evrisim
hesaplama yikii de M X K X N X T  olur.
Derinlemesine evrisimde ise, M = N olur ve her kanal
icin ayri filtre uygulandigindan M X K parametre gelir.
Noktalamasina filtreden dolayr da M X N parametre
oldugundan, sonucta toplam parametre sayist M X
(K + N) olur. Dolayisiyla derinlemesine evrisimin
toplam hesaplama yikii M X (K + N) x T olarak
bulunur. Béylece hesaplama azalma orani

MX(K+N)XT

1
—+
MXKXNXT N

(11)

S

seklindedir. Filtre genisligi K genelde ufak sabit bir
degerdir. Tipik olarak K=3 degeri i¢in, iki ii¢ kat
arasinda bir hesaplama kazanci elde edilir.

Kanallar iizerinde faktdrizasyon yaparken diger bir
secenek de her bir kanal yerine, kanallar1 gruplandirip
her bir kanal grubu i¢in bir filtre kullanmaktir, yani
gruplamali evrisim uygulamaktir (Krizhevsky vd.,
2012). Derinlemesine evrigimle ayni sekilde yine ikinci
asamada noktalamasina evrisim uygulanarak ayrilabilir
gruplamali evrisim gergeklestirilir. Dolayisiyla, G tane
grup kullanildiginda gruplamali  evrisim toplam
parametre sayist

GXM/GXM/GXK=M*xK/G (12)

ve noktalamali evrisim toplam parametre sayist
M X N oldugundan, toplam parametre sayisi

M x (—g:i) olur. Boylece, Denklem 11°de yaptigimiz

gibi hesaplama azalma orani

MX(MXK/G+N)XT (13)
AI/\I/IXKXleT

=—+- (14)
GXN K

olarak bulunur. Burada grup sayisimni artirarak
hesaplama kazancini artirabildigimiz ve kanal sayisini

M’ye esitlersek de en fazla kazang olan Denklem 1’°deki
sonucu elde ettigimiz goriiliir. Hesaplama yiikiinii
azaltirken basarim diisebileceginden, Bolim 4.4°te
farkli grup sayilarina bakilarak hesaplama ve basarim
degerleri incelenmistir.

3.4. Ag Mimarileri (Network Architectures)

Sekil 1’de gosterilen govde ve tahmin edici bas
kisimlar1 igin farkli tasarimlar ele alinabilir. Tahmin
edici bas kisminda, govdede elde edilen zamansal
Oznitelikler tizerinden siniflandirma gergeklestirilir. Bu
tir gorevler icin siklikla ¢ok-katmanli algilayict
kullanilir. Ancak, g¢ok-katmanli algilayicilara gerek
olmadan yiiksek basarimlarin elde edilebilecegi
gosterilmis ve yayginlasmistir (Szegedy vd., 2015). Bu
tir modellerde Once, bitiinsel ortalama havuzlama
yoluyla ¢ok kanalli olan biitiin alan kanal sayisini
degistirmeden indirgenir ve sonra, dogrusal katman
uygulanarak istenen hedefler tahmin edilir. Dolayisiyla
cok katmanli modellere gore oldukga basittir ve hiper-
parametre gerektirmez. Bu calismada, bu en basit
tahmin edici bas tasariminin yiiksek KST basarimi elde
ettigi goriildiigl i¢in karmagikligi daha yiiksek olan ¢ok-
katmanli tasarimlarin kullanilmasina gerek
duyulmamustir.

Govde tasariminda ilke olarak, her bir yukari
katmanda bir birimdeki 6znitelik miktarini yani kanal
sayisini artirmak ve boylece daha zengin bir temsil elde
etmek hedeflenirken, agsagi-ornekleme ile de aktivasyon
hacminin asir1 bilylimesinin 6nlenmesi hedeflenmistir;
¢linkii aktivasyon hacminin fazla biiylik olmasi iglem
yiikiini ciddi oranda artirmaktadir. Bu uygulama,
sayisal bilgisayar donanimi ig¢in elverisli olan ikili
sisteme gore

= 21+l (15)

parametrizasyonu ile yapilir. Burada, | katman indisidir
ve girdi katman1 da zaten iki kanalli oldugundan ¢, =
2’dir. Evrisim, genisligi 1i¢ olan ¢ekirdekler
kullanildiginda aktivasyon hacmini ikinin Kkatlar
seklinde olmasin1 saglamak amaciyla, bir birim
genisligindeki sifir-dolgulama ile yapilir. Her katmanda,
evrisimden sonra ReLU aktivasyonu uygulanir.
Aktivasyon alanini indirgemek i¢in, Bolim 3.2.’de
anlatilan farkli alict alan genisletme modelleri
uygulanir. Bu calismada, SE olarak adlandirdigimiz
standart model, asagi-ornekleme indirgeme faktori,
yani adim genisligi s=2, ile maksimum-havuzlama
yapilan model anlamma gelmektedir. Maksimum-
havuzlama yerine dogrudan adimli evrisim ile ayn1 adim
genigligi, literatiirde tamamen evrigimsel, yani TE
modeller ile yaygindir (Long vd., 2015). Bolim 4.4’te
bu modeller karsilastirilir. Bu iki modelin algisal alan
geniglikleri Denklem 6 ile hesaplandiginda, k=3
oldugundan, katman sayisina bagli olan formiil

Journal of Intelligent Systems: Theory and Applications 7(2) (2024) 102-115 107



L_
RF =1+ @-1)>==21-1 (16)

olarak bulunur. Asagi-6rnekleme yapmayip, sadece
iistel genlestirme yaptigimizda (UGE), eger Denklem
9’da m=2 olarak alirsak, yine Denklem 16’daki aym
alici alan iligkisini elde ederiz.

Genlestirme yolu ile alict alan1 genisletip ve ayni
zamanda asagi-Ornekleme yapan iki farkli genlestirme
modeli uygulanir. Bunlar sabit genlestirme ve iistel
genlestirme modelleridir. Genlesmis filtre genisligi
Denklem 7 ile hesaplanir. Béylece, sabit genlestirme ve
asagi-ornekleme icin (GSE), d=2, s=2 ve, k=3
oldugundan, Denklem 6 ile ifade edilen alict alan
formiiliine gore

K=1+3B-1)2=5 17
RF=1+(5-1)22 (18)
=22 3 (19)

bulunur. Alic1 alant artan katman sayisiyla ¢ok daha
hizli biiyiiten iistel genlestirme ve asagi-ornekleme igin
(UGSE) ise, m=2 i¢in d = 2!~ olur ve Denklem 10’da
m=2, s=2 ve k=3 i¢in

RF =1+ (k- 1) 222 (20)
= (1422413 1)

Tablo 1. Evrisimsel (E.) modellerin kisaltmalari
(Abbreviations of the convolutional (E.) models)

Kisaltma Agilim

SE Standart Evrigimsel

TE Tamamen Evrisimsel

UGE Ustel Genlestirilmis E.

UGSE Ustel Genlestirilmis Standart E.
GSE Sabit Genlestirilmis Standart E.
ASE Ayrilabilir Standart E.

GASE Sabit Gen. Ayrilabilir Standart E.

Diger taraftan, verimliligi daha da artirabilmek igin,
Bolim 3.3’te anlatilan derinlemesine ayrilabilir ve
gruplamasina  ayrilabilir  evrigimsel  tasarimlari
uygulanir. Gruplamasina evrisim uygularken, ikinin
katlar1 seklinde iistel olarak farkli grup sayilar ile
tasarimlar degerlendirilir. Ayrica, en verimli modeli
arastirirken,  genlestirme ve aymrma  teknikleri
birlestirilerek, genlestirilmis ayrilabilir evrisim en fazla
verimlilik i¢in incelenmistir. Tablo 1°de, bu ¢alismada
degerlendirilen biitiin  tasarimlar listelenmektedir.
Boliim 4’te, burada anlatilan biitiin tasarimlar ile
karsilagtirmali degerlendirmeler sunulur.

4. Deneyler (Experiments)

Bu béliimde dnce deneylerde kullanilan veri kiimesi
Bolim 4.1°de anlatilir ve egitim parametreleri Boliim
4.2°de verilir. Boliim 4.3 te farkli alic1 alan modellerinin
basarimlar1 ve Bolim 4.4’te farkli verimlilik artirma
modellerinin bagarimlar1 karsilastirilarak incelenir.
Boliim 4.4’te ise modellerin basarim karakteristikleri
detayli bir sekilde analiz edilir.

On yuz konusma
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Sekil 2. Ornek anlik histogram gorsellestirmeleri ve
hesaplanan ag1z bolgeleri (Example histogram visualization
snapshots and computed mouth regions)

4.1. Veri kiimesi (Dataset)

Deneylerde  kullanilan ~ veri  kiimesi MHz
mertebelerindeki zaman ¢ozliniirliigline erisen ve 304 x
240 piksel ¢oziinilirligiine sahip bir olay kamerasi ile
olusturulmustur (Savran vd., 2018). Toplam 486 tane
klip vardir. Kliplerin 324 tanesi konugma sesi igermekte,
geri kalan 162 tanesi ise igermemektedir. Sesli klipler
konugsma isleme c¢aligmalarinda siklikla kullanilan
fonetik olarak zengin TIMIT (Wrench 2006)
metinlerinden olugsmustur. Konusma Kkliplerinin 54
tanesinde kafa donmesi hareketleri de vardir ve kisiler
acili pozda konugmuslardir; diger konusma klipleri 6n
yiiz seklindedir. Konusmasiz klipler, konusmaya
benzeyen agiz hareketlerini de igeren gesitli eylemler
icermektedirler. Bunlar dudak yapistirma seklinde agip
kapama, dudak 1sirma, giiliimseme, c¢ene iistiine
parmakla dokunma, eli yiiz lizerinde gezdirme ve agiz
acarak nefes alma gibi yliz kapatma hareketleri ve, {i¢
eksende farkli hiz ve tekrarlama sayilariyla yapilan kafa

Journal of Intelligent Systems: Theory and Applications 7(2) (2024) 102-115 108



donmesi hareketleridir. Bu eylemleri iceren ornekler
Sekil 2’de gosterilmektedir. 18 kisiden toplanan veri
kiimesinde, klip say1 ve tipleri aynidir ancak igerikler
farklidir. Konugmali kliplerde TIMIT ciimleleri kisiden
kisiye degismektedir ve konusmasiz kliplerde kisiler
belirtilen eylemleri istedikleri gibi gerceklestirmislerdir.
Biitiin kliplerde ses kanali gorsel kanal ile senkronize
edilmistir. Ayrica, kliplerin goz ve agiz merkezleri
isaretlenmigtir. Cesitli pozitif ve negatif 6rnek klipler
ses dalga bicimleri ve olay yogunluk grafikleri ile Sekil
3’te gosterilmektedir. Deneylerde iki kisi gegerleme ve
dort kisi test kiimesi i¢in ayrilmistir.

4.2. Egitim Parametreleri (Training Parameters)

Kullanilan 6grenme kayip fonksiyonu agirlikli ikili-
gapraz-entropi-logits fonksiyonudur. Burada
agirliklandirma, pozitif ve negatif siif Ornek
miktarlarmin 6grenmedeki etkilerini dengeleyebilmek
icin, kayip fonksiyonunu hesaplarken smif Ornek
sayisina ters orantili agirlik ¢arpani uygulanarak yapilir.
Ayrica, olay yogunlugu girdi kanallar1 iizerinde standart
normalizasyon yapilir. Egitimler i¢in, 32 kliplik y1gmlar
iizerinden ADAM en iyilemesi 1073 sabit 6grenme
orani ile calistirilir. Farkli uzunlukta klipler ile bir y1gin
tensorii olusturabilmek icin sifir-dolgulama yapilarak
sabit 1024 ornekli klipler elde edilir. Her bir drnek 10
milisaniyeye denk diistiiglinden, sabit klip uzunlugu
yaklagik 10 saniyedir. Egitimler, ayrilabilir evrigim
modelleri haricinde varsayilan olarak sabit 50 devirlik
dongiilerle yapilmistir; ayrilabilir evrisim modellerinde
ise, yakinsamanin daha uzun siirdiigii goriildiigiinden
100 devirlik dongiilerle yapilmustir.

4.3. Alict Alan Genisletme Modellerinin
Degerlendirilmesi (Evaluation of the Receptive Field
Widening Models)

Tablo 2’de farkli evrisimsel modellerin katman
sayilarina gore degisen alict alanlart gosterilmektedir.
SE ve UGE’nin alici alanlarmm esit oldugu
goriilmektedir.  Yani  sadece  asagi-Ornekleme
yapildiginda (SE) ve asagi-ornekleme olmadan istel
genlestirme yapildiginda (UGE) alici alanlar esit
¢tkmaktadir. Bunun nedeni, Boliim 3.4°te anlatilan
tasarimlarin Denklem 19’daki ayni iliskiye varmasidir.
Diger taraftan, sabit genlestirme ile beraber asagi-
ornekleme yapildiginda (GSE), Denklem 22’den dolay1
yaklagik iki kat daha fazla alan genisligi elde edilir.
Ustel genlestirme ile beraber yapildiginda (UGSE) ise,
Denklem 24’ten dolayr ¢ok daha hizli bir biiyiime
gergeklesir.

Tablo 2. Alict alan genigletme modellerinin alici alanlart
(Receptive fields of the receptive field widening models)

Kat SE UGE UGSE GSE
1 3 3 5

2 7 7 11 13

3 15 15 43 29

4 31 31 171 61

5 63 63 683 125
6 127 127 2731 253
7 255 255 10923 509

Tablo 3. Alici alan genisletme modellerinin MFLOPS
carpma-toplama yiikleri (MFLOPS multiplication-addition loads of
the receptive field widening models)

Kat SE UGE UGSE GSE
1 0.03 0.03 0.03 0.03
2 0.08 0.13 0.08 0.08
3 0.18 0.54 0.18 0.18
4 0.39 2.11 0.35 0.38
5 0.78 8.15 0.51 0.75
6 1.57 3063 - 1.44
7 3.15 1079 - 2.62

Tablo 3’te de, Tablo 2’deki alici1 alanlar: listelenen
modellerin toplam ¢arpma-toplama kayan nokta
hesaplama yiikleri, milyon birimiyle, MFLOPS ad1
altinda, gosterilir. UGE modelinde asagi-ornekleme
olmadig1 igin, Denklem 18’teki iligkiye gore artan kanal
sayisiyla beraber aktivasyon hacmi ¢ok biiyiir;
dolayisiyla da, islem yiikiiniin katman sayisiyla beraber
¢ok hizli bir sekilde arttigi goriilmektedir. Diger ¢
model ise benzer seviyelerde islem yiikiine sahiptir.
Artan kanal sayistyla SE, UGSE ve, GSE modellerinin
islem yiklerinde farkliliklarin  gdzlemlenmesinin
sebebi, genlestirilmis modellerde alici  alanlarin
deneylerde kullanilan 1024 tensdr uzunluklarna gore
fazla biiylimesi ve kirpilma olmasidir. Bu biiylime ve
kirpilmanin, UGSE ile altinc1 ve yedinci katmanlarda
asir1 olmasindan dolayl, UGSE’ nin o katman sayilari
deneylere dahil edilememistir; zaten o kadar bilyiik alict
alan kullanmaya zorlamak fazla gecikmeye neden
olacagindan pratikte kullanish da degildir.
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Sekil 3. Pozitif ve negatif 6rnek kliplerin ses dalga bigimleri
ve olay yogunluklart ile gdsterimi (Example positive and
negative clips shown by audio waveforms and event intensities)
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Sekil 4. Alic1 alan genisletme modellerinin degisen katman
sayilarina gore (yatay eksen) AUC basarim yiizdeleri (dikey
eksen) (AUC percentage performance (vertical axis) of the receptive
field widening models with varying layer counts (horizontal axis))

Modellerin basarimlari, Sekil 4’te alict ¢alisma
karakteristigi (ROC) egrisi altinda kalan alan (AUC)
Ol¢iimii ile karsilastirilir. ROC egrisi, her bir yanlis
pozitif oranina kars1 dogru pozitif oranini olas1 biitiin
karar esigi degerleri i¢in verdiginden, AUC, esik degeri
seciminden bagimsiz olarak elde edilebilecek teorik
dogru siniflandirma basarimini belirtir. Sekil 4’te, GSE
ve UGSE modellerinin, alti katmana kadar SE’den daha
iyi basarim elde ettigi, UGE nin de her katman sayisi
i¢in en kotii basarimi elde ettigi goriiliir. Bu sonug, alici
alanin genisliginin biiyiikk olmasinin avantajli oldugunu
gostermektedir (Tablo 2’de alici alanlara bakiniz).
UGE’nin islem yiikii gereksinimi de diger modellere
gore ¢ok daha yiiksektir. Bu derece keskin basarim ve
islem yiikii dezavantajlari, asagi-6rnekleminin bu KST
probleminde ¢ok 6nemli olduguna dair kuvvetli kanit
teskil eder. Her katmanda GSE’nin basarimi UGSE’nin
basarimindan biraz daha yiiksektir. Bu da, sinir agi
derinligi ile artan alici alanin gereginden ¢ok fazla
artmasimin 6grenmeyi olumsuz etkiledigine isaret eder.

En yiiksek basarimlar alti katman ile elde edilmistir
ve, yedi katman kullanildiginda az bir miktar basarim
diistisii gozlemlenmistir. Alt1 katman derinlikte, %100
AUC basarimina sahip SE ve GSE modelleri, sirasiyla
127 birimlik ve 253 birimlik alic1 alana sahip olurlar.
Diisiik alici alanla c¢aligmak daha diisiikk gecikme
anlamina geldiginden bir avantajdir. Diger taraftan, bes
katman derinliginde, %99.7 AUC ile GSE agik olarak
SE’den daha iyi basarim elde eder ve 125 birimlik bir
alic1 alana ihtiya¢ duyar. Daha diisiik katman sayisi ile
yiiksek basarim elde ettiginden GSE’nin islem yiikii de
alt1 katmanli SE’ye gore daha azdir. Alt1 katmanli SE
1.57 MFLOPS ile ¢alisirken, bes katmanli GSE 0.75
MFLOPS ile neredeyse ayni alict alan ihtiyact ile ¢alisir.
Bu nedenlerden otiirii, en yiliksek basarim istenildigi
gorevlerde alti katmanli SE modelinin, fakat
verimliligin kritik oldugu ve az bir miktar basarim
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diisiistintin tolere edilebilecegi kosullarda bes katmanl
GSE modelinin kullanilmasi uygun olacaktir.

4.4. Ayrilabilir Evrisim Yoluyla Verimlilik
Artirma (Efficiency Improvement via Separable
Convolution)

Bu boéliimde, islem yiikiinii hafifleterek verimliligi
daha da yukari seviyelere ¢ikarmak amaciyla, ayrilabilir
evrisim  tekniginin  kullanilmas1  degerlendirilir.
Hedefimiz diisiik islem yiikii oldugu i¢in, Bolim 4.3’te
yiiksek basarim seviyesinde en iyi verimliligi sagladigi
saptanan bes katmanli GSE modelinin verimliliginin
daha da artirilmasi i¢in deneysel inceleme yapilir. Tablo
4’te, derinlemesine ve gruplamasina ayrilabilir evrisim
modellerinin MFLOPS islem yiikleri ve AUC bagarim
yiizdeleri sunulmaktadir. Genlestirilmis ayrilabilir
modeli ifade eden GASE-# bigiminde # sembolii ya
gruplamali yapidaki grup sayisimt ya da Der
kisaltmasiyla derinlemesine ayrilabilir evrigimi gosterir.
Grup sayist ikinin katlar1 seklinde artirilmistir. Tablo
4’te, grup sayisi artarken iglem yiikiiniin azaldig: fakat
azalma hizinin grup sayisiyla beraber yavasladigi
goriiliir. Bunun sebebi alt katmanlardaki diisiik kanal
sayis1 ama biiyiik aktivasyon alanidir. Ornegin ilk
katmanda iki kanal vardir, dolayisiyla en fazla ikiye
boliinebilir. Yukar1 katmanlardaki boliinmelerin islem
kazanc1 ise azalan aktivasyon alanindan dolay1 nispeten
azdir. Diger bir ifadeyle, alt katmanlarda kanallari
ayirmak st katmanlardakine kiyasla bize daha cok
islem tasarrufu saglar; c¢linkii alt katmanlardaki
aktivasyon alanlar1 asagi-orneklemeden dolay1 ¢ok daha
biiytiktiir.

Tablo 4. Modellerin (GASE-#, #: grup sayisi veya
derinlemesine ayrisim) iglem yiikleri ve basarimlar
(Computation loads and performances of the models (GASE-#, #:
group count or depthwise separation)

Model MFLOPS AUC %
GSE 0.75 99.7
GASE-2 0.46 99.7
GASE-4 0.37 99.3
GASE-8 0.33 99.1
GASE-16 0.31 98.6
GASE-32 0.30 99.8
GASE-Der 0.30 99.7

GSE’nin yiikksek AUC basarim yiizdesi genelde
oldukc¢a korundugu goriilmektedir. En diisiik islem yiikii
derinlemesine ayrilabilir model (GASE-Der) ile elde
edildigiden ve GSE ile ayni basarimi yakaladig:
gozlemlendiginden, en verimli model olarak segilir. 0.75
MFLOPS islem yiikii, iki kattan fazla diiserek 0.30
MFLOPS seviyesine inmistir. Ayrilabilir evrigim
teknigi SE ve diger modellerde de verimlilik kazandirir.

Ancak ayrilabilir SE’nin ulastigt basarim, GSE’nin
basarim degerlerine ve hatta daha diisiik seviyelere
diistligii gézlenmistir ve buna ragmen islem yiikii daha
fazladir.

4.5. Basarim ve Verimlilik Karsilastirmalart
(Comparisons of Performance and Efficiency)

Bu boliimde, en yiiksek basarim icin secilen alti
katmanli SE modeli ve en yiiksek verimlilik i¢in secilen
bes katmanli GASE modeli, KST problemi i¢in detayli
olarak karsilagtirilir. Ayrica, SE modeliyle ayni1 nitelikte
olan fakat tek farki asagi-orneklemeyi maksimum-
havuzlama yerine dogrudan adimli evrisim ile yapan TE
modeli de incelemeye dahil edilir. Tablo 5’te bu iig
modelin MFLOPS islem yiikleri ve AUC basarim
yiizdeleri gosterilmektedir. TE modeli 0.79 MFLOPS ile
SE’den iki kat daha verimli ¢alismakta fakat %98.2
AUC ile en diisiik basarimi elde etmektedir. iki kat
verimlilik, evrisimin iki birimlik adimla ger¢eklesmesi
sayesindedir; oysa maksimum havuzlamadan 6nce
yapilan evrigim tek adimli olur. Tamamen evrigimli sinir
agmin bu problemde geride kalmasinin sebebi,
maksimum-havuzlama ile daha kuvvetli Oteleme
degismezligi elde edilmesi olabilir; ¢iinkii, konugma
araliklar1 son derece degisken olarak ortaya ¢ikar. Tablo
5’te en verimli GASE modelinin, sadece %0.3’liik bir
basarim kaybina ugrayarak 0.30 MFLOPS ile islem
yiikiini SE’nin beste birinden daha azina indirdigi
goriilmektedir.

Tablo 5. Tamamen (TE), standart (SE) ve, sabit genlestirilmis
derinlemesine ayrilabilir evrisimsel (GASE) modellerinin
islem yiikleri ve basarimlari (Computation loads and
performances of the fully (TE), standard (SE) and, dilated depthwise
separable convolutional (GASE) models)

Model MFLOPS AUC %
TE 0.79 98.2
SE 1.57 100.0
GASE 0.30 99.7

Sekil 5’te bu 1i¢ modelin ROC egrileri
karilastirilmaktadir. SE’nin ideal ROC egrisine sahip
oldugu, TE’nin sesi (pozitif) %100 dogru saptama
basarisini ancak %50’ye yakin yanlis pozitif oranlarinda
elde ettigi goriiliir. GASE’nin dogru pozitif oranlar1 ise
SE’ye yakindir ve %100’e ¢abuk ulagir.

Bu ii¢ modelin farkli kategorideki kliplerdeki
basarimlari, karar esik degerine bagimli iki farklh
calisma kosulu altinda detayli olarak Tablo 6’da
gosterilmektedir. Bu kosullar, tiim test kiimesinde en az
%80 dogru negatif saglama ve en az %99 dogru pozitif
saglama kosullaridir. Tlk kosul bize, konusma sesi olan
klipleri saptama basarimini en fazla %20 yanlis alarm
toleransi ile degerlendirme imkani verirken, ikinci kosul
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ise neredeyse kusursuz sesli klip saptama yaparken
yanlis alarm vermeme basarimini, yani ses aktivitesi
disindaki yiiz aktivitesi ve eylemlerine karsi giirbiiz
olma bagarimini, daha iyi analiz etmemizi olanakli kilar.
Pozitif 6rnekler, 6n yiizlii ve dénmils yiiz pozlu
konusma kategorilerine ayrilmistir. Negatif 6rnekler ise,
konusma i¢cermeyen fakat kafa donmeleri, dudak agma-
kapama 1sirma, agiz acip nefes alma, giilimseme, cene
veya agiz lizerinde parmak tutma ve, yiiz Oniinde eli
hareket ettirme kategorileridir.

Tablo 6°da, SE’nin her kategoride kusursuz calistig1
goriilmektedir. GASE, en az %80 dogru negatif kosulu
altinda, %100 dogru pozitif ve %86.1 dogru negatif elde
etmigtir. TE de ayni dogru negatif oraninda kalmig fakat
%98.6 dogru pozitif elde edebilmistir. Ancak TE’nin 6n
ylizli konusmalarda kusursuz tanima basarimi
gosterdigi fakat donmiis yiizlerde hata yaptigi goriiliir.
En az %99 dogru pozitif orani altinda ise GASE yine
%86.1 dogru negatif yiizdesini elde ederken, TE’de bu
oran ¢ok biiyiik bir diisiisle %61.1°¢ inmistir. TE nin
acik olarak konugma digindaki aktivitelere genelde
basarili olmadigi goriilmektedir, yani tasarimda
maksimum havuzlama kullanmadan yiiksek KST
basarimi elde etmek miimkiin olmamaktadir. Negatif
orneklere bakildiginda, genel olarak verimliligi yiiksek
olan GASE modelinin en ¢ok hata yaptig1 kategorilerin
dudak yapistirma-isirma, g¢ene-agiz iizeri parmak ve,

yiiz 6niinde el kaydirarak kapatma kategorileri oldugu
goriilmektedir. Kafa déonmelerinde %90 iizeri basari ile
daha iyi ayirt etmekte, giilimseme ve agiz agarak nefes

alma kategorilerinde ise hata yapmadig1
gozlemlenmektedir.
1.0 A e —
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Yanlis Pozitif Orani

Sekil 5. Tamamen (TE), standart (SE) ve, genlestirilmis
derinlemesine ayrilabilir evrisimsel (GASE) modellerinin
ROC egrileri (ROC curves of the fully (TE), standard (SE) and,

dilated depthwise separable convolutional (GASE) models)

Tablo 6. En az %80 dogru negatif kosulu ve en az %99 dogru pozitif kosullari altinda, tamamen (TE), standart (SE) ve, genlestirilmis
derinlemesine ayrilabilir evrisimsel (GASE) modellerinin kategoriler i¢in dogru pozitif (P) ve dogru negatif oran yiizdeleri (N) (True
positive (TPR %) and true negative (TNR %) rate percentages of the fully (TE), standard (SE) and, dilated depthwise separable (GASE) models, with
the minimum 80% true negatives condition and the minimum 99% true positive condition, for the categories)

En az %80 Dogru Negatif En az %99 Dogru Pozitif
Kategori TE SE GASE TE SE GASE
P: Tiimii 98.6 100.0 100.0 100.0 100.0 100.0
P: On yiiz konusma 100.0 100.0 100.0 100.0 100.0 100.0
P: D6nmiis yiiz konugma 91.7 100.0 100.0 100.0 100.0 100.0
N: Timi 86.1 100.0 86.1 61.1 100.0 86.1
N: Kafa donmeleri 100.0 100.0 91.7 91.7 100.0 91.7
N: Dudak yapistirma-isirma 875 100.0 75.00 62.5 100.0 75.0
N: Agiz acip nefes alma 75.0 100.0 100.0 25.0 100.0 100.0
N: Giiliimseme 100.0 100.0 100.0 75.0 100.0 100.0
N: Cene-ag1z iizeri parmak 50.0 100.0 75.0 00.0 100.0 75.0
N: Yiiz 6nii el kaydirma 75.0 100.0 75.0 50.0 100.0 75.0

5. Sonuclar (Conclusions)

Bu calisma, gorsel konusma sesi saptama igin
literatiirde yaygin olarak kullanilan video kameralara
verimlilik agisindan daha iistiin bir alternatif olarak olay
kamerasinin kullanimint ele almistir. KST birgok

uygulamada 6n islem olarak caligmasi gerektiginden,
enerji verimliligi ve islem karmasikligi kritik dneme
sahiptir. Bu ihtiyag dogrultusunda, olay kamerasi
sayesinde yiiksek zaman c¢oziiniirligiinde elde edilen
agiz bolgesi olay yogunlugu dizisini, evrigimsel sinir
aglar1 ile temel alan yeni bir yontem oOnerilmistir.
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Uzamsal boyut tamamen indirgendiginden, son derece
diisiik hesaplama gereksinimi olan hafif modeller
olusturulmustur. Verimliligi {ist seviyelere ¢ikarabilen
teknikleri ve tasarimlar1 bulabilmek i¢in farkli mimari
tasarimlar karsilastirilmistir. KST problemini ele alan
onceki biitin video kamerasi veya olay kamerasi
caligmalarindan farkli olarak, basarim ve verimlilik
birlikte kapsamli bir sekilde degerlendirilmistir.

Konusma artikiilasyonundan farkli yiiz eylemleri
durumundaki  bagarimlart  Slgebilmek  igin, veri
kiimesinde ¢esitli yiiz aktivitesi klipleri de dahil
edilmistir. Boylece, her bir farkli kategorideki yiiz
eylemleri karsisinda KST’nin dayanikliligi kategori
ozelinde de incelenmistir. Konusma dis1 yiiz
aktivitelerinin oldugu durumlarda dahi yiiksek
basarimlarin elde edilmis olmasi, hi¢bir uzamsal bilgi
kullanilmadan, yani sadece ayirt edici dinamik
yogunluk  Oriinti  modellerinin  6grenilmesiyle,
mitkkemmel  seviyede  saptama  yapilabildigini
gostermistir. Bu sonug, ele alinan problemde, agiz
bolgesindeki uzamsal bilginin tanima i¢in aslinda
gerekli olmadigini destekleyen bir bulgudur. Uzamsal
oriintiilerin modellenmesi, 6nemli derecede karmagiklik
ve biiyiik islem yiikii maliyeti getireceginden, bunlarin
gerekmeyecek olmasi verimlilik agisindan ¢ok 6nemli
bir sonugtur.

Zamansal alic1 alani, sinir ag1 derinligine gore farkli
hizlarda artiran asagi-ornekleme, sabit evrisim
genlestirme ve, Ustel evrisim genlestirme teknikleri
incelenmistir. Deneysel sonuglar, Oncelikle, asagi-
orneklemenin hem yiiksek bagsarim hem de yiiksek
verimlilik i¢in gerekli oldugunu goéstermistir. Ancak,
asagi-orneklemeyi gergeklestiren maksimum-
havuzlama uygulamasinin (SE), daha az islem yiikii ile
calisan adimli evrisim asagi-6rneklemesinden (TE)
onemli oOlgiide daha yiiksek basarim elde ettigi
bulunmustur. Bunun sebebi, maksimum-havuzlama ile
daha kuvvetli oteleme degismezligi elde edilmesi
olabilir; ¢iinkii, konusma araliklari son derece degisken
olarak ortaya ¢ikar. Ayrica, derinligin ¢ok fazla
arttirllmasinin ise (alti1 katmandan fazla) basarim ve
verimliligi olumsuz etkiledigi goriilmiistiir. Bagarim-
verimlilik dengesi acgisindan bakildiginda, asagi-
ornekleme ve maksimum havuzlama yapan alt1 katmanh
modelin (SE) milkemmel basarim sagladig: ancak, bes
katmanl1 fakat sabit oranla genlestirilmis evrigim
uygulayarak ayni zamansal alic1 alana erisen modelin
(GSE), sadece %0.3’lik ufak bir basarim diisiisiiyle,
verimliligi iki kattan fazla artirdigi goriilmistiir
(1.57°den 0.75 MFLOPS’a). Verimliligi daha da
artirabilmek amaciyla, evrisim c¢ekirdeklerini kanal
ekseni lizerinde ayiran derinlemesine ve farkli
gruplamali aymrma tasarimlart  karsilastirilmistir.
Deneyler, verimliligi en yiiksek seviyede artiran

derinlemesine ayirmanin  (GASE-Der), GSE’nin
basarimmi koruyarak islem yiikiini 0.30 MFLOPS’a
indirdigini, yani SE’nin beste birinden daha az islem
giiciyle de KST yapilabilecegini gostermistir.
Dolaystyla, verimliligin kritik oldugu uygulamalarda
GASE-Der modeli, SE’ye gore %0.3liik ufak bir
basarim diisiigiiyle, tercih edilebilecek bir modeldir.

Bu ¢aligmada elde edilen sonuglar, olay kamerasi ile
KST ¢ozilimiiniin ¢ok verimli bir alternatif olabilecegini
gostermis olup bu alandaki baska arastirmalart motive
edicidir. Ileride ele alinabilecek bir konu, gercek
zamanli uygulamalar i¢in nemli olan gecikme siiresi
olabilir. Sabit bir zaman penceresi kullanilarak tespit
yapildiginda, c¢ikti zamani pencere merkezi olarak
varsayilir, yani ayni sayida gegmis ve gelecek girdi
ornegi kullanilir. Bu durumda gecikme siiresi zamansal
alici alanla orantilidir. Ote yandan, nedensel evrigim
filtrelemesi yapilirsa, yani biitiin girdiler gegmis zaman
ornekleri olursa, sifir gecikme siiresinde KST
yapilabilir. Ancak bunun basarimi olumsuz etkilemesi
beklenir; ¢iinkii, konusmanin belli bir baglam siiresi
vardir. Dengeli bir ¢6ziim, farkli oranda asimetrik
zaman pencereli evrisim yapmak olabilir; yani fazla
sayida gegmis Ornek ama az sayida gelecek Ornekle
calisan evrisim modelleri tasarlanabilir. Dolayistyla,
sonraki bir ¢aligmada, gecikme siiresini bu sekilde en
aza indiren tasarimlar hedeflemek 6nemli bir arastirma
konusu olacaktir.
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Abstract

Mutagenicity is both a toxic risk to humans and an indicator of carcinogenicity. Hence, estimating mutagenicity in the early stages of
drug design is crucial to minimize last-stage failures and withdrawals in drug discovery. Recently, in-silico methods have started to
play critical and essential roles in the drug development process because they are low cost and low effort procedures. This study aims
to predict mutagenicity of chemicals using in-silico methods. To achieve this goal, a two-phased flexible framework was proposed: 1)
searching the effective and representative descriptors subset with Butterfly Optimization Algorithm (BOA) and Particle Swarm
Optimization and 2) predicting mutagenicity of chemicals by the selected descriptor using gradient boosted tree-based ensemble
methods. The study used two datasets: one including 8167 compounds for descriptor selection and modelling, and another containing
716 external compounds to validate the efficacy of our models. The datasets comprise 162 descriptors calculated using PaDEL. The
results of both the cross-validation and the external data showed that descriptors reduced by nearly one-third by BOA (51 descriptors)
yielded similar or slightly better predictive results than results obtained with the entire data set. The accuracy range attained by the
proposed approach using BOA is approximately 91.9% to 97.91% for the external set and 83.35% to 86.47% for the test set. This
research contributes that using optimization techniques for improving early drug design and minimizing risks in drug discovery can be
considered as a valuable insights and advances in the field of drug toxicity prediction, based on the findings.
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In-silico Mutajenite Tahmini icin Hibrit Metasezgisel Tabanh Ozellik Secimi

Cercevesi

Oz

Mutajenite hem insanlar i¢in toksik bir risk hem de kanserojenitenin bir gostergesidir. Bu nedenle, ilag tasariminin erken agamalarinda
mutajenitenin tahmin edilmesi, ilag kesfinde son agsama basarisizliklarini ve geri gekilmeleri en aza indirmek i¢in ¢ok dnemlidir. Son
zamanlarda, in-silico yontemler, diisiik maliyetli ve az ¢aba gerektiren prosediirler olmalari nedeniyle ilag gelistirme siirecinde kritik
ve Onemli roller oynamaya baslamistir. Bu ¢alisma, in-silico yontemler kullanarak kimyasallarin mutajenitesini tahmin etmeyi
amaclamaktadir. Bu amaca ulagmak i¢in iki agamali esnek bir ¢erceve dnerilmistir: 1) Kelebek Optimizasyon Algoritmasi (BOA) ve
Pargacik Siirti Optimizasyonu ile etkili ve temsili degisken alt kiimesinin aranmasi ve 2) gradyan destekli agac tabanli topluluk
yontemleri kullanilarak secilen degiskenlere gore kimyasallarin mutajenitesinin tahmin edilmesi. Calismada iki veri kiimesi
kullanilmustir: biri degisken se¢imi ve modelleme icin 8167 bilesik, digeri ise modellerimizin etkinligini dogrulamak igin 716 harici
bilesik icermektedir. Veri kiimeleri PaDEL kullanilarak hesaplanan 162 degiskeni icermektedir. Hem ¢apraz dogrulama hem de harici
verilerin sonuglari, BOA ile neredeyse tigte bir oraninda azaltilan degiskenlerin (51 adet), tiim veri setiyle elde edilen sonuglara benzer
veya biraz daha iyi tahmin sonuglart verdigini géstermistir. BOA kullanilarak 6nerilen yaklagimla elde edilen dogruluk aralig1 harici
set i¢in yaklasik %91,9 ila %9791 ve test seti i¢in %83,35 ila %86,47'dir. Bu arastirma, bulgulara dayanarak, erken ila¢ tasarimini
iyilestirmek ve ilag kesfindeki riskleri en aza indirmek i¢in optimizasyon tekniklerinin kullanilmasinin, ilag toksisitesi tahmini alaninda
degerli bir i¢gorii ve ilerleme olarak kabul edilebilecegine katkida bulunmaktadir.
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1. Introduction

Mutagenicity can be defined as the capacity of a
compound to cause permanent mutations in the DNA
sequence (Bakhtyari et al. 2013). It could lead to a toxic
risk to humans. Moreover, it is the indicator of
carcinogenicity which means healthy cell transforms
themselves into cancer cells. Assessment of
mutagenicity at the early stages of the drug approval
process is crucial to swift eliminate such compounds
from the drug development pipeline (Raghavan 2005).
Among the toxicity tests, the in-vitro Ames test has
become a standard for assessing mutagenicity (Zhang
2017). However, these in-vitro experiments are highly
expensive, laborious, and time-consuming. On the other
hand, both in-vivo experiments and in-vitro experiments
have begun to give up their places to statistical and
computational methods and tools developed in the
computer environment without requiring laboratory
experiments. Therefore, to prevent drug failure and
withdrawal due to late-stage mutagenicity, it is
necessary to predict mutagenicity by developing in-
silico methods. Computational methods used for in-
silico approaches can be grouped basically as expert
rule-based systems, also referred to as structural alerts,
and statistics-based models, known as quantitative
structure-activity relationship tools (Bakhtyari et al.
2013; Honma 2019; Hansch 1980). Difficulties in
explainability and interpretability, which are the main
drawbacks of computational approaches, are almost
non-existent in expert systems. Therefore, expert
systems are widely used because they provide
comprehensive outputs that can be understood,
questioned and judged by the user. Despite this
transparency, their prediction success is lower than that
of statistical approaches (Wichard 2017). It is worth
noting that expert systems for in-silico research are
available both commercially and open access (Honma
2019; Cakmak Pehlivanli and Cakmak 2022).

A well-designed in silico approach can yield several
benefits, including the ability to plan studies with fewer
animals, identify the concentration that will be used in
advance, save time and money, and guide whether the
information obtained about the molecule should proceed
to laboratory experiments (Toropov et al. 2014).

Metaheuristic optimization algorithms are ideally
suited for efficiently exploring the complex and high-
dimensional feature spaces encountered in feature
selection problems due to their stochastic, adaptable,
and global search characteristics.

To the best of our knowledge, no studies address the
estimation of drug toxicity, particularly mutagenicity,
except for the limited number of studies in which
metaheuristic  optimization algorithms have been
applied to drug discovery (Houssein et al. 2020;
Algamal et al. 2020; Subas and Cakmak Pehlivanh
2020). The main contributions and scope of this paper
are summarized as follows in order to fill this gap;

e We propose a flexible approach that hybridized
metaheuristic algorithms with several machine
learning algorithms to select descriptors and
compare the classification models that promise
the best prediction results of mutagenicity,

e We show that metaheuristic algorithms and
machine learning algorithms can work together
in in-silico studies such as drug toxicity
prediction,

e We conclude whether  metaheuristic
approaches are suitable for searching the
descriptor space and enhancing mutagenicity
classification based on the chosen descriptors.

It should be noted that our motivation is not only the
success of the optimization part but also mostly
obtaining higher accuracy with fewer descriptors. To
address these aforementioned aims, we introduce a
flexible approach by hybridizing metaheuristic and
machine learning algorithms on mutagenicity.

The rest of this paper is organized as follows. After
introducing the related work of this paper in Section 2,
dataset and the proposed model are described in Section
3. Experimental results, discussions and conclusions are
presented in Sections 4, 5 and 6 respectively.

2. Related works

Early studies on systems based on rules and expert
knowledge gained speed, especially at the end of the
’90s. The relationships between chemical structures and
observed toxic effects and outcomes were examined,
and various software was presented comparatively
(Greene et al. 1999). This study was followed by several
in-silico studies (White et al. 2003; Cariello et al. 2002).

In the early 2000s, modelling based on statistical
learning algorithms was commonly used to predict
mutagenicity in in-silico studies. Zheng et al. developed
a mutagenic probability model with support vector
machines (SVM) for the mutagenicity prediction and
achieved better performance than the TOPKAT, a tool
based on rules and expert knowledge (Zheng 2006).
Liao et al. applied a combination of recursive
partitioning (RP) and SVM on different data sets to
predict mutagenic toxicity and achieved between 80.2%
and 87.3% performances with two models (Liao et al.
2007). In order to improve in-silico methodologies used
to predict mutagenicity in the first decade of the 2000s,
Mazzatorta et al. proposed a novel system named robust
hybrid classifier (RHC) by combining a fragment-based
structure activity relationship (SAR) model and Al-
based approaches on Bursi mutagenicity data set. The
performance of the proposed methods was tested with
external test data and obtained 85% both in sensitivity
and specificity (Mazzatorta et al. 2007; Kazius et al.
2005). In order to build a public Ames mutagenicity data
set, Hansen et al. constructed a data set that comprised
about 6500 compounds, in the format of SMILES
(simplified molecular input line entry specification) and
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SDF (structure data format), with biological activity
(Hansen 2009). In the same study, this benchmark data
set was used to compare commercial tools (DEREK,
Pipeline Pilot, and MultiCase) based on expert
knowledge with machine learning algorithms (SVM,
random forest (RF), k-nearest neighbour (KNN), and
Gaussian process (GP)). As a result of this study, while
the best performance was obtained by SVM with 0.86
AUC, DEREK yielded the lowest sensitivity and
specificity (Hansen 2009).

Since toxicity is one of the most critical issues that
cause late-stage drug failure or withdrawal, the in-silico
studies in the prediction of mutagenicity gained speed in
the last decade. In most of these studies, machine
learning and statistical learning-based methods such as
SVM, RF, artificial neural networks (ANN), KNN,
genetic algorithms, radial basis function (RBF), partial
least squares (PLS), naive Bayes methods were
preferred (Sharma et al. 2011; Webb et al. 2014b; Xu et
al. 2012). Since the experimental screening of chemical
compounds for biological activity is time consuming
and expensive, Seal et al. applied supervised learning
approaches on two different data sets to generate an
alternative predictive model. As a result of the study, the
RF algorithm achieved the best performance with
89.27% with a new mutagenicity data set comprising
two well-known data (Seal et al. 2012). Webb et al.
published a study emphasizing that interpretability of
Ames mutagenicity prediction is more important than
successful performance to interpret the model. They
tried to extract the pattern of biological activity through
the descriptors importance (Webb et al. 2014a). Zhang
aimed to investigate the prediction of agents as
mutagens and non-mutagens using a naive Bayes
classifier in several studies. In addition to this purpose,
they focused on identifying the most informative
molecular descriptors related to mutagenicity. Although
the prediction performance was similar to previous
studies, their model identified four simple molecular
descriptors (apol, number of H donors, number of rings,
and Wiener) related to mutagenicity (Zhang 2017, 2015,
2016). Another research group has provided machine
learning-based models for toxicity prediction of
approximately 1500 diverse chemical compounds in
various species. It has been reported that 70% of
compounds were classified correctly based on the
random forest algorithm and listed the physicochemical
descriptors based on their importance (Moorthy et al.
2017).

Several kinds of research have recently been
published on the prediction of toxicity and in-silico drug
discovery with new approaches such as deep learning
and ensemble methods such as XGBoost (Fan 2018;
Rifaioglu et al. 2019; Ji et al. 2019). Most recent studies
in this area generally examine the current impact of Al
studies on drug toxicity, potential challenges and future
perspectives and potential (Tran et al. 2023; Zhang et al.
2019; Chu et al. 2021). In their 2023 review, Tran et al.
provide an overview of recent Al driven advances in

drug toxicity prediction, including machine learning and
deep learning techniques on various toxicity traits (Tran
et al. 2023). Zhang et al. conducted a study on chemical
toxicity prediction with LightGBM, a machine learning
algorithm, using Tox21 and Mutagenicity databases (Ji
et al. 2019). Similarly, Chu et al. tried to present robust
in silico models accurately estimate a compound’s
mutagenicity before synthesis to get around the
limitations (costly, time consuming) of the Ames test
(Chu et al. 2021).

Providing the most related descriptors that
effectively classify mutagenic and non-mutagenic
compounds also emerges as another important research
area. Feature selection which can be conducted either
based on the wrapper or filter approach, is considered a
preprocessing for machine learning algorithms. It is
generally hard to obtain the best feature subset set using
traditional  approaches.  Therefore, metaheuristic
approaches can be another alternative in order to select
optimal subsets. In 2020, Houssein et al. built a novel
hybrid Harris Hawks optimization (HHO) and SVM in
drug discovery. As they reported, this was the first time
HHO had been applied in the field of drug design
(Houssein et al. 2020). Similarly, Algamal et al.
developed the pigeon optimization algorithm with a new
time varying transfer function to select the features most
relevant to high dimensional QSAR / QSPR
classification modeling (Algamal et al. 2020).

3. Material and Methods

3.1. Data preparation

This study used a combination of two popular data
sets, namely The Benchmark and Bursi Mutagenicity
data sets. The Benchmark data set consists of 6512
compounds, and the Bursi data set has 4337 compounds.
These data sets were collected by Hansen et al. and
Kazius et al., respectively (Kazius et al. 2005; Hansen
2009). According to Ames results, each compound in
the data sets was given its canonical SMILES format and
corresponding label, indicating whether it was mutagen
or non-mutagen. In addition to this training data set, an
external validation set has been included to study to
make a fair measurement of the proposed approach. The
external data set consisted of canonical SMILES format
of 731 compounds was collected by Xu et al. (Xu et al.
2012). After removing duplicate compounds based on
their SMILES format, 8167 unique compounds in the
training set and 716 unique compounds in the external
validation set were left. All the descriptors of molecules
were calculated by PaDEL-Descriptor software (Yap
2010). Among 1444 1D and 2D physicochemical
descriptors, i.e., properties, 225 descriptors were chosen
based on several studies (Xu et al. 2012; Fan 2018;
Gupta and Rana 2019; Guan et al. 2018). During the
preprocessing and selection process, only the training
data set was used. The limited number of missing values
was imputed by using mean. Correlated descriptors
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given in the correlation matrix across all pairs of
descriptors with 0.95 or higher correlations were
assumed to be redundant and removed from the data set.
Finally, the entire data set used in this study consisted of
162 descriptors, and the details were presented in Table
1.

3.2. Butterfly optimization algorithm

BOA, proposed by Arora et al., is a metaheuristic
algorithm that models the food foraging behavior of
butterflies in nature (Arora and Singh 2019). Through
chemoreceptors scattered on their bodies, butterflies can
separate different fragrances of food (flowers), sense
(smell) their intensities, and perform foraging
movements (Tubishat et al. 2020). During their
movements, butterflies can produce fragrance with an
intensity that is directly proportional to their fitness.
Butterflies communicate with each other by the
fragrance they emit. BOA is a global optimization
method based on the communication behaviors of
butterflies. The intensity of the fragrance a butterfly
emits is as much as other butterflies can feel it. The most
crucial feature of BOA that differs from different
metaheuristic algorithms is that the intensity of
fragrance felt by the butterfly is unique. The most
critical part of BOA algorithm is how the fragrance is
calculated based on concepts of sensing and processing
the modality like the smell, sound, temperature, etc. As
reported in the original study of Arora et al., modality is
fragrance in BOA Arora and Singh (2019). Three terms
should be clearly explained for this; sensory modality
(c), stimulus intensity (I), and power exponent (a). The
formulation of the perceived fragrance intensity for each
butterfly is given in Eq.(1) based on Steven’s Law of
Power (Arora and Singh 2019; Stevens 1986).

f=cl® 1)

where f is the emitted magnitude of the fragrance, i.e.,
how intensively other butterflies emit the fragrances
within the search space, c is a proportionality constant
taken as the sensory modality taken in the range [0, 1], |
is the stimulus magnitude of the perceived fragrance by
butterfly, and a is the power exponent characterizing the
degree of absorption of sensory modality with its values
over the range [0, 1]. Since a and c directly affect the
convergence speed of the BOA algorithm, it is a crucial
point to choose suitable values for both ¢ and a. This can
be expressed as, at the extreme points of the range, the

fragrance emitted by the butterfly, if a = 0 it is not
perceived by other butterflies if a = 1, it is perceived by
other butterflies at the same intensity.

Butterflies share information with each other about
their positions according to the fragrance intensity they
produce. Thus, the butterflies change their positions
towards the best butterfly closest to the food with the
optimum fragrance intensity in the search space. This
movement of butterflies is called global search and
determined as in Eq. (2).

xith=xi+ (P X g" = x) X f; )

where the solution vector x_i*t is the position of ith
butterfly in movement t, g™* is the current fittest
position decided among the available positions at the
current movement of all butterflies, sensed fragrance
magnitude of the butterfly is symbolized by f i and r is
a uniform random number in the range of [0, 1].

On the other hand, when butterflies cannot detect the
fragrance of different butterflies in the search space,
they move randomly. This movement of butterflies is
called local search and formulated as in Eq. (3).

xP = xf+ (r? x xf — xt) X fi (3)
where the solution vector x_j* and x_k*t are the
position of jth and kth butterfly in movement t. If x_j"t
and x_k"t are located in the same neighborhood, and r
is a random number in the range of [0, 1], then Eqg. (3)
turns out to be a local random stride. In order to control
switching between global search and local search space
in BOA, the switching probability (p) parameter is
utilized.

3.3. Particle swarm optimization algorithm

First introduced by Kennedy et al., PSO is one of the
metaheuristic search algorithms inspired by the bird’s
swarm’s social behaviour (Kennedy and Eberhart 1995).
PSO is a population-based algorithm that consists of the
particles, i.e., a possible set of solutions. These particles
move through in the multidimensional search space in
order to find the best solution. While their movement,
they have a memory in keeping track of their previous
best position, namely best solution. Besides concerning
their own best solutions, they considered the best
solution of the swarm as well (Mirjalili and Lewis 2013).
There are two types of particle positions, namely local
(personal) best and global best.

Table 1. Distribution of the mutagens and non-mutagens in training and external validation set

Data Sets Mutagens Non-Mutagens Total
Training data set (Kazius et al. 2005; Hansen 2009) 4524 3643 8167
External validation set (Xu et al. 2012) 599 117 716

Total 5123 3760 8883
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Each particle owns certain information in order to
update its position; the current position, the current
velocity, distance to the local best solution (p), and
distance to the global best solution (g*). The
mathematical definition of the PSO model consists of
both the velocity of the ith particle at iteration t + 1 and
also the new position of the ith particle given in Eq. (4)
and Eq. (5), respectively.

vt =wof +c.r(pi = x) + cp.r(g" — xf) *)

xft = xf+ vft? (5)

where v is the velocity of the ith particle at iteration t,
c; and ¢, are acceleration constants, r is a uniform
random number in the range of [0, 1], w is the inertia
weighting function predefined by the user, x} represents
the current position of ith particle at iteration t, p; is the
best solution that obtained previously by ith particle,
and global best solution g= is the best position of all
particles, i.e., swarm. Once vf** (the velocity of the ith
particle at iteration ¢t + 1) is obtained by Eq. (4), the
position of the ith particle is updated by Eq. (5).

The general idea of Eq. (4) can be explained as the
combination of exploration ability wwvf, individual
thinking (c; X7 X (p; — xf)) and collaboration of
particles (c, xr x (g* — x})). Initially, each particle
placed in the search space has a random position,
velocity, and fitness value calculated by the fitness
function. At each iteration, the velocity and the position
of particles are updated until the stopping criterion is
met (Mirjalili and Lewis 2013).

3.4. Machine learning based models

Machine learning as a branch of artificial
intelligence seeks to build analytical computational
models by learning automatically from data and
improving with experience (Mitchell 1997). In this
work, several machine learning methods have been used
both for feature selection and prediction phases. Support
vector machine (SVM) as a binary learning machine is
based on statistical learning theory introduced by
Vapnik (Vapnik 1995). SVM aims to construct a
decision hyperplane that the margin of separation
between a set of objects of different classes is
maximized (Haykin 2011). K-nearest neighbour (KNN),
the most basic instance-based method, was designed to
approximate real-valued or discrete valued target
functions with instances consisting of the k closest
training examples in the training data (Mitchell 1997;
Cover and Hart 1967). Logistic regression (LR), known
as the discriminative classifier, is one of the baseline
machine learning algorithms used widely for binary and
multinomial classifications. Random forest (RF),
proposed by Breiman, is one of the commonly used
ensemble algorithms. Basically, it combines the results
of the tree predictors applying on the random
subsamples from a standard data set. The strength of the

individual trees in the forest and their correlation affects
the generalization error of a forest (Breiman 2001).
Randomness, the most crucial property of RF, can be
defined as a combination of bagging and random
subspace methods (Ho 1998). Extremely randomized
trees (ExTrees) and RF can be similar ensemble
algorithms that follow almost identical procedures. The
main differences are in the subsampling approach and
the split points selections. While RF obtains subsamples
with replacement, ExTrees uses the original sample. The
cut points are decided randomly in ExTrees, whereas RF
selects the optimum cut point (Geurts et al. 2006).
Extreme gradient boosting (XGBoost) is an ensemble of
decision tree models utilized based on the principle of
gradient boosting machines (Chen and Guestrin 2016).
Although training based on the gradient boosting
principle can be diffcult, it can achieve a lower model
bias than the RF. XGBoost follows the idea to correct
the previous mistakes done by the model and propagate
the experience to the next step for improving the
performance. Light gradient boosting (LightGBM) like
XGBoost is also a supervised learning method based on
the gradient boosting framework. The main difference
between them is faster training speed, especially on a
large data set. LightGBM is a histogram-based
algorithm with low memory usage since it transforms
numerical values to discrete bins (Ke et al. 2017).

3.5. Model evaluation

The data sets used in this study have binary classes
as mutagen and non-mutagen. Since our main focus is to
identify mutagen compounds, mutagen labelled class is
assumed as 1 which indicates positive class, and non-
mutagen labelled class is accepted as 0, i.e. negative
class. True positive (TP) and true negative (TN) results
show that the compound is correctly predicted to be
mutagenic and non-mutagenic, respectively. On the
other hand, false positive (FP) and false negative (FN)
results indicate that the compound has been incorrectly
predicted to be positive and negative, respectively (John
et al., 2023). In this study, several statistics had been
calculated based on the confusion matrix to measure the
models’ performance. All the experiments were
evaluated in terms of sensitivity (recall), specificity, F-
measure, and accuracy. In addition to these
measurements, AUC and probability excess had been
preferred to compare models. The reason to choose the
probability excess is that relative class frequencies, i.e.,
imbalanced class distribution, do not affect the
probability excess, whereas accuracy (success rate) is
affected by imbalance class distribution (Yang et al.
2005).

3.6. Proposed approach

Since each metaheuristic optimization algorithm
follows different search strategies, each of them may
propose different subsets of features for a given dataset.
The proposed approach consists of feature selection and

Journal of Intelligent Systems: Theory and Applications 7(2) (2024) 116-128 120



Algorithm 1. Hybrid Feature Selection and Prediction

Inputs

n: number of features

OP;: Optimization algoritm, i=1,...,nbOP, nbOP: number of optimization algorithms
CL;: Classification algorithm, j=1,...,nbCL, nbCL: number of classification algorithms

FSji: Feature Subset selected with with OP;and CL;

error : error obtained by classifier
d: number of selected features

FFS' : Final Feature Subset selected with with OP;and CL;
wi = importance of the classification error (w1 = 1- wy)

w2 = importance of the number of selected features
Feature Selection Phase

for each OP;; i=1 to nbOP
for each CL;; j=1to nbCL

perform optimization algorithm OP; to get the best subset of features
calculate fitness value by objective function

calculate classification error by CL;

evaluate the candidate subset and get d

fitness € wi x error + wo x (d/n)

save the best subset of features found during the OP; process, as FS]-"

end for

determine the final feature set by majority voting strategy by selecting the most seen features among FS}

and save as FFS
end for

Prediction Phase

Evaluate the performance of the classification algorithms on dataset with FFS' (Final Feature Subset obtained from

Feature Selection Phase)

mutagenicity prediction phases described in the pseudo
code seen in Algorithm 1. The feature selection phase
provided in Algorithm 1 basically selects the final
significant and representative feature subsets by
consensus of several hybridization of optimization
algorithms with classifiers. To obtain this outcome,
different machine learning algorithms had been chosen
as part of the fitness function, which is essential for the
optimization algorithm. The fitness function allows to
determine the distance of each unit (particle, butterfly,
etc) to the best solution based on the nature of the chosen
optimization algorithm. The units receive a fitness value
by sending their position values to the fitness function.
In this frame, the optimization had a two-fold aim;
obtaining the lowest error with the minimum number of
features (Arora and Singh 2019). The solution for this
multi-objective problem had been given as a fitness
function in Eq. (6)

fistness = wy X error(classifier) + w, X % (6)

where error(classifier) is the classification error rate
of the classifier, d is the number of selected
descriptors, and n represents the number of descriptors
in the original data set. The importance of accuracy and
the number of selected features were weighted by w,

and w,, respectively and chosen as w, = 1 — w;.
Thus, a balance was provided between classification
accuracy and subset length utilizing the fitness function.
Once relevant and informative descriptors from each
hybrid of optimization and classifier, the final subset is
determined based on the majority voting strategy by
selecting the most seen features obtained from each
hybrid. Several machine learning algorithms were
applied on data sets consisting of descriptor subsets
obtained from the feature selection phase in the
mutagenicity prediction phase. In order to validate the
proposed model, besides cross-validation, an external
data set was also used. It should be noted that the most
promising property of the proposed approach is the
flexibility. It can be used either the same optimization
algorithms with different classifiers or different
optimization algorithms with other classifiers.

4. Experimental Results

As stated earlier, the main purpose of this study is to
select the most informative descriptor subset for the
early prediction of the mutagenicity by following the
flow given in Algorithm 1. In order to explore the
performance and effectiveness of the proposed
approach, BOA and PSO were hybridized with KNN,
SVM, and LR respectively for the feature selection
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phase, and DT, ExTree, LightGBM, RF, and XGBoost
were involved for the early prediction of mutagenicity
with the features obtained from feature selection phase.
All the experiments were conducted by using both
PaDEL data set and the external data set explained
before.

Normalization was applied to the data sets before the
feature selection process and the models fitted with the
selected variables. In order to avoid the effect of the
parameters, no data set-specific parameter optimization
was performed. The parameters of the classification
algorithms preferred in this study were predetermined
and preferred as the same for all data sets.

The optimization part of the proposed hybrid
framework was operated with classifiers using the
fitness function. The hybrid framework was run with
different parameter combinations using KNN, SVM,
and LR for BOA and PSO, respectively. To ensure both
reproducibility and diversity, combinations were run
using different seeds randomly generated by a seed
function for each combination. Accordingly, feature
selection was made for BOA and PSO using KNN with
different parameter sets including different K values,
different distance metrics — Manhattan and Euclidean;
SVM with different parameter sets including a different
number of C coefficients, different maximum iteration
numbers, and LR with different parameter sets including
C, different iteration numbers.

Table 2 outlines the parameter setting for BSO and
PSO. The parameter values were decided based on the
outcomes of the preliminary runs. Besides these
parameters, different number of population size and
number of iterations were obtained applied in trial-and
error  manner. Considering huge number of
computational time and the obtained results, population
size and number of iterations were chosen as 15 and 50,
respectively.

All simulations were carried out in a cloud
environment on Intel(R) Xeon(R) CPU @ 2.00GHz,
Linux operating system, and 16 GB RAM.

Table 2 Parameter setting for optimization algorithms.

Methods  Parameters Values
Search domain [0, 1]
PSO Interia w 0.9
Acceleration constants [2,2]
[c1, c2]
Search domain [0, 1]

Sensory modality (c) 0.01

BOA Increased from 0.1 to
Power exponent (a) 0.3 with iterations

Switching probability (p) 0.8

The reason for preferring the cloud environment is the
high resource requirement and time cost. On the other
hand, mutagenicity prediction part was implemented
using Python 3.8. All predictive models were performed
on an AMD Ryzen 5 2600X @ 3.6GHz, Windows 10,
and 16GB RAM computer.

Before feature selection, the PaDEL data set was
partitioned into 80% training and 20% test set, and
experiments for feature selection were conducted using
only the training set. In the modelling phase, 5-fold cross
validation was preferred. Different iteration numbers
were tried with varying numbers of particles for BOA
and PSO. As a result of this selection, about 54 trials of
3 models were conducted for both methods, and feature
selection outputs were obtained. With the intention of
evaluating if optimization algorithms work with
mutagenetic datasets, a comprehensive statistical
analysis of the best, worst, mean and standard deviations
of the fitness scores, average number of features and
computational time were provided in Table 3. It can be
observed based on the statistical fitness measurements
given in Table 3, while BOA-SVM has better fitness
measures than PSO-SVM, PSO-KNN and PSO-LR are
slightly better than the results of BOA-KNN and BOA-
LR. Conversely, the models constructed with BOA
outperformed PSO in terms of the average number of
selected features and the average computational time.

Table 3 Statistical analysis obtained by the hybridized algorithms based on mean, standard deviation, best and worst of the fitness

scores, average number of features and computational times

Avg. Number of

Avg. Computational

Algorithm Mean + SD Best Worst Features Time + SD
BOA-KNN 0.2366+ 0.0129 0.22616 0.26694 41.17 225.8189+97.04
PSO-KNN 0.2330+ 0.0086 0.22463 0.26236 53.58 357.7957+76.22
BOA-LR 0.2755+0.0088 0.26663 0.29611 40.83 907.85234+895.52
PSO-LR 0.2671+ 0.0085 0.25900 0.29444 57.08 1490.8023+1102.32
BOA-SVM 0.2882+0.0132 0.27664 0.31983 40.28 368.8617+279.68
PSO-SVM 0.2965+ 0.0071 0.29209 0.32129 68.00 627.14844356.65

SD: standard deviation, Avg: average
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Table 4 Comparison of different classification methods with all features sets and feature subsets obtained by PSO and BOA for

PaDEL Test Data

ﬁ::ﬁ(i)fécation data sets (#of Features) F1-score Acc Precision Recall Spec ProbEx AUC
DT Baseline (162) 85.25 83.41 86.52 84.01 79.56 63.57 83.04
PSO (87) 86.00 84.46 86.19 85.81 82.30 68.11 84.25
BOA (51) 85.57 83.78 86.85 84.33 79.97 64.31 83.41
ExTrees Baseline (162) 87.97 86.47 89.28 86.70 82.99 69.69 86.14
PSO (87) 87.90 86.41 89.06 86.76 83.13 69.39 86.09
BOA (51) 87.32 85.68 89.06 85.65 81.48 67.14 85.27
LightGBM Baseline (162) 86.76 84.88 89.39 84.27 79.29 63.56 84.34
PSO (87) 86.45 84.64 88.51 84.49 79.84 64.33 84.17
BOA (51) 85.34 83.35 87.51 83.28 78.19 61.47 82.85
RF Baseline (162) 87.71 86.23 88.73 86.72 83.13 69.84 85.93
PSO (87) 87.40 85.92 88.18 86.64 83.13 69.77 85.65
BOA (51) 87.89 86.47 88.62 87.17 83.81 70.99 86.22
XGBoost Baseline (162) 87.78 86.17 89.72 85.93 81.76 67.68 85.74
PSO (87) 87.86 86.41 88.73 87.00 83.54 70.54 86.13
BOA (51) 87.79 86.29 88.95 86.65 82.99 69.64 85.97
Overall Baseline (162) 87.09 85.43 88.728 85.53 81.35 66.87 85.04
PSO (87) 87.12 85.57 88.134 86.14 82.39 68.53 85.26
BOA (51) 86.78 85.11 88.198 85.42 81.29 66.71 84.75

DT: Decision Tree, ExTrees: Extra Trees, RF: Random Forest Acc: Accuracy, Spec: Specificity, ProbEx: Probability Excess, AUC:

Area Under Curve

The variables selected from each experiment were
combined, and the most repetitive (majority voting)
features were chosen uniquely. By following these
approaches for BOA and PSO separately, the 87 most
repetitive variables among the variables selected for
PSO and the first 51 most repetitive variables for BOA
were chosen for the final feature subset due to the feature
selection phase.

In the second phase of the study, models were fitted
with PaDEL data set using treebased methods (DT, RF,
XGBoost, ExTree, and LightGBM) with selected
features, and predictions were obtained for both test set
and External data set. In Tables 4-5, one can compare
the results obtained by using a data set with full features
named Baseline with 162 features and the data sets
which were reduced by BOA and PSO involved in the
proposed feature selection approach with 51 features
and 87 features respectively in terms of F1-score,
Accuracy (Acc), Precision, Recall, Specificity (Spec),
Probability Excess (ProbEx) and Area Under Curve
(AUC). All experiments were conducted by 5-fold cross
validation.

The results presented in Table 4 were obtained using
PaDEL test data reserved for testing at the beginning of
the experiments. It can be analysed that although
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ExTrees got the highest F1 score with 162 features, there
is no significant difference between the reduced data sets
by using the proposed feature selection scheme. It is
worth noting that results obtained with almost a third of
the data set yielded similar or slightly better prediction
results than the results obtained with the entire data set.
It can be observed by analysing the results of BOA with
RF in Table 4. The highest ProbEx, the unbiased
measurement for evaluating prediction performance,
was obtained with 51 features. On the other hand, the
results of feature selection phased conducted by PSO
were yielded by XGBoost based on the results given in
Table 4. According to the overall results reported in
Table 4, the proposed feature selection approach used
with BOA provided almost the best results with the
smallest number of features.

The proposed approach was applied to a completely
unseen external data set explained in the Data
Preparation section to meet the fair comparison. As
given in Table 1, External data set can be assumed as an
imbalanced data set. Since the relative class frequency
does not influence ProbEx, most of the analyses and
explanations for External data set given in Table 5 were
done by ProbEx.

123



Table 5 Comparison of different classification methods with all features sets and feature subsets obtained by PSO and BOA for

External Data

Classification data sets (#of F1-

Method Features) score Acc Precision Recall Spec ProbEx AUC
DT Baseline (162) 97.22 9525 9933 95.20 7436 69.56 86.85
PSO (87) 96.47 9399  98.16 94.84 7265 6749 85.41
BOA (51) 97.44 9567  98.50 96.41 8120  77.60 89.85
ExTrees Baseline (162) 98.76 9791  99.83 97.71 88.03  85.75 93.93
PSO (87) 98.60 97.63  99.83 97.39 8632 8372 93.08
BOA (51) 98.76 9791 100.00 97.56 87.18 8474 93.59
LightGBM Baseline (162) 96.37 9372  99.67 93.28 6325  56.53 81.46
PSO (87) 95.37 91.90  99.83 91.30 5128 4258 75.56
BOA (51) 95.46 92.04  100.00 91.31 5128 4259 75.64
RF Baseline (162) 98.60 97.63  100.00 97.24 8547 8271 92.74
PSO (87) 97.88 96.37  100.00 95.84 7778  73.62 88.89
BOA (51) 98.27 97.07  99.83 96.76 8291  79.67 91.37
XGBoost Baseline (162) 97.87 9637  99.83 95.99 78.63  74.62 89.23
PSO (87) 96.69 9427  99.83 93.73 65.81  59.54 82.82
BOA (51) 97.56 95.81 100.00 95.23 7436  69.59 87.18
Overall Baseline (162) 97.76 96.18  99.73 95.89 7795  73.83 88.84
PSO (87) 97.00 9483  99.53 94.62 7077 65.39 85.15
BOA (51) 97.50 9570  99.67 95.45 7539  70.84 87.53

DT: Decision Tree, ExTrees: Extra Trees, RF: Random Forest Acc: Accuracy, Spec: Specificity, ProbEx: Probability Excess, AUC:

Area Under Curve

In the model-based analysis, a comparison of the
overall metrics in both Table 4 and Table 5 reveals that
ExTrees and RF consistently outperform other methods.
They achieve high accuracy, precision, and AUC while
exhibiting minimal declines in recall and specificity.
This suggests that these methods are suitable for
handling both the Baseline feature sets and the reduced
feature sets without significant  performance
degradation. In contrast, methods such as LightGBM,
although effective with the full set of features,
demonstrate greater sensitivity to feature reduction,
particularly impacting recall and ProbEx.

The Baseline feature set (162 features) consistently
yields slightly better results across all metrics compared
to the reduced feature sets (PSO and BOA). However,
the differences are generally minimal. This observation
indicates that while feature selection may lead to some
loss in precision, recall, and other metrics, the trade-off
is justified by the reduction in computational complexity
and the potential for avoiding overfitting. By
eliminating redundant or irrelevant features, the risk of
overfitting can be mitigated, which can enhance the
generalizability of the model despite minor performance
losses in specific metrics.
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5. Discussion

Regarding individual results obtained by the
methods and the data sets in Table 5, it can be seen that
there is no method-data set pair that consistently
produces the best results. The results are varied across
different methods and data sets, indicating that there is
no one-size-fits-all solution. Based on the results
presented in Table 5, the highest scores had been
obtained by ExTrees. Although there is no observed
difference among the results of the ExTrees, outcomes
of the data set reduced a third by BOA can be assumed
as promising to predict mutagenicity via in-silico
methods. To summarize the comparison, the average
results of the tree-based classification methods had been
calculated. In the light of these averages of the metrics,
one can say that when the proposed approach given in
Algorithm 1 had been used with BOA, considerably
better results had been obtained with reduced data sets
both for test and external data sets.

The results achieved by the reduced data set were
compared with the results published in 2012 by Xu et al.
(Xu et al. 2012) with the almost similar external data set
for the sake of completeness of the study. While the
external data set used in this study contained 599
mutagens and 117 non-mutagens chemicals, the original
data set used in the study of Xu et al. had 614 mutagens
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and 117 non-mutagens. The accuracies they obtained by
these data sets with different fingerprints (descriptors)
were from 90.4% to 98%. On the other hand, the range
of the accuracy achieved for the external set used in this
study by the proposed approach with BOA is from about
91.9% to 97.91%. It is essential to mention that both
studies used the same chemicals with mutagenicity
information, whereas their number of features and way
of calculation is different. Seal et al. (Seal et al. 2012)
have generated prediction models using RF classifier for
predicting mutagenicity with the data set named Set3,
similar to Baseline data set used in this study. The data
set used in their study consists of the Bursi and
Benchmark data sets explained in the Data Preparation
section. According to the outcomes that they published
in 2012, they have found the success rate of predicting
mutagenicity as 85.15% and precision as 85.2% with
154 descriptors (Seal et al. 2012). Our study shows that
results of the data set were reduced into 51 descriptors
with BOA and mutagenicity prediction conducted by RF
given in Table 4 yielded better results with 86.47% and
88.62% accuracy and precision, respectively.

Each optimization method uses different strategies
and metrics. Therefore, selected features can be vary
based on the search strategy of the algorithm. Through
the hybridization of several optimization techniques
with classification algorithms, the suggested method
may be able to overcome this variability, eliminate the
characteristics of the dataset, and lower the risk of
overfitting. To evaluate the effectiveness of the
proposed method in terms of overfitting, 5-fold cross-
validation was applied alongside the dataset with an
external validation test set. The test and validation sets
results given in Table 4 and Table 5, respectively, are
also a sign that there is no possible overfitting.
Moreover, the proposed approach may effectively
explore the complex and high-dimensional feature space
of the drug toxicity datasets due to the stochastic,
adaptive, and global search characteristics of the
optimization algorithms.

It is worth mentioning that this approach can be used
not only for mutagenicity prediction but also for
different problems requiring feature selection and
prediction. Since the presented approach can be
conducted with any number and kind of metaheuristic
optimization algorithms and classification methods, it
could be considered a general and flexible framework
and a wide range of application fields. It should be noted
that, flexibility is the strongest property of proposed
hybrid approach. However, the computational
complexity is the weakness of the hybrid approach, and
it is planned in future studies to overcome this with the
new approaches even in high dimensional datasets.

6. Conclusions

Recently, because of the laborious and expensive
nature of the drug discovery process, in-silico
approaches have played crucial and indispensable roles

in the drug approval process. Predicting mutagenicity,
which can be defined as the most critical endpoint of
toxicity at the early stages of the drug discovery process,
is one of the essential steps. This study recommended a
flexible approach as an in-silico method both for the
early prediction of chemical mutagenicity and reducing
the search space into the most effective descriptors. The
proposed framework was designed as two sequential
phases: feature selection phase through nature inspired
optimization algorithms and prediction phase by several
statistical and machine learning classification methods.
Incorporating metaheuristic algorithms into in-silico
studies is not commonly seen in the literature. One of
the primary purposes of this study is to conclude
whether using the metaheuristic algorithms can be
suitable to search the descriptor space in the field of
mutagenicity prediction. In order to reach this aim, the
butterfly optimization algorithm (BOA) was hybridized
with several statistical machine learning algorithms to
select the most critical descriptors that are effective in
predicting mutagenicity. As mentioned earlier, to the
best of our knowledge, no studies are searching for an
effective and representative subset of descriptors for
mutagenicity  estimation  through  metaheuristic
optimization algorithms. To fair comparison, besides
BOA, inspired by social butterfly foraging strategy,
particle swarm optimization algorithm (PSO), inspired
by not a single animal but swarm which is coordinated,
were used (Arora and Singh 2019).

Two data sets were used to present the proposed
approach: one for selecting the most informative
descriptors and modelling; the other for validation. All
descriptors were calculated by freely available PaDEL
Descriptors software by using SMILES format of the
molecules. The original data set contains 162
descriptors. The proposed approach with BOA reduced
the number of descriptors to 51, whereas 87 were
obtained with PSO. The experimental results present
that the outcomes obtained by the BOA have yielded
better results, especially with a smaller number of the
descriptors sets. In the test data obtained from PaDEL,
the highest ProbEx was obtained with the features
selected with BOA. While 69.84% ProbEx was obtained
with a baseline containing 162 variables in total, due to
the model established using 51 variables, approximately
71% ProbEx value was reached with an increase of
1.15% with PaDEL. External Data also achieved the
highest ProbEx with Baseline, but the 51 variables
selected with BOA performed higher than the 87
variables selected with PSO. As a result, BOA and PSO
methods were used for variable selection in the study,
and the selected variables were classified using tree-
based methods such as DT, ExTrees, RF, LightGBM,
and XGBoost. Since no parameter optimization is
performed specifically for the data sets, methods that
perform highly in PaDEL data may have lower
performance in the External data set. Another reason is
that while the class distribution is balanced in PaDEL
data, the proportion of classes that are non-mutagen in
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the External data set is lower. Parameter optimization
can be performed to increase model performance in
future studies.

To ensure completeness of the study, the results were
also compared with the results achieved by the studies
Seal et al. (2012), Xu et al. (2012), which used similar
chemicals. It could be concluded that our approach
conducted with nature inspired BOA performed well in
terms of accuracy and precisions.

As stated earlier, in-silico studies, i.e., the
computational approach to toxicity, has started to gain
more attention since predicting mutagenicity at the
beginning of the drug design process has been inevitable
and is a crucial step to shorten the process and thereby
reduce the cost. This study was conducted to present
highlight the importance of this approach. The findings
in this study suggest that in-silico approaches have a
significant role in the drug discovery process by
predicting mutagenicity, reducing the search space, and
ultimately saving time and resources. The use of
metaheuristic optimization algorithms in this context
represents a flexible approach that can potentially
effective feature selection and prediction in various
fields.  Further research, including parameter
optimization and multi-objective algorithms, can
continue to refine and expand upon this methodology.
As the part of the future works, a wider range of
metaheuristic  algorithms and machine learning
algorithms can be evaluated to identify the best
combination for different drug toxicity endpoints on a
larger and more diverse dataset of compounds based on
the experimental process, findings and also limitations
of the study. It is worth pointing out that, although the
computational complexity is a challenge, aiming to
address this issue can be also one of the future studies.

In summary, this research demonstrates the potential
of combining nature-inspired optimization algorithms
with machine learning techniques for feature selection
and mutagenicity prediction. The flexible framework
presented here can be applied to a wide range of
applications requiring feature selection and prediction.
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Abstract

Multivariate control charts enable to monitor processes affected by more than one variable. But, when the process is out of control, it
cannot detect which variable is causing it. It is an important requirement to know which variables in the process need corrective actions.
In this study, a machine learning-based model is proposed to predict the variable/s that make the process out of control. For this purpose,
ensemble algorithms, which are known to have higher prediction performance than single algorithms, were preferred. Because it is
aimed to determine the variable(s) that cause the process to be out of control in the most accurate way. It is thought that a classification
model in which ensemble algorithms are used together can increase the prediction accuracy. The model, which has not been encountered
before in a quality control problem, was applied to a real problem and 98.06% classification accuracy was achieved. Another benefit
is that it can predict the variable/variables that make the process uncontrolled without the need for multivariate control charts.

Keywords: Multivariate control chart, Machine learning, Ensemble of ensemble algorithm, Hotelling T2 chart, Mason-Young-Tracy
method.

Cok Degiskenli Proses Kontrol Grafigi ve Topluluk Makine Ogrenme Modeli
Kullanilarak Kalite Kusurlarinin Siniflandirilmasi

Oz

Cok degiskenli kontrol diyagramlar1 birden fazla degiskenin etki ettigi siireglerin izlenmesine olanak saglamaktadir. Ancak siireg
kontrol disinda oldugunda hangi degiskenin buna neden oldugunu tespit edilememektedir. Siirecteki hangi degiskenlerin diizeltici
faaliyetlere ihtiya¢ duydugunu bilmek 6nemli bir gerekliliktir. Bu ¢alismada siireci kontrolden ¢ikaran degisken/degiskenleri yiiksek
dogrulukla belirlenmesi tahmin etmek i¢in makine 6grenmesi tabanli bir model 6nerilmistir. Bu amagla tekli algoritmalara gére daha
yiiksek tahmin performansina sahip oldugu bilinen topluluk algoritmalar1 tercih edilmistir. It is thought that a classification model in
which ensemble algorithms are used together can increase the prediction accuracy. Daha 6nce bir kalite kontrol probleminde
rastlanmayan model, gercek bir probleme uygulanmis ve %98,06 siniflandirma dogrulugu elde edilmistir. Ayrica bir diger faydasi da
¢ok degiskenli kontrol grafiklerine ihtiya¢ duymadan siireci kontrolden ¢ikaran degisken/degiskenleri tahmin edebilmesidir.

Anahtar Kelimeler: Cok degiskenli kontrol grafigi, Makine 6grenmesi, Topluluk algoritmasi toplulugu, Hotelling T? grafigi,
Mason-Young-Tracy yontemi.

should be implemented. Since the products used today
have a much more complex structure, the production
processes should be evaluated according to their many
features (Robert, 2002). While traditional control charts
deal with a single measurable product feature (variable),

1. Introduction

In order to produce quality products and ensure their
sustainability, processes must be constantly monitored.

The causes of out-of-control situations encountered
while monitoring the processes should be determined as
accurately and quickly as possible and corrective actions

* Corresponding Author.
E-mail: ddemircioglu@sakarya.edu.tr

multivariate control charts have the feature of being
tools that can handle multiple variables simultaneously
(Montgomery, 2009). Thus, time and cost savings are
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achieved. In addition, these control charts also enable
the evaluation of the relationship between the variables
(Hotelling, 1947; Woodall, 1985; Lowry, 1992). In
addition to this advantage, the most criticized feature of
the charts is that it cannot detect which variable/s caused
it in case of out-of-control signals (Aparasi, 2006).
However, this causes very important problems because
it is necessary to know which variable(s) corrective
action should be applied in order to control the process.
Because wrong estimation of variable lead to loss of
time, increase in finances and worst of all, poor quality
products. For this, traditional methods are not sufficient
and new methods are needed. The leading of these is the
Mason, Young, Tracy Decomposition (MYT) method,
which has been specially developed for quality control
charts. Principal component analysis and discriminant
analysis are also used for similar purposes.
(Jackson,1985; Rao et al.,, 2013; Pei et al.,, 2006;
Hawkins, 1991; Mason et al., 1997; Das and Prakash,
2008; Li et al., 2008; Agog et al., 2014; Joshi and Patil,
2022). In addition to the mentioned statistical methods,
it is seen that machine learning algorithms are frequently
used in recent years (Aparasi, 2006; Niaki and Abbasi,
2005; Chen and Wang, 2004; Cheng and Cheng, 2008;
Song et al., 2017; Shao and Lin, 2019; Du et al., 2012;
Asadi and Farjami, 2019; Ahsan et al., 2020; Sabahno &
Amiri, 2023). However, statistical methods have
weaknesses such as not being able to make predictions
for new data and not measuring the accuracy of the
results with various criteria. Machine learning
algorithms are more preferred because they have
features to eliminate these weaknesses. In this study, a
new ensemble machine learning model developed using
the results obtained from Hotelling T2 and MYT
methods is presented in order to detect the variable(s)
causing out-of-control situations. With this model, it is
aimed to determine the variable(s) that cause out-of-
control situations as accurately as possible. It is known
that ensemble machine learning algorithms provide
more accurate predictions than single algorithms (Jiang
and Song, 2017; Asadi and Farjami, 2019). For this
reason, the bagging and boosting ensemble algorithms
in the classification model developed in the study were
combined with the stacked generalization algorithm,
which is another ensemble algorithm, and the ensemble
structure ensemble was used. Thus, the variable(s)
causing the out-of-control situation were determined in
the most accurate way. Model data were obtained with
Hotelling T2, which is a multivariate control chart, and
MYT method, which was specially developed for the
chart. In order to determine the algorithm to be used in
the model, Decision Trees (DT), Naive Bayes (NB), K-
Nearest Neighbor (KNN), Multi Support Vector
Machines (M-SVM) and Artificial Neural Networks
(ANNSs) were used, which are among the most basic
single algorithms. Since the aim was to increase
prediction accuracy, the algorithm that was most
successful in single uses was chosen first. Then,

ensemble models were developed with this algorithm
using bagging and boosting.

The subsequent of the article is organized as follows.
In Section 2, a literature review will be conducted. After
explaining the methods in Section 3, the proposed model
will be presented in Section 4. Then, the implementation
will be carried out in Section 5 to carry out the
experimental study of the model. The article concludes
with Section 6, where discussion and conclusion is
presented.

2. Literature Review

There are many studies in the literature about the
determination of the variable(s) that cause the out-of-
control situation, using statistical and machine learning
methods.

The most frequently used method in the literature for
multivariate control charts is the Mason Young Tracy
(MYT) decomposition method (Robert, 2002). This
method, which was developed by Mason et al., (1995),
was designed specifically for the Hotelling T2 control
chart, based on principal component analysis (Mason et
al., 1995; Ozel, 2005). There are studies in many
different areas where MYT is used (Cetin and Birgoren,
2007; Parra and Loaiza, 2003; Ulen and Demir, 2013;
Boullosa et al., 2017; Yilmaz, 2012).

Studies in which machine learning techniques are
used to determine the variables that cause the out-of-
control situation are examined in two classes as studies
in which basic algorithms are used individually and as
an ensemble.

Studies using single algorithms to detect variables
that cause out-of-control situations have been
encountered for many years. In two separate studies by
Chen and Wang (2004) and Niaki and Abbasi (2005), an
artificial neural network-based model was developed for
the X2 chart and presented by evaluating its successful
performance. In the study performed by Aparisi et al.
(2006), accuracy analysis of MYT method and neural
network was performed in terms of classification.
According to the results; It has been seen that the
accuracy performance of the designed neural network is
better than the accuracy performance of the MYT
method (Aparisi et al., 2006). In the application by
Cheng and Cheng (2008), which aims to detect variables
with Artificial Neural Network (ANN) and Support
Vector Machine (SVM), the performance of SVM was
found to be similar to ANN. In addition, it has been
stated that the ANN algorithm has weaknesses such as
the large number of control parameters and the difficulty
of applying steps. In another study, Li et al. (2013)
compared the optimized SVM approach with the
developed ANN for the estimation of the shift
magnitude in the process. As a result, the best
performance of the SVM approach has been
demonstrated. Huda et al. (2014) developed an ANN-
based model that does not need expert knowledge and
requires little numerical computation. The results
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showed that the proposed approach is successful and
easy to implement. Song et al. (2017) proposed a
sample-based Navie Bayes (NB) method to interpret
out-of-control situations. As a result of the performance
comparisons, it was stated that the developed method
outperformed other statistical techniques. In the study
by Shao and Lin (2019), ANN-based classification
model was developed in a multivariate process with
variance shift. The performance of this model is
compared with ANN, SVM and multivariate adaptive
regression classifier. As a result, it was stated that the
developed model was more successful. Bersimis et al.
(2022) an ANN-based model was developed that uses
the results of some analytical methods as input for the
detection of uncontrolled variables. According to the
results obtained, very successful results were obtained
with the developed model. In another study conducted
by Rakhmawan et al (2023), the Hotelling T2 control
chart was optimized with the decision tree model. It has
been stated that this is a solution that can be used to
obtain accurate predictions.

There are studies where ensemble algorithms are
used to detect variables that cause out-of-control
situations. In the study by Guh and Shiue (2008), a
simple and effective model obtained by sequentially
combining the Decision Tree (DT) classification
algorithm is proposed to detect the mean shifts in
multivariate control charts. Experimental results show
that the learning speed of the proposed model is much
faster than an ANN-based model. For the same purpose,
an ANN-based ensemble model was developed by Yu et
al. (2009). The results of the study, which produced data
according to 5 different shift sizes from the mean for
each variable by simulation, are presented that the
proposed model outperforms the use of single ANN in
terms of average running length (ARL). In the study by
Alfaro et al. (2009), ensemble trees have proven to be a
very powerful tool for classification accuracy. Du et al.
(2012) classified the causes of mean shifts in the
multivariate process with the multiclass bagging
ensemble SVM algorithm. The performance of the
model evaluated according to the accuracy criterion with
a real application has been proven to be effective.
Similarly, the approach developed in the study by Cheng
and Lee (2012) using the bagging ensemble SVM
algorithm is compared with the traditional
decomposition method and its performance is seen to be
more successful. Yang (2015) concluded that the
proposed artificial neural network ensemble model is a
more effective approach in diagnosing out-of-control
situations than other approaches in the literature. In the
study by Jiang and Song (2017), which developed an
ensemble model by combining decision trees in parallel,
it was proven that the classification performance of the
ensemble learning method was better. Another study in
which decision trees were applied as an ensemble was
carried out by Asadi and Farjami (2019). In the study, a
structure with four classifiers in which decision trees are
connected sequentially and a Monte Carlo simulation

are used. The developed model ARL functions were
compared according to accuracy, precision and
precision criteria. The results showed better
performance of the community DT construct. In the
research conducted by Alfaro et al. (2020), the random
forest method was used to detect out-of-control
situations. This method has been compared with ANN
and it has been stated that the random forest method is
more successful when there is small and medium
correlation between variables.

In this study, a ensemble algorithm is proposed in
which bagging and boosting ensemble algorithms are
combined. Based on the stacked generalization
algorithm, this model was used to combine the power of
other ensemble algorithms to detect variables that cause
out-of-control in a multivariate process. The decision of
the basic single algorithm to be used in the bagging and
boosting ensemble algorithms was also made according
to the high accuracy rate.

3. Methods

3.1. Hotelling T? Control Chart

Hotelling T2 control chart was developed by
Hotelling in 1947 to monitor the related p number of
variables simultaneously (Montgomery, 2009). The
chart is formed by scheduling the T? statistic, which is a
statistical distance measure based on a multivariate
normal distribution (Cetin and Birgoren, 2007). In case
the sample size is 1, the steps of the control chart are as
follows. For each sample, the T? statistic is calculated
with the help of Equation (1) according to p number of
variables.

TP=X-X)ST'(X-X) @)

Where, X is variable, X is sample mean vector and
S is the sample covariance. While the upper control limit
(UCL) for the first phase of the multivariate control
chart is calculated according to Equation (2), the lower
control limit (LCL) is taken as the zero line as seen in
Equation (3).

el =T

m

ﬂa,p/z,(m—p—l)/z (2)
LCL =0 (©)

Where, m expresses the upper a percentage point of
the beta distribution with the parameters
Ba,p/2,m-p-1)/2 including the number of samples
(Montgomery, 2009).

In order to use the Hotelling T2 control chart, some
assumptions must be met. These assumptions are
conformity to multivariate normal distribution, linearity,
absence of autocorrelation, variance covariance equality
(homogeneity). If there are (S) not provided by the
assumptions, the necessary conversion actions should be
applied.
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3.2. Mason Young Tracy (MYT) Decomposition
Method

This method was developed by Mason, Young and
Tracy in the 1990s to detect out-of-control variables by
splitting the Hotelling T2 statistic into two orthogonal
parts, conditionally and unconditionally. In this method,
firstly, the operated and operated are defined
continuously and calculations are made. Then possible
MYT decompositions are shown, and finally, similar
values are calculated in periods and comments are made
about the out-of-control variables (Mason et al., 1995).

T2 statistic in Equation 1 is formed by combining
conditional and unconditional terms as seen in Equation
4,

TZ = sz—l + sz.l.....p—l (4)

Here, the part shown in Equation (5) expresses the
unconditional terms.

T2, = (P70 — X0 571 (xPD — xv-0)
®)

Where, X®~1 js the mean vector of n multivariate

observation values of the first (p-1) variable. Syy is the
(p-1)*(p-1) basic submatrix of S.

The part shown in Equation (6-9) expresses the
conditional terms.

2 _ Xip=Xp1,..p-1
Tp.l,...,p—l - 512).1'"”1)_1 (6)
= = , -1 = (p—
Kprpo1 = Xy + by (xF7D — X@-D) @

Where )?p is the sample mean of n observation values
of the pth variable.

b, = SxxSxx is the dimensional vector that
estimates the regression coefficients of the p-th variable
in the first p-1 variable.

2 _ 2 roe-1

Spa,..p—1 = Sx — SxxSxx Sxx (8)

_ Sxx  Sxx 9

s=|7 ) ©)
Sxx  Sx

Where, s,y is the vector of covariance between
variables, s2 is the variance of the variable p.

3.3. Machine Learning Algorithms

Machine learning is a technology developed to
enable machines to be intelligent, enabling systems to
learn directly from examples, data and experiences (The
royal society, 2017). These technologies enable
machines to make predictions, perform clustering,
extract association rules or make decisions from a given

data set (Mohammed et al., 2016). It is possible to
examine algorithms in two classes, as single and
ensemble, according to their usage structure.

3.3.1. Single machine learning algorithms

In single algorithms, only one algorithm is run and
the results are obtained accordingly. In the study, DT,
NB, ANN, SVM, KNN algorithms will be discussed.

A Decision Tree (DT): DT has a tree structure
consisting of nodes. These nodes are called root,
intermediate and leaf nodes according to their purpose
(Maimon and Rokach, 2010). The working steps of the
algorithm first start from the root. Then it continues by
branching from the intermediate node to the leaf node.
Classes in the tree are represented by leaves, and there
is only one path to each leaf (Bilgin,2018; Maimon and
Rokach, 2010; Han et al.,, 2012; Mitchell, 2014;
Agrawal and Imielinsk, 1993; Utgoff et al., 1997). The
samples are classified from the root of the tree to a leaf
according to the result of the tests carried out along the
way. These results can then be combined into a rule by
taking the class estimate of the leaf as the class value
(Maimon and Rokach, 2010). This structure, which can
be re-represented with IF-THEN rule sets for easy
understanding by the user (Mitchell,2014), can contain
both nominal and numerical properties. Commonly used
criteria for determining the root node feature are
Information Gain, Gini index, Gain Ratio (Maimon and
Rokach, 2010).

Naive Bayes (NB): NB is used when there is leading
knowledge and provides a probabilistic approach to
logical inference. It aims to combine the value from the
sample with the leading information. This algorithm
ignores the relationships between the inputs and reduces
a multivariate distribution to multiple univariate
distributions, as seen in Equation (10) (Alpaydin, 2012).

p(xIC) = TT§-1p(x[C) (10)

Here; P(X): Probability of X (independent), P(Y):
Probability of Y (independent), P(X | Y): Probability of
X occurring when Y has occurred and P(Y | X):
Probability of Y occurring when X has occurred.

K-Nearest Neighbor (KNN): KNN is based on
classification with the nearest neighbors approach (Han
etal., 2012). The number of neighbors (k) is determined
by the user. In order to find the location of the nearest
neighbors of a sample, a distance function or criteria
such as Euclidean, Manhattan and Minkowski Distance,
which measure the similarity between two samples, are
used (Bilgin, 2018). Euclidean Distance shown in
Equation (11) was used in the study. Where p and g are
two examples compared.

Euclidean Distance = |Y¥¥_ (p; — q,)? (11)

Here p and q are two examples compared.
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Artificial Neural Network (ANN): ANN is an
important classification method that includes parallel
computation programs that work similar to the human
brain. Multilayer Perceptron (MLP), which is the most
commonly used artificial neural network model, consists
of three layers: input, hidden and output. While the
number of process elements in the input and output layer
is determined according to the problem, the number of
elements in the hidden layer is determined by trial and
error in order to achieve the best performance. The
weights showing the importance of the information are
determined randomly at the beginning (Oztemel, 2003).
Inputs are converted to output with the activation
function (Yadav et al., 2015).

Multi-Class Vector Machine (M-SVM): The SVM
method developed by Cores and Vapnik (1995) is used
for two-group classification and prediction problems of
both linear and non-linear data. Its working principle is
based on transforming the size of the data, determining
decision surfaces and dividing it into two classes in the
most appropriate way. When the number of classes is
more than two, multi-class vector machines should be
used. There are three options for this algorithm.

Here w is the weight vector, X is the sample and r is
the class of the data. The size of this interval is very
important for the accuracy of classification. When rt =
+1 andrf = —1.

1. When K>2, K two class problems are defined and
K different separators distinguish each class from
other classes; i=1,....,K support vector machine is
trained. Here, while training the parser, the samples
from the class C; are classified as +1, and the
samples from the class C; k#1 are classified as -1.
All values are calculated and the largest one is
selected.

2. The problem is divided into multiple linear
subproblems. The algorithm for this is to train with
K(K-1)/2 discriminant binary classifiers, similar to
two-class SVM.

3. In this option, a single multi-class optimization
problem that includes all classes is considered as
seen in Equation (12).

(Sequential
connection)

Ensemble Algortihms

ming T Iwill? + € 2 e & (12)

where the constraints are as seen in Equation (13,
14).

w,ext +wye 2 wxt +wy +2 = &, Vi # 25 (13)
and &f >0 (14)

Although this option is a very good approach, it is
less preferred than other options in terms of usage due
to processing load and time.

3.3.2. Ensemble machine learning algorithms

Ensemble algorithms are predictive models created
by combining multiple algorithms of the same or
different types with various methods in different ways
(Rokach, 2010). It is aimed to achieve higher prediction
accuracy with ensemble algorithms than single
algorithms.

Ensemble algorithms can be created as dependent
/independent and homogeneous/heterogeneous. In the
dependent method, the output of one classifier is used by
the next classifier. Thus, it is possible to take advantage
of the knowledge produced in previous iterations to
guide learning in the next iterations. In independent
methods, each classifier is created independently and its
outputs are combined (Maimon and Rokach, 2010). In
dependent methods, algorithms are connected in series
with each other, while in independent methods,
algorithms are connected in parallel. The basis of
parallel ensemble methods is to use independence
between single algorithms, since classification and
prediction error can be significantly reduced by
combining independent base learners (Zhou, 2012).

In addition to combining the algorithms dependently
and independently, there are ensemble algorithms that
are obtained homogeneously by using the same single
algorithm and heterogeneously by using different single
algorithms. The classification of ensemble algorithms
according to the merging principles is given in the
Figure 1 (Zhou, 2012; Gowda et al., 2018).

Dependentmethods

Independent methods

(Parallel connection)

Homogeneous Boosted
Heterogeneous S;aﬁ-z:?i
gen on
Homogeneous Bagging
Heterogeneous Voting

Figure 1. Types of ensemble algorithms
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The bagging algorithm method was developed by
Breiman (1996) and is the oldest and simplest ensemble
algorithm. This method, which is based on combining
basic learners in parallel, is a method that can be used
with multiple classes (Zhou, 2012; Gowda et al, 2018;
Zhang and Ma, 2012).

The boosting ensemble method is based on the
principle that algorithms use the output of the previous
algorithm as input, and the algorithms are connected in
series. In this method, each classifier is affected by the
performance of the previous algorithm and gives more
importance to classification errors made by previously
created classifiers (Rokach, 2010). When the number of
classes is more than two, the AdaBoost method, which
is the most preferred boosting method, is used (Zhou,
2012).

The stacked generalization method is a meta-
learning based ensemble algorithm. Based on the
predictions and correct answers of the basic learning
algorithms, a meta-learner is trained (Onan, 2018). Here,
the basic idea is to train the first-level learners using the
original training dataset and then create a new dataset to
train the second-level learner in which the outputs of the
first-level learners are considered as the input features.
First-level learners are often produced by applying
different learning algorithms, and therefore stacked
method are often heterogeneous (Zhou, 2012). The
second-level metadata set consists of the predictions of
all algorithms (Onan, 2018).

3.3.3. Performance criteria of machine learning
models

In the study, the variable(s) that cause the out-of-
control situation are determined by classification. For
this reason, performance criteria such as accuracy,
classification error, sensitivity and kappa statistics used
in the classification problems of the learning
performances of the developed models were evaluated.
Performance criteria are as in Table 1 (Hossin and
Sulaiman, 2015).

Where, g,; is the true number of positives in class i,
Jni 1s the actual number of negatives in class i, y,; is the

number of false positives in class i, y,; is the number
of false negatives in class i, h,, is the macro mean of
sensitivity, k, is represents the macro average of
precision.

Another criterion, the Kappa statistic, evaluates the
classification accuracy by taking into account the chance
factor in the probability of a correct guess. It is
calculated as seen in Equation (15) (Lantz, 2013).

_ Pr(a)-Pr(e)
k= 1-Pr (e) (15)

Where, Pr(a) and Pr (e) represent the agreement
ratio between the actual and expected values, the
classifier and the actual values, respectively. Kappa
values are commonly interpreted as; Bad estimate = less
than 0.20, Acceptable estimate = 0.20 - 0.40,
Intermediate estimate = 0.40 to 0.6, Good estimate =
0.60 to 0.80, Very good estimate = 0.80 — 1.00.

3.3.4. Handling Imbalanced Dataset

If the classes in the dataset are not approximately
equally represented, the dataset can be eliminated the
imbalanced. The performance of machine learning
algorithms is often based on predictive accuracy.
However, when data are unbalanced, often the majority
class is predicted with little error, while the minority
class(es) cannot be predicted. In this case, it can be said
that using predictive accuracy would be misleading.
Class imbalance in the data is addressed in two ways.
The firstis that it assigns different weights to the training
examples. The other is to resample the original dataset
by either oversampling the minority class and/or
undersampling the majority class (Chawla et al., 2002).
Synthetic Minority Oversampling (SMOTE) method,
widely used for resampling, is a sampling technique that
produces synthetic samples from the minority class.
This method, which synthetically equates the number of
data in the minority class to the number of data in the
majority class, is used to obtain a training set with a
balanced or nearly balanced class.

Table 1. Performance criteria based on confusion matrix for classification in multi-class problems

Performance Criteria Formula

Description

Average Accuracy l

gpi + Ini

Average effectiveness of classes

izlgpi + Yni + Ypi T Gni

l

Average Error Rate . Ypi T Yni

Average error rate of classes

izlgpi + Yni + Ypi T Gni

l

Average Sensitivity 1 Ipi Average of precision per class
= Gpi + Vi
l
Average Precision 1 Ipi Precision average per class
i=1 -+ .
gpl Yni
l
Average F measurement 2xhy xky F measurement per class
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Figure 2. Architecture of the proposed model

SMOTE samples are linear combinations of two similar
samples from the minority class and are obtained by
Equation (16) (Blagus and Lusa, 2013).

s=x+u(xk—x) (16)
where xR and x are two similar classes, xF%, is

randomly selected from among the five closest minority
classes of x. u is a random number between 0 and 1.

4. Proposed Model

The aim of the study is to develop an ensemble
model to identify the causes of out-of-control situations
in quality processes with the highest accuracy, is shown
in Figure 2. The architecture consists of six phases. The
phases can be stated as Data Collection and Processing,
Applying the Hotelling T2 chart, Identifying variables
causing an out-of-control situation, Obtaining Data Set,
Development of The Machine Learning Model and
Performance evaluation.

The steps involved in the phases and the proposed
model are described in detail below in Figure 2.

Phase 1. Data Collection and Processing: At this
phase, data is collected about the examined properties of
the manufacturing part. Before analyzing the data set, it
should be checked whether it contains outlier,
incomplete or inconsistent data, and if there are such
cases, the data preprocessing process should be
performed (Sisci et al., 2022).

Phase 2. Applying the Hotelling T2 Chart: At this
phase, it will be checked whether the T? statistic is
suitable  for linearity, normal distribution,
autocorrelation and variance-covariance equality
assumptions so that the data set can be used in the
Hotelling T2 control chart. Since the Hotelling T2 control
chart with a sample size of one is used in the study, the
variance-covariance assumption is invalid and there is
no need to check this assumption. With the linearity
assumption, it is investigated whether there is a desired
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linear relationship between the two variables. For this,
the Pearson correlation coefficients between the two
variables should be calculated and compared with the
level of significance. If this coefficient is greater than
the significance level, there is a linearity relationship.
According to the assumption of conformity to the
multivariate normal distribution, each of the variables
must be suitable for the normal distribution. With the
Kolmogorov-Smirnov test, the conformity of the
measurement values to the normal distribution is tested.
After the suitability of all the variables to the normal
distribution has been proven, the suitability of all the
variables to the normal distribution should be evaluated
with the Henze-Zirkler's test. It should be tested with the
Box-Ljung statistic to determine whether there is
autocorrelation between the autocorrelation assumption
and the variables. After checking all assumptions, a
Hotelling T2 chart is created according to Equation (1).

Phase 3. Identifying Variables Causing an Out-
Of-Control Situation: At this phase, the variable(s) that
cause the samples outside the upper control limits
determined by Hotelling T? to be out of control will be
determined by MYT decomposition method.

Phase 4. Obtaining Data Set: At this phase, the
inputs and outputs are brought together to obtain the data
set. Variable measurement values constitute the input,
and the variable classes belonging to the out-of-control
situations obtained in the MYT results constitute the
output. Inputs are obtained in the first phase, and outputs
are obtained in the second and third phases. SMOTE was
used to eliminate the imbalance caused by the difference
in the data numbers of the classes in the data set. In the
data set used in the proposed model, similar to other
studies in the literature (Alfaro et al., 2009; Jiang and
Song, 2019), only out-of-control situations are
considered.

Phase 5. Development of the Machine Learning
Model: After the data set to be used in the model is
obtained, the algorithm to be used in the developed
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model will be selected. The model consists of the

following steps:

1. By applying single machine learning algorithms,
the most successful algorithm is selected according
to the performance criteria.

2. Combining this selected single machine algorithm
with bagging and boosting algorithms in parallel
and sequentially.

T ~

3. Developing the two ensemble algorithms obtained
in the second step by combining them with another
ensemble algorithm, the stacked generalization
method. The hybrid ensemble model, which is
based on the combination of ensemble algorithms
in order to increase the prediction performance, will
be designed as seen in Figure 3.

Meta Learner :|
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BaseAlgorithm:

\
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Figure 3. Architecture of the proposed model

Phase 6. Performance Evaluation: The proposed
model will be trained with the dataset and its
performance will be evaluated according to various
criteria. If the evaluation results are found successful,
the suitability of the model will be decided. For
performance comparisons of classification algorithms,
criteria such as accuracy, sensitivity, precision and
kappa statistics were used.

5. Implementation of Proposed Model

In order to prove the validity of the proposed model,
a real-life problem has been applied in the steel
hydraulic pump cover production process of an
automotive supplier operating in Turkey. The 3D view
of the hydraulic pump cover part is shown in Figure 4.
In addition, as seen Table 2, 8 variables that determine
the quality of the part were determined by quality
experts.

Figure 4. Hydraulic pump cover

Table 2. Definition of variables

Definition of variables, mean and specification
values are as in Figure 4.

5.1. Data Collection and Processing

Data is obtained through measurements made during
manufacturing. Measurements are made by taking a
single sample per hour from the manufacturing process.
26700 measurement values were taken as basis in the
study. Each measurement value constitutes a sample in
the data set. Outlier, extreme or missing values in the
data set were first examined in terms of variable and
sample suitability through data pre-processing steps and
it was determined that there were no data with
undesirable characteristics. However, it was determined
that the measurement results for some variables were
missing in three samples. Therefore, these three samples
were eliminated and quality evaluation was carried out
on the remaining 26697 samples.

5.2. Hotelling T? Control Chart Implementation

Before applying the Hotelling T2 control chart, it was
checked whether the data met the assumptions regarding
the T2 statistics.

Variables Definition Specification Value (mm) Tolerance (mm)
X1 1. Hole Diameter 30 +0,2
X2 2. Hole Diameter 30 +0,2
X3 Large Outside Diameter 210 +0,5
X4 Distance Between Holes 230 +0,2
Xs Cheek Height 21 +0,5
X6 Cheek Outer Diameter 180 +0,1
X7 Cheek Inner Diameter 140 +0,5
Xs Cover Wall Thickness 27 +0,5
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Table 3. Correlation matrix between variables (initial case)

X1 X2 X3 X4 X5 X6 X7 X8
x1: 1.hole diameter PC 1 -0,75™ 0,01 0,63 0,048™ -0,004 0,062™ 0,007
Sig. 0,000 0,881 0,000 0,000 0,520 0,000 0,264
X2: 2.hole diameter P.C 1 -0,002 0,18** -0,008 -0,001 -0,048** 0,004
Sig. 0,725 0,003 0,195 0,852 0,000 0,562
x3: large outer diameter P.C 1 -0,010 -0,008 0,001 -0,001 0,008
Sig. 0,104 0,184 0,874 0,881 0,183
Xa: distance between holes P.C 1 -0,019** -0,009 -0,038** 0,006
Sig. 0,002 0,162 0,000 0,344
xs: cheek height P.C 1 -0,21**  0,037** -0,004
Sig. 0,001 0,000 0,508
Xe. cheek outer diameter P.C 1 -0,011 0,001
Sig. 0,065 0,907
X7: cheek inner diameter P.C 1 -0,003
Sig. 0,606
xs: cover wall thickness P.C 1
Sig.

** Correlation significant at 0.01 level

Linearity: Pearson coefficient was calculated for
binary variables to test the linearity assumption.
The evaluation result is summarized in Table 3. As
can be seen from the table, it is understood that two
of the variables (large outer diameter (x3) and cover
wall thickness (x8)) have no relationship with any
other variable.

For this reason, there was no need to evaluate it with
a multivariate control chart. Since these variables are
unrelated, they can be handled separately with
univariate control charts. Large outer diameter (x3) and
cap wall thickness (xs) variables were removed from the
data set and the linearity assumption was repeated for
six variables. The pearson correlation coefficient (P.C)
values calculated to evaluate the relationships between

Table 4. Correlation matrix between variables (final situation)

six variables are shown in Table 4. When the
significance levels of the remaining six variables are
examined, they are generally seen to be significant, that
is, there is a linear relationship.

Assumption of suitability for multivariate
normal distribution: The normal distribution
suitability test results obtained for 6 quality
variables are given in Table 5. It can be said that the
p value for all variables is greater than 0.05 and
therefore all variables individually comply with
normal distribution.

X1 X2 X3 X4 X5 X6
x1: 1.hole diameter P.C 1 -0,75™ 0,63 0,048 -0,004 0,062™
Sig. 0,000 0,000 0,000 0,520 0,000
X2: 2.hole diameter P.C 1 0,18™ -0,008 -0,001 -0,048™
Sig. 0,003 0,195 0,852 0,000
x3: distance between holes P.C 1 -0,019™ -0,009 -0,038™
Sig. 0,002 0,162 0,000
Xa4: cheek height P.C 1 -0,21* 0,037
Sig. 0,001 0,000
Xs: cheek outer diameter P.C 1 -0,011
Sig. 0,065
Xe: cheek inner diameter P.C 1
Sig.
** Correlation significant at 0.01 level
Table 5. Univariate normal distribution results
Test Variable KS value P value
Kolmogorov-Smirnov X1 0,004 >0,150
Kolmogorov-Smirnov X2 0,004 >0,150
Kolmogorov-Smirnov X3 0,004 >0,150
Kolmogorov-Smirnov X4 0,005 >0,150
Kolmogorov-Smirnov X5 0,003 >0,150
Kolmogorov-Smirnov X6 0,002 >0,150
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After proving the suitability of all variables for
univariate normal distribution, multivariate normal
distribution in which all variables were evaluated
together was examined. Multivariate normal distribution
results evaluated with Henze-Zirkler's test and the Q-Q
chart are shown in Table 6.

Table 6. Multivariate normal distribution test results
Test Variable Normality
Henze-Zirkler Yes

P value
0,4539

X1.....X6

As seen in the table, six variables were found to be
suitable for multivariate normal distribution.
No  Autocorrelation  Assumption: This
assumption was tested using the Box-Ljung statistic
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of the time independence of the variables. It was
observed that there was no autocorrelation for all
six variables. As a result, it has been determined that
the Hotelling T2 control chart is suitable for the
assumptions.

For the measurement results of six variables on
26697 units, T2 values were calculated using Equation
(1) and UCL value was calculated using Equation (2).
The Hotelling T2 control chart created according to T2
values is shown in Figure 5. The upper control limit of
the control chart was found to be 30.1. It can be seen that
the T2 values of 25893 samples are between UCL and 0,
while 804 samples are outside the UCL.
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Figure 5. Hotelling T2 Control Chart

5.3. Identification variables that cause
uncontrolled situations with the MYT method

For each of the 804 samples that signaled that the
process was out of control, the variable(s) causing the
out-of-control  situation were determined using
Equations 4-6 of the MYT decomposition method. The
results of MYT decomposition method implementation
for six variables of 10 samples selected from 804
samples are as shown in Table 7.

"0" in the last column of the table represents
variables that are under control, and "1" represents

variables that cause an out-of-control situation. For
example; variable class “100001”; It means that the out-
of-control situation occurs due to the variables x; and X,
while the other variables remain within the control limit
according to the calculated threshold value and do not
affect the out-of-control situation. Since there are 6
variables evaluated, there are (2% — 1) = 63 possible out-
of-control situations (Niaki and Abbasi, 2005). The
number of samples in which these possible out-of-
control situations were observed in the examined data
set is as shown in Table 8.

Table 7. MYT unconditional part T2 values and out-of-control situations

Sample No T:? T2? T3? T4? Ts2 Te? Condition
19 9,818 0,298 0,560 0,272 2,978 35,053 100001
27 1,141 36,305 9,005 25,855 1,093 0,099 011100
38 24,641 6,589 11,685 0,704 8,655 31,180 111011
52 17,048 0,883 6,350 0,333 0,787 5,257 101001
92 1,094 6,014 27,093 0,760 2,775 0,421 011000
95 0,252 1,093 0,486 12,159 33,232 38,175 000111
109 0,575 0,509 15,589 15,671 11,380 14,084 001111
110 6,452 0,848 10,892 0,354 13,798 16,987 101011
115 4,532 0,640 29,088 0,894 3,802 1,148 101000
175 0,686 0,735 10,161 21,790 0,879 1,049 001100
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Table 8. Out-of-control situations and number of samples encountered

Condition Number of Sample Condition Number of Sample Condition Number of Sample
000001 14 010110 5 101011 5
000010 4 010111 12 101100 10
000011 7 011000 24 101101 10
000100 17 011001 20 101110 5
000101 21 011010 5 101111 7
000110 10 011011 5 110000 12
000111 13 011100 11 110001 16
001000 18 011101 10 110010 7
001001 30 011110 11 110011 2
001010 8 011111 3 110100 16
001011 14 100000 8 110101 13
001100 30 100001 15 110110 5
001101 23 100010 12 110111 3
001110 11 100011 11 111000 12
001111 10 100100 100 111001 13
010000 8 100101 25 111010 3
010001 23 100110 5 111011 7
010010 10 100111 4 111100 13
010011 5 101000 13 111101 9
010100 16 101001 15 111110 8
010101 14 101010 8 111111 0

There is no situation in which all variables have an
impact on the out-of-control situation, expressed by the
“111111” variable class. For this reason, 62 different
out-of-control situations will be considered in the data
set. Variables x; and x4 (100100) cause 100 of the 804
out of control situations, which is the most common
situation, to be out of control. The least common out-of-
control situations belong to the variable classes 011111,
110111 and 111010, with 3 samples each. Out-of-
control situations will be called classes in the following
sections of the study.

5.4. Development and Implementation Proposed
Model Based on Ensemble Algorithm

5.4.1. Create a dataset

While the input data set consists of measurement
values of the samples collected from the process, the
output data set is the classes that express the variables
that cause out-of-control situations obtained as a result
of the calculations made in the previous steps. The
number of samples for 62 classes varies between 3 and
100. This situation creates an unbalanced data set in
terms of sample numbers between classes. Since real
data was used in order not to affect the classification
accuracy, synthetic data was produced with the help of
the SMOTE method, using the highest number of
samples as 100, to complete 100 samples for all classes.
Thus, we continued with 6200 data belonging to 62
uncontrolled classes.

5.4.2. Implementation of single machine learning
algorithms

When basic machine learning algorithms are used
single, the parameters that provide the best classification
performance are estimated heuristic, taking into account
the preliminary information of the data set. The models
were redesigned and trained according to each
parameter and the results were obtained. A comparison
of the success rates obtained from the algorithms was
made by determining the appropriate parameter values.
Cross-validation method was used for the training phase
of the models established with classification algorithms.
Cross-validation is a statistical method used to evaluate
and compare learning algorithms by dividing data into
two parts, one used to learn or train a model and the
other used to validate the model (Refaeilzahed et al.,
2009). In k-fold cross validation, the data is first divided
into k equal sized partitions. Then, a selected partition
test set is considered as the remaining k-1 partition
training set. In the next phase, a different section is
selected for testing and the remaining ones form the
training set. The cluster to be selected does not have a
priority or importance, each section is of equal
importance. This process is repeated k times, each time
with a different subsection test set, so that each section
is used for both testing and training. In order to ensure
consistency of the study, all models were trained using
the same parameters. For the number of folds, the value
"10", which is frequently used in studies (Refaeilzadeh
et al., 2009; Zhang et al., 2019; Jonathan et al., 2019;
Karimi et al., 2015; Ramezan et al., 2019; Yu and Feng,
2014.), was taken. Additionally, the sampling type was
selected automatically and folding sampling was used
because the result values were nominal. Multi-class
performance criteria were used to evaluate the

Journal of Intelligent Systems: Theory and Applications 7(2) (2024) 129-144 139



classification success rates obtained using the parameter
values determined for all algorithms. Rapidminer Studio
9.6 Program was used in all analyses.

DT algorithm: Some of the parameters used for the
DT algorithm are shown in Table 9. Similar to previous
studies for the splitting process in the tree (Dreiseitl et
al., 2001; Anwar et al., 2014), the criterion for selecting
the attributes was determined as information gain, which
calculates the entropy and selects the least valuable one
as the splitting criterion. The maximum depth value was
selected as 20 by trying 31 values between 0-30. The
confidence level was selected by performing 11 trials in
0.1 step increments between 0 and 1. For the values of
other parameters, the program was run with default
values.

Table 9. DT parameters

Parameter Value
Criterion Information gain
Maximum depth 20
Confidence level 0,1
Min. earnings 0,1

K-NN algorithm: The number of nearest neighbors
(k) used for classification was determined as 3, which
gives the highest performance, by trying odd numbers
between 1-13, as shown in Table 10. Since the accuracy
rate remained constant until k=9 and then started to
decrease, k=3 was taken as the first highest value among
7 trials.

Table 10. Performance values according to K-NN k
parameters

k Accuracy Rate
86,53%
88,85%
88,85%
88,85%
88,85%
1 88,74%
3 86,53%

O© NO1TWE

=

The measurement type parameter used to detect the
nearest neighbors was chosen as numerical
measurements since the data set contains numerical
values and Euclidean distance because it is the most
frequently used distance type (Hu et al., 2016). The
parameters used for K-NN are shown in Table 11.

Table 11. K-NN algorithm parameters

Parameter Value
K 3
Measurement type Numerical Measures

Mixed Measure Euclidean Distance

NB algorithm: Classification is made based on only
one parameter, Laplace correlations, there are no other
parameters (Anwar et al., 2014).

Multi-class support vector machine algorithm:
Since the process discussed in the study is multi-class,
the M-SVM algorithm was used. For classification, a
one-versus-one approach of the multi-class support
vector was used, which has proven successful in the
work of Du et al. (2012). The type of kernel function was
determined as a radial basis function, taking into account
past studies (Du et al., 2012; Farhan et al., 2014; Lu et
al., 2011; Onel et al., 2019) and the data set structure.
Other parameters were run with the program's default
values. The parameters of the M-SVM algorithm are as
shown in Table 12.

Table 12. M-SVM algorithm

Parameter Value
SVM approach One-versus-one
Kernel Type Radial basis function

Artificial Neural Networks Algorithm: Feed-
forward back-propagation multilayer perceptron neural
network has been determined to be suitable from studies
in the literature (Aparisi et al., 2006; Niaki and Abbasi,
2005; Salehi et al., 2012). In the network structure, there
are input consisting of six variables, two hidden layers
containing 100 neurons each, and 62 outputs consisting
of classes. The parameters used for the neural network
are shown in Table 13. As in classification and
prediction studies, the activation function was used as
sigmoid (Chen and Wang, 2004; Yu et al., 2009; Maleki
and Amiri, 2015). In neural networks, the weight of each
connection is updated to reduce the value of the error
function. Using the training cycle parameter, the number
of times this process should be repeated was tried 7
times, every 50 units in the range of 200-500, and was
determined as 500. Learning rate and other parameters
were used assuming default values (Shao and Lin,
2019).

Table 13. ANN algorithm parameters

Parameter Value
Activation function Sigmoid
Training Cycle 500
Learning rate 0,01

5.4.3. Performance evaluation of single machine
learning algorithms

The performances of the five basic machine learning
algorithms are shown in Figure 6. When the results are
compared, it is seen that the DT algorithm is the most
successful classification algorithm compared to the
others. Thus, DT was determined as the basic
classification algorithm.
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Figure 6. Performance comparison of Single Machine Learning Algorithms

5.4.4. Combining of the selected machine learning
algorithm with ensemble methods

The decision tree algorithm, which was selected with
the highest classification success among single
algorithms, was combined with bagging and boosting
methods using previously determined parameters.

Combining of with the bagging ensemble method:
The results obtained by combining the DT algorithm in
parallel with 10 repetitions are shown in Table 11.

Combining of with the boosting ensemble method:
The results obtained by combining the DT algorithm
sequentially (with the Adaboost method) in 10 iterations
are shown in Table 14.

Table 14. Ensemble methods performance values

Criterion Adaboost  Bagging
Accuracy 95,08% 94,97%
Classification Error 4,92% 5,03%

Kappa 0,950% 0,949%

Weighted Average Sensitivity 95,08% 94,97%
Weighted Average Precision 95,56% 95,46%

When the results are examined, it is seen that
combining the decision trees sequentially with the
Adaboost method increases the accuracy.

5.4.5. Ensemble of Ensemble Model

In the stacked generalization method, which has a
different working principle from the two methods,

120,00%
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20.00%

0.00% =
DT

H Accuracy 93,74%
H Classification Error 6,26%%
E Kappa 0,94%
i Weighted Average Recall 93,74%

M Weighted Average Precision 94,48%

different types of classification algorithms are combined
sequentially. The model of the study is formed by
combining DT-Bagging and DT-Adaboost ensemble
algorithms. Performance values are shown in Table 15.

Table 15. Stacked generalization performance values

Criterion Value

Accuracy 98,06 %
Classification Error 1,94 %
Kappa 0,980 %
Weighted Average Recall 98,06 %
Weighted Average Precision 98,27 %

5.4.6. Performance Evaluation of the Proposed
Model

The classification performances obtained by
combining the DT algorithm single, the ensemble
algorithms sequentially and in parallel, and the last
combination of the ensemble algorithms are shown in
Figure 7. It is seen that the merging process gradually
increases the performances. While the classification
accuracy was 93.74% when using the DT algorithm
alone, DT-bagging was 94.97%, DT-boost was 95.08%,
and the accuracy performance of the model created with
the stacked generalization method, which was seen as
the most successful, was 98.06%. Thus, it can be seen
that the developed model has the ability to classify with
higher accuracy.

DT-

Stacked
DT-Bagging . Generalizati
== Boostng
= on

94.97% 95,08% 98,05%
5,03% 4.92% 1,95%
0,95% 0,95% 0,98%
94 97% 95,08% 98,05%
95,46% 95,56% 98,02%

Figure 7. Comparison of the performance of the proposed model with other models
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6. Discussion And Conclusion

In order for machine learning algorithms to make
accurate predictions, their performance is required to be
at the highest level. To achieve this, ensemble machine
learning methods have been used. Ensemble algorithms
are combined with the stacked generalization algorithm,
which is an ensemble method that allows combining
different algorithms. The single algorithm was improved
by combining the Bagging and Boosting ensemble
methods with the single algorithm, and then the two
improved methods were combined. The intended target
was achieved with the high success rates obtained as a
result of the Implementation study carried out to
determine the causes of uncontrolled situations in the
casting process of the hydraulic pump cover. Thanks to
the developed model, it will be possible to predict which
variable is the cause in case the newly taken samples are
out of control, without the need for multivariate control
charts. Thus, faster and more accurate corrective
measures can be taken. Great improvements in product
quality can be achieved by applying corrective actions
not on the product but during the production process.

The stacked generalization combination method
used in the developed model has not been encountered
before in the field of quality control or in a study on
determining the causes of out-of-control situations. The
limitation of the study is that only basic machine
learning algorithms were used for single algorithm use.
As future work, models will be enriched by using
different single machine learning algorithms. It is
thought that the algorithms will use an optimization
technique instead of finding the parameters by trying
them intuitively, and the model can be applied to
different processes by changing the variables. In
addition, accuracy will be evaluated by including feature
selection in the study.
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Abstract

Employee turnover is a critical challenge for organizations, leading to significant costs and disruptions. This study aims to leverage
Machine Learning (ML) techniques within the framework of Human Resources Analytics (HRA) to predict employee turnover
effectively. The research evaluates and compares the performance of six widely used models: Decision Trees, Support Vector Machines
(SVM), Logistic Regression, Random Forest, XGBoost, and Artificial Neural Networks. These models were implemented using the R
programming language on an open-source dataset from IBM. The methodology involved data preprocessing, splitting into training,
validation and testing sets, model training, and performance evaluation using metrics such as accuracy, sensitivity, specificity,
precision, F1-score, and ROC-AUC. The results indicate that the Logistic Regression model outperformed the other models, achieving
high accuracy and a good F1-score. The study concludes by emphasizing the importance of HRA and ML techniques in predicting and
managing employee turnover, while discussing limitations such as class imbalance and the need for more rigorous performance
evaluation. Future research directions include exploring alternative models, feature selection techniques, and addressing class
imbalance.

Keywords: Human resources analytics, Employee turnover prediction, Machine learning models.

Makine Ogrenimi Yéntemlerini insan Kaynaklar1 Analitigi Cercevesinde isten
Ayrilma Tahminleri icin Kullanma

Oz

Calisan devir orani, kuruluslar i¢in 6nemli bir zorluk olugturmakta ve 6nemli maliyetlere ve aksakliklara yol agmaktadir. Bu ¢aligma,
insan kaynaklari analitigi gercevesinde makine ogrenimi tekniklerini etkin bir sekilde kullanarak caligan devirini 6ngdrmeyi
amaglamaktadir. Arastirma, alti yaygin olarak kullanilan modelin performansimi degerlendirmekte ve karsilagtirmaktadir: Karar
Agagclari, Destek Vektér Makineleri, Lojistik Regresyon, Rastgele Orman, XGBoost ve Yapay Sinir Aglari. Bu modeller, IBM'den
acik kaynakli bir veri kiimesi iizerinde R programlama dili kullanilarak uygulanmigtir. Calismanin metodlolojisi, veri 6n isleme, egitim,
dogrulama ve test setlerine bolme, model egitimi ve dogruluk, hassasiyet, 6zgiinliik, hassasiyet, F1-skoru ve ROC-AUC gibi 6l¢iimleri
kullanarak performans degerlendirmeyi icermektedir Sonuglar, Lojistik Regresyon modelinin diger modellerden daha iyi bir
performans sergiledigini, yiiksek dogruluk ve iyi bir F1-skoru elde ettigini gostermektedir. Caligma kasapminda, ¢alisan devir oranini
ongormek ve yonetmek igin insan kaynaklari analitigi ve makine 6grenmesi tekniklerinin 6nemi vurgulanarak, sinif dengesizligi gibi
sinirlamalart ve daha giivenilir performans degerlendirmesi gereksinimine yonellik tartigmalara da yer vermektedir. Calismanin son
kisminda, gelecek arastirma konular ¢ergevesinde alternatif modellerin kesfedilmesi, 6zellik se¢im teknikleri kullanilarak sonuglarin
degerlendirilmesi ve sinif dengesizligini gidermeye doniik hususlar ele alinmaktadir.

Anahtar Kelimeler: insan kaynaklar analitigi, Calisan devir hizi tahmini, Makine 6grenimi modelleri.
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1. Introduction

Human Resource Management (HRM) has
undergone transformations to cope with ongoing
technological advancements and dynamic business
requirements. One such transformation is the adoption
of HRA, which involves analyzing HR data on a larger
scale to support evidence-based decision-making related
to human performance, satisfaction, engagement, and
ultimately, turnover. HRA has become increasingly
important in understanding various processes that
contribute to overall business success and competitive
advantage (Van Vulpen, 2023).

The suitability of leveraging ML techniques for
analyzing employee turnover within the HRA
framework lies in their ability to identify complex
patterns and relationships in large datasets, which may
not be apparent through traditional statistical methods.
MLmodels can learn from historical data and provide
accurate predictions, enabling organizations to
proactively identify employees at risk of turnover and
take appropriate measures to retain valuable talent.

A critical aspect of HRA is the prediction of
employee turnover, as high turnover rates can incur
significant costs and impact productivity (Yavuz, 2016).
Numerous studies have examined employee turnover
and its reasons, highlighting the importance of retaining
and rewarding the best employees (Aarons et al., 2009;
Peryon, 2017, 2018; Randstad, 2022, 2023; Gallup,
2024). Effectively predicting employee turnover
probabilities helps businesses improve workforce
planning, reduce costs, and increase overall employee
satisfaction (Moturi et al., 2023).

To address this challenge, the use of ML techniques
within the framework of HRA has gained significant
attention in recent years (Avrahami et al., 2022; Wijaya
et al., 2021; Choi et al., 2021; Gao et al., 2019; Alsaadi
et al.,, 2022). ML models can effectively predict
employee turnover by learning from historical data and
identifying patterns and relationships that may not be
apparent through traditional statistical methods.

This study aims to evaluate and compare the
performance of six widely used ML models - Random
Forest, Logistic Regression, Artificial Neural Networks,
Support Vector Machines, XGBoost and Decision Trees
- in predicting employee turnover within the context of
HRA. The choice of these models for predicting
employee turnover in this study was based on their
popularity, proven performance, and diversity of
approaches (Breiman, 2001; Cortes & Vapnik, 1995;
Friedman, 2001). These models represent a range of
techniques, including tree-based methods, probabilistic
models, and neural networks, capable of capturing
complex relationships in the data (Demir & Calik, 2021;
Uzak, 2022). Some models, such as Decision Trees and
Logistic Regression, offer interpretable results (Demir
& Calik, 2021), while others, like Random Forest and
XGBoost, are known for their scalability and robustness

to outliers and noise (Breiman, 2001; Friedman, 2001).
The inclusion of simpler models allows for a
comparison with more complex ones, assessing the
trade-off  between complexity and predictive
performance (Liao, 2023). Moreover, these models have
been successfully applied in previous studies on
employee turnover prediction, providing evidence of
their effectiveness in this context (Jain et al., 2020;
Stachova et al., 2021).

Within the framework of its aim, the following
research objectives were set:

- Evaluate and compare the performance of the
trained models in predicting employee turnover
using various metrics, including accuracy,
sensitivity, specificity, precision, F1-score, and
ROC-AUC (Receiver Operating Characteristic -
Area Under the Curve).

- ldentify the most effective model for predicting
employee turnover and discuss the implications
and limitations of the study.

- Provide recommendations for businesses and
researchers to leverage ML techniques for
effective employee turnover prediction and
management.

By addressing these objectives, this study
contributes to the existing body of knowledge in HRA
and employee turnover prediction, while also providing
practical insights for businesses to implement data-
driven strategies for workforce management.

The study initially includes a literature review
section, covering previous research around employee
turnover prediction. This section identifies gaps in the
existing literature and the contributions of this study. In
the methodological part, elements such as the data set
description, data preprocessing, model selection and
training, model performance and evaluation are
presented according to the research methodology. The
following section presents the study's findings and the
performance of the models, determining the best-
performing model based on comparisons, offering also
recommendations for usability of the tools for employee
turnover prediction based on their suitability. Finally,
the authors present the summary of the outcomes and
future directions and recommendations in the
conclusions section.

2. Literature Review

Human Resources Analytics is the process of
collecting, analyzing, and making more effective
decisions through insights derived from human resource
data. HRA involves analyzing data from various sources
within the enterprise using different methods to answer
the right questions (Van Vulpen, 2023). Decision-
making based on data enables organizations to gain a
competitive advantage through more strategic and
informed HRM (Shrivastava, Nagdev, and Rajesh,
2017).
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In this study, while emphasizing the importance of
data-driven decision-making in HRA, it also focuses on
the analysis of employee turnover prediction within
HRA applications. Employee turnover prediction
analysis is a data analytics application that enables a
business to predict employee departures in advance.
This analysis has become a significant topic for
businesses in recent years, providing important insights
into workforce management and employee retention for
employers and researchers (Wijaya et al., 2021; Ye et
al., 2019; Liu & Liu, 2021; Schlechter et al., 2016; Putri
& Rachmawati, 2022; Liao, 2023; Judrups et al., 2021;
Chaudhary, 2022). Such studies help reduce workforce
costs, increase employee satisfaction and productivity,
and also aid in strategic human resources planning. In
conducting employee turnover prediction analysis, the
concept of "workforce turnover" comes into play, which
refers to the number of employees leaving a business in
a given period for various reasons, including voluntary
and involuntary departures (Roche et al., 2015; Russell
et al., 2017; Scanlan et al., 2013; Chisholm et al., 2011,
Woltmann et al., 2008; Bogaert et al., 2019; Chapman et
al., 2022; Roche et al., 2021; Poku et al., 2022; Onnis,
2017; Bardoel et al., 2020; Mayson & Bardoel, 2021;
Healy & Oltedal, 2010; Russell et al., 2012; Belbin et
al., 2012; Ashworth, 2006). High workforce turnover
incurs significant costs, affecting training, recruitment,
separation costs, and productivity (Yavuz, 2016).
Therefore, having a model that can accurately predict
the likelihood of employee departures is of great
importance.

Empirical studies conducted within the scope of data
analytics for predicting employee turnover have been
presented in Table 1. The literature review table includes
various research studies that have utilized different
MLmaodels and techniques for the purpose of predicting
employee turnover. Each study is aimed at reducing the
likelihood of employee turnover, targeting specific
sectors and objectives. The studies vary in terms of
features included, data sources, models and methods
used, development tools, and evaluation metrics. Most
research has two main objectives: "Increasing
productivity" and "Reducing costs." For instance, a
study using the K-nearest neighbours algorithm
(Balcioglu & Artar, 2022) aims to increase efficiency,
while a study on ML model selection for employee loss
prediction in the telecommunications sector (Uzak,
2022) aims to reduce costs. Regarding data sources and
size, some studies use open-source datasets, while others
use in-house data, with data sizes ranging from small-
scale studies to large datasets. The variables used
include demographic (related to personal attributes of
employees) and job-related variables (pertaining to
employees' work experience and performance).

For development tools, programming languages
such as Python or R have been used. Each study
employed different ML models and methods, including
Random Forest, Logistic Regression, K-Nearest
Neighbors (KNN), Naive Bayes, Decision Tree, Support

Vector Machines (SVM), etc., in an attempt to predict

employee turnover. According to the results of these

studies, when examining the effectiveness of different

MLmethods in predicting employee turnover, the

studies "Prediction of Employee Turnover Probability

with  Machine Learning: K-Nearest Neighbors

Algorithm (Balcioglu & Artar, 2022)" and "Employee

Attrition Prediction (Yedida et al., 2018)" achieved high

accuracy using the KNN algorithm. These results

indicate KNN as an effective option for predicting
employee turnover. Similarly, the studies "MLModel

Selection for Employee Loss Prediction in the

Telecommunications Sector (Uzak, 2022)" and

"Predictive Analysis on the Example of Employee

Turnover (Maisuradze, 2017)" have shown high

accuracy with the Random Forest (RF) model,

suggesting RF as a highly effective model for turnover
prediction. The study "Prediction of Employee Turnover
using ML(Shanthakumara et al., 2022)" used Atrtificial

Neural Networks (ANN), showing ANN as a viable

alternative for turnover prediction. The "Employee

Attrition Prediction™ study utilized Logistic Regression,

indicating its effectiveness in turnover prediction.

Metrics such as accuracy, precision, recall, and F1-score

were commonly evaluated.

Additionally, some studies have utilized specific
metrics like AUC (Area Under Curve). Data attributes
in these studies include various factors such as
demographic information (age, gender, education) and
job-related  information  (position, salary, job
satisfaction). These attributes have been used to predict
the likelihood of employees leaving their jobs.

Despite the existing research, several limitations and
gaps warrant further investigation:

e Limited comparative studies: While individual
studies have explored the performance of specific
ML models, there is a lack of comprehensive
comparative analyses evaluating the effectiveness
of different models on the same dataset.

e Inconsistent results: The existing literature presents
inconsistent results regarding the most effective ML
model for employee turnover prediction, suggesting
that the choice of model may be context-dependent
or influenced by factors such as data quality,
preprocessing techniques, and feature selection.

e Lack of generalizability: Many studies have
focused on specific industries or contexts, which
may limit the generalizability of their findings to
other organizational settings.

e Limited discussion of practical implications: While
the studies demonstrate the potential of ML
techniques for employee turnover prediction, there
is often a lack of discussion regarding the practical
implications and implementation challenges for
businesses.

e Absence of rigorous model evaluation: Some
studies have relied primarily on accuracy as the sole
performance metric, overlooking the importance of
other relevant metrics such as accuracy, sensitivity,
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specificity, precision, Fl-score, and ROC-AUC,

which can

provide a more comprehensive

understanding of model performance.

Machines, XGBoost and Decision Tree) on a publicly
available dataset, evaluating their performance using

multiple metrics, and discussing the practical
This study aims to address these limitations by implications and future research directions.
conducting a comprehensive comparative analysis of six
widely used ML models (Random Forest, Logistic
Regression, Artificial Neural Networks, Support Vector
Table 1. Table of Studies Conducted in the Field of Human Resources Analytics
Title and Year Purpose/  Attributes Data Development  Model- Metric
Objective Source/ Tool Method and
Size Techniques
Predicting Employee Increase Demographic data; Age, Open MATLAB KNN (k=4) - Accuracy
Attrition Using Machine  efficiency  Marital Status, Education ~ source - R2020b %93 Precision
Learning: A K-Nearest level; Job-related data; 1205 KNN(K=1) Recall
Neighbors Algorithm Working hours, Position, KNN(K=6) F1-Score
Approach (Balcioglu & Job satisfaction, Salary, KNN(K=8)
Artar, 2022) Work arrangement
MLModel Selection for Reduce Demographic data; 1D, Company Python RF -%92,2 Accuracy
Predicting Employee costs Age, Gender, Marital data — Logistic Precision
Turnover in the status, Location, Child 16655 Regression - Sensitivity
Telecommunications number, Military Service, KNN - DVM — F1-Score
Industry (Uzak, 2022) School Type; Job-related CART - EAKA
data; Title, Function, Gradient
Reason for Leaving, Boosting
Status/Objective, Machine- YSA
Active/Inactive - XGBoost
Prediction of Employee Increase Demographic data; Age, N/A — R RF - %93 Accuracy
Turnover using Machine  efficiency Sex, Education; Job- 15400 Naive Bayes -
Learning related data; Position, Logistic
(Shanthakumara et al., Department, Salary, Regression
2022) Overtime, Average
Monthly Hours, Tenure,
Number of Projects,
Satisfaction, Work
Accident
Employee Attrition Increase  Job-related data; Average Open Python KNN - %94,32 AUC
Prediction efficiency ~ Monthly Hours, Number  source — Naive Bayes - Accuracy
(Yedida et al., 2018) of Projects, Promotion in 14999 Logistic F1-Score
the Last Five Years, Regression -
Seniority MLP Classifier
Predicting the Perceived Reduce Demographic data; Survey - Python Naive Bayes - Precision
Employee Tendency of costs Gender, Experience, 514 %100 Recall
Leaving an Organization Seniority, Education; DVM - RF - F1-Score
Using SVM and Naive Job-related data: Date of Decision Tree
Bayes Techniques Entry, Job Safety,
(Emmanuel-Okereke & Working Hours, Job
Anigbogu, 2022) Satisfaction,
Status/Objective
Employee Turnover Reduce Demographic data; Age, Open WEKA DVM - Karar Accuracy
Prediction Using Ccosts - Race source - Agact - Precision
MLBased Methods Increase Job-related data; 25000 Naive Bayes Recall
(Kisaoglu, 2014) efficiency Performance, Job F1-Score
Satisfaction Survey
Results, Job
Transition/Change
Networks,
Status/Objective - "Will
Leave", "Will Not Leave"
Employee Turnover Reduce Demographic data; Age, = Company R Hierarchical ROC-
Probability Prediction costs Seniority, Gender, data — Model - 69.4% AUC
(Barn, 2022) Marital Status, Number 3282 Naive Bayes -
of Children, Education; RF
Job-related data:
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Performance Score,
Appreciation Score,
Salary, Salary Increase,
Promotion, First Year
Information, Foreign

Language;
Status/Objective -
Employed/Left
Optimization of Reduce Demographic data; Age, Open Python RF -%87 Accuracy
employee turnover costs Sex, Education, Marital source — Logistic
through predictive status, Seniority; Job- 1470 Regression —
analysis related data; Business Decision Tree -
(Stachova, Barokova & Travel, Position, K-Means
Stacho, 2021) Department, Commute
Distance, Work-Life
Balance, Hourly Wage,
Monthly Income,
Overtime, Working
Hours, Salary, Salary
Increase, Promotion
Employee Churn Reduce Demographic data; Age, Open Python DVM -%84 Precision
Prediction using costs Education, Gender, source — Logistic Recall
Logistic Regression and Seniority, Marital Status; 23436 Regression F1-Score
Support Vector Machine Job-related data: Position, ROC-
(Maharjan, 2021) Monthly Income, Job AUC
Satisfaction, Overtime, Accuracy
Performance, Training
Duration (last year),
Work-Life Balance,
Work Experience, etc.,
Status/Objective,
Employed/Left
Explaining and Reduce Job-related data; Open Python RF -%99 Precision
predicting employees’ costs Satisfaction Level, source - YSA - Decision  F1-Score
attrition: a MLapproach Performance, Number of ~ 14.000+ Tree - Recall
(Jain, Jain & Pamula, Projects, Average Naive Bayes —
2020) Monthly Hours, Work Logistic
Accident, Promotion - Regression —
Last 5 Years, Salary, DVM
Domain, Target Variable,
Department Names
(Sales, HR, Technical,
Support, etc.)
Predictive Alaysis on Reduce Demographic data; Age, Open Python RF-98.62% ROC-
the Example of costs Gender, Education, source - AUC
Employee Turnover Seniority, Marital Status; 1471 DVM - YSA Accuracy
(Maisuradze, 2017) Job-related data:
Overtime, Job
Satisfaction, Monthly
Income, Performance,
Distance from Home,
Promotion, Work-L.ife
Balance, Salary Increase,
Position, Department
Employee turnover Reduce Demographic data; Age, Open R Linear Accuracy
prediction and retention costs Experience, Gender, source — Discriminant- ROC-
policies design: a case Ethnic Background, 1000 %75 AUC
study Education; Job-related DVM — KNN —
data: Performance, Role RF -Naive
Bayes

(Ribes, Touahri &

Perthame, 2017) Salary, Working

Conditions, Job
Satisfaction, Burnout,
Seniority,
Status/Objective,
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Employed/Left

Reduce
costs

Leveraging MLMethods
for Predicting Employee
Turnover Within the
Framework of Human
Resources Analytics
(Current/Our Study)

Demographic data; Age,

Education, Gender,

Seniority, Marital Status;
Job-related data: Position,

Monthly Income, Job
Satisfaction, Overtime,
Performance, Training

Duration (last year),

Work-Life Balance,
Work Experience, etc.,

Status/Objective,
Employed/Left

Open R RF - Precision
source - YSA - Decision Recall
1470 Tree - F1-Score
XGBoost — ROC-
Logistic AUC
Regression — Accuracy
DVM

The following section presents
was employed so that the auth
objectives of this study.

3. Research Methodology

the methodology that
ors could meet the

The purpose of the research is to determine the most

suitable and effective model for

predicting employee

turnover and to evaluate the performance of this model.
The following sections describe the several stages that
the authors undertook to meet the aim and objectives of

this paper.

3.1 Data Source and Preprocessing

The dataset in question is from Kaggle platform,
created by IBM data scientists and titled "IBM HR

Analytics Employee Attrition

& Performance”

(Pavansubhash, 2016). The dataset comprises a total of

Table 2. Preprocessed Data set

1470 employee records, (1233 employees and 237
leavers) with 35 features, including 34 independent
variables and 1 dependent variable (Attrition). The
independent  variables encompass  demographic
information, job-related data, and other relevant factors,
while the dependent variable is a binary indicator of
employee attrition.

Data preprocessing involved removing variables
with low analytical value, such as "EmployeeNumber,"
"EmployeeCount,” "Overl8," and "StandardHours."
The remaining variables were then normalized for
scaling to enable analysis that is more meaningful. Table
1 represents the preprocessed dataset and includes the
types of variables in the dataset and their descriptions.

The preprocessed dataset was split then into training
(60%), validation and testing (20% each) sets for
models’ development and evaluation where partitioning
was carried out for each model separately.

Order Variable Definition Variable Type
Demographic -
Independent variable
1 Age Employee's Age Numeric
2 Marital status Marital Status (Single, Married, Divorced) Categorical
3 Gender Gender Categorical
4 Education Education Level (1: Below University, 2: University, 3: Bachelor's, 4:  Numeric
Master's, 5: Doctorate)
5 Travel Status Business Travel Frequency (No Travel, Rare Travel, Frequent Travel) Categorical
Job-related -
Independent Variable
1 Daily Wage The amount of money a company is obligated to pay an employee for a  Numeric
day's work.
2 Department Department (Research and Development, Sales, Human Resources) Categorical
3 Commute Distance Distance between home and company Numeric
4 Field of Study Field of Education (Science, Medicine, Human Resources, Technical Categorical
Degree, Marketing, Other)
5 Environmental Environmental Satisfaction Score (1: Low, 2: Medium, 3: High, 4: Very  Numeric
Satisfaction High)
6 Engagement Level Level of Job Involvement (1: Low, 2: Medium, 3: High, 4: Very High) Numeric
7 Work-Family Job Level (1 -5) Numeric
8 Role Job Role (Sales Manager, Human Resources Manager, etc.) Categorical
9 Job Satisfaction Job Satisfaction (Low, Medium, High, Very High) Numeric
10 Monthly Income Employee's Monthly Income Numeric
11 Salary Raise Percentage of Salary Increase Numeric
12 Number of Companies Total number of companies the employee has worked for before Numeric
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Worked At

13 Job Satisfaction Job Satisfaction (Low, Medium, High, Very High) Numeric
14 Overtime Employee's Overtime Status (Yes, No) Categorical
15 Salary Raise % Percentage of Salary Increase Numeric
16 Performance Rating Level of Performance Appraisal (Low, Good, Excellent, Outstanding) Numeric
17 Communication Level of Relationship Satisfaction (Low, Medium, High, Very High) Numeric
Satisfaction
18 Working Hours Standard Working Hours Numeric
19 Stock Option Level Employee's Stock Option Level (0 - 3) Numeric
20 Work Experience Total Years of Working Numeric
21 Training Duration  Training Duration Last Year Numeric
(Last Year)
22 Work-Life Balance Work-Life Balance Level (1: Poor, 2: Good, 3: Better, 4: Best) Numeric
23 Seniority Years at the Company Numeric
24 Tenure in Role Years in Current Role Numeric
25 Years with Current Years with Current Manager Numeric
Manager
Dependent Variable
1 Attrition Status Employee Attrition (Yes, No) Categorical

3.2. Model Selection and Training

Six widely used ML models were selected for this
study, namely as Random Forest, Logistic Regression,
Acrtificial Neural Networks, Support Vector Machines,
XGBoost and Decision Tree:

e Random Forest, an ensemble learning method, is
known for its robustness, ability to handle large
datasets with many features, and its effectiveness in
both classification and regression tasks (Breiman,
2001).

e Logistic Regression, a classical statistical method,
is often used when the dependent variable is
categorical and provides interpretable results
(Demir & Calik, 2021).

e Artificial Neural Networks, inspired by the
structure and function of biological neural
networks, are capable of learning complex non-
linear relationships between input features and the
target variable (Demir & Calik, 2021; Uzak, 2022).

e Support Vector Machines, a non-probabilistic
binary linear classifier, are known for their ability
to handle high-dimensional data and their
effectiveness in both linear and non-linear
classification tasks (Cortes & Vapnik, 1995).

e XGBoost, an ensemble learning method that
combines multiple weak learners (decision trees) to
create a strong learner, is known for its ability to
handle complex interactions among features and its
effectiveness in both classification and regression
tasks (Friedman, 2001).

e Decision Trees, a simple yet powerful supervised
learning algorithm, is known for their
interpretability, ability to handle both categorical
and numerical data, and effectiveness in capturing
non-linear relationships between features and the
target variable. They repeatedly divide the feature
space into subsets based on the most informative
features, creating a tree-like model that can be

easily visualized and understood (Rokach &
Maimon, 2005).

The researchers implemented the models using the R
programming language. The installation, training, and
performance evaluation of each model was carried out
on the original dataset. The training process involved
fitting each model to the training dataset, with 5-fold
cross-validation to ensure the robustness and
generalizability of the results. Cross-validation helps to
assess the model's performance on different subsets of
the data, reducing the risk of overfitting and providing a
more reliable estimate of the model's performance on
unseen data.

Training involved using the specified models with
utilized to compare the models based on specific metrics
(see part 3.3). The training set is the data used by the ML
algorithm during its learning process. This dataset
includes the input and output values for each example.
The learning algorithm uses the data in the training set
to learn the correct outputs for the inputs. For example,
in text classification studies, the content of the input
texts and the output categories are included in the
training set. In contrast, the test set is used to validate
and assess the performance of the trained model. The
test dataset comprises data that are distinct and
previously unseen in comparison to the training set. The
model, trained during the learning process, makes
predictions for the inputs in the test set. To evaluate the
model's accuracy and performance, these predictions are
compared with the actual outputs of the test data
(Kutlugiin et al., 2017).

More specifically, and with regards to each one of
the ML models, the setup and evaluation took place as
followed:

e Random Forest: A model containing 500 trees was
established with the RandomForest package, and
the classification performance of the model was
examined in detail.
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e Logistic Regression: Within the framework of the
generalized linear model, a logistic regression
model was created using the glm() function, and
probability predictions were made.

o Artificial Neural Networks: A 10-neuron neural
network model was established with the nnet
package, and the classification predictions of the
model were evaluated.

e Support Vector Machines (SVM): On the data
divided into training and test sets, the SVM model
was established by determining the optimal gamma
and cost values through the e1071 package, and the
classification performance was evaluated.

e XGBoost: The xgboost package was used, and
various hyperparameters were adjusted with the
train() function. These parameters include the
maximum depth of trees (max_depth), learning rate
(eta), and editing parameters (gamma).
Additionally, optimal parameter combinations were
determined using a comprehensive grid search
method to further optimize the model.

o Decision Trees: A model to predict attrition was
created using the Tree library, trained, and
visualized by adding information to its branches.
The accuracy of the model was evaluated on the test
dataset with confusionMatrix.

3.3. Performance and Evaluation

The trained models were evaluated on the test dataset
using various performance metrics, including accuracy,
sensitivity, specificity, precision, F1-score, and ROC-
AUC. These metrics provide a comprehensive
assessment of the models' predictive capabilities,
considering factors such as correct classifications, false
positives, and false negatives. For the calculation of
each of the aforementioned metrics, the following need
to be defined:

- True Positives (TP): The number of instances that
are actually positive and correctly predicted as
positive by the model.

- True Negatives (TN): The number of instances that
are actually negative and correctly predicted as
negative by the model.

- False Positives (FP): The number of instances that
are actually negative but incorrectly predicted as
positive by the model.

- False Negatives (FN): The number of instances that
are actually positive but incorrectly predicted as
negative by the model.

Then, the metrics can be defined and calculated as
followed:

- Accuracy: The proportion of correctly classified
instances out of the total instances.

Accuracy = (TP +TN) /(TP + TN + FP + FN)

- Sensitivity (Recall or True Positive Rate): The
proportion of true positive predictions among all
actual positive instances.

Sensitivity = TP / (TP + FN)

- Specificity: The proportion of true negative
predictions among all actual negative instances.
Specificity = TN/ (TN + FP)

- Precision: The proportion of true positive
predictions among all positive predictions.
Precision = TP / (TP + FP)

- Fl-score: The harmonic mean of precision and
recall, providing a balanced measure of the model's

performance.
F1-score = 2 * (Precision * Recall) / (Precision +
Recall)

The F1-score ranges from 0 to 1, with 1 being the
best value and 0 being the worst.

- ROC: An aggregate measure of the model's
performance, considering both its ability to identify
positive instances (employee retention) and
negative instances (employee turnover). It is
calculated as the sum of the True Positive Rate
(TPR) and the True Negative Rate (TNR) divided
by 2. TPR measures the proportion of actual
positive instances that are correctly identified,
while TNR measures the proportion of actual
negative instances that are correctly identified. The
AUC (Area Under Curve) value measures the
probability of the model correctly classifying a
randomly selected positive example into a
randomly selected negative example. The closer the
AUC value is to 1, the better the model performs.
Within this framework, confusion matrices for each

model have been included and explained in detail,
providing insights into the models' performance in terms
of true positives, true negatives, false positives, and false
negatives. The confusion matrix is used to understand
the model's performance more deeply and to examine
the classification results in more detail. It is very
valuable for determining which classes the model
predicts better or worse, and which classes are
associated with false positives or false negatives.

With the methodology clearly defined, next section
presents the results obtained from the MLmodel testing
and evaluation. The results and discussion section will
analyze the performance of the selected models and
interpret the findings.

4. Results and Discussion

4.1 Confusion Matrices

The confusion matrices provide a detailed
breakdown of the models' performance in terms of TP,
TN, FP, and FN. They help in understanding how well
each model classified the instances into the correct
categories. In the case of employee churn problem of
this study, the positive class represents the employees
who have not left the company whereas the negative
class is the ones who left the company. Therefore, in the
confusion matrices that will be provided below,
indications with “yes” represent the negative classes
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(employee turnover) and with “no” refer to the positive
classes (employee retention).

The confusion matrices for each of the ML models
are as follows:

a. Random Forest:

- TN: The model correctly predicted 9 instances as

“Yes” (employees who left).

- TP: The model correctly predicted 244 instances as

“No” (employees who did not leave).

- FP: The model incorrectly predicted 2 instances as

“Yes” when it was actually “No”.

- FN: The model incorrectly predicted 39 instances as

“No” when they were actually “Yes”.

The Random Forest model has a high number of
True Positives (244), correctly identifying employees
who have not left the company. However, it has a
relatively low number of True Negatives (9), indicating
that it correctly identifies only a small proportion of
employees who have left. The model has a very low
number of False Positives (2), which means it rarely
misclassifies employees who have not left as having left.
On the other hand, the model has a higher number of
False Negatives (39), incorrectly classifying employees
who have left as still being with the company. This
suggests that the model may have difficulty capturing all
the instances of employee turnover.

Table 3. Confusion Matrix for Random Forest

- TP: The model correctly predicted 235 instances as

“No” (employees who did not leave).

- FP: The model incorrectly predicted 22 instances as

“Yes” when they were actually “No”.

- FN:The model incorrectly predicted 11 instances as

“No” when they were actually “Yes”.

The Artificial Neural Networks model shows a high
number of True Positives (235), accurately identifying
employees who have not left. It has a relatively low
number of False Positives (22), minimizing the
misclassification of employees who have left as still
being with the company. The model has a moderate
number of True Negatives (26) and False Negatives
(11), demonstrating a reasonable ability to identify
employees who have left.

Table 5. Confusion Matrix for ANN

Predicted “No” Predicted “Yes”

Actual “No” 235 22

Actual “Yes” 11 26

Predicted “No” Predicted “Yes”

Actual “No” 244 2

Actual “Yes” 39 9

b. Logistic Regression:

- TN: The model correctly predicted 27 instances as
“Yes” (employees who left).

- TP: The model correctly predicted 237 instances as
“No” (employees who did not leave).

- FP: The model incorrectly predicted 21 instances as
“Yes” when they were actually “No”.

- FN: The model incorrectly predicted 9 instances as
“No” when they were actually “Yes”.

The Logistic Regression model has a good balance
between True Positives (237) and True Negatives (27),
indicating decent overall accuracy. It has a relatively
low number of False Positives (21) and False Negatives
(9). This model seems to have a balanced performance
in identifying both positive and negative instances.

Table 4. Confusion Matrix for Logistic Regression

d. Support Vector Machines (SVM):

- TN: The model correctly predicted 4 instances as
“Yes” (employees who left).

- TP: The model correctly predicted 246 instances as
“No” (employees who did not leave).

- FP: The model incorrectly predicted 44 instances as
“Yes” when they were actually “No”.

- FN: The model incorrectly predicted O instance as
“No” when they were actually “Yes”.

The SVM model has a high number of True Positives
(246), accurately identifying employees who have not
left. However, it also has a high number of False
Positives (44), suggesting that it often misclassifies
employees who have left as still being with the
company. The model has a low number of True
Negatives (4) and False Negatives (8), indicating poor
performance in correctly identifying employees who
have left.

Table 6. Confusion Matrix for SVM

Predicted “No” Predicted “Yes”

Predicted “No” Predicted “Yes”

Actual “No” 237 21

Actual “Yes” 9 27

c. Artificial Neural Networks (ANN):
- TN: The model correctly predicted 26 instances as
“Yes” (employees who left).

Actual “No” 246 44
Actual “Yes” 0 4
e. XGBoost:

- TN: The model correctly predicted 12 instances as
“Yes” (employees who left).

- TP: The model correctly predicted 244 instances as
“No” (employees who did not leave).

- FP: The model incorrectly predicted 36 instance as
“Yes” when it was actually “No”.

- FN: The model incorrectly predicted 2 instances as
“No” when they were actually “Yes”.

The XGBOOST model has a high number of True
Positives (244), correctly identifying employees who
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have not left. However, it also has a relatively high
number of False Positives (36), indicating a tendency to
misclassify employees who have left as still being with
the company. The model has a low number of True
Negatives (12) and False Negatives (2), suggesting
difficulty in accurately identifying employees who have
left.

Table 7. Confusion Matrix for XGBoost

Predicted “No” Predicted “Yes”

Actual “No” 244 36

Actual “Yes” 2 12

f. Decision Tree:

- TN: The model correctly predicted 16 instances as
“Yes” (employees who left).

- TP: The model correctly predicted 237 instances as
“No” (employees who did not leave).

- FP: The model incorrectly predicted 32 instance as
“Yes” when it was actually “No”.

- FN: The model incorrectly predicted 9 instances as
“No” when they were actually “Yes”.

The Decision Tree model has a relatively balanced
performance. It has a good number of True Positives
(237), correctly identifying employees who have not
left. The number of False Positives (32) is moderate,
showing some misclassification of employees who have
left as still being with the company. The True Negatives
(10) and False Negatives (9) are relatively balanced,
indicating a fair ability to identify employees who have
left.

Table 8. Confusion Matrix for Decision Tree

Predicted “No” Predicted “Yes”

Actual “No” 237 32

Actual “Yes” 9 16

From the confusion matrices, we can see that the
Acrtificial Neural Networks and Logistic Regression

Table 9. Results for all ML models

models exhibit a more balanced performance in
correctly identifying both employees who have not left
and those who have left. The Random Forest model
performs well in identifying employees who have not
left but may struggle to capture all instances of
employee turnover. The XGBoost and Decision Tree
models show a tendency to misclassify employees who
have left as still being with the company, while the SVM
model exhibits a strong bias towards predicting
employees as staying with the company.

These confusion matrices provide insights into the
models' performance and can help in identifying areas
for improvement, such as addressing class imbalance or
tuning the models to better identify employee turnovers
and retetntions.

4.2 ML Model Testing Results

The results from the ML model testing within the
framework of the accuracy, sensitivity, specificity,
precision, F1 Score and ROC-AUC metrics are
presented in the Table 10.

Based on the results, the Logistic Regression model
outperformed the other models in terms of accuracy
(89.80%), sensitivity (96.34%), and F1 Score (0.5614).
It also achieved a high ROC-AUC value of 0.902,
indicating its strong overall performance in
distinguishing between the positive and negative
classes.

The Artificial Neural Networks model also

demonstrated good performance, with an accuracy of
88.78%, sensitivity of 95.53%, and the highest F1 Score
among all models (0.6364). However, its ROC-AUC
value (0.784) was lower compared to the Logistic
Regression and Random Forest models.
The Random Forest model achieved an accuracy of
86.05% and a high ROC-AUC value of 0.900. It
exhibited balanced performance in terms of sensitivity
(86.22%) and specificity (81.82%). However, its F1

Model Accuracy Sensitivity ~ Specificity ~ Precision F1 Score ROC-AUC
Random Forest 0.8605 0.8622 0.8182 0.9919 0.3067 0.900
Logistic Regression 0.898 0.9634 0.5625 0.9186 0.5614 0.902
Artificial Neural Networks 0.8878 0.9553 0.5417 0.9144 0.6364 0.784
SVM 0.8503 1 0.08333 0.8483 0.1538 0.524
XGBoost 0.8707 0.9919 0.25 0.8714 0.3871 0.851
Decision Tree 0.8605 0.9634 0.3333 0.8810 0.439 0.684
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Score (0.3067) was relatively lower compared to the
Logistic Regression and Artificial Neural Networks
models.

The XGBoost model showed an accuracy of 87.07%
and a high sensitivity of 99.19%, indicating its
effectiveness in correctly identifying positive instances.
However, its specificity (25%) and F1 Score (0.3871)
were lower compared to the other models.

The Decision Tree model achieved an accuracy of
86.05%, similar to the Random Forest model. It
demonstrated high sensitivity (96.34%) but relatively
lower specificity (33.33%) and F1 Score (0.439).

The SVM model exhibited the lowest accuracy
(85.03%) among all models. While it achieved perfect
sensitivity (100%), its specificity (8.33%) and F1 Score
(0.1538) were the lowest, indicating a high rate of false
positives.

The ROC-AUC values provide an aggregate
measure of each model's performance, considering both
its ability to identify positive instances (employee
retention) and negative instances (employee turnover).
The Logistic Regression and Random Forest models
achieved the highest ROC-AUC values (0.902 and
0.900, respectively), indicating their superior overall
performance compared to the other models.

It is important to note that the presence of class
imbalance in the dataset can influence the models'
performance, particularly in terms of sensitivity and F1-
score for the minority class (employee turnover).
Addressing class imbalance through techniques such as
oversampling, undersampling, or using class weights
can help improve the models' ability to correctly identify
instances of employee turnover.

Also, one limitation of this study is the reliance on a
single dataset. While the "IBM HR Analytics Employee
Attrition & Performance" dataset provides a diverse set
of employee records, the results' generalizability to other
organizations or industries may be limited. Future
research could validate the findings using datasets from
different contexts or conduct multi-organizational
studies to assess the models' performance across various
settings.

From a practical standpoint, the findings of this
study have several implications for businesses aiming to
leverage ML techniques for employee turnover
prediction as the study presents in the following section.

4.3 ML Tools Suitable for Employee Turnover
Prediction

Based on the performance metrics evaluated in this
study, the following machine learning tools are
considered suitable for employee turnover prediction:

The Logistic Regression model demonstrated the
highest accuracy, sensitivity, and F1 Score, along with a
high ROC-AUC value. It is a simple and interpretable
model that can provide insights into the factors
contributing to employee turnover. Logistic Regression

is particularly suitable when the relationship between
the predictors and the target variable is linear.

The Artificial Neural Networks model achieved the
second-highest accuracy and the highest F1 Score. It is
capable of capturing complex non-linear relationships
between the predictors and the target variable. Artificial
Neural Networks can be effective when dealing with
large datasets and when the underlying relationships are
not well understood.

The Random Forest model exhibited balanced
performance in terms of sensitivity and specificity,
along with a high ROC-AUC value. It is an ensemble
learning method that combines multiple decision trees,
making it robust to outliers and noise. Random Forest
can handle both categorical and numerical predictors
and can provide feature importance rankings.

The XGBoost model demonstrated high sensitivity
and a relatively high ROC-AUC value. It is an optimized
implementation of gradient boosting that can handle
complex interactions among predictors. XGBoost is
known for its excellent predictive performance and its
ability to handle missing values.

The SVM and Decision Tree models had lower
overall performance compared to the above models, but
they may still be considered in certain scenarios. SVMs
can be effective when dealing with high-dimensional
data, while Decision Trees offer interpretability and can
handle both categorical and numerical predictors.

When selecting the most suitable ML tool for
predicting employee turnover, it is essential to consider
factors such as the size and complexity of the dataset,
the interpretability requirements, the presence of non-
linear relationships, and the computational resources
available. It is also recommended to experiment with
multiple tools and compare their performance using
appropriate evaluation metrics to determine the best
approach for the specific dataset and problem at hand.

The results and discussion section has provided
valuable insights into the performance of various ML
models for predicting employee turnover. In the
following conclusion, the authors will summarize the
key findings, discuss the implications of our study, and
outline potential avenues for future research in this
domain.

6. Conclusion

This study aimed to leverage ML techniques within
the framework of HRA to predict employee turnover
effectively. By evaluating and comparing the
performance of Random Forest, Logistic Regression,
Artificial Neural Networks, Support Vector Machines,
XGBoost and Decision Tree models on the "IBM HR
Analytics Employee Attrition & Performance" dataset,
the study contributes to the existing body of knowledge
in HRA and employee turnover prediction.

The findings suggest that the Logistic Regression
model can be an effective tool in human resources
analytics for turnover prediction. However, the choice
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of model should be based on the specific use case,
considering the strengths and weaknesses of each
model.  Organizations  should evaluate their
requirements and prioritize the relevant performance
metrics when selecting a model for implementation.

The findings of this study have practical implications
for businesses seeking to implement data-driven
strategies for workforce management. By leveraging
ML techniques, organizations can proactively identify
employees at risk of turnover and take appropriate
measures to retain valuable talent. However,
Organizations implementing ML models for employee
turnover prediction should also consider the ethical
implications and potential biases associated with these
approaches. Ensuring fairness, transparency, and
privacy in the use of employee data is crucial to maintain
trust and comply with legal and ethical standards.

Future research directions include exploring
alternative ML models, investigating the impact of
feature selection techniques, and addressing class
imbalance to further improve the predictive
performance of the models. Additionally, validating the
findings using datasets from different contexts or
conducting multi-organizational studies can enhance the
generalizability of the results.

In conclusion, this study demonstrates the potential
of ML techniques within the HRA framework for
predicting employee turnover. By continuously refining
and improving these models, businesses can make data-
driven decisions to optimize their workforce planning,
reduce turnover costs, and enhance overall employee
satisfaction and retention.
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Oz

Internet kullaniminin son yillarda yayginlasmasi, bireylerin ve toplumlarin iletisimden ahigveris ahiskanliklarina kadar neredeyse her
alanda davramiglarmin evrilerek biiyiik degigikliklerin ortaya ¢ikmasina sebep olmustur. Boylece geleneksel iletisim yontemleri de
doniisiime ugramustir. Bu gelismeler sonucunda, giiniimiizde en yaygn iletisim araci olarak kabul edilen sosyal medya kavrami
dogmustur. Yeni bir iletisim sekli olan sosyal medya, kurum ve kuruluslarin hedef kitleleri ile yer ve zaman kisitt olmaksizin
dogrudan iletisim kurabilmelerini miimkiin kilarak reklam verenler igin {irlinlerini tanitabilecekleri oldukga etkili bir kanal haline
gelmistir. Sosyal medyada lirlin pazarlamak “fenomen” olarak adlandirilan kisiler sayesinde ger¢eklesmektedir ve her fenomenin
hitap ettigi bir hedef kitle bulunmaktadir. Bu baglamda, fenomenlerin hitap ettigi hedef kitle ile reklami yapilacak iiriiniin hedef
kitlesinin dogru bir sekilde eslesmesi, sosyal medya iizerinden yapilan iiriin pazarlamasinda kritik bir rol oynamaktadir. Bu ¢alismada
en dogru fenomen-iiriin hedef kitle eslesmesini gergeklestirebilmek adina, Instagram fenomenlerinin paylasmis oldugu gonderileri
analiz ederek fenomenin hedef kitlesini kategorize eden bir metin siniflandirma modeli gelistirilmistir. Bu ama¢ dogrultusunda veri
gizliligini ihlal etmemek adina Instagram profili herkese agik olan 1.005 farkli fenomenin tigiincii taraf bir yazilim ile gonderileri elde
edilerek bu gonderilerdeki agiklamalar BER Topic mimarisi ile kiimelenmistir. Olusturulan kiimelerin temsilleri ve igerigi incelenerek
temsil ettigi kategoriye gore etiketlenmistir. Etiketlenen veriler ile BERTurk siniflandirma modeli gelistirilmistir. Smiflandirma
model performans degerlendirilmesi sonucunda 6lgiilerek 0,92 dogruluk ve 0,91 F1 skor degeri elde edilmistir. Elde edilen sonuglar
dogrultusunda yiiksek siniflandirma dogrulugu ile fenomen gonderilerini otomatik olarak kategorize edebilen bir sistem gelistirilmis
ve fenomen-iiriin hedef kitle eslestirilmesinde basariyla kullanilmustir.

Anahtar Kelimeler: Metin smiflandirma, Kiimeleme Analizi, BERTopic, BERTurk, Instagram

Automating Influencer-Target Audience Matching: Target Audience Analysis

for Advertising through Classification of Social Media Posts

Abstract

The widespread adoption of the internet has led to significant transformations in individual and societal behaviors, influencing
everything from communication to shopping habits. As a result, traditional communication methods have evolved, giving rise to
social media as a dominant medium today. Social media enables organizations to engage directly with target audiences without
geographical or temporal constraints, making it an effective platform for advertisers. Social media marketing is often facilitated by
“influencers,” individuals who have built their own audience. Accurate matching between the influencer's target audience and the
advertised product's audience is essential for effective social media marketing. This study aims to develop a text classification model
that categorizes the target audiences of Instagram influencers by analyzing their posts, in order to achieve the most accurate
influencer-product target audience matching. To avoid violating data privacy, posts from 1.005 distinct influencers with publicly
accessible Instagram profiles were collected using a third-part software, and the descriptions in these posts were clustered using the
BERTopic architecture for topic modeling. A BERTurk classification model was developed using the labeled data. The
representations and content of the resulting clusters were analyzed and labeled according to the categories they represented. These
labeled records were then used for classification purposes. The performance of the classification model was evaluated, achieving an
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accuracy of 0,92 and an F1 score of 0,91. The results demonstrate the development of a system that can automatically categorize
influencer posts with high classification accuracy and has been successfully applied for influencer-product target audience matching.

Keywords: Text Classification, Clustering Analysis, BERTopic, BERTurk, Instagram

1. Giris (Introduction)

Giin gectik¢e teknolojinin geligmesi ve bireylerin
glinlik yasamlarinda internetin yayginlasmasiyla
birlikte arkadagliklar, glindem takibi, bos zaman
degerlendirme, aligveris gibi giinliik aktiviteler internet
ortamina da taginmistir (Yildirim ve Yildirim, 2022).
Ozellikle mobil cihaz (akilli telefon, tablet vb.)
kullanimmin artmasiyla internet yer ve zaman fark
etmeksizin ulagilabilir bir hale gelerek bireylerin
internette daha fazla vakit gecirmesine sebep olmustur.
Teknolojinin ve internetin giinlik yasamda bu denli
biiylik bir role sahip olmasi, insanlik tarihi boyunca
stirekli degiserek evrilen iletisim yontem ve kanallarini
da etkileyerek sosyal medyayr dogurmustur
(Sahinkayasi ve Sahinkayasi, 2017).

Sosyal medya bireylerin birbirleriyle video, mesaj
veya fotograf igerikleriyle paylasimda bulunmalarina
ve iletisim kurmalarma olanak saglayan gesitli
gevrimigi platformlar olarak tanimlanabilir (Carr ve
Hayes, 2015). Giiniimiizde sosyal medya bireylerin
daha fazla iletisime gegmesine olanak saglayarak
vazgecilmez bir iletisim araci haline gelmistir. Sosyal
medya platformlarinin yayginlagmasiyla birlikte farkli
yas gruplarindan olusan sosyal medya kullanicilari,
cesitli ilgi alanlart dogrultusunda hedef kitleleri
olusturmaktadir.

Sosyal medyanin en ¢ok etkiledigi alanlardan bir
tanesi Uriin pazarlama faaliyetleridir (Terkan, 2014).
Geleneksel iiriin pazarlama yontemlerine kiyasla sosyal
medya platformlari, isletme biiyikligii ve sektor fark
etmeksizin tim isletmelere her farkli yas grubu ve
sosyo-ekonomik gruptan tiiketicilerle yani hedef
kitlelerle iletisim kurabilme olanagi saglamaktadir
(Arslan, 2017). Instagram, Facebook, Twitter,
Youtube, Tiktok, Linkedin gibi farkli sosyal medya
aglar1  lizerinden olusturulan ¢esitli igeriklerle
isletmeler, sosyal medyanin sagladigi ¢ift tarafli ve
etkilesimli iletisim sayesinde hedef kitlelere daha etkili
ve daha az maliyetli bir sekilde dogrudan
ulagabilmektedir.

Uriin pazarlamanin temel araglarindan biri olan
reklam, bir iriin veya hizmetin medya kanallar
araciligiyla kitlelere tanitilmasi olarak
tanimlanmaktadir (Bagwell, 2007). Farkli kanallar
izerinde belirli bir tdcret karsiliginda yapilan
reklamlarin temel amaci, tiiketicilerin ilgisini reklami
yapilan iriin veya hizmete yonlendirerek ilgili {iriin
veya hizmet satisinin gerceklestirilmesidir. Gazete,
televizyon, radyo, dergi gibi farkli iletisim kanallar
aracilifiyla  yaymnlanan reklamlarin  giiniimiizde
internetin etkisi ile sosyal medyada yayginlagsmasiyla,
sosyal medya araglar1 6nemli bir iiriin pazarlama araci
haline evrilmistir (Ozdemir vd., 2014).

Sosyal medya tizerinden iriin tanitimlari dijital
reklamlar ve sosyal medya aglarinda fazla sayida
takipgisi olan hesaplar olarak adlandirilan fenomenler
iizerinden gerceklesmektedir.

Sosyal medya fenomenleri, olusturduklar: icerikler
ve yaptiklar1 paylasimlarla genis kitlelere ulasarak
bireylerin  diisiince, tutum ve  davranislarini
etkileyebilmektedir. Sosyal medya fenomenlerinin ayni
zamanda tiiketicilerin satin alma kararlar {izerinde de
6nemli bir etkisinin olmas, iiriin pazarlama literatiiriine
yeni bir kavram kazandirmistir. Literatiirde sosyal
medya platformlarinda  fenomenler  aracilifiyla
gerceklestirilen {riin pazarlama faaliyetleri seklinde
tanimlanan bu yeni kavram, fenomen pazarlamasi
olarak adlandirilmaktadir (Leung vd., 2022).

Fenomen pazarlamasi, fenomenin herhangi bir
sosyal medya platformu aracilifiyla bir iiriin veya
hizmete dair sundugu, tiiketicinin satin alma
motivasyonunu etkileyen pazarlama aktiviteleri
iizerinden gerceklesmektedir. Tiiketiciler bir iiriin veya
hizmet satin alirken gercek tiiketici deneyimlerine gok
onem verdiginden fenomen pazarlamasi, igletmelerin
hedef kitlelere ulagabilmek igin tercih ettigi en yaygin
iiriin pazarlama yontemlerinden biri haline gelmistir
(Copuroglu, 2022). Bir diger deyisle, fenomenler,
sosyal medya platformlar iizerinde isletmelerin reklam
yiizii olarak igerik olusturdugu alanda (6r. seyahat,
yemek, moda vb.) hedef kitlesinin satin alma
motivasyonunu olumlu bir sekilde etkilemek i¢in igerik
ireterek 1is birligi yaptig1 igletmenin {iriin veya
hizmetinin tiiketicilere ulagsmasini  saglamaktadir.
Isletmelerin, tiiketicilerin satm alma niyetini olumlu
yonde etkilemek istedikleri takdirde fenomenler ile is
birligi yaparak kazang saglayabilecekleri gorilmiistiir.
Yapilan arastirmalarda fenomenlerin reklamlarina
yonelik pozitif bir tutum oldugu, satislari arttirmaya
yonelik  olumlu etkileri oldugu ortaya g¢ikmistir
(Karatasg ve Eti, 2022).

Fenomen pazarlamasinin bagarist i¢in en Onemli
faktorlerden biri, is birligi yapacak olan fenomen ve
isletmenin hedef kitlesinin 6rtiismesidir (Oztek vd.,
2021). Ornegin, mobilya iireten bir isletmenin hedef
kitlesi kozmetik alaninda iirlin pazarlamaya daha uygun
olan bir fenomen ile is birlii yapmasi, {irliin
pazarlamada istenen getiriyi saglamayacaktir. Isletme
veya marka ile fenomen arasinda gergeklestirilecek is
birliginde, fenomenin sosyal medya platformundaki
paylagimlarimin igerik analizi yoluyla incelenmesi
sonucunda, fenomenin hitap ettigi hedef kitle tespit
edilebilir. Literatiirde dogal dil isleme, yapay zeka ile
siiflandirma gibi giincel ¢alisma alanlar1 sayesinde
sosyal medyadaki fenomenlerin gonderileri gozetilerek
otomatik bir sekilde gerceklestirilebilmektedir (Kim
vd., 2020).
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Bu calismada Instagram fenomenlerinin sosyal
medya hesap gonderilerindeki agiklamalarin (caption)
dogal dil isleme yontemleri ile analiz edilerek hitap
ettigi kitlenin tespiti amaglanmistir. Bu kapsamda
oncelikle Apify (Apify, 2022) web veri ¢ikarma (web
scraping) platformu ile Instagram’daki halka acik olan
hesap gonderilerinin elde edilmesiyle bir veri seti
olusturulmustur. Aciklama igermeyen gonderilerin
ayrilmasi gibi veri 6n isleme adimlari ile veri seti, dil
modellerinin egitimine hazir hale getirilmistir. Elde
edilen veri setindeki agiklamalar, topik modelleme
algoritmas1 kullanilarak kiimelenmistir. BERTopic
modelinin trettigi kiimeler, veri etiketleme ekibi
tarafindan titizlikle incelenmis ve her bir kiimenin
igerigine uygun etiketler 6nceden belirlenmis olan 18
kategoriye gore etiketlenmistir. Bu siirecte, kiimelerin
temsil  ettigi temalar ve icerikler  dikkatle
degerlendirilerek, etiketleme iglemi her bir kiimenin
anlamint en iyi sekilde yansitacak bicimde
gerceklestirilmistir. BERT (Bidirectional  Encoder
Representations from Transformers) modeli
hazirlanmis veri seti ile egitilmistir Egitilen model
yardimiyla fenomenin gonderileri siniflandirilarak
hitap ettigi kitle yiiksek dogruluk orami ile tespit
edilebilmektedir.

Bu caligma, sosyal medya kullaniminin hizla arttig
bu dénemde, Tiirkge dili i¢in sosyal medya analitigi ve
metin siniflandirma alaninda 6nemli bir boslugu
doldurmaktadir. Calismanin katkilar1 iki ana baglikta
degerlendirilebilir:  Tiirkce metinlerin BERTopic
mimarisiyle siiflandirilmasi, Tiirk¢e dilinde daha fazla
aragtirma ve uygulamay1 tesvik ederek akademik bir
katkt sunmaktadir. Ayrica, elde edilen smiflandirma
basarisiyla fenomen-iiriin  hedef kitle eslesmesini
miimkiin kilarak sosyal medya pazarlamasina ticari bir
katk1 saglamaktadir.

2. Literatiir Taramasi (Related Work)

Bu boliimde oncelikle literatiirde yer alan farkli
modeller ile basar1 elde edilmis metin siniflandirma
calismalarina yer verilmistir. Daha sonra BERT modeli
ile yapilan metin siniflandirma caligmalari ile devam
edilmis olup son bolimde ise sosyal medya
uygulamalarina yapilan metin siniflandirma
¢alismalarinin detaylarina yer verilmistir.

Literatlirde metin siniflandirma i¢in birgok yontem
ve uygulama alani bulunmaktadir. Ornegin Tiirkge
haber metinlerinin siniflandirtlmasi i¢in Destek Vektor
Makinesi, Rastgele Orman ve Naive Bayes
smiflandirma algoritmalarini  karsilagtiran ¢aligmada,
4.900 satirlik haber metinlerinden olusan veri seti 7
kategoriye ayrimistir. Islemler sonucunda %91
dogruluk oran1 ile Naive Bayes algoritmasi diger
algoritmalara gore en basarili performansi gostermistir
(Uslu ve Ozmen-Akyol, 2021).

Bir internet sitesinin e-ticaret sitesi olup olmadigina
karar veren bir uygulama i¢in On isleme asamalari
gerceklestirilerek etiketlenen 273 adet site verisi K-En

Yakin Komsu ve Naive Bayes algoritmalart ile
egitilmig, diger algoritmalara goére Naive Bayes
algoritmasinin daha iyi sonu¢ verdigi gorilmiistiir
(Kasike1 ve Gokgen, 2019).

Giiniimiizde metin siniflandirmada klasik makine
O0grenmesi yontemleri yerine biiylik veri setleri ve
karmasik gorevler i¢cin daha uygun olan derin 6grenme
yontemleri daha fazla kullanilmaktadir. Tiirk¢e haber
metinlerinin siniflandirilmasi i¢in Konvoliisyonel Sinir
Aglart ve Word2Vec metodu kullanilarak yapilan
metin smiflandirma ¢aligmasinda, klasik makine
6grenmesi smiflandirma algoritmalarindan daha iyi bir
performans  (%93,3  dogruluk) elde edildigi
belirtilmistir. (Ac1 ve Cirak, 2019).

10.517 e-postadan olusan veri seti ile, alinan e-
postalart 6nemine gore simniflandirmak i¢in Word2Vec
algoritmasi kullanilmistir. 200 e-postadan olusan test
verisi ile sistem basarisi test edilmis ve %91 oraninda
dogruluk ile basar1 elde edildigi ifade edilmistir (Sel ve
Hanbay, 2019).

Tiirkee dilinde yazilan bilimsel metinlerin
siniflandirilmas: ile ilgili gerceklestirilen c¢alismada
onceden egitilmis Tirk¢e bir BERT modeli iizerinde
ince ayar yapilmig ve model %96 dogruluk oram
gostermistir (Ozkan ve Kar, 2022).

BERT modeli ve geleneksel makine 6grenmesi
modelleri kullanilarak dort farkli deney ile metin
siiflandirma yapilmistir. Caligmada sosyal medyada
paylasilan iletiler, film dizi elestirileri, haber icerikleri
gibi veri setleri iizerinde karsilastirmali analizler
gerceklestirilerek sonuglar sunulmus BERT modelinin
diger modellere gore basart gosterdigi gorilmiistiir
(Gonzalez-Carvajal ve Garrido-Merchan, 2020).

Web sitesi URL’lerinden ¢ikarilan metinler
iizerinde oOnceden egitilmis BERT modeli ile
siniflandirilan ¢aligmada %98 dogruluk ve %67 F1
skoru elde edildigi belirtilmistir. (Cepni vd., 2023).

Sosyal medya fenomenlerini ve gonderilerini;
Naive Bayes, K-En Yakin Komsu, Destek Vektor,
Rastgele Orman ve BERT modelleri ile siniflandirarak
kargilagtirilan  ¢alismada, BERT modelinin diger
modellere gore fenomenleri %98, gonderilerini ise %96
dogruluk ile daha basarili bir sekilde siniflandirdigi
belirtilmigtir (Kim vd., 2020).

Instagram yorumlarini otomatik olarak siniflandiran
sistem i¢in Destek Vektér Makineleri (Support Vector
Machine kisaca SVM) ve Evrisimli Sinir Ag1
(Convolutional Neural Network kisaca CNN)
algoritmalar1 karsilastirilmistir. %84,23 dogruluk orani
ile CNN algoritmasinin daha iyi sonu¢ verdigi
belirtilmistir (Prabowo ve Purwarianti, 2017).

Yapilan literatiir taramasinda, metin simiflandirma
alaninda ¢esitli algoritmalar ve derin Ogrenme
modellerinin basarilart vurgulanmistir. Bu ¢alismalar
incelendiginde klasik makine &grenmesi yontemlerinin
ve GaussianNB (Gaussian Naive Bayes), K-En Yakin
Komsu (K-Nearest Neighbors kisaca KNN), Destek
Vektor Simiflandirmast  (Support Vector Classifier
kisaca SVC) ve Rastgele Orman (Random Forest) gibi
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yaygmn olarak kullanilan smiflandirma modelleri
kullanilarak gelistirilen modellerde en fazla %40.70
basar1 orani elde edildigi gozlemlenmistir ve bu
modellerin ¢alismamiz igin yeterli dogruluk oranlarini
veremeyecegi sonucu ¢ikarilmistir. Ozellikle BERT
modeli, Tirkge metin smiflandirilmasinda yiiksek
dogruluk oranlar1 elde ederek literatiirde 6ne ¢ikmustir.
Literatiirde BERT modeli ile yapilmis smiflandirma
calismalarinin  dogruluk oranlar1 yapilan caligmanin
basariya ulasmasina referans olmustur. Caligmamiz,
BERT modelinin sosyal medya analizleri ve metin
smiflandirma alanindaki uygulamalarina yeni bir
perspektif kazandirarak literatiire Onemli bir katki
saglamaktadir.

Literatiirde Tirk¢e dili i¢in metin siniflandirma
¢alismalarimin sayist olduk¢a sinirlidir. BERTurk ile
yapilan bu c¢alismada, yalnizca gonderi acgiklama
metinleri kullanilarak %92 dogruluk degeri elde
edilmistir. Bu sonug, benzer c¢aligmalarda (Kim vd.,
2020) rapor edilen %60 dogruluk degerini 6nemli
Olciide asmaktadir. Dolayisiyla, bu ¢alisgma hem
BERTurk'iin etkinligini vurgulamakta hem de gonderi
aciklama metinlerinin derin &grenme modelleri igin
glicli  bir veri kaynagi olabilecegini ortaya
koymaktadir.

Tiirkge dilinde metin simiflandirma c¢alismalar1 ve
fenomen-iiriin  hedef Kkitle eslestirmesi konusunda
literatiirde makine &grenmesi yontemleri ile yapilmig
caligmalarin yeterli seviyede olmamasi bu alanda
yapilacak calismalara duyulan ihtiyaci gostermektedir.
Calismamiz, Tiirkce dilinde yapilacak metin
siniflandirma ¢aligmalari i¢in referans olusturmaktadir.
Sosyal medya pazarlamasinda dogru fenomen-hedef
kitle eslesmesini saglayarak, markalarm daha etkili
kampanyalar olusturmasina olanak tanimaktadir.
Literatiire yenilik¢i bir yaklasim sunmakta olan bu
calisma, ilgili amagla yapilacak gelecekteki ¢aligsmalara
onemli bir referans olusturmaktadir.

3. Materyal ve Metod (Material and Method)

Bu Dbolimde c¢alisma kapsaminda kullanilan
yontemler  agiklanmistir.  Calismada  kullanilan
metodoloji Sekil 1’de verilmistir.

Verileri Cekme

Veri On isleme
—_—>
&

A4
BERTopic ile Topik
Modelleme

i:& < Qe.

l

Tokenizasyon

Veri Etiketleme

Model Egitme

& . @ -

dbmdz/beri-base- dbmdz/bert-base-turkish- 1 28k-
turkish-128k-uncased uncased

l

Model Degerlendirme

+ Dogruluk
% I — @ s Kesinlik

¢ Duyarlihk

¢ F1 Skoru

Sekil 1. Metodoloji

Nihai Model

3.1 Veri Toplama

Calisma kapsaminda kullanilacak olan veri setini
olusturmak i¢in, kisisel verilerin ihlalini énlemek adina
Instagram hesaplart halka agik olan fenomenlerin
gonderileri elde edilmistir. Instagram hesaplar1 halka
acik olan fenomenlerin gonderileri, Apify adli ti¢iincii
taraf hizmeti olan veri kazima (web scraping)
platformu kullanilmistir. Apify, kullanicilarin e-ticaret
siteleri, haber siteleri, sosyal medya platformlar:1 gibi
cesitli web sitelerinden veri ¢ekmelerine olanak
taniyarak bu verilerin ¢esitli amaclar dogrultusunda
kullanilabilmesini miimkiin kilar (Apify, 2022). Bu
calisma kapsaminda Apify, Instagram tizerinden 1005
farkli  fenomenin  gonderilerinin  gekilmesinde
kullanilmistir. Boylelikle calisma kapsaminda elde
edilen veri seti, giivenilirlik ve etik kurallara uygunluk
¢ergevesinde olusturulmustur.

Bu yontemle toplamda 1.005 farkli fenomenin
647.951 adet gonderi verisi elde edilmistir. Veri 6n
isleme adiminda sonra analiz i¢in toplamda 610.600
gonderi verisi, ¢alismada kullanilan nihai veri setini
olusturmustur.
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3.2 Veri On Isleme

Elde edilen veri setine, model egitimi ve analizler
icin veri On igleme adimi uygulanmistir. Bu adimdaki
amag, model performansini maksimize etmek amaciyla
daha kaliteli bir veri seti elde etmektir. Bu baglamda,
fenomen gonderilerinin agiklama metinleri islenmistir.
Uygulanan adimlar Sekil 2’de verilmistir.

Ham veri seti

Metin uzunlugu 30
karakterden az olan verilerin
silinmesi

Metinlerin tamamimin kii¢iik
harflere ¢evrilmesi

Noktalama isaretleri ve
emojilerin kaldirilmasi

Gereksiz bosluk ve 6zel
karakterlerin silinmesi

Gonderi etiketi icermeyen
verilerin silinmesi

Sekil 2. Veri 6n isleme adimlari

Oncelikle, agiklama metin uzunlugu 30 karakterden
kisa olan veriler, veri setinden g¢ikarilmistir. Tiirkge
dilinde ortalama kelime uzunlugu g6z Oniine
alindiginda, 30 karakter genellikle yaklagik 4 ila 5
(Dalkili¢ vd., 2003) kelimeye denk gelmektedir. Bu
nedenle, 30 karakterden kisa metinlerin veri setinden
cikartlmasi, yeterli bilgi ve baglam saglayan daha
anlamli agiklamalarin analiz edilmesine olanak
tamimaktadir. Bu se¢im, metinlerin yeterli bilgi
icermesini saglamak ve analizde daha anlamli sonuglar
elde etmek amaciyla yapilmistir. Daha sonra, agiklama
metinlerinde herhangi bir biiylik harf olmamasi adina
metinlerin tamami kiiclik harflere doniistiirilmiistiir
¢linkii kullanilacak model biiyiik-kii¢tik harf hassasiyeti
tagimamaktadir. Bu doniisiim, metinlerdeki biiyiik ve
kiigiik harf farkliliklarii ortadan kaldirarak, modelin
tim metinleri aym sekilde degerlendirmesini ve
karsilastirmasini saglar. Bu nedenle, biiyiik harflerin
kiigiik harflere donistiiriilmesi, modelin dogrulugunu
ve islem siirecini iyilestirmek adma uygulanmistir.
Noktalama isaretleri/emojiler kaldirilmistir. Bu adim,
metinlerin tutarliligini artirmak ve dil modelinin sadece
anlamli kelimelere odaklanmasmi saglamak igin
onemlidir. Noktalama isaretleri ve emojiler, modelin

analizini karmagiklastirabileceginden, bunlarin
temizlenmesi gereklidir. Ek olarak gereksiz bosluklar
ve Ozel karakterler de temizlenerek tiim agiklama
metinleri aynm1 formata getirilmistir. Sonrasinda,
gonderi etiketi (hashtag) icermeyen gonderiler veri
setinden cikarilmistir. Ciinkii sosyal medya {izerinden
iirlin veya hizmet tanitimi yapan fenomenler, iiriin veya
hizmetin reklam oldugunu belirtmek zorundadir ve
ayn1 zamanda reklami yapilan gonderinin daha fazla
kisiye ulagmasi amaciyla gonderi etiketi kullanma
egilimindedirler. Bu nedenle, gonderi etiketi icermeyen
verilerin veri setinden ¢ikarilmasi, reklam hedef
kitlesini daha dogru bir sekilde belirlemede nemli bir
rol oynamaktadir. Bu adim, veri setinin kalitesini
artirmaya ve sonuglarm dogrulugunu artirmaya yonelik
bir 6nlem olarak uygulanmistir.

3.3 Veri Etiketleme

Veri On isleme adimindan sonra elde edilen nihai
veri seti, fenomen gonderilerinin agiklamalarini baz
alarak verileri etiketlemek amaciyla BERTopic modeli
ile kiimelenmistir.

BERTopic mimarisi, dogal dil isleme alaninda
yaygin olarak kullanilan metin konularinin temsillerini
(topic) tespit etmek ve bu konulart kiimeler halinde
gruplamak i¢in kullanilan BERT dil modeli mimarisine
dayali bir modeldir (Grootendorst, 2022).

3.4 Mimari ve Model

Calisma kapsaminda iki farkli amagla iki farkli
doniistiiriicii (transformer) mimarisi kullanilmistir;

1. Binlerce satir veriden olusan veri setini
onceden belirlenmis kategoriler dogrultusunda
etiketlemek  icin BERTopic = mimarisi
kullanilmustir.

2. Veri seti etiketleri elde edildikten sonra
siniflandirma modelinin fenomenlerin hitap
ettigi hedef kitle dogrultusunda
siniflandirabilmek i¢in BERT mimarisi
kullanilmustir.

3.4.1 Doniistiiriicii Mimarisi
Architecture)

(Transformer

Déniistiiriictiler, dogal dil isleme ve diger siral1 veri
isleme gorevlerinde kullanilan bir sinir ag1 mimarisidir.
Ozellikle, uzun mesafe bagimhiliklar1 ele almak ve
biiyiik veri kiimeleri iizerinde paralel islem yapmak
icin etkilidir. Bu mimari, dikkat mekanizmasini
(attention mechanism) igeren bir yapiya sahiptir ve
daha onceki dil modellerinden 6nemli 6lglide farklilik
gosterir (Vaswani vd., 2017). Doniistiiriici mimarisi,
bircok tekrarlayan katman icerir ve her bir katman,
birbiriyle  baglantihdir.  Her  katman,  dikkat
mekanizmasini kullanarak girdi verilerini isler. Dikkat
mekanizmasi, her bir girdi 6gesinin, diger tiim 6gelerle
olan iliskisini hesaplar ve bu iligkilere gore agirliklar
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atar. Bu sayede, her bir 6genin 6nemi belirlenir ve
dikkate alinir. Doniistiiriicli mimarisi, genellikle bir
kodlayici (encoder) ve bir ¢oziicii (decoder) olarak iki
ana bilesenden olusur (Aitken vd., 2021). Kodlayici,
girdi verilerini temsil eden vektorler olustururken,
¢oOziicii, bu vektorleri hedef ¢iktilara doniistiiriir. Her
bir bilesen, bircok tekrarlayan katmana sahiptir ve her
katman, birden fazla dikkat mekanizmasi igerir. Dikkat
mekanizmasi, girdi vektorlerinin  birbiriyle olan
iligskilerini hesaplar. Her bir girdi vektori, diger tim
vektorlere olan benzerliklerine gore agirliklar alir. Bu
agirliklar, her bir vektoriin digerleri lizerindeki etkisini
belirler. Ozellikle, uzun mesafe bagimliliklar1 ele
almak i¢in etkilidir ve dnceki dil modellerinden daha
iyi sonuglar verir. Doniistiiriici mimarisi, dil modelleri
ve diger swrali veri isleme gorevlerinde genellikle
kullanilir. Biiyilk metin veri kiimeleri {izerinden
egitilmis olan modeller, genellikle az miktarda
etiketlenmis veri ile yiiksek dogruluk saglar.

Cikt1 Olasiliklar:

Ileribildirim
1 ™y I Ekle & Normallegtir I':
,—DI Ekle & Normallestir i
I Coklu-Kafali
Heribildirim Dikkat
D) N x
| —
Elkle & Normallegtir
Nx —>|{Eite & Nommallestir | —
Maskeli
Coklu-Kafali Coklu-Kafali
Dikkat Dikkat
t L
\ | J/ . —

Konumsal ®_€9 @& Konumsal
Gomme r Gomme

Cikiy Gomme

Girig Gomme

I !

Girigler Cikiglar
(saga kaydirilmig)

Sekil 3. Doniistiiriicii - model mimarisi (Vaswani vd., 2017)

BERT, doniistiiriici mimarisi ile gelistirilmistir ve
sadece kodlayict kismini kullanarak metni ¢ift yonlii
(hem ileri hem de geri yonde) analiz eden bir dil
donistiiriicii modelidir. Donistiiriicii model mimarisi
Sekil 3’te verilmistir.

3.4.2 BERT Mimarisi

BERT, Google tarafindan gelistirilen ve dogal dil
isleme alaninda devrim niteliginde bir ilerleme olarak
kabul edilen bir modeldir. Bu model, biiyiik miktarda
metin verisi lizerinde 6n egitilmis bir dil modelidir ve
siral1 veri igleme i¢in son derece etkilidir. BERT, hem
sol hem sag baglami dikkate alan bir bicimde
kelimeleri bir araya getirir. Bu, metin icerisindeki her
kelimenin anlamini, hem Onceki hem de sonraki
kelimelerin baglamindan elde eder. Bu sekilde, metnin
daha genis bir baglamini anlayabilir ve daha derin bir
semantik anlam ¢ikarabilir.

Ekle & f\ormalleslia

ileribesleme

f—oll-?kle & .\ormalle;lirl

Coklu-Kafah
Dikkat

1 |||V
o J

Konumsal \
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Kodlama \

Giris Gomme

f

Sekil 4. On iki kodlayici bloga sahip, doniistiiriicii tabanli
BERT temel mimarisi (Khalid vd., 2021)
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Sekil 4’te on iki kodlayici bloga sahip, doniistiiriict
tabanli BERT temel mimarisi verilmistir. BERT,
sadece kodlayict kismini igeren bir dil modelidir. Bu,
doniistiiriicii mimarisinin sadece kodlayict bilesenini
icerdigi anlamina gelir. Kodlayici, girdi verilerini
temsil eden vektorler olusturur, ancak bu vektorlerin
nasil kullanilacagi veya ¢oziimlenecegi konusunda
herhangi bir bilgi bulunmaz. Bu o6zellik, BERT’in
onceden egitilmis bir dil modeli olarak kullanilmasini
saglar. BERT, biiyiilk metin veri kiimeleri {izerinde
egitimli oldugu icin, genel dil yapisin1 ve anlamini
Ogrenir. Ancak, belirli bir gérev i¢in kullanilmak {izere
egitilmesi gerekebilir. Ornek olarak, smiflandirma
gorevleri i¢in, BERT modelinin kodlayict kismi,
simiflandirma modeliyle birlestirilerek yeniden egitilir
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ve Ogrenilmig temsiller kullanilarak smiflandirma
yapilir. Bu nedenle, BERT modeli, kodlayici
bileseninin 6zelliklerinden yararlanarak gesitli dogal dil
isleme gorevleri i¢in kullanilabilir. Kodlayici, metin
verilerini temsil eden vektorler olustururken, bu
vektorlerin ¢oziimlenmesi veya belirli bir gorev icin
kullanilmasi, modelin yeniden egitilmesini gerektirir
(Devlin vd., 2018).

3.4.3 BERTopic Mimarisi

BERTopic modeli, BERT ve Sinif tabanli kelime
frekansi—ters dokiiman frekansi (Class-based term
frequency- inverse document frequency kisaca c-TF-
IDF) tekniklerini kullanarak metin konularmi tespit
edip kiimeleyen bir konu modelleme teknigidir
(Grootendorst, 2022). Temel olarak metinlerden ciimle
gommelerini elde ettikten sonra benzer cilimleleri
kiimeleyerek kiimeleri olusturur. Sekil 5°’te BERTopic
modeli ile kiime olusturma adimlar1 verilmigtir.
Kiimeler; gomme ¢ikarma, boyut azaltma, kiimeleme,
tokenizasyon ve agirliklandirma olmak iizere bes temel
adimdan gegerek olusturulmaktadir.

BERTopic, metinlerden ciimle gommelerini elde
etmek i¢in Cimlii Déoniistiiriicii  (Sentence-BERT
kisaca SBERT) teknigini kullanmaktadir. SBERT
mimarisi, BERT mimarisinin gelistirilmis
versiyonudur. BERT mimarisi climleleri kelime kelime
islerken SBERT ciimleleri tek seferde isledigi igin
metin semantiklerini daha kapsamli bir sekilde
anlayabilir (Reimers ve Gurevych, 2019).

Kiimeleme adimminda yiiksek boyutlu gémme
vektorlerinin  kiimelenmesi daha zor ve komplike
oldugundan, kiimeleme adimmdan oOnce Tekdiize
Manifold Yaklasimi ve Yansitmasi (Uniform Manifold
Approximation and Projection kisaca UMAP)
kullanilarak ciimle gommelerinin boyutlar1 azaltilir.

Ciimle gommelerinin boyutu azaltildiktan sonra
yogunluk temelli bir kiimeleme algoritmast olan
Giirtltili Uygulamalar igin Hiyerarsik Yogunluk
Tabanli Uzamsal Kiimeleme (Hierarchical Density-
Based Spatial Clustering of Applications with Noise
kisaca  HDBSCAN) algoritmas1 ile benzer metin
gommeleri kiimelenir.

BERTopic mimarisi, tokenizasyon adiminda ise
dogal dil isleme alaninda yaygin olarak kullanilan
kelimelerin metinde ge¢me siklig1 ve metin igerisindeki
onemini dikkate alarak tokenizasyon iglemi i¢in Sayi
Vektorlestirici  (CountVectorizer) metin  isleme
teknigini kullanir.

AN

Metinler o Gomme Cikarma
o SBERT
/
Kiimeleme Boyut Azaltma
HDBSCAN UMAP

/

Tokenizasyon Agirliklandirma

CountVectorizer ¢-TF-IDF

Sekil 5. BERTopic modeli ile kiimeleme adimlart

Sonraki adimda ise elde edilen tokenler, c-TF-IDF
teknigi ile kiimeleri olusturulur. Kelime frekansi—ters
dokiiman frekansi (Term frequency- inverse document
frequency kisaca TF-IDF) teknigi, metin belgelerini
kelimenin alaka diizeyine gore vektorlestirirken, c-TF-
IDF ayni islemi tek bir kategorideki tiim belgeleri tek
bir belge olarak ele alir ve yapar. Boylelikle ilgili kiime
Ozelinde kiimeyi en iyi sekilde temsil eden kelimeler
elde edilmis olur (Liu vd., 2018).

3.5 Model Egitme

Bu béliimde, model egitimi agamasinda kullanilan
model tanitilmagtir.

3.5.1 BERTurk ile Stiflandirma

Sirali veri isleme i¢in BERTurk modelinin
kodlayict (encoder) kismimi kullanir. Bu kodlayici,
girdi metin dizisini bir dizi temsil vektoriine
doniistiirtir. Bu vektorler, girdi metnin anlammi ve
baglamimi yansitir. Ardindan, bu temsil vektorleri, bir
smiflandirma  katmanma  beslenir.  Smiflandirma
katmani, bu temsil vektorlerini alir ve belirli siniflara
ait olasilik degerlerini tahmin eder. Bu, tipik olarak bir
“softmax” aktivasyon fonksiyonu ile gergeklestirilir.

3.6 Model Performans Degerlendirmesi

Siniflandirma model performans: karisiklik matrisi
(confusion matrix), dogruluk (accuracy), kesinlik
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(precision), duyarlilik (recall) ve fl skoru (f1-score)
performans metrikleri ile degerlendirilmistir.

Karigiklik  matrisi,  smiflandirma  modelinin
performansini degerlendirmek igin kullanilan, model
tahminlerini 6zetleyen bir performans degerlendirme
metrigidir. ~ Siniflandirma  modeli ~ performansi
degerlendirilirken modelin  yaptigt  hatalar1  ve
zayifliklar1  hakkinda daha kapsamli cikarimlar
yapilmasina yardimci olur. Karigiklik matrisi Sekil
6’daki gibi ifade edilir.

Gercek Smiflar

Pozitif Negatif
- " TP FP
= q
= [=]
7 P Dogru Pozitifler Yanlis Pozitifler
£
=
E E FN N
-— [=11]
= S . .
= “ Yanlig Negatifler Dogru Negatifler

Sekil 6. Karisiklik matrisi

Karigiklik matrisinde dogru pozitifler dogru sekilde
smiflandirilan pozitif 6rnekleri, yanlis pozitifler yanlis
sekilde smiflandirilan  negatif  ornekleri, yanlis
negatifler yanlis sekilde smiflandirilan  pozitif
ornekleri, dogru negatifler ise dogru sekilde
smiflandirilan negatif 6rnekleri belirtmektedir.

Bir smiflandirma probleminde dogruluk metrigi,
modelin ne kadar 6rnegi dogru tahmin ettigini ifade
eder ve agagidaki gibi hesaplanir;

TP +TN

Dogruluk = ————
TP +TN + FP + FN

e
Kesinlik metrigi, bir siniflandirma modelinin pozitif

olarak tahminledigi orneklerin ka¢ adetinin gergekten

pozitif oldugunu belirtir ve asagidaki gibi hesaplanir;

TP
TP + FP

Kesinlik =

2

Duyarlilik metrigi ise smiflandirma modelinin
pozitif olarak tahmin etmesi gereken smiflarin ne
kadarin1 pozitif olarak tahmin ettigini belirtir ve
asagidaki gibi hesaplanir;

TP
TP + FN

Duyarlilik = 3)

F1 skoru ise kesinlik ve duyarlilik metriklerinin
harmonik ortalamas1 alinarak hesaplanir ve ug
durumlarin g6z ard1 edilmemesini, daha dogru analizler

yapilabilmesini saglar. F1 skoru asagidaki gibi
hesaplanir;

Kesinlik x Duyarlilik
F1 Skoru =2x 24 4)

Kesinlik + Duyarlilik

4. Degerlendirme (Evaluation)

Bu calisma, fenomenleri Instagram’daki
gonderilerinde bulunan agiklamalar dogrultusunda
hitap ettigi kategoriyi tanimlayabilmek adina dogal dil
isleme teknikleriyle siniflandirmay1 amaglamaktadir.
Bu amag dogrultusunda oncelikle ¢aligma kapsaminda
kullanilan veri seti, Apify ile Instagram hesabi1 halka
acik olan fenomenlerin gonderi bilgilerinin ¢ekilmesi
ile olusturulmus ve veriyi dogal dil isleme model
egitimine  hazirlamak adma veri on  isleme
gerceklestirilmistir.

Elde edilen veri seti ile BERTopic modelini
kullanarak gonderi agiklamalarmin kiimeleri (topic)
olusturulmustur. Toplamda 1862 adet farkli kiime
olusmustur. BERTopic modeli tarafindan belirli bir
kiime ile iligkilendirilemeyen verileri temsil eden “-1”
numarali kiime goérmezden gelinmistir. Kiimeye ait
anahtar kelimeler ve 6rnek verilerin detayli incelenmesi
ile kiimeler 6nceden belirlenmis olan 18 kategoriye
gore etiketlenmistir. Tablo 1°de, 6rnek olmasi igin
model tarafindan olusturulan 21 kiimenin etiketlenmis
hali, bu kiimelere ait veri setindeki ornek sayist ve
kiimeye ait anahtar kelimeler verilmistir.
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Tablo 1. Model tarafindan olusturulan ilk 21 kiimenin etiketlenmis hali

Etiket Kiimeler Ornek Sayist Kiimelere Ait Anahtar Kelimeler
- 0 21524 seni, sen, ki, hep, ne, sey, anne, diye, hayat,
sana
Yiyecek ve Icecek 1 19078 kasi81, bardagi, yemek, yumurta, su, ekleyip, gr,
adet, paket, seker
Seyahat ve Ulagim 2 6826 seyahat, travel, gezi, sehir, tatil, antik, deniz, yer,
burasi, gezgin
Yiyecek ve Icecek 3 4795 kahve, coffee, coffeetime, coffeerem, coffeelover,
coffeeoftheday, kahvekeyfi,
kahvesi,coffeeculture, coffeeshots
Kitaplar ve Edebiyat 4 4161 kitap, kitabi, kitap 6nerisi, roman, edebiyat,
kitapkurdu, kitaptavsiyesi, kitaplar, kitaplari,
neokuyorum
Otomobiller ve Araglar 5 3065 otomobil, otomobiltutkusu, suv, porsche, bmw,
arabatutkusu, otoparkcom, ford, arabasevdasi,
elektrikli
Giizellik ve Egzersiz 6 2229 diyet, kilo, diyetisyen, beslenme, onlinediyet,
diyetyemekleri, zayiflama, roket, diyeti,
diyetisyenpinardemirkaya
Giizellik ve Egzersiz 7 2051 makeup, makyaj, lipstick, makeuptutorial, ruj,
maccosmeticsturkiye, maybelline, matte, makyaji,
eyeliner
Giizellik ve Egzersiz 8 2024 sag, saclarimu, hair, hairstyle, saglar, saglarim,
saglar1, sampuan, bakim, sacbakimi
Giizellik ve Egzersiz 9 1956 cilt, cildi, bakim, serum, cildin, nemlendirici,
kremi, ciltbakim, asit, cilde
Cevrimigi Topluluklar 10 1917 reelsinstagram, iphone, reels, reelsvideo,
instagram, samsung, pro, reelsindia, reelesviral,
apple
Cevrimigi Topluluklar 11 1593 youtube, video, videonun, videoyu, kanalimda,
yayinda, youtubeda, kanalda, abone, videosu
Giizellik ve Egzersiz 12 1555 gununegzersizi, bacak, egzersiz, kalga, core,
kaslarmi, egzersizler, hareket, ¢alistiran, omuz
Isler ve Egitim 13 1483 tongucakademi, ogrenci, 1gs, 6grenci, okul, ders,
teog, 6gretmenler, 6gretmenlerimizin, seyev
Seyahat ve Ulagim 14 1402 kamp, kampalani, kampvedogahayati,
kampvedogadakiler, camping, kamptagram,
kampmudavimleri, kampturkiye, karavan,
yolacikyolacik
Haberler 15 1390 galatasaray, futbol, football, nba, fenerbahge,
mag, siiperlig, messi, gol, transfer
Giizellik ve Egzersiz 16 1386 modanisa, renk, indirim, far, kodu, rengi, paleti,
renkler, palet, makyaj
Ev ve Bahge 17 1383 dekorasyon, bekliyorumsayfamizi, interiordesign,
dekorasyondnerileri, yorumlarinizi,
tiirkkahvesikeyfi, sunumvetarif, interior, balkon
Aligveris 18 1368 hediye, ¢ekilis, cekilis, arkadaginizi, etiketlemek,
kisiye, ¢ekillisvar, yapmaniz, gerekenler,
ceikilisvar
Giizellik ve Egzersiz 19 1357 moda, fashion, outfitoftheday, outfit, elbise, dress,
ootd, kombin, style, ekinde
Insan ve Toplum 20 1242 gelisimadam, girisimcilik, startup, fazlasi,

internettenparakazanmak, sosyalmedyayonetimi,
makemoney, etiketlesosyalmedyauzmani, girisim,
gelisim
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Model tarafindan olusturulan tiim kiimelere ait mesafe
haritas1 Sekil 7 iizerinde verilmistir. Ornek olarak
kirmizi renkle belirtilen kiimeye ait anahtar kelimeler
"sag, saglarimi, hair, hairstyle, sa¢lar, saglarim, saclari,
sampuan, bakim, sagbakimi" olarak listelenmistir.
Yaninda bulunan diger kiimeye ait anahtar kelimeler
ise "cilt, cildi, bakim, serum, cildin, nemlendirici,
kremi, ciltbakimi, asit, cilde" olarak belirlenmistir. Bu
iki kiimenin birbirine yakin olmasinin nedeni, her iki
kiimenin de kisisel bakim iiriinleri ile ilgili olmasidir.
Sa¢ ve cilt bakimi, kisisel bakim kategorisi altinda
ortak bir ilgi alani olusturur, bu da kiimelerin
yakinlhigimi agiklar.

Dz
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Topic 8

Topic 0 Topic 206 Topic 592 Topic 888 Topic 1184 Topic 1480 Topic 1776

Sekil 7. Kiimeler arasi mesafe haritasi

Baglangigta veri ¢ekme asamasinda fenomenlerin
tim gonderileri ¢ekilmistir. Bu gonderiler arasinda,
irin veya hizmet tamitimi icermeyen bazi kisisel
gonderiler de bulunmustur. Ornegin, kisinin kisisel
hayatina dair bilgiler ve tatil paylasimlari gibi
gonderiler kigisel iceriklere ornek teskil etmektedir.
Veri etiketleme asamasinda bu gonderiler veri setinden
cikartlmigtir. Bu sayede sadece reklam igeren
gonderilerden olusan bir veri seti elde edilmistir.
Kiimelere ait anahtar kelimeler incelendiginde, 6rnek
sayisinin azalmasiyla birlikte bu kelimeler arasindaki
benzerligin de azaldigi gozlemlenmistir. Bu sebeple,
kiimelere ait 6rnek sayilari igin iki farkli esik degeri
(threshold) belirlenmistir: Bu degerler 190 ve 140
olarak belirlenmistir. Belirlenen bu sinir degerleri, her
bir kiimenin temsil ettigi anahtar kelimelerin
igeriklerine dayanmaktadir. Ornegin, 185 drnege sahip
bir kiimenin anahtar kelimeleri ("zafer, wvatan,
sehitlerimizi, agustos, tayyare, minnetle, oy,
zaferbayrami, kutlu, aniyoruz") belirli bir temay1 net
bir sekilde temsil etmesine ragmen, reklam ile ilgili

belirledigimiz 18 kategoriye tam olarak uymamaktadir.
Bu nedenle bu tiir kiimeler yogun veri setine dahil
edilmemistir. Benzer sekilde, 178 ornege sahip bir
kiime, ("amigurumitarifleri, kisiyeozelhediye,
dogumgunuhediyesi, amigurumiteknikleri,
amigurimitarifleri, freetarif, crocheting, dogumgunu,
elemegi, loveislove") anahtar kelimelerini icermekte ve
bu kelimeler kismen “yiyecek ve icecek” kategorisine
denk gelmektedir. Ancak bu kiime, “yiyecek ve icecek™
kategorisi disindaki kategoriler ile de Ortiisebilecegi
icin yogun veri setine dahil edilmemis, ancak orta
yogun veri setine dahil edilmistir. Orta yogun veri seti
i¢in 140 sinirinin belirlenmesindeki temel neden ise bu
noktada kiimelerin 2 kategoriyi de icermeye
baslamasidir. 140’ altinda, 6rnegin 136 drnege sahip
bir kiimenin anahtar kelimeleri ("flowers, g¢igekler,
tongucakademi,  boardmasters, repostapp, tene,
tonguglamaya, teog, flower") “isler ve egitim”, “ev ve
bahge” ve “hobiler ve bog zaman ugraslar1” gibi 2’den
fazla kategoriye ait veriler icermekte olup, veri setinin
dengesini bozabileceginden bu kiime herhangi bir veri
setine dahil edilmemistir. Kiimelere ait ornekler
incelendiginde 140-190 araliginda 6rnege sahip olan
kiimelerin 1 veya maksimum 2 kategoriyi temsil ettigi,
140’dan az 6rnek bulunan kiimelerin ise en az 2 veya
daha fazla kategoriyi temsil ettigi goriilmiistiir.

Sonug olarak 1 kategoriyi temsil eden kiimeleri
icerdigi igin 190 ve iizeri Ornege sahip kiimeler
etiketlenerek yogun veri setine dahil edilmis, 1 veya
maksimum 2 kategoriye ait verileri icerdigi icin 140
iizeri 6rnege sahip kiimeler ise etiketlenerek orta yogun
veri setine dahil edilmistir. Bu kriterler, daha homojen
ve belirli kategorilere net bir sekilde uyan veri setleri
olusturmak amaciyla belirlenmistir. Olusturulan veri
setlerine ait veri miktarlar1 Tablo 2’de gosterilmistir.

Tablo 2. Veri setlerine ait veri miktarlar

Veri Seti Egitim Dogrulama Test
Orta Yogun 124,726 14,506 14,507
Veri Seti
Yogun Veri 85,666 10,111 10,113
Seti

Veri setlerine, Tiirk¢e metinler ile 6n-egitimli olan
BERTurk modelleri arasindan  “dbmdz/bert-base-
turkish-128k-uncased” modeli ile tokenizasyon
uygulanmistir  (tokenizing). Kullanilan BERTurk
modeli diger modellere kiyasla daha biiylik ve daha
performanslidir. Tiirk¢e tibbi metin siiflandirmasinda
BERTurk modelinin stiin performansi, yapilan bir
calismada 0.93 F-skoru ile kanitlanmistir; bu, ¢ok dilli
BERT modelinin 0.82 F-skoruna kiyasla 6nemli 6l¢iide
daha yiksektir (Celikten vd., 2021). Tokenizasyon
islemi ile metin verileri sayisal vektor temsillerine
doniistiiriilerek  modelin  anlayabilecegi  formata
getirilmistir.

Tokenizasyon islemi uygulanmis olan veri setleri,
modelin egitimi ve performansinin degerlendirilmesi
icin %80 egitim, %10 dogrulama ve %10 test verisi
olarak boliinmiistir. Bu bdlme islemi, modelin genel
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bir performans olgiitii elde etmesine olanak tanirken,
ayni zamanda modelin asir1 uyum (overfitting) gibi
sorunlara kars1 direncini test etmek i¢in de gereklidir.
Egitim asamasinda, tokenizasyon isleminden
geemis veriler BERTurk modeli ile egitilmigtir. Tablo
3‘te  verilmis olan parametreler ile egitim
gerceklestirilmistir. Bu parametreler, modelin egitim
verisi lizerinde dogru bir sekilde Ogrenmesini ve
genelleme yapmasini saglamak icin parametre
optimizasyonu sonucuna gore se¢ilmistir.

Tablo 3. Model egitim parametreleri

Sifreleyici Tekrar  Yigm  Optimize Ogrenme

(Encoder) Boyutu Edici Oram
Model
dbmdz/bert- 4 32 AdamwW 5e-5

base-turkish-
128k-uncased

Tablodaki parametreler kullanilarak 2 farkli veri
seti ile 2 farki model egitilmistir. Bu modellerden
yogun veri seti ile egitilen model “Yogun Model”, orta
yogun veri seti ile egitilen model ise “Orta Yogun
Model” olarak adlandirilmistir.

0.5 A —— Yogun Model Kaybi
Orta Yogun Model Kaybi

0.4 1

0.3

Kayip

0.2 4

0.1

Tekrar

Sekil 8. Yogun ve orta yogun model egitim kaybi

Sekil 8’deki grafikte, "Yogun Model Kayb1" ve "Orta
Yogun Model Kayb1" olarak iki farkli modelin egitim
kayiplarmin ~ dort  tekrar  boyunca  degisimi
gosterilmistir. ilk tekrarda orta yogun modelin kaybi
(yaklasik 0,5), yogun modelinkinden (yaklasik 0,4)
daha yiiksektir, bu da baslangicta orta yogun modelin
daha kotii performans gosterdigini igaret eder. Tekrar
sayis1 arttikca her iki modelin de kayip degerleri
azalarak ogrenme saglanmistir. Tiim tekrarlar boyunca
yogun modelin kaybi, orta yogun modelin kaybindan
daha diisiik seyretmistir, bu da yogun modelin daha iyi
performans sergiledigini gosterir. Son tekrarda ise
kayip degerleri neredeyse esitlenerek (yaklasik 0.1) her
iki modelin de yeterli egitim sonrasi benzer performans
seviyesine ulastig1 gorillmiistiir.

Tablo 4. Gelistirilen modeller ve skorlari
Modeller F1-Skoru Kesinlik ~ Duyarhlik(Re

(Precision) call)

Orta Yogun 0,894 0,891 0,897
Model

Yogun Model 0,912 0,911 0,914

Tablo 4’te gelistirilen iki farkli model arasinda
yapilan karsilastirmalar verilmigtir. Yogun model
belirgin bir stiinliik sergilemektedir. Yogun modelin
F1 skoru (0,912) ve kesinlik (0,911) ile duyarlilik
(0,914) olgiitleri yiiksek ve birbirine yakin degerlerde
bulunmaktadir, bu durum modelin hem dogrulugunun
hem de hata yapma olasiliginin disiik oldugunu
gostermektedir. Diger taraftan, orta yogun modelin
performansi da genel olarak kabul edilebilir diizeydedir
(F1 skoru = 0,894, kesinlik = 0,891, duyarlilik =
0,897), ancak yogun modele kiyasla bir miktar geride
kalmistir. Bu sonuglar, yogun modelin 6zellikle veri
dengesizligi gibi zorluklarla daha etkin sekilde basa
cikabildigini ve siniflandirma performansinin daha
istikrarli oldugunu isaret etmektedir.

—— Egitim Dogrulugu
Dogrulama Dogrulugu

Dogruluk

0.92

Tekrar
Sekil 9. Yogun model egitim ve dogrulama dogrulugu

Sekil 9’daki grafikte, yogun modelin egitim
asamasindaki  dogruluk  degerleri  goriilmektedir.
Modelin egitim dogrulugu her tekrar ile birlikte stirekli
artmakta ve dordiincii tekrar sonunda %98’in iizerine
cikmaktadir. Bu, modelin egitim veri setini oldukga iyi
ogrendigini gostermektedir. Dogrulama dogrulugu ise
ilk tekrardan itibaren yavas bir artig gosterip, ikinci
tekrardan  sonra  yaklastk %925  seviyesinde
kalmaktadir. Bunun sebebi ise dogrulama veri setindeki
orneklerin egitim veri setine gore daha gesitli ve
karmasik olmasi, modelin dogrulama dogrulugunda
daha smurli bir artis gostermesine neden olmustur. Bu
durumda, dogrulama dogrulugunun stabil seyretmesi
ve asirt digiis gostermemesi, modelin genelleme
yeteneginin yeterli oldugunu ve egitim siirecinde asiri
O0grenme sorunu yaganmadigini igaret etmistir.
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Sekil 10. Yogun model egitim ve dogrulama kayb1

Sekil 10’daki grafikte, yogun modele ait egitim
asamasindaki kayip degerleri goriilmektedir. Modelin
egitim kaybi her tekrar ile birlikte azalmakta ve
dordiinci  tekrar  sonunda  neredeyse  sifira
yaklagmaktadir. Bu da modelin egitim veri setini ¢ok
iyl 6grendigini gostermektedir. Dogrulama kaybi ise
ilk tekrarda daha diisiik baslamakta, ikinci tekrarda bir
miktar diisiis gostermekte ancak tgilincii tekrardan
itibaren artig egilimindedir. Dogrulama veri setinde ¢ok
gesitli ve farkli veriler igerdigi diisiiniildiigiinde, bu
artis modelin genelleme yetenegini zorlayan cesitlilige
baglanmaktadir. Bu durum, modelin dogrulama
verisindeki hata oraninin artmasina neden olmustur.
Ancak, bu cesitlilik ve dogrulama kaybindaki artisa
ragmen, modelin dogrulama dogrulugunun stabil
seyretmesi, asirt 0grenmenin belirgin olmadigmni ve

Gercek Deger

11

g 2 0 4 0 0 16 0 0 1

12

13
I
S
o
o
v
o

16 1 17 4

- 4 o] o] i) o] 26 0 8 i)

16 15

I

o
o
=
w
o
]
o
w
o

17
I
-
o
o
o
o
w
o
=

3

'
[+] 1 2 3 4 5 6 7 8

Tahmin Edilen

i)

'
9

modelin genis veri ¢esitliligi  karsisinda  yeterli
performans gosterdigini isaret etmektedir.

Sekil 11°de verilen grafikte 4. tekrardan sonra
egitim kaybi diizenli bir sekilde azalirken dogrulama
kaybinin belirgin bir sekilde artmasi, modelin asir1
O6grenme yasadigini net bir sekilde ortaya koymaktadir.
4. tekrarda dogrulama kaybi, egitim kaybimna kiyasla
daha diigiikken, takip eden tekrarlar boyunca egitim
kayb1 diismeye devam ederken dogrulama kaybi
yiikselmis ve 7. tekrardan itibaren sabitlenmigtir. Bu
durum, modelin egitim verisine asir1 uyum sagladigini

ve dogrulama verisinde genelleme yeteneginin
zayifladigini géstermektedir.
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Sekil 12. Karigiklik matrisi
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Sekil 12 model performansinin karisiklik matrisini
gostermektedir. Matrisin  satirlar1  gergek siniflari,
siitunlar1 ise modelin tahmin ettigi smiflar1 temsil
etmektedir. Diyagonal iizerindeki hiicreler dogru
tahmin edilen 6rneklerin sayisin1 (Dogru Pozitif, TP),
diyagonal disindaki hiicreler ise yanlis tahmin edilen
orneklerin sayilarimi (Yanlis Pozitif, FP ve Yanlis
Negatif, FN) gosterir. Ornegin, 0 sinifinin temsil ettigi
aligveris smifinda dogru tahmin edilen 338 6rnek ve 2
smifinin temsil ettigi ev ve bahce smifinda tahmin
edilen 11 6rnek bulunmaktadir.

5. Tartisma (Discussion)

Bu caligmada gelistirilen “Yogun Model” %92,40
dogruluk  orantyla  Instagram  fenomenlerinin
gonderilerini kategorize etmede en yiiksek performansi
sergilemistir. Bu basari, modelin dengeli veri seti
iizerinde egitim almasi sayesinde simiflar arasinda adil
bir 6grenme gergeklestirebilmesine ve her bir sinifi
daha dogru tanimlayabilmesine baglanabilir.

Tablo 5’te verilen sonuglar, Instagram gonderilerini
kullanarak  yapilan  siniflandirma  ¢alismalarinin
dogruluk  oranlarmi1  gostermektedir. ~ Modelin
performansi, literatiirde yaygin olarak kullanilan
smiflandirma yontemleri ile karsilastirildiginda belirgin
bir iistiinliik gostermektedir. Ozellikle GaussianNB, K-
En Yakin Komsu, Destek Vektor Siniflandirmasi ve
Rastgele Orman gibi yontemlerin dogruluk oranlarinin
diisiik kaldig1 gdz oniine alindiginda, dnerilen modelin
Instagram gonderilerini siniflandirmada daha etkili bir
yontem oldugu ortaya ¢ikmaktadir.

Buna ek olarak, onceki caligmalarda gelistirilen
“Influencer Profiler” modeli %60,90 dogruluk orani
(Kim vd., 2020) ile smirl bir basar1 elde ederken, bu
calismada gelistirilen modelin  %92,40 dogruluk
oranina  ulasmasi, fenomen-iiriin  hedef  Kkitle
eslestirilmesinde 6nemli bir avantaj sunmaktadir. Bu
sonuglar,  oOnerilen = modelin  sosyal = medya
pazarlamasinda fenomen se¢im siirecini daha etkili bir
hale getirdigini ve pazarlama stratejilerinin bagarisini
artirabilecegini gostermektedir.

Sonug olarak, Onerilen model, diger ¢alismada
gelistirilen ve yaygin siniflandirma algoritmalarindan
¢ok daha yiiksek bir dogruluk orani sunarak, Instagram
gonderilerini  siniflandirmada  etkili  bir ydntem
oldugunu kanitlamistir.

Tablo 5. Instagram goénderilerindeki agiklama metinleri
kullanilarak yapilan smiflandirma calismalarinin dogruluk
oranlart (Kim vd., 2020)

Model Girdi Dogruluk
GaussianNB Metin %40,70
K-En Yakin Komsu Metin %38,85
sSvC Metin %36,20
Rastgele Orman Metin %31,80
Influencer Profiler Metin %60,90
Orta Yogun Model Metin %90,57
Yogun Model Metin %92,40

Elde edilen performans metriklerine gore 0,92
dogruluk degeri, modelin elde edilen veri setindeki
tim Orneklerin  %92’sini  dogru smiflandirildigimni
belirtir.

Calisma kapsaminda gelistirilen “Yogun Model” ve
“Orta Yogun Model” arasinda “Yogun Model” en iyi
performans gdsteren model olmustur. Yogun modele
ait diger performans metrikleri Tablo 6’da verilmistir.

Tablo 6. Model performans degerlendirme metrikleri

Performans Metrigi Hesaplanan Degeri

Dogruluk 0,92
Kesinlik 0,91
Duyarlilik 0,91
F1 Skoru 0,91

Kesinlik ve duyarlilik degerlerinin 0,91 olmasi,
modelin pozitif siniflandirmalarda giivenilir oldugunu
gostermektedir. F1 skoruna bakildiginda ise modelin
hem kesinlik hem duyarlilik agisindan giiglii oldugunu
gostermektedir. Genel olarak model performans
metrikleri 0,91’in {izerinde oldugundan smiflandirma
model performansinin yiiksek oldugu sdylenebilir.

Kesinlik ve duyarlilik metriklerinin birbirine yakin
ve yliksek olmasi, modelin pozitif siniflar1 dogru bir
sekilde tanimladigmi ve c¢ok fazla yanlis pozitif
iiretmedigini gostermektedir. Bu, modelin etkinliginin
dengeli oldugunu ve herhangi bir 6lgiimde belirgin bir
zay1fligin  bulunmadigini  gostermektedir. Calisma
sonunda elde edilen smiflandirma modelinin gergek
dinya uygulamalarinda giivenilir  bir  sekilde
kullanilabilecegi ve tutarli sonuglar verecegi yargisi
elde edilmistir.

6. Sonuclar (Conclusions)

Gergeklestirilen ¢alisma ile, Instagram
fenomenlerinin gonderi agiklamalarini analiz ederek
otomatik bir sekilde fenomenlerin hitap ettigi hedef
kitleyi tespit edebilen doniistiiriicii mimarisi tabanlt bir
siniflandirma modeli gelistirilmigtir. Tiirk¢e dilinde
olusturulan veri seti {izerinde egitilen siniflandirma
model performanst degerlendirildiginde 0,92 dogruluk
ve 0,91 F1 skoru degeri elde edilmistir. Model
performans degerlendirmesi sonucunda, ger¢ek diinya
uygulamalarinda basarili ve giivenilir bir sekilde
kullanilabilecek bir siniflandirma modeli elde edildigi
sOylenebilir.

Bu calisma, uygulama alam1 degerlendirildiginde
literatiire O0zgiin  bir katki saglamistir. Gelecek
calismalarda, gonderilere ait resimler kullanilarak bir
resim smiflandirma modeli gelistirilecektir. Bu model
sayesinde, gonderi resimlerinin ait oldugu kategoriler
tespit edilebilecektir. Ileriki ¢alismalarda, daha biiyiik
bir veri seti elde edilerek model performansi biiyiik
hacimli veri tizerinde degerlendirilecek ve gerekli
optimizasyonlar yapilacaktir. Ayrica, veri setinin
biiyiitiilmesi ile birlikte kategori sayisinda da artis
saglanacak ve bdylelikle daha genis bir alanda veri
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siiflandirilmast miimkiin olacaktir. Bu kapsamda,
resim ve metin verilerinin bir arada kullanimi, modelin
dogrulugunu ve genelleme kabiliyetini artiracak,
arastirma alanina dnemli katkilar saglayacaktir.
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