
 



 

 

Amaç 

Türk Doğa ve Fen Dergisi, Dergipark tarafından yayınlanan Bingöl Üniversitesi Fen Bilimleri Enstitüsüne ait ulusal ve 

hakemli bir dergidir. Türk Doğa ve Fen Dergisi, Türkiye ve dünyanın her yerinden gelen doğa ve fen bilimlerinin her 

alanında özgün, yayımlanmamış, yayımlanmak üzere başka yere gönderilmemiş makale, derleme ve sempozyum 

değerlendirmesi gibi çalışmaların bilim alemine sunulması amacıyla kurulmuştur. 

Kapsam 

Türk Doğa ve Fen Dergisinde Mühendislik, Ziraat, Veterinerlik, Fen ve Doğa Bilimleri alanlarından olmak üzere Türkçe 

ve İngilizce hazırlanmış orijinal makale, derleme ve sempozyum değerlendirmesi gibi çalışmalar yayımlanır. Türk Doğa 

ve Fen Dergisi sadece online sistemde yayınlanmakta olup ayrıca kağıt baskısı bulunmamaktadır. 

Merhaba… 

Türk Doğa ve Fen Dergisi, Dergipark tarafından yayınlanmakta olup Bingöl Üniversitesi Fen Bilimleri Enstitüsüne 

aittir. Bahar ve güz dönemi olmak üzere yılda iki defa çıkarılan ulusal hakemli bir dergi olarak ilk sayısını 2012 bahar 

döneminde yayımlamıştır. Türk Doğa ve Fen Dergisi, Türkiye ve dünyanın her yerinden gelen doğa ve fen bilimlerinin 

her alanında özgün, yayımlanmamış, yayımlanmak üzere başka yere gönderilmemiş makale, derleme ve sempozyum 

değerlendirmesi gibi çalışmaların bilim alemine sunulması amacıyla kurulmuştur. İlk sayısından bugüne kesintisiz olarak 

faaliyetlerini sürdürmektedir.  

Türk Doğa ve Fen Dergisi sadece online sistemde yayınlanmakta olup ayrıca kağıt baskısı bulunmamaktadır. Dergimize 

gelen her çalışma öncelikle Turnitin intihal programında taranmaktadır. Dergimizde editörlerin, hakemlerin ve yazarların, 

uluslararası yayım etik kurallarına uyması ve makalelerin yazım kurallarına uyumlu olması zorunluluğu vardır.  

Yazarlar yayımlanmak üzere dergimize gönderdikleri çalışmaları ile ilgili telif haklarını zorunlu olarak Bingöl 

Üniversitesi Türk Doğa ve Fen Dergisi’ne devretmiş sayılırlar. Yazarlardan herhangi bir ücret talep edilmemektedir. 

Yazarların değerlendirmeleri, dergimizin resmi görüşü olarak kabul edilemez. Çalışmaların her türlü sorumluluğu 

yazarlarına aittir. Araştırma ürünleri için etik kurul raporu gerekli ise, çalışma üzerinde bu raporun alınmış olduğu 

belirtilmeli ve kurul raporu sisteme kaydedilmelidir. Araştırma ile ilgili intihal, atıf manipülasyonu, sahte veri uydurma 

vb. suistimallerin tespit edilmesi halinde yayım ve etik ilkelerine göre davranılır. Bu durumda çalışmanın yayımlanmasını 

önlemek, yayımdan kaldırmak ya da başka işlemler yapmak için gerekli işlemler takip edilmektedir. 

Dergimizde, kaynak gösteriminde uluslararası Vancouver sistemine geçilmiştir. Ayrıca dergimiz, Creative Commons ile 

lisanslanmak suretiyle dergimizde yayımlanan makalelerin paylaşımı, kaynak gösterimi ve yayımlanmasında dergi ve 

yazar haklarını korumaya almıştır. 2018 yılı güz döneminden itibaren makaleler, uluslararası yazar kimlik numarası 

ORCID No’su ile yayımlanmaktadır.  

Dergi ekibi, dergimizin ulusal ve uluslararası indekslerce taranan bir dergi olması yönünde çalışmalarını titizlikle 

sürdürmektedir. Dergimize gösterilen ilgi bu yönde bizleri teşvik etmeye devam edecektir. 
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Abstract: Induction motors are preferred in industrial applications due to their simple and 

robust structure, cost-effectiveness, self-starting capability, high efficiency, and reliability. 

However, faults like broken rotor bars occasionally encountered in these motors can lead to 

reduced performance and increased operating costs. Deep learning models are increasingly 

being used for the early detection of such faults. These models can recognize complex 

patterns in motor data to identify potential faults in advance, allowing for timely intervention, 

extending motor life, and ensuring production continuity. In this study, the diagnosis of 

broken rotor bars in induction motors was performed using four different deep learning 

models. Binary classification was conducted based on images obtained from current signals 

using a pre-existing dataset. The study achieved over 90% accuracy, thereby proving the 

effectiveness of deep learning models on induction motors. 

 

 

Kırık Rotor Çubuğu Arızalarının Belirlenmesinde Derin Öğrenme Yaklaşımları ve Motor 

Akım İmza Analizi 
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Öz: Asenkron motorlar, endüstriyel uygulamalarda sağladıkları basit ve sağlam yapı, maliyet 

etkinliği, kendiliğinden başlama kabiliyeti, yüksek verimlilik ve güvenilirlik gibi avantajlarla 

tercih edilir. Ancak, bu motorlarda zaman zaman karşılaşılan kırık rotor çubuğu gibi arızalar, 

performans düşüklüğüne ve işletme maliyetlerinin artmasına neden olabilir. Bu tür arızaların 

erken teşhisi için derin öğrenme modelleri giderek daha fazla kullanılmaktadır. Bu modeller, 

motor verilerinden karmaşık desenleri tanıyarak potansiyel arızaları önceden belirleyebilir, 

böylece zamanında müdahale ile motor ömrü uzatılabilir ve üretim sürekliliği sağlanabilir. Bu 

çalışma dört farklı derin öğrenme modeli kullanılarak asenkron motorlardaki kırık rotor 

çubuğu teşhisi gerçekleştirilmiştir. Hazır veri seti kullanılan çalışmada akım sinyalleri ile elde 

edilen görüntüler üzerinden ikili sınıflandırma yapılmıştır. Yapılan çalışma sonucunda %90 

üzerinde başarım sağlanmıştır. Böylece derin öğrenme modellerinin asenkron motorlar 

üzerinde etkinliği kanıtlanmıştır. 

 

 

1. INTRODUCTION 

 

Induction motors are efficient and economical devices 

that are particularly preferred in industrial applications 

among electric motors. These motors primarily consist of 

two main components: the stator and the rotor. The 

stator, located on the outer part of the motor, comprises 

windings powered by alternating current (AC). When 

AC is applied, the stator generates a variable magnetic 

field. This magnetic field induces electric currents in the 

inner component known as the rotor, and these currents 

produce the torque that causes the rotor to start rotating. 

However, the rotor cannot fully synchronize with the 

speed of the stator's magnetic field, a phenomenon 

known as "slip." This characteristic of the motor gives it 

the name "asynchronous." 

 

The simple structure, low cost, and minimal maintenance 

requirements of induction motors make them ideal for a 

wide range of applications. They are particularly widely 
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used in equipment such as pumps, fans, air compressors, 

and conveyor belts, where high reliability and resistance 

to overload conditions are required. These motors are 

indispensable elements of industrial automation systems 

and reduce operational costs by providing energy 

efficiency [1-4]. 

 

Fault types encountered in induction motors generally 

develop due to mechanical, electrical, or environmental 

factors. Mechanical issues include bearing damage, shaft 

bending, and coupling faults; these damages typically 

result from insufficient lubrication, incorrect installation, 

or overloading. Electrical faults directly affect the 

motor's performance due to problems in the electrical 

supply, such as phase imbalances, voltage drops, and 

high harmonic content. Moreover, situations like short 

circuits in the stator windings and overheating caused by 

environmental factors can also shorten the motor's 

lifespan and lead to insulation degradation. Broken rotor 

bars, in particular, are one of the most severe mechanical 

faults in induction motors. The breaking of rotor bars 

causes the motor to vibrate abnormally, overheat, and 

reduce energy efficiency. This type of damage usually 

results from overloading, material fatigue, or installation 

errors and can lead to significant performance reductions 

in the motor. Preventing these issues through regular 

maintenance and proper usage ensures that the motor 

operates efficiently and has a long service life [4-6]. To 

detect and classify the faults described, studies have 

been conducted using vibration signals [7-20], current 

signals [21-24], and frequency-based analyses [25]. 

 

The early detection of faults in induction motors is vital 

for improving the motor's reliability and operational 

efficiency. Various methods used for this purpose help 

identify any potential issues by monitoring the motor's 

condition. Vibration analysis reveals mechanical 

problems by measuring the motor's abnormal vibrations, 

while the thermography method detects overheating and 

insulation problems by analyzing the temperature 

distribution on the motor surface. Ultrasonic inspection 

identifies cracks or structural degradation inside the 

motor using ultrasonic waves, and oil analysis shows the 

motor's internal wear condition by examining the metal 

particles and chemical components in the motor oil. 

Motor Current Signature Analysis (MCSA), in 

particular, stands out in detecting electrical faults. By 

evaluating abnormalities in the motor current, it 

identifies critical issues such as stator winding damage 

and broken rotor bars. The use of MCSA provides a 

deeper analysis of electrical problems, offering more 

detailed information compared to other methods and 

playing a central role in motor maintenance strategies. 

The effective use of these techniques not only reduces 

repair and maintenance costs by identifying motor faults 

at an early stage but also extends the motor's lifespan and 

improves the overall system performance [26-27]. 

 

The use of MCSA method for fault diagnosis in 

induction motors is quite common. For instance, Akkurt 

and Arabacı (2019) utilized current signal analysis and 

artificial neural networks to detect bearing faults in 

induction motors. In their experiments, current signals 

obtained from artificially damaged bearings were 

examined and compared with signals from healthy 

bearings. Statistical and spectral features were 

determined, and the artificial neural network was trained, 

enabling the classification of bearing faults with an 

accuracy of 95.3% [28]. In their study, Kaya and Ünsal 

(2022) used artificial neural network models to detect 

and classify various faults in a 3 kW wound-rotor 

induction motor. The motor was tested with different 

fault combinations and operated under full load. As a 

result of the tests, the detection and classification of 

multiple faults were achieved with an 87% success rate. 

These results demonstrate that the proposed method can 

be applied effectively [29]. These studies have shown 

that MCSA is an effective tool for fault detection in 

induction motors. Additionally, by combining it with 

advanced techniques such as machine and deep learning, 

the efficiency of this method can be further enhanced. 

 

In this study, it has been shown that different deep 

learning methods (Vision Transformer, gMLP, MLP 

Mixer, FNet) can be successfully applied to current 

signals for fault diagnosis in induction motors. Among 

the methods used, the highest accuracy rate achieved 

was between 100%. 

 

2. METHODOLOGY 

 

2.1. Data Collection 

 

Our study was conducted using the publicly available 

broken rotor bar dataset. This dataset contains electrical 

and mechanical signals collected from three-phase 

induction motors. The data was obtained through tests 

conducted with varying degrees of broken bar faults in 

the motor's rotor under different mechanical loads; the 

dataset also includes data from a faultless rotor. The 

induction motor used operates at 3-phase, 1 horsepower 

(hp), 220/380V voltage, 4 poles, and a nominal speed of 

1785 rpm. The experimental dataset contains four 

different fault classes and one healthy condition class. 

The data is organized according to load conditions at 

torque values ranging from 0.5 to 4.0 Nm. A total of ten 

experiments were conducted to create each data group. 

In this paper, the phase current signal (Ia) was used for 

analysis. The sampling frequency of the electrical signals 

was set at 50 kHz, and that of the mechanical vibration 

signals at 7600 Hz [30]. 

 

2.2. Classification Algorithms (Deep Learning 

Models) 

 

2.2.1. Vision Transformer 

 

Vision Transformer (ViT) is a deep learning model that 

effectively works in visual tasks by dividing images into 

fixed-size patches and processing these patches through 

the attention mechanism of the Transformer. ViT, an 

adaptation of the Transformer model originally 

developed for natural language processing, performs at a 

level comparable to the best available CNN models, 

especially when trained on large-scale datasets. The 

model creates visual representations by considering the 
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global context, providing comprehensive learning 

processes [31-32]. 

 

2.2.2. gMLP 

 

gMLP (Gated Multi-Layer Perceptron)  is an artificial 

neural network structure developed as an alternative to 

Transformer models, incorporating gated units and not 

relying on attention mechanisms. This model aims to 

effectively capture interactions between data points by 

adding gates that control information flow between 

traditional multilayer perceptrons. gMLP is particularly 

notable because it is more computationally efficient and 

requires fewer parameters [33-34].  

 

2.2.3. MLP-Mixer 

 

MLP-Mixer is an innovative deep learning architecture 

introduced by Google Brain that learns visual 

representations solely using multilayer perceptrons 

(MLPs) without resorting to attention mechanisms or 

convolutional layers. The model first divides the image 

into patches and then processes these patches using two 

types of MLPs: one designed to capture interactions 

across patches (along channels) and another within 

patches (across patches). This approach allows the MLP-

Mixer to handle spatial and feature-based information 

separately, and it can achieve high performance when 

trained on large datasets [35-37]. 

  

2.2.4. F-Net 

 

F-Net is a deep learning model that does not use an 

attention mechanism but instead relies on Fourier 

transformations. It replaces the computationally 

expensive self-attention layers of the original 

Transformer model with simple Fourier transformation 

operations, performing frequency analysis on the data. 

This allows F-Net to offer a more computationally 

efficient alternative for natural language processing and 

other sequential modeling tasks. F-Net's performance 

can approach that of models trained using attention 

mechanisms in some tasks while operating much faster 

and using fewer resources. The model's benefit is 

particularly notable in large datasets and situations 

requiring the processing of long sequences [38].  

 

2.3. Performance Metrics 

 

Deep learning performance metrics are used to 

determine how models perform in classification or 

regression tasks. Among these metrics: Accuracy shows 

the percentage of correct predictions among all 

predictions. Precision indicates how much of a predicted 

class actually belongs to that class. Recall shows the 

proportion of actual positives that were correctly 

predicted. F1 Score is calculated as the harmonic mean 

of precision and recall and represents the balanced 

performance of the model. ROC Curve and AUC Value 

evaluate a classifier's performance from a broader 

perspective. In this study, metrics such as accuracy, 

precision, recall, F1 score, and ROC AUC value were 

used to measure the classification capabilities of deep 

learning models. These metrics reveal the model's 

overall accuracy, reliability, and efficiency in detail. 

Accuracy, precision, recall formulas are given in 

equations 1-3.  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
TP + TN

TP + TN + FP + FN
 (1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
TP

TP + FP
  (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
TP

TP + FN
 (3) 

 

3. EXPERIMANTAL STUDIES 

 

During the studies, powerful hardware resources were 

used for data processing and model training. 

Specifically, a computer with an Intel Xeon E5-2630 v3 

processor and 64 GB RAM was chosen. For running 

deep learning algorithms, the NVIDIA RTX A5000 GPU 

with 45 GB RAM was utilized. The stages of reading 

data from the dataset and processing images were carried 

out using MATLAB, while the deep learning models 

were implemented through the Python programming 

language and its specialized libraries. This hardware and 

software infrastructure ensured that the study was 

conducted efficiently and effectively. 

  

In this study, images were generated from the Ia current 

signals in the dataset. The duration of each signal was set 

to 18 seconds, and analysis was conducted using non-

overlapping windows of 1 second each, between 11 and 

15 seconds. With this method, 400 time-frequency 

representations were obtained for each class of Ia signals 

under a 0.5 Nm load, resulting in a total of 2000 

representations. These representations are presented in 

Table 1 under five different groups. The image creation 

process followed the procedural steps taken from the 

experimental studies conducted by Dişli and colleagues 

in 2023 [39]. This method provided a detailed 

framework for signal analysis and interpretation, 

forming the basis of experimental studies. 

 
Table 1.  Time-Frequency Representations Obtained from Ia Data 
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In the following sections of our study, we will evaluate 

the performance of different deep learning models. In 

this process, binary classification analysis was 

performed using four different deep learning models. 

Our dataset consists of images of healthy and unhealthy 

rotor currents. In total, there are 400 healthy images 

versus 1600 unhealthy images. This significant 

imbalance could potentially lead to problems during 

model training. To address this imbalance, the dataset 

was restructured. First, 400 images of healthy rotor 

currents were selected directly. From the unhealthy 

group, 100 images were randomly selected from each of 

the four different subgroups, all containing broken rotor 

bars. With this selection, each unhealthy subgroup was 

equally represented, resulting in a total of 400 unhealthy 

images. Consequently, for binary classification analysis, 

a balanced dataset containing an equal number of images 

(400 each) from both healthy and unhealthy groups was 

created. This approach allows the model to generalize 

training data better and minimize biases that could arise 

from imbalanced data distribution. 

 

In our study, the deep learning models gMLP, MLP 

Mixer, and FNet were used alongside ViT. Figure 2 

shows the architecture of the ViT deep learning model. 

In this model, images of 224x224 pixels are divided into 

patches of 32x32 pixels. Each image contains a total of 

49 patches, meaning that patches are repeated seven 

times along each dimension of the image. Each patch 

contains a total of 3,072 data points, indicating that each 

pixel has three color channels, and thus each patch 

contains 32x32x3 = 3,072 elements. These structural 

details provide a fundamental framework for 

understanding how the model processes images. 

 

 
Figure 1. Fault Detection Using the ViT Model 
 

The other deep learning models we used in our study are 

structurally similar deep learning models. Therefore, the 

gMLP deep learning model, which achieved the highest 

performance in our study, is shown in Figure 3. This 

deep learning model resizes the input images to 512x512 

pixels. The model extracts patches from these images 

with a size of 32x32 pixels and works on each patch. 

This patch size allows the image to be divided into 

smaller, manageable parts, enabling the model to learn 

more detailed and local features on these patches. In 

total, (512 / 32)², which is 256 patches are obtained from 

each image, allowing the model to process a wider image 

in more detail. Each patch is then transformed into a 

256-dimensional embedding vector. 

 

 
Figure 2. Representation of the gMLP model for fault diagnosis 

 

The training process for all models lasted a total of 400 

epochs. Additionally, a dropout rate of 20% was applied 

to prevent overfitting of the model. These parameters 

play a significant role in both the configuration and 

training process of the model. 

 
Table 2.  The Loss and Accuracy graphs 

 

The Loss and Accuracy graphs of the models examined 

are presented in Table 2. The Vision Transformer (ViT) 

model accurately performed all classifications, as 

documented by the Confusion Matrix. Additionally, this 

model began to exhibit stable performance after 

approximately the 100th epoch. When examining the 

gMLP model, three healthy samples were mistakenly 

classified as unhealthy. This model began to make stable 

predictions from the 100th epoch but experienced 

performance declines after the 250th epoch. The MLP 

model, on the other hand, generally showed successful 

performance, making accurate predictions after the 50th 

epoch, but inconsistencies and performance declines 

occurred after the 150th epoch. This situation was 

confirmed by the Confusion Matrix, where four 

unhealthy samples were classified as healthy, and three 

healthy samples were classified as unhealthy. The FNeT 

model stands out as the only model that did not show 
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stable performance throughout the study. Due to the 

fluctuations in both the accuracy and loss graphs of this 

model, it was concluded that it did not demonstrate 

sufficient performance in this study. 

 
Table 3.  Confusion Matrix Results of Deep Learning Models 

Vision Transformer 
 

gMLP 

MLP 
 

FNet 

 

The confusion matrix results of the study are presented 

in Table 3. In Table 4, the performance metrics for each 

model have been calculated and interpreted according to 

the following formulas. The Vision Transformer has 

demonstrated excellent performance with 100% 

accuracy, precision and recall. 

 

Accuracy : 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=  

35+45

 35+45+0+0
= 1.00 (%100%) 

Precision : 
𝑇𝑃

𝑇𝑃+𝐹𝑃
=  

35

 35+0
= 1.00 (%100%) 

Recall : 
𝑇𝑃

𝑇𝑃+𝐹𝑁
=  

35

 35+0
= 1.00 (%100%) 

 
gMLP has demonstrated quite good performance with 

an accuracy rate of 96.25%. The precision value is 

92.1% and the recall value is 100%. 

 

Accuracy : 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=  

35+42

 35+42+3+0
=

77

80
=  0.9625  

Precision : 
𝑇𝑃

𝑇𝑃+𝐹𝑃
=  

35

 35+3
=

35

38
= 0.921  

Recall : 
𝑇𝑃

𝑇𝑃+𝐹𝑁
=  

35

 35+0
= 1.00 (%100%) 

 
MLP is performing with an accuracy rate of 93.75%. 

The precision value is 94.1% and the recall value is 

91.4%. 

 

Accuracy : 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=  

32+43

 35+43+2+3
=

75

80
=  0.9375 

Precision : 
𝑇𝑃

𝑇𝑃+𝐹𝑃
=  

32

 32+2
=

32

34
= 0.941  

Recall : 
𝑇𝑃

𝑇𝑃+𝐹𝑁
=  

32

 32+3
=

32

35
= 0.914 

 
FNet is performing with an accuracy rate of 91.25%. 

The precision value is 91.2% and the recall value is 

88.6%. 

 

Accuracy : 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
=  

31+42

 31+42+3+4
=

7735

80
=  0.9125 

Precision : 
𝑇𝑃

𝑇𝑃+𝐹𝑃
=  

31

 31+3
=

31

34
= 0.912  

Recall : 
𝑇𝑃

𝑇𝑃+𝐹𝑁
=  

31

 31+4
=

31

35
= 0.886 

 
Other metrics and all results are provided in Table 4. 
 

Table 4. Performance Metrics of Deep Learning Models 
Model Accuracy precision recall F1 

score 

Cohens 

Kappa 

ROC 

AUC 

Vision 

Transformer 

%100 1.00 1.00 1.00 1.00 1.00 

gMLP %96,25 0.921 1.00 0.959 0.925 0.967 

MLP mixer %93,75 0.941 0.914 0.927 0.875 0.933 

FNet %91,25 0.912 0.886 0.899 0.825 0.909 

 

In Table 4, the performance metrics of four different 

deep learning models—Vision Transformer, gMLP, 

MLP and FNet are examined comparatively. The Vision 

Transformer model achieved perfect values (1.00) in 

accuracy, precision, and recall, with an accuracy rate of 

100%. This indicates that the model classified all 

examples in the test set flawlessly. The gMLP model 

demonstrated very high performance with an accuracy 

rate of 96.25%, achieving precision and recall values of 

0.921 and 1.00, respectively. Additionally, it has a high 

F1 score of 0.959 and a ROC AUC value of 0.967, 

indicating the model's balance in classification and 

overall success as a classifier. The MLP model, with an 

accuracy of 93.75%, precision of 0.941, and recall of 

0.914, showed slightly lower performance compared to 

the gMLP model. Nevertheless, the F1 score of 0.927 

and the ROC AUC value of 0.933 indicate that the 

model is still a strong classifier. The FNet model, which 

performed lower than the other three models, has an 

accuracy rate of 91.25%. However, its precision value of 

0.912 shows a high level of correct positive predictions. 

The recall value of 0.886 indicates a weakness in 

detecting positive class examples, while the F1 score of 

0.899 and the ROC AUC value of 0.909 demonstrate 

that the model can still deliver acceptable performance 

under limited conditions. 

 

4. RESULTS 

 

Bu In this study, deep learning models that have recently 

gained prominence such as ViT, gMLP, MLP Mixer, and 

FNet were used to perform fault diagnosis on a 

preprocessed dataset based on current information from 

electrical motors. These data were analyzed to classify 

motor conditions as "healthy" and "unhealthy". 

Experimental results indicated that the Vision 

Transformer model outperformed the other models; this 

observation is supported by the stability of the model 

and its remarkable accuracy rate of 100%. These 

findings suggest that Vision Transformer is a promising 

candidate for real-time fault diagnosis applications in 

electric motors. Particularly, the role this technology 

could play in the development of real-time fault 

detection and preventive maintenance strategies could 

enhance efficiency in industrial processes, thus reducing 

operational costs. Further studies aim to explore in more 

detail how effective this model can be under real-world 

conditions using current and vibration data obtained 

from asynchronous motors. This could provide valuable 

insights not only for fault diagnosis but also for process 

optimization and resource management. 
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Abstract: Among the factors causing yield losses in agricultural fields, plant diseases are 

known to be one of the most significant. For many years, pesticides have been used to control 

these diseases. However, due to the unintended toxic effects of pesticides on non-target 

organisms in recent years, there have been restrictions on their usage.  At this point, early 

warning systems aiming to reduce the use of pesticides have come to the forefront. This study 

aims to detect bean rust disease (Uromyces appendiculatus) at an early stage using thermal 

imaging methods. Surface temperatures of healthy and infected leaves were measured at 60-

minute intervals over a three-week period. Throughout this period, it was observed that the 

average daily temperatures of both infected and healthy leaves were below ambient 

temperatures. According to the obtained results, it was determined that leaves infected with 

the pathogen exhibited temperatures approximately 2°C lower than those of healthy leaves. 

Consequently, thermal imaging is considered to play a crucial role in the potential early 

detection of bean rust disease. 

 

 

Termal Görüntüleme ile Fasulye Pası (Uromyces appendiculatus) Hastalığının Arazi 

Koşullarında Tespiti 
 

 

Anahtar Kelimeler 

Fasulye, 

Termal 

görüntüleme, 

Uromyces 

appendiculatus 

Öz: Tarım alanlarında verim kayıplarına neden olan faktörler arasında bitki hastalıklarının en 

önemlilerinden biri olduğu bilinmektedir. Yıllardır, bu hastalıkları kontrol etmek için 

pestisitler kullanılmaktadır. Ancak, son yıllarda pestisitlerin istenmeyen toksik etkileri 

nedeniyle, bunların kullanımına yönelik kısıtlamalar getirilmiştir. Bu noktada, pestisit 

kullanımını azaltmayı amaçlayan erken uyarı sistemleri ön plana çıkmıştır. Bu çalışma, 

termal görüntüleme yöntemlerini kullanarak fasulye pas hastalığını (Etmen: Uromyces 

appendiculatus) erken bir aşamada tespit etmeyi amaçlamaktadır. Sağlıklı ve enfekte 

yaprakların yüzey sıcaklıkları üç haftalık bir süre boyunca 60 dakikalık aralıklarla 

ölçülmüştür. Bu süre boyunca hem enfekte hem de sağlıklı yaprakların ortalama günlük 

sıcaklıklarının çevre sıcaklıklarının altında olduğu gözlemlenmiştir. Elde edilen sonuçlara 

göre, patojenle enfekte yaprakların, sağlıklı yaprakların sıcaklıklarından yaklaşık olarak 2°C 

daha düşük olduğu belirlenmiştir. Sonuç olarak, termal görüntülemenin fasulye pasının 

potansiyel erken tespitinde kritik bir rol oynadığı düşünülmektedir. 

 

 

1. INTRODUCTION 

 

The increase in the world's population has led to an 

escalation in food demand over the years [1, 2]. This 

situation highlights the increasing significance of 

agricultural production and emphasizes measures to 

reduce crop losses in agricultural production. Among the 

most critical factors leading to product losses in 

agricultural production are plant diseases and pests [3-5]. 

Pesticides have been used for many years in the fight 

against plant diseases and pests. However, due to the 

emergence of unwanted side effects of pesticides, there 

have been restrictions on their usage [6, 7]. 

 

Restrictions on pesticide use have brought other 

alternative methods to the forefront. One of the most 

significant among these is precision agriculture methods. 

Precision agriculture aims for the right input, in the right 
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amount, at the right place, at the right time [8, 9]. The 

use of precision agriculture methods is crucial in 

detecting diseases, especially at an early stage, before 

spreading throughout the entire area [10-12]. Early-stage 

detection without spreading throughout the entire area 

enables less chemical usage. In recent years, thermal 

imaging methods, potentially used for early disease 

detection, have gained prominence in this regard [13, 

14]. 

 

Infrared rays are part of the electromagnetic spectrum 

and are emitted depending on the temperature of objects. 

Each object in nature has its own heat energy, invisible 

to the human eye, emitted into the environment. In 

thermal imaging systems, this heat energy is captured 

and, based on the degree of heat, a picture is obtained by 

colorizing it. It is challenging to perceive an object that 

has the same color as the background for RGB cameras, 

as they require light and color. Near Infrared (NIR), 

Mid-Wave Infrared (MWIR), and Long-Wave Infrared 

(LWIR) are distinct divisions of the infrared spectrum, 

which is a subset of the electromagnetic spectrum, 

categorized based on their applications. However, for 

thermal cameras, the situation is very different. Even if 

both objects have the same color, the difference in heat 

enables the object's appearance to be easily captured as 

an image [15]. Thermal cameras can detect infrared 

energy from various distances based on the sizes of their 

lenses without physically touching the object. Thermal 

cameras detect the infrared energy emitted by the object 

in the environment through the camera's lens and send 

this information to the infrared detector inside the 

camera for image processing [16]. As a result of these 

processes, the information is converted into an image 

that we can see. This process is called thermography, 

converting infrared rays into a visible image. This 

technique is used in many fields, especially in evaluating 

seedling vitality [17-19], predicting soil moisture status, 

estimating plant water stress, planning irrigation, 

identifying plants affected by diseases and pathogens 

[20-24], and assessing the ripeness of fruits and 

vegetables in agricultural activities and the food 

industry. Thermal imaging advantages include non-

contact, rapid results, and high sensitivity [25]. 

Additionally, modern thermal cameras can operate at 

room temperature, making their usage widespread. The 

intensity of radiation emitted by an object is a function 

dependent on the surface temperature; the higher the 

temperature of an object, the greater the intensity of the 

infrared radiation emitted by the object [26]. Thermal 

imaging is a technique that converts the radiation emitted 

by an object into temperature data without physical 

contact. Thermal imaging methods are based on 

detecting the localized temperature increase or decrease 

resulting from the stress a plant develops in response to 

the infection of diseases in the area where the infection 

occurs. Studies have shown that it is possible to detect 

many diseases based on temperature differences at an 

early stage [24, 27-29]. 

 

Bean rust disease (Uromyces appendiculatus Pers. C.K.) 

(Pucciniales: Pucciniaceae) is a fungal disease-causing 

varying level of intensity, density, and yield and quality 

losses depending on the severity of the disease and the 

host reaction. This disease causes spots on the leaves, 

stems, and even fruits of plants [30-32]. Bean rust 

disease is characterized by yellow, orange, or brown 

spots on the upper surface of the leaves. This pathogen, 

which has no alternate hosts, spends all its stages on the 

same plant. During winter, it appears on leaves as 

teliospores, mostly in dark brown, and during summer, it 

appears as uredospores, which are red in color, seen on 

the leaves [33-36]. Bean rust disease spreads through 

spores, which can be transmitted from one plant to 

another through wind or irrigation. Additionally, not 

removing infected plant residues from the field 

facilitates the spread of the disease [34, 37]. This disease 

agent, causing yield losses in beans consumed as food 

worldwide, holds economic importance. 

 

The purpose of this study is to determine the potential 

use of thermal imaging methods for the early diagnosis 

of bean rust disease in bean plants. Early diagnosis of 

infection will enable the control of the disease agent 

before spreading to all healthy plants, allowing for the 

application of appropriate control methods. Thus, the 

early detection of the disease through thermal imaging 

can identify the economic damage threshold at the right 

time and prevent excessive pesticide usage. Moreover, 

with thermal cameras integrated into robotic systems in 

subsequent studies, the density of the disease can be 

detected in areas where infection has started but is not 

visible to the naked eye, allowing for proper spraying in 

the right place and amount. 

 

2. MATERIAL AND METHOD 

 

This study was carried out in the plant production areas 

where bean cultivation belongs to Bursa Uludağ 

University TUAM Farm Directorate. The potential 

detection of bean rust disease on bean plants (May 

Magnum®) due to the stress caused by the temperature 

change on the plant was investigated using thermal 

imaging methods. 

 

2.1. Temperature Data and Disease Diagnosis 

 

In this study, LWIR cameras have been acknowledged as 

more suitable for the accurate detection of plant diseases 

due to their capability of determining only the 

temperatures emitted by the target object without being 

influenced by many other factors during measurement 

[24, 38]. Within the LWIR range (8-14 μm), most 

objects, including plants, exhibit high emissivity, 

meaning they efficiently emit infrared radiation. This 

high emissivity leads to more precise temperature 

measurements and improved thermal imaging. The study 

employed a portable LWIR camera with a resolution of 

464 x 348 pixels and a thermal sensitivity of less than 40 

millikelvin (mK) [39]. To achieve more accurate results, 

the emissivity was set to approximately 1, and a lens 

with a resolution of 0.90 m/rad pixel was utilized [24]. 

 

Measurements were conducted using a thermal camera 

on the leaves of both diseased and healthy plants present 

in an area of 250 m². Additionally, ambient temperatures 
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were determined using a portable thermometer. 

Throughout the study, all thermal measurements were 

manually taken using a portable thermal camera (FLIR 

T530® Teledyne FLIR LLC, U.S.) from randomly 

selected diseased and healthy leaves of individual plants. 

The average temperatures of leaves infected by U. 

appendiculatus were monitored and recorded 

simultaneously with the temperatures of healthy leaf 

surfaces, along with the average environmental 

temperature. Teledyne FLIR Thermal Studio® software 

was employed to compute the average temperatures of 

leaf surfaces from thermal images. Healthy leaves were 

used as controls. This study was conducted during the 

flowering stage of bean plants. 

 

Samples obtained from the field were processed to 

prepare U. appendiculatus disease specimens and were 

identified under a microscope [40-42]. A diagnostic 

method similar to the one used by Shaik and Steadman 

(1989) was employed. 

 

2.2. Measurement Time and Distance 

 

In the area where the study took place, thermal 

measurements were conducted on the leaves of both 

diseased and healthy plants using a thermal camera. 

During the temperature measurements on the leaves, 

environmental factors such as the intensity of sunlight 

can affect leaf temperatures [24, 43]. Therefore, thermal 

images of all labeled leaves were obtained every 60 

minutes from 06:00 to 17:00 for a duration of 3 weeks 

(21 days). Temperature measurements were taken from 7 

different points (replicates) for each hourly 

measurement. After 21 days, the thermal imaging 

process was concluded due to the healthy plants 

becoming infected. Additionally, a handheld 

thermometer was used to record ambient temperatures. 

The thermal imaging process was conducted manually. 

High-resolution (pixel) cameras and close-range shots 

reduce the margin of error in temperature measurements 

[24]. In this research, measurements were taken from a 

distance of 0.3 meters from the leaf surface using a 

thermal camera to enhance the precision of temperature 

measurements. All temperature measurements on the 

leaves were conducted at approximately the same angle 

(90°) and distance (0.3 m) [24, 43, 44]. The 'FLIR 

Thermal Studio' tool was utilized to calculate the average 

temperatures of infected and healthy leaf surfaces. 

 

2.3. Statistical Analysis 

 

The statistical analysis was conducted using data 

involving the daily average surface temperatures of 

leaves infected by U. appendiculatus, leaves with no 

infection, and concurrently measured ambient 

temperatures. Significant differences between 

temperature values were determined using variance 

analysis (ANOVA) employing the JMP 16.0® 

algorithm. Student's t-test was performed to examine 

average differences (at 0.05 significance level). 

 

3. RESULTS  

 

According to the obtained results, a decrease in 

temperature was observed in bean plant leaves infected 

with U. appendiculatus. Firstly, temperature values 

obtained from plant leaves between 06:00 and 17:00 

were examined. The statistical analysis was performed 

by determining the average temperature values for 1, 2, 

and 3 weeks of ambient temperature, non-infected plant 

leaf temperature, and infected plant leaf temperature. 

 

In Figure 1, although not easily noticeable to the naked 

eye, the area where the disease has spread is clearly 

depicted due to the temperature difference captured by 

the thermal camera. The leaf showing early-stage 

infection (B) was determined to have a temperature 

value of 9.7 ºC. This value was found to be 7.3 ºC for the 

infected leaf (A). 

 

 
Figure 1. Temperature differences obtained using thermal imaging 

methods between a leaf where the infection has spread and a leaf where 

the infection has just started in an infected plant.  
 

Upon examining Figure 2, a homogeneous color 

distribution is observed on the surface of a healthy leaf. 

When compared with Figure 1, both appear healthy in 

RGB imaging, yet in reality, Figure 1 indicates the onset 

and spread of the disease in those leaves. 

 

 
Figure 2. Thermal image obtained from the surface of a healthy leaf. 

 

Figure 3 displays advanced stage rust disease in the 

thermal and RGB images. Upon examining the results, it 

was observed that the obtained thermal images showed 

higher temperature values compared to healthy leaves 

(Figure 3) and leaves where the infection had just begun 

(Figure 1). 

 

 
Figure 3. Thermal image of a leaf surface severely affected by 
infection. 

 

According to the obtained results, at the end of the 1st, 

2nd, and 3rd weeks, ambient temperature values were 

determined as 20.5, 21.1, and 21.3 ºC, respectively. 

Examining the temperature values obtained from non-

infected bean leaves revealed readings of 13.42, 13.81, 
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and 13.96 ºC, respectively. Lastly, for bean plant leaves 

infected with U. appendiculatus, lower values were 

recorded as 11.95, 12.38, and 12.61 ºC compared to the 

other obtained temperatures. On average, a temperature 

difference of 2 ºC was identified between infected and 

non-infected bean leaves. In some plant leaves, this 

temperature difference reached approximately 3 ºC 

(Figure 1). Upon considering all these values, 

statistically significant differences among the averages 

were obtained (Figure 4). 

 

 
Figure 4. Average temperature values of ambient, infected, and non-

infected leaves. Columns with the same letters represent no significant 

difference. 

 

Throughout the three-week period, the daily average 

surface temperatures of infected and healthy leaves, 

along with the daily average ambient temperature, were 

statistically evaluated. The letters on top of the bars in 

Figure 4 indicate significant differences between the 

measurements (F: 806.13, df: 8;54, p <0.0001). 

 

4. DISCUSSION AND CONCLUSION 

 

Fungal diseases cause stress or dead in plants. This stress 

can affect various physiological processes in plants such 

as photosynthesis, respiration, and transpiration. These 

factors can lead to temperature changes, particularly in 

plant parts, especially in leaves [45-48]. Recent studies 

employing thermal imaging techniques have facilitated 

the early detection of plant diseases without spreading 

across the entire field [24, 49, 50]. The use of thermal 

imaging techniques for the detection of plant diseases, 

especially those not showing any symptoms in plant 

parts at an early stage, is becoming increasingly 

prevalent [38, 51]. Therefore, the aim of this study was 

to potentially detect bean rust using thermal imaging 

techniques and to determine the temperature differences 

caused by stress. The study revealed that bean leaves 

infected with U. appendiculatus were cooler compared 

to the leaves unaffected by U. appendiculatus infection. 

 

Previous studies have demonstrated the effective 

detection of virus and fungal infections through thermal 

imaging. For instance, Pineda et al. [50] observed the 

accumulation of local salicylic acid (SA) and consequent 

temperature increase in plant areas exhibiting 

hypersensitive response (HR) to Tobacco Mosaic Virus 

(TMV) infection. Conversely, in the conducted study, a 

decrease in temperature was observed in bean leaves 

infected with U. appendiculatus. This is believed to be 

due to the spores formed on bean leaves, which could 

hinder photosynthesis. Hellebrand et al. [52] investigated 

the response of powdery mildew disease (Blumeria [syn. 

Erysiphe] graminis DC. f. sp. tritici) in wheat plants 

using thermal imaging. According to their findings, they 

determined an average temperature of 20.1 ºC in infected 

plants and 21.0 ºC in healthy, non-infected plants. 

 

In the study conducted by Erdoğan et al. [24], the 

potential detection of powdery mildew (Sphaerotheca 

fuliginea Schlech. Polacci) in zucchini plants using 

thermal imaging methods was evaluated. Examination of 

the temperature values in zucchini leaves infected with 

S. fuliginea revealed an average temperature of 8.2 ºC, 

whereas in non-infected leaves, this value was observed 

to be around 10.2 ºC. The results obtained from this 

study align with the findings of the current research. 

Oerke et al. [53] investigated the potential of thermal 

imaging methods in detecting Pseudoperonospora 

cubensis Berk. and Curt., which causes mildew in 

cucumbers. Their results indicated that infected plant 

tissues had lower temperatures compared to non-infected 

plant tissues. Therefore, these findings corroborate with 

the results obtained from the present study. 

 

In the study conducted by Zhu et al. [49], the 

temperature variations induced by stress caused by 

mosaic virus in tomatoes and rust diseases in wheat 

plants were examined. The results indicated that the 

mosaic virus in tomatoes led to a temperature difference 

ranging from 0.2°C to 1.7°C, while the rust in wheat 

caused a temperature variance of 0.4°C to 2°C. It was 

observed that with the increasing spread of the disease 

within the plant, there was a decrease in the temperature 

observed in the plants. These findings align with the 

outcomes of the current research. Bhakta et al. [48] 

integrated thermal imaging methods with Decision Trees 

(DTs) models, enabling the early detection of bacterial 

leaf blight in rice based on temperature changes in the 

plant. Similarly, Singh et al. [29] utilized DTs models to 

identify the onset of wheat yellow rust disease by 

detecting temperature variations in the plants at the early 

stages of symptoms. 

 

Disease-causing agents, environmental conditions, time, 

or plant-related factors can lead to an increase or 

decrease in leaf surface temperature. It has been 

observed that these temperature changes, although not 

visually discernible, can be detected using thermal 

imaging methods. This suggests a significant potential 

for early disease detection. The ability to control 

diseases at an early stage could contribute to preventing 

diseases before spreading throughout the entire field, 

thereby reducing yield losses and benefiting the 

agricultural sector. Additionally, this approach may 

enhance environmental sustainability by reducing the use 

of environmentally harmful chemicals. Finally, the 

integration of thermal imaging methods with models 

such as Convolutional Neural Networks (CNN) and 

YOLO holds great promise for agricultural 

mechanization. 
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Abstract: Robots can be used in various fields due to their flexibility and diversity. This research 

focuses on designing and developing a multifunctional rover robot for research, exploration, and 

educational purposes. The main objective of the research is to design a Rover robot platform with 

remote control, IoT technology. Various scenarios have been created to test the robot's different 

capabilities, and its performance has been observed. The collected data have been analyzed using 

both qualitative and quantitative methods. The developed rover robot can be successfully controlled 

both through RC and IoT controls. Moreover, a web server has been developed for the IoT aspect 

of the robot, and both arm and head camera images of the robot are transmitted as IoT. The robot's 

modular design ensures suitability for various tasks and makes it suitable for educational purposes. 

The results of this study indicate the potential of multifunctional rover robots for various 

applications and their effectiveness as educational tools. 

 

 

MPROVIOT – Çok Amaçlı IoT Rover Robot 
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Öz: Robotlar esneklik ve çeşitlilikleriyle farklı alanlarda kullanılmaktadır. Bu çalışma, araştırma, 

keşif ve eğitim amaçları için çok amaçlı bir robot tasarlama ve geliştirme üzerine odaklanmaktadır. 

Araştırmanın ana amacı, uzaktan kumandalı ve IoT teknolojisine sahip bir Rover robot platformu 

tasarlamaktır. Robotun farklı yeteneklerini test etmek için çeşitli senaryolar oluşturulmuş ve 

robotun performansı gözlemlenmiştir. Elde edilen veriler hem nitel hem de nicel yöntemlerle analiz 

edilmiştir. Geliştirilen Rover robotu hem RC hem de IoT kontrolleriyle başarıyla 

yönetilebilmektedir. Ayrıca, robotun IoT yönü için bir web sunucusu geliştirilmiştir ve robotun 

hem kol hem de kafa kamerası görüntüleri IoT olarak iletilmektedir. Robotun modüler tasarımı, 

farklı görevler için uygun olmasını sağlamakta ve eğitim amaçlı kullanıma uygun hale 

getirmektedir. Bu araştırmanın sonuçları, çok amaçlı rover robotlarının farklı alanlarda kullanım 

potansiyeline sahip olduğunu ve eğitimde de etkili bir araç olabileceğini göstermektedir. 

 

 

1. INTRODUCTION 

 

In the robotics industry, multi-purpose designs are 

preferred over single-purpose robots for specific 

emergency tasks to achieve higher efficiency/cost ratios 

in future robots. A robot must be multifunctional to 

address today's challenges, to be cost-effective, and to 

increase an organization's productivity [1]. Many 

traditional robots are designed for a specific purpose or 

usage area. Two different types of robots may be 

required for two different types of tasks [2]. This entails 

complexity in coordinating different robots for different 

tasks, as well as cost. Therefore, designing a multi-

purpose robot that can perform multiple tasks on a single 

platform would be more cost-effective [3, 4]. Multi-

purpose robots can perform multiple tasks 

simultaneously, thus saving both cost and time. Our 

research indicates that emergency robots are frequently 

encountered in the Robotics Industry, but upon detailed 

examination, most of them are specifically designed for 

a particular purpose, and due to the challenges in their 

usage, they are often deployed too late in emergency 
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https://orcid.org/0009-0000-2074-5462
https://orcid.org/0000-0003-1166-8404
https://orcid.org/0000-0002-6828-755X


 

Tr. J. Nature Sci. Volume 13, Issue 3, Page 14-20, 2024 
 

 

15 

situations [5]. A point emphasized in speeches at the 

United Nations Conference is that robotic technology 

will play a critical role in emergency response, rescue, 

and emergency preparedness in the future [6].  

 

Multi-purpose IoT rover robots have garnered significant 

attention in recent research. These robots are designed 

for various applications such as exploration, 

environmental monitoring, and educational purposes. 

The integration of IoT technology allows these rovers to 

collect and transmit data efficiently, enhancing their 

capabilities. In the realm of planetary exploration, 

researchers have focused on improving vision systems 

for planetary rovers to enhance their exploration 

capabilities [7]. Some studies focus on intelligent 

physical robots in healthcare. While the primary focus is 

on healthcare applications, the systematic literature 

review conducted in this research offers valuable 

insights into the broader use of robots, including multi-

purpose IoT rover robots [8]. Additionally, the 

development of autonomous navigation systems using 

advanced algorithms has enabled rovers to navigate 

challenging terrains effectively [9]. Similarly, introduced 

a new potential field method for rough terrain path 

planning using genetic algorithms for a 6-wheel rover, 

demonstrating advancements in motion planning for 

wheeled mobile robots [10]. Moreover, the utilization of 

IoT technology has led to the creation of low-cost 

environmental monitoring mini rovers equipped with 

sensors for data collection and surveillance in confined 

spaces [11]. These compact rovers offer a cost-effective 

solution for monitoring various environments. In the 

context of multi-robot systems, the deployment of 

multiple robots operating as a team has shown 

significant benefits over single large rovers, including 

increased fault tolerance and parallel exploration 

capabilities [12]. This approach enhances the overall 

efficiency and robustness of exploration missions.  

 

Educational robotics has emerged as a promising field 

with the potential to enhance teaching and learning 

processes. Research has shown that robots can improve 

engagement and elicit novel social behaviors, 

particularly in individuals with autism [13]. The 

development of open-source educational robots like the 

Mona robot has provided affordable platforms for 

teaching and research [14]. These robots offer 

opportunities to design pedagogically sound curricula 

and adequately train teachers to effectively incorporate 

educational robotics in K-12 settings [15]. Furthermore, 

the use of social robots as educational tools shows 

promise in supporting second language learning through 

interaction and repeated practice. Studies emphasize the 

importance of integrating educational robotics into 

teacher education to enhance pedagogical methods and 

improve learning outcomes [16]. Additionally, the 

design of educational robotics kits, such as those 

simulating sustainable cities, demonstrates the potential 

for hands-on, experiential learning in primary education 

[17]. Chronis & Varlamis, presented an open source and 

open design robot that can be used for educational 

purposes at all levels of the educational system, 

supporting many different activities and teaching 

scenarios [18]. Darmawansah et al. focused on trends 

and research foci of robotics-based STEM education, 

shedding light on the evolving role of robotics in 

educational settings [19]. Yu & Wang, 2022 provided a 

review of dexterous manipulation techniques for multi-

fingered robotic hands, emphasizing advancements in 

reinforcement learning methodologies for robotic 

manipulation tasks [20]. Lastly, Wang et al. discussed 

distributed reinforcement learning for robot teams, 

highlighting the potential applications of multi-robot 

systems in various fields such as automated 

manufacturing and disaster relief [21]. Overall, the 

literature review highlights the diverse applications and 

technological advancements in multi-purpose IoT rover 

robots, showcasing their potential in various fields 

ranging from planetary exploration to environmental 

monitoring and educational initiatives.   

 

The main objective of the study is to design a highly 

useful robot that can be used in many emergency 

situations. The developed robot has its web interface-

based control, the platform also incorporates a radio 

control (RC) functionality. It has mobility capabilities in 

challenging terrain conditions and is equipped with IoT 

features, sensors, and cameras. The camera and sensor 

data are transmitted via IOT. It is partially autonomous 

and can be directed to a desired location remotely using 

GPS navigation. It can easily grasp and carry objects 

thanks to its arm. It can determine the distance of objects 

using the angle between two cameras and it can detect 

depth with an ultrasonic sensor. Besides, it can observe 

the surroundings by extending its arm into places that the 

robot cannot enter with the camera on the arm. 

 

The developed robot offers a cost-effective solution 

while performing safe destruction tasks with explosion 

risk. The robot’s arm is used to carry suspicious objects 

and remove danger from the environment. It can 

autonomously extinguish fires with its liquid tank and 

pump in partial fire-fighting tasks. It can be used in tasks 

such as detecting gas leaks or toxic chemicals in 

hazardous areas where humans are present. Moreover, it 

has the capability to spray disinfectant in scenarios with 

infection risks such as COVID-19. Its ability to be used 

in challenging terrain conditions provides a significant 

advantage in disaster areas for rescue operations. 

 

2. MATERIAL AND METHOD 

 

In this paper, a Rover robot platform has been designed 

with remote control, IoT technology. This section will 

discuss the methods used in the development stage. The 

development phase of the robot is analyzed in two parts: 

hardware and software. The hardware was further 

divided into mechanical and electronic design. In the 

mechanical design phase, we based our initial model on 

NASA's Perseverance Rover Robot, incorporating 

Ackermann steering and rocker-bogie suspension 

systems. We then customized and evolved this design to 

better suit our specific requirements. The mechanical 

design involves creating the robot's structural body and 

ensuring its mobility. Key mechanical components 

include the main carrier body made from 20x20 mm T-
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slot aluminum profiles and the suspension system made 

from 20 mm aluminum pipes. The electronic design 

integrates various components to achieve the desired 

functionality. We used a Raspberry Pi-4 as the central 

processing unit and an Arduino Mega control card to 

manage sensor data and motor controls. Sensors such as 

the HC-SR04 ultrasonic distance sensor, DHT21 

temperature and humidity sensor, MQ-135 air quality 

sensor, and Ublox GY-GPSV1 NEO-8M GPS module 

are included for environmental monitoring and 

navigation. The robot's movement and interactions are 

powered by servo motors. The software phase focuses on 

developing the control system for the robot, which is 

managed via a web interface. The control system is 

responsible for processing data from the sensors, sending 

commands to the actuators, and ensuring the robot's 

operations are performed as intended. The web interface 

allows users to remotely control the robot, monitor 

sensor data in real-time, and program the robot for 

various tasks. Our robot aims to minimize human risk in 

emergency situations, particularly in search and rescue 

operations where accessibility is a significant challenge.  

By combining programmable and radio-controlled 

features, the robot can be rapidly deployed and operated 

in disaster scenarios, providing critical assistance and 

improving the efficiency of rescue efforts. 

 

2.1. General Design of Robot 

 

The development process of our robot began with the 

completion of the mechanical components. This 

involved constructing the main body and implementing 

the mobility systems. Once the mechanical assembly was 

finished, microcontrollers and sensors were integrated 

onto the structure. The final stage involved programming 

the robot and conducting tests to ensure it performed the 

intended functions effectively. The general diagram of 

the robot is depicted in Fig. 1, illustrating the 

arrangement and connections of the electronic 

components used. 

 

 

Figure 1. Diagram of the general electronic components of the robot. 

 

Our robot utilizes both Ackermann steering and rocker-

bogie suspension systems. The initial tests revealed that 

our suspension system was inadequate for off-road 

conditions. To address this, we redesigned the 

suspension using articulated axles, resulting in a two-

axis suspension system. This improvement enhanced the 

robot's ability to navigate rough terrains. Additionally, 

the robot's body and wheel dimensions were enlarged, 

and we equipped it with more powerful motors. 

Specifically, we used 18-kilo torque motors with 110 

RPM to boost its performance. The robot's control 

system allows for remote operation via the Flask Web 

interface, providing users with a user-friendly platform 

to manage and control the robot's movements and 

functions. 

 

2.2. Body and Mechanical Design 

 

The initial step in our study involved selecting 

components that are both cost-effective and high-

performance. The main carrier body of the robot is 

constructed from 20x20 mm T-slot 6-channel aluminum 

sigma profile, providing a robust and flexible framework 

as shown in Fig. 4. The bogie suspension and articulated 

axle system, crucial for the robot's mobility, are made 

from 20mm aluminum pipe, as depicted in Fig. 3. To 

ensure precision and reliability, the connection and 

engine assembly parts of the robot were designed and 

manufactured using a 3D printer with Autodesk Fusion 

360 software. This process is illustrated in Fig. 2, where 

the prepared parts are shown being printed and 

successfully tested. 

 

  
Figure 2. The Design of the Robot's Body Frame is shown in these 

images taken from the Fusion 360 Engineering Design Application. 

 

Rocker-Bogie Suspension has been chosen for the robot. 

The Bogie system was used on NASA's Mars rover 

Sojourner and has been the preferred suspension system 

ever since. This system has been used on several 

missions, including the 2003 Mars Exploration Rovers 

Spirit and Opportunity, the 2012 Mars Science 

Laboratory (MSL) rover Curiosity, and the Mars 2020 

rover Perseverance. 

 

  
Figure 3. Rocker-Bogie suspension system 

 

  

  
Figure 4. The body frame of the robot 

 

Our robot's arm design features five movable joints 

across three axes, optimized for interaction with the 
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environment. The visuals of the Robot Arm are shown in 

Fig. 5. The horizontal deviation axis is powered by a DC 

motor with an encoder, providing 360-degree rotation 

capacity. We used dual 25 kg-cm servo motors in the 

shoulder joint to meet the high torque requirements. The 

main structural element for the arm is a 20mm sigma 

profile. Cameras placed on the head and arm facilitate 

depth perception for object interaction. 

 

  

 
Figure 5. Images of the Designed Robot Arm. These images show the 

D.O.F. structure of the robot arm, the way it grips objects, the design 

structure of the arm, motors, camera and distance sensor. 
 

2.2.1. Motion motors, ackermann steering geometry 

and wheel motors 

 

The robot utilizes Ackermann Steering Geometry as its 

steering algorithm, enabling the calculation of the 

turning radius based on the geometry of the steering 

mechanism. This system is implemented through a 

function that calculates the angles of the steering servos 

and the speeds of the wheel motors simultaneously, 

executed on the Arduino Mega microcontroller. 

 

In our design, we opted to increase the driving speed 

using 110 RPM glass lifting motors paired with larger 

wheels. The choice of glass lifting motors is driven by 

their cost-effectiveness and their ability to deliver 

adequate power in terms of both torque and rotation 

speed. For more demanding tasks, we selected high-

torque glass lifting motors with worm gear reducers. 

These motors provide a rotational speed of 110 RPM and 

a torque of 18 kg.cm (1.7658 N.m), offering a balance of 

speed and power suitable for a variety of terrains. 

 

The wheels, which are 25.4 cm (10 inches) in diameter, 

enhance the robot's ability to traverse different surfaces. 

Using the provided Eq. (1), the force exerted per wheel 

is calculated to be 27.76 N. 

 

36 .
2.83

12.7
onewheel

wheel

Torque kg cm
F kgf

R cm
= = =  (1) 

 

2.3. Electronic Design, Microcontroller and Sensor 

Components 

 

IoT (Internet of Things) refers to the ability of everyday 

objects to communicate and exchange data with each 

other via the internet. This technology enables various 

smart devices (e.g., thermostats, lights, cameras) to 

connect to the internet, share data, and be controlled over 

a network [22]. MQTT (Message Queuing Telemetry 

Transport) is a lightweight and low-resource-consuming 

message-based protocol used for machine-to-machine 

communication. It is especially preferred in the IoT 

ecosystem.  Almost all IoT cloud platforms support the 

MQTT protocol due to its practical use and resource 

friendliness [23]. The reason for using IoT in our study 

is to obtain sensor data for detecting the robot's 

surroundings and to facilitate the transmission of user-

designed program codes for remote control, along with 

manual control commands. Additionally, IoT is utilized 

for transmitting images captured by the robot's two 

cameras. 

 

This section describes the electronic modules used in the 

robot, their features, and the tasks that these modules 

undertake in the robot. Raspberry Pi 4 and Arduino 

Mega 2560 were utilized in the study. Raspberry Pi is a 

single-board computer that includes basic components of 

a computer such as processor, RAM memory, 

input/output units, all on a single card. These computers 

can be used as desktop computers in robotic projects, 

smart home systems, embedded systems due to its 

compact design. The Arduino Mega 2560 was used for 

tasks such as the operation of sensors and motors and the 

transmission of data received from the controller to the 

Raspberry Pi. Moreover, the HC-SR04 ultrasonic sensor 

was used for the robot to avoid obstacles. The Ublox 

GYGPSV1 NEO-8M GPS module is used to determine 

the robot's position in the terrain and also to enable 

autonomous progress between locations. This module 

can communicate with both GPS and GNSS satellites 

and has a location accuracy of 2-2.5 meters. It also 

supports 72-channel satellite communication. The 

DHT21 digital temperature and humidity sensor was 

used to measure the temperature and humidity of the 

physical environment. The MQ-135 air quality sensor is 

used to detect gases such as NH3, NOx, alcohol, 

benzene, smoke, and CO2 in the environment. The 

measurement accuracy can be adjusted with a 

potentiometer. 

 

2.4. Software Components for Robot 

 

2.4.1. Software to send sensor data with wifi module 

 

The software running on Raspberry Pi is developed in 

Python. This software creates scripts from the movement 

and arm position commands coming from the remote 

control computer via MQTT messages using the Paho-

MQTT library. These created scripts are transmitted to 

Arduino Mega in JSON format via the I2C protocol and 

the robot's movements are controlled in a coordinated 

and precise manner. In addition, data from sensors and 

cameras are transferred to the control computer via the 

MQTT protocol. This configuration allows Raspberry Pi 

to transmit sensor and image data to the control 

computer in real time. 
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The software on Arduino Mega performs basic 

microcontroller functions and reads data from sensors 

via serial, analog and digital ports, transmits and receives 

data from Rasberry Pi via I2C in JSON format, controls 

the motors and in addition, since our robot can also be 

controlled with RC, it manages the robot's movements 

and modes according to the RC-Control signals coming 

via sBUS with the RC receiver. In addition, the 

Ackermann Steering Geometry Algorithm is used for the 

Steering system and the data is converted in the range of 

0-180 degrees according to the angle of the joystick. 

 

2.4.2. Control computer flash web server software 

 

A Python Flask Web Server based software has been 

developed for control. Separate web pages are designed 

for sensor data collection, control, monitoring, and 

programming functions in this platform. The home page 

lists the block coding instruction sets previously saved in 

the SQLite3 database and these instructions can be 

selected and loaded into the robot. The selected 

instruction sets are transferred to the Arduino Mega via 

Raspberry Pi and executed. 

 

3. RESULTS  

 

Our robot is controlled in two different ways considering 

various usage scenarios. These are Radio Controlled 

(RC) programmable with Python Flask Web server with 

IoT method.  

 

In this study, RC control method is chosen in real-time 

image acquisition scenarios that require rapid response. 

Control is provided at a range of approximately 1 km 

using a RadioLink AT 10 remote control and a 2.4 GHz 

RadioLink R12DS receiver. The signals from the 

controller are monitored by sending an interrupt request 

to the Arduino Mega microcontroller.  The Raspberry Pi 

processes the images with the Python OpenCV library 

and transmits them via a 5.8 GHz FPV transmitter. This 

ensures effective image communication. 

 

IoT and MQTT are used for the robot to perform 

autonomous or manual tasks remotely. Special pages are 

designed for control and monitoring on Flask Web 

Server. Data communication is performed using the 

Python Flask web server and the Paho-MQTT library. 

Schematic representation of IoT control using Wi-Fi 

Signals is shown in Fig. 6. 

 

 
Figure 6. Schematic representation of IoT control using Wi-Fi Signals. 

 

The communication method between the Python Flask 

Web Server on the Control Computer and the RPi and 

Arduino Mega on the robot is shown. Thanks to the 

suspension system of our robot, its mobility skills in off-

road conditions have reached the desired level. The robot 

can be controlled manually in real time and with RC 

controller. Communication range is at the intended level. 

It is seen that the robot gave the desired results in IoT 

control tests from the website. It is also observed that the 

MQTT communication protocol works efficiently in 

terms of stability and speed. The robot can be effectively 

utilized in various scenarios. AI models in our robot will 

be of great benefit in emergency operations as they can 

be used for different purposes in many different tasks. 

 

The robot arm can lift objects weighing approximately 1 

kg as a result of calculating joint angles with a moment-

reducing algorithm. With the special 3D joint apparatus 

designed, double servo motors were added to the joints 

to increase the force. Moreover, it can perform functions 

such as agricultural irrigation, autonomous spraying, and 

disinfectant spraying with a multi-purpose liquid tank 

pump. 

 

The developed robot is compared with FOSSBot [18] in 

terms of mobility, sensor capacity, processing power, 

and manipulation capabilities as shown in Table 1. Our 

robot features Ackermann steering geometry and a 

rocker-bogie suspension system, providing high mobility 

and stability in challenging terrain conditions. The five-

jointed robotic arm, with a 360-degree rotating axis and 

high-torque servo motors, allows significant interaction 

with the environment. Additionally, it is equipped with 

various environmental sensors and a dual-camera 

system. With Raspberry Pi 4 and Arduino Mega 2560 

processors, the robot has high processing power and can 

be remotely controlled using Python and MQTT 

protocols. The robot also includes artificial intelligence 

and object detection capabilities, making it suitable for 

complex and challenging tasks such as search and 

rescue, environmental monitoring, and exploration. In 

contrast, FOSSBot [18] is a simpler platform designed 

for movement on flat surfaces, lacking a suspension 

system and robotic arm. It uses basic sensors and does 

not have a dual-camera system. FOSSBot is primarily 

intended for educational and research purposes, suitable 

for simple projects and basic robotic applications but 

limited in performance for complex and challenging 

tasks. 

 
Table1. Developed Robot and FOSSBot Comparison Table 

Criteria Developed Robot FOSSBot [18] 

Mobility and 
Suspension 

Ackermann steering 
geometry and rocker-

bogie suspension 

system 

Four-wheeled 
simple mobile 

platform, no 

suspension 

Robotic Arm 
and 

Manipulation 

Five-jointed robotic 
arm, 360-degree 

rotating axis 

No robotic arm 

Sensors and 
Sensing 

HC-SR04 ultrasonic 
sensor, DHT21 

temperature and 

humidity sensor, MQ-
135 air quality sensor, 

Ublox GYGPSV1 

NEO-8M GPS 
module, dual cameras 

Basic sensors 
(ultrasonic or IR 

sensors), no dual 

cameras 

Processing 

Power and 

Control Systems 

Raspberry Pi 4, 

Arduino Mega 2560, 

and MQTT 

Raspberry Pi or 

similar single-

board computer 

Task and 

Application 

Areas 

Search and rescue, 

environmental 

monitoring, 
exploration, remote 

control 

Educational and 

research purposes, 

simple projects 
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4. DISCUSSION AND CONCLUSION 

 

In this study, an emergency response robot has been 

developed that allows people to assess the area, make 

detections, and perform the necessary interventions 

before entering dangerous environments. The developed 

rover robot can be successfully controlled both through 

RC and IoT controls. Furthermore, an IoT-focused web 

server has been established to cater to the IoT 

functionalities of the robot, facilitating the transmission 

of both arm and head camera imagery via both IoT and 

FPV channels. The robot's modular design ensures 

suitability for various tasks and makes it suitable also for 

educational purposes. The robot exhibits the potential for 

international utilization across diverse tasks, facilitated 

by its open software architecture for further development 

and the ability to integrate additional models onto the 

Raspberry Pi platform. The developed robot can be used 

in a variety of industrial applications like hazardous 

material handling and inspection. The robot can be used 

to safely assess and interact with dangerous 

environments, reducing human risk. Furthermore, the 

robot’s ability to navigate rough terrains and obstacles 

makes it ideal for search and rescue operations. The 

developed robot can also be used as an excellent 

teaching tool for various STEM (Science, Technology, 

Engineering, and Mathematics) disciplines. Its open 

software architecture allows students and educators to 

experiment with programming, sensor integration, and 

robotics principles. By working with a real-world 

application, students gain hands-on experience in 

developing and controlling robotic systems, enhancing 

their understanding of both hardware and software 

components. Additionally, the robot's modularity allows 

for the inclusion of various educational modules, such as 

AI, computer vision, and IoT, offering a comprehensive 

learning platform that evolves with the curriculum. In 

future work, we are planning to expand the AI 

capabilities of the robot by using NVIDIA Jetson instead 

of Raspberry Pi. In this way, computer vision tasks will 

be carried out faster. In addition, we are planning to use 

a stereo robot camera for depth perception and an 

advanced LIDAR sensor for three-dimensional mapping 

of the environment. This expansion will not only 

enhance the robot's performance in terms of speed and 

accuracy but also open up new avenues for its 

application in more complex industrial tasks and 

advanced educational projects. The integration of more 

sophisticated AI and sensory systems will further 

solidify the robot’s role as a versatile and practical tool 

in both industry and education. 
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Abstract: This study aimed to determine the biochemical properties and distribution of important 

virulence genes of Mannheimia haemolytica isolates from the respiratory tracts of diseased and 

healthy cattles and sheeps. Forty-eight Mannheimia haemolytica isolates from naso-pharyngeal and 

trachea-bronchial swaps were identified by Real Time-PCR. According to the differences in 

arginine and sorbitol tests, four different biochemical profiles were determined in the isolates 

examined. Three virulence gene profiles were detected in the isolates examined by Real-Time 

PCR. 37.5%, 33.3%, and 12.5% of the isolates examined were identified as profiles I, III and II, 

respectively. At the same time, it was determined that biochemical profile II was associated with 

disease cases and this was related to arginine negativity. In addition, it was determined that isolates 

with virulence gene profile I were associated only with the biochemical profile I and that this was 

due to arginine negativity. In contrast, the relationship between arginine-positive isolates and 

virulence gene profile III was found to be significant. As a result; arginine negativity and gcp, 

gs60, tbpB, lktC, adh positive, nmaA negative isolates may be the epidemiological criteria that can 

be used to differentiate commensal and pathogen Mannheimia haemolytica isolates and new studies 

on the subject should be done.  
 

 

Solunum Yollarından İzole Edilen Mannheimia haemolytica İzolatlarının Tiplendirilmesi ve 

Virulens Genlerinin Araştırılması 
 

 

Anahtar 

Kelimeler 

Mannheimia 

hamolytica, 

Tiplendirme, 

Virülens genler 

Öz: Bu çalışmada, hasta/sağlıklı sığır ve koyunların solunum yollarından izole edilen Mannheimia 

haemolytica izolatlarının biyokimyasal özellikleri, önemli virülens genlerinin dağılımı tespit 

edilmesi amaçlandı. Nazo-farengiyal ve trake-bronşiyal svap örneklerinden izole edilen ve Real-

Time PCR ile identifiye edilen 48 (%87.3) adet Mannheimia haemolytica izolatı kullanıldı. 

İncelenen izolatlarda, hastalık ve virülens genleri ile ilişkili biyokimyasal özelliklerin arginin ve 

sorbitol testlerindeki farklılıklara göre 4 farklı biyokimyasal profil belirlendi. Real Time-PCR 

yöntemiyle virülens genleri incelenen izolatlarda, %37.5’i profil I, %33.3’ü profil III ve %12.5’i 

profil II olmak üzere 3 farklı virülens gen profili tespit edildi. Bununla birlikte biyokimyasal profil 

II’nin hastalık olguları ile ilişkili ve bunun arginin negatiflik ile ilişkili olduğu belirlendi. Ayrıca 

virülens gen profil I özelliğine sahip izolatların sadece biyokimyasal profil I ile ilişkili olduğu ve 

bunun arginin negatiflikten kaynaklandığı belirlenirken, arginin pozitif izolatlar ile virülens gen 

profil III arasındaki ilişkinin önemli olduğu gözlendi. Sonuç olarak; arginin negatiflik ile gcp, gs60, 

tbpB, lktC, adh pozitif, nmaA negatif izolatların kommensal ve patojen Mannheimia haemolytica 

izolatlarının ayrımında kullanılabilecek epidemiyolojik kriter olabileceği ve konu ile ilgili yeni 

çalışmaların yapılması gerektiği düşünülmektedir. 

 

 

1. INTRODUCTION 

 

The importance of animal husbandry in terms of both 

economy and health has brought animal health to the 

agenda [1, 2]. According to the Global Animal Medicine 

Association [3], one out of every five farm animals dies 

around the world every year due to completely 

preventable diseases and approximately 20 billion 
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dollars are lost [4, 5, 6]. Researchers have reported that 

pneumonic pasteurellosis is responsible for 50% of small 

ruminant deaths and 30% of cattle deaths [7, 8]. The 

effect of the disease on the global economy has been 

recognized all over the world, and it has been reported 

that it causes an annual economic loss of approximately 

1 billion dollars in some countries [9, 6]. In bacterial 

investigations performed in pneumonia cases in cattle 

and sheep, Mannheimia haemolytica (M. haemolytica), 

Pasteurella multocida (P. multocida), Mycoplasma spp., 

Histophilus somni, Trueperella pyogenes, Streptococcus 

spp. and Staphylococcus spp. are the primary and 

secondary factors in the formation of the disease. In 

addition, viruses and parasites are other infectious agents 

that cause pneumonia [10, 11, 12, 13, 14]. Pneumonia 

caused by M. haemolytica is characterized by acute 

cranio-ventral fibrinous pneumonia and fibrinopurulent 

pleura pneumonia [15]. Although M. haemolytica is 

found as a primary and secondary bacterial agent in 

respiratory tract infections due to its commensal 

presence in the respiratory tract flora of various animal 

species, there are not enough epidemiological studies 

especially in Turkey. Whether there is a difference 

between commensal and pathogenic M. haemolytica and 

the mechanism by which the strains in the flora become 

pathogenic in disease cases are still the subjects of 

interest to researchers. [16, 17, 18]. M. haemolytica is 

included in Pasteurellaceae family, Mannheimia genus 

[19, 20, 21, 22, 23, 24]. Twelve different serotypes were 

detected in the serotyping performed according to the 

capsular surface antigens of the agent [25, 26]. M. 

haemolytica is a Gram-negative, non-motile, bipolar 

stainable, coccobacilli-shaped encapsulated bacterium 

[24, 27). It has many virulence factors that allow M. 

haemolytica to evade host defense and colonize and play 

an important role in the pathogenesis of the disease. 

Adhesins, capsular polysaccharide, outer membrane 

proteins, lipopolysaccharide, neurominidase, leukotoxin, 

lipoprotein, sialoglycoprotease, serotype-specific protein 

and transferrin binding proteins detected in studies 

among these factors have been reported by many 

researchers [28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 

39]. Outside of conventional bacteriological methods for 

the identification of M. haemolytica isolates, PCR 

methods using 12S rRNA and 16S rRNA gene regions 

and specific primers for different genes related to the 

virulence of the agent have also been frequently used 

[39, 40, 41, 42, 43, 44, 45, 46, 47]. 

 

This study investigated the biochemical properties and 

virulence-related genes of M. haemolytica isolates 

obtained from the respiratory tract of healthy and 

diseased cattle and sheep. It also evaluated possible 

relationships between the isolates' phenotypic and 

genotypic characteristics and the animals' disease status. 

 

2. MATERIAL AND METHOD 

 

In this study, 650 swab samples taken from the 

nasopharyngeal (NF) and tracheobronchial (TB) regions 

of 157 (157 NF and 138 TB) cattle and 182 sheep (186 

NF and 173 TB) slaughtered, and diagnosed with 

pneumonia in veterinary clinics in Van province between 

2018-2019 were examined (Table 3). 

 

Forty-eight M. haemolytica strains examined in the study 

were isolated and identified from the swab samples. M. 

haemolytica reference strain were supplied by Prof. Dr. 

Arzu Fındık from Ondokuz Mayıs University Faculty of 

Veterinary Medicine Department of Microbiology.   

 

In the study, swab samples were placed in Stuart 

transport medium and delivered to the laboratory of the 

Microbiology Department of the Faculty of Veterinary 

Medicine of Van Yüzüncü Yıl University in a short time 

[48]. 

 

The study was approved by the Animal Ethics 

Committee of Van Yuzuncu Yil University (approval 

date and no: 06/03/2018, YUHADYEK-17310). 

 

2.1. Isolation and Identification of M. haemolytica 

Isolates 

 

Swab samples taken from cattle and sheep were cultured 

on 7% blood agar for bacteriological culture and 

incubated at 37C for 24-72 hours under aerobic 

conditions. Mucoid and haemolytic, 1-2 mm in diameter, 

greyish, transparent, smooth, round bacterial colonies 

were selected and stored at -20C until identification [23, 

49, 50] 

 

In the preliminary identification of the isolates 

examined, Gram-negative small bacilli, oxidase and 

catalase positive bacterial isolates that formed acid 

(yellow colour) at the bottom of TSI agar, could and/or 

could not grow on MacConkey agar and were immobile 

on SIM medium were accepted as suspected M. 

haemolytica in preliminary identification [51]. BDTM 

Pheonix automated bacterial identification system 

(Becton Dickinson, USA) was used for identification and 

biochemical characteristics of suspected isolates, BD 

Pheonix identification panel (BD Phoenix™ NMIC-308, 

USA) containing 45 different biochemical tests was used 

[52]. 

 

2.2. Identification by Real Time-PCR 

 

DNA isolation: According to the recommended 

protocol, the genomic DNA of suspected M. haemolytica 

isolates was obtained using a commercial bacterial DNA 

isolation kit (Cat≠ GF-BA-100, Vivantis, Malaysia). 

 

Real Time-PCR: Identification of M. haemolytica at 

species level was performed according to the optimised 

protocol of Hawari et al. [53] with minor modifications. 

In Real Time-PCR, commercial SYBR Green qPCR 

Master Mix (Amplicon (2X), 5000830, Denmark) was 

used according to the recommended protocol. To prepare 

the PCR mixture, 12 µl of Master Mix, 2 µl of genomic 

DNA and 1 µl of each primer (10 mM) (Table 1) were 

added and the mixture was completed to 25 µl with PCR 

grade water. The PCR mixture was pre-denaturated in a 

thermal cycler (Qiagen, Corbet Rotor Gene, 6000, USA) 

at 94°C for 5 minutes. Then, in the amplification process 
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including 35 cycles; denaturation at 94°C for 1 min; 

annealing at 56°C for 45 s; elongation at 72°C for 1 min 

and final elongation at 72°C for 5 min protocol was 

applied and the dynamic sigmoidal curves obtained in 

the software of the Real Time-PCR device were 

evaluated. For the confirmation of PCR products 

obtained at the amplification stage, electrophoresis (Owl 

Easycast, B1-BP, USA) was performed in 1% agarose 

gel (1xTAE solution) for one hour and then visualised in 

the imaging system (ImageSCI, GL 5000, USA). The 

detected amplicons were compared with a 100 bp DNA 

ladder (VC 100 bp plus, Vivantis, Malaysia) and samples 

with a 325 bp band were considered positive for M. 

haemolytica. Reference M. haemolytica strain was used 

as positive control, and DNA/RNA free PCR grade 

water was used as negative control. 

 
Table 1. M. haemolytica specific oligonucleotide sequence [53]. 

Gene Primer Sequence (5’-3’) 
Amplicon 

(bp) 

PHSSA 
F TTCACATCTTCATCCTC 

325 
R TTTTCATCCTCTTCGTC 

 

2. Detection of Virulence Related Genes of M. 

hemolytica 

 

In the study, O-sialoglycoprotease (gcp), outer 

membrane lipoprotein (gs60), transferrin binding protein 

(tbpB), leukotoxin (lktC), UDP-N-acetyl-D-

glucosamine-2-epimerase (which is associated with 

virulence in M. haemolytica isolates) nmaA) and 

adhesion (adh) genes were investigated by Real Time-

PCR. The oligonucleotide sequences and binding 

temperatures used for each virulence-related gene are 

given in Table 2 [54]. 

 
Table 2. Oligonucleotide sequences and binding temperatures of 
virulence related genes [54]. 

Gen Primer Sequence (5’-3’) 
Annealing 

(°C)/Cycles 

gcp 
F CGCCCCTTTTGGTTTTCTAA 

54/35 
R GTAAATGCCCTTCCATATGG 

gs60 
F GCACATTATATTCTATTGAG 

50/40 
R AGGCATACTCTAACTTTTGC 

tbpB 
F CTACTTGCTGCTTGTTCCTC 

56/35 
R AGAACCGCTTACTGTACGTC 

lktC 
F GGAAACATTACTTGGCTATGG 

54/40 
R TGTTGCCAGCTCTTCTTGATA 

nmaA 
F CTGTAGAAGCCGGAACAGTA 

56/35 
R CATCGCCATAAGGGTTGTGA 

adh 
F CTGCAAGTAAGGCAACATTG 

54/35 
R GAATCCGCACCAATAGCAAT 

 

Commercial SYBR Green qPCR Master Mix 

(Ampliqon, 5000830, Denmark) was used for Real Time 

PCR for Real-Time PCR for virulence-related genes. 

After optimization of the PCR mix, 2 µl of genomic 

DNA and 1 µl of each primer (10 mM) (Table 2) were 

added into 10 µl of Master Mix, and the mixture was 

completed to 20 µl with PCR grade water. The mixture 

was incubated for 5 min at 95 °C for preliminary 

denaturation in a Thermal cycler (Qiagen, Corbet Rotor 

Gene, 6000, USA). Denaturation at 94°C for 30 s, 

binding for 60 s at the temperatures specified for each 

gene in Table 2, elongation at 72°C for 60 s, and finally 

final elongation at 72°C for 8 min were applied. The 

protocol was applied as 35 amplification cycles for adh, 

gcp, nmaA and tbpB genes and 40 cycles for gs60 and 

lktC genes. Sigmoidal curves obtained dynamically in 

the software of the Real Time-PCR device were 

evaluated as positive. 

 

2.3. Statistical Analysis 

 

The SPSS (2013) package program was used to 

determine the degree of affinity of M. haemolytica 

isolates according to their biochemical properties by 

dendogram analysis. The Z ratio test (Two-Sample 

proportion test) and Chi-square test methods were used 

by using the Minitab (Demo version 15-Access 

15.11.2019) statistical program to determine the 

correlation between the biochemical properties of 

isolates and genes related to disease and virulence [55]. 

 

3. RESULTS  

 

3.1. Identification with Real-Time PCR 

 

After preliminary identification for 650 swabs samples, 

48 isolates were identified as M. haemolytica by Real 

Time-PCR using primers specific to the M. haemolytica 

gene  (Figure 1, Figure 2). 

 

 
Figure 1. Positive amplification results from M. haemolytica isolates 

analyzed by Real Time-PCR. 

 

Of the 48 isolates identified as M. haemolytica in the 

study, 44 (91.6%) were obtained from sheep and 4 

(8.4%) from cattle (Table 3). 
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Table 3. Distribution of M. haemolytica isolates according to animal species and health/disease conditions. 

Animal Species Material Source Number of Animals 
Number of Isolates 

Total Number of Isolates Isolation Rate (%) 
NF TB 

Cattle  Slaughterhouse/Healthy 133 ̶ ̶ 

4 2.54 Cattle Slaughterhouse/Diseased 5 ̶ 1 

Cattle Field/Diseased 19 3 ̶ 

Sheep Slaughterhouse/ Healthy 133 19 ̶ 

44 24.17 Sheep Slaughterhouse/Diseased 40* 11 10 

Sheep Field/Diseased 9 4 ̶ 
Total 339 37 11 48 26.71 

*: Six different M. haemolytica were isolated from the NF (Naso-Pharyngial) and TB (Trache-Bronchial) regions of three patient sheep. 

̶ : M. haemolytica was not isolated. 

 

3.2. Distribution of Biochemical Properties 

 

Biochemical characteristics of 48 isolates identified as 

M. haemolytica by Real Time-PCR were determined by 

the BD PheonixTM automated bacterial identification 

system using a test panel containing 45 biochemical 

tests. According to the differences in arginine and 

sorbitol tests, four different biochemical profiles were 

determined in the isolates examined (Table 4). 

 

 
Figure 2. Dendrogram analysis of biochemical profiles determined 

according to arginine and sorbitol test results and virulence-related 
gene profiles, and the distribution of antimicrobial resistance genes in 

M. haemolytica isolates. 

 

3.3. Identifying virulence associated genes 

 

Of the isolates analysed by Real Time-PCR, 95.8% were 

positive for gcp, 87.5% for gs60, 58.3% for tbpB, 93.8% 

for IktC, 16.7% for nmaA and 91.7% for adh genes 

(Table 4). 

 

3.4. Determining Gene Profiles Associated with 

Virulence 

 

It was determined that different gene profiles were found 

according to the distribution of virulence-related genes 

in the isolates. Isolates with three or more virulence-

associated genes were considered as a separate profile, 

while isolates with less than three virulence-associated 

genes were not considered as virulence gene profiles. 

Accordingly, three different gene profiles were detected 

in the isolates (Table 4). 

 

3.5. Distribution of Virulence-Related Gene 

Profiles in the Main Biochemical Profiles Determined 

in M. haemolytica Isolates 

 

Biochemical profile I, which was determined in 17 

(42.5%) of the M. haemolytica isolates, was determined 

in 12 (66.66%), 4 (66.66%) and 1 (6.25%) of virulence-

related gene profiles I, II, and III respectively. 

Biochemical profile II, which was determined in 6 (15%) 

of the isolates, was detected in 2 (11.11%) of 18 

virulence gene profile I and 4 (25%) of 16 virulence 

gene profile III. Biochemical profile III, which was 

determined in 8 (20%) of the M. haemolytica isolates, 

was determined in 1 (5.55%), 1 (16.66%) and 6 (37.5%) 

of virulence-related gene profiles I, II, and III 

respectively. Biochemical profile IV, which was 

determined in 9 (22.5%) of the isolates, was detected in 

3 (16.66%) of 18 virulence gene profile I, 1 (16.66%) of 

6 virulence gene profile II and 5 (31.25%) of 16 

virulence gene profile III (Table 4). Isolates belonging to 

profiles IV, V, VI, VII, VIII and IX are presented in 

Table 4, but they were not evaluated because of their 

poor correlation with biochemical profiles. 
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Table 4. Distribution of virulence-related gene profiles detected in M. haemolytica isolates in major biochemical profiles. 

 Virulence-Related Gene Profile  Biochemical Profile (%) 

Profile gcp gs60 tbpB lktC nmaA adh n  

I II III IV 

Arg – 

Sor + 

Arg – 

Sor – 

Arg+ 

 Sor+ 

Arg+  

Sor – 

I + + + + - + 18 12 (66.66) 2 (11.11) 1 (5.55) 3 (16.66) 

II + + + + + + 6  4 (66.66) - 1 (16.66) 1 (16.66) 

III + + - + - + 16 1 (6.25) 4 (25) 6 (37.5) 5 (31.25) 

IV + - + + - + 2 1 1 - - 

V + - - - + - 1 - - - 1 

VI + - - - - - 1 - - - 1 

VII - - - - - - 1 1 - - - 

VIII - + - + - + 2 1 - - - 

IX + + + + - - 1 1 - - 1 

Total       48 21 7 8 12 

Arg: Arginine, Sor: Sorbitol, Profiles IV, V, VI, VII, VIII, IX: Isolates that were not evaluated as virulence gene profile. 

 

3.6. Relation of biochemical profiles to virulence-

related gene profile and animal health status 

 

In the evaluation made according to the statistical 

analysis of the obtained data; the isolates with 

biochemical profile I were associated only with 

virulence gene profile I (p<0.01), while biochemical 

profile II was associated with isolates obtained from 

disease cases (p<0.01) (Table 5), and this was 

determined that it was caused by only arginine negativity 

(p<0.05) (Table 5). 

 

On the other hand, it was determined that isolates with 

virulence gene III profile were not associated with 

biochemical profile I (p>0.05), but the relationship 

between arginine positive isolates and virulence gene 

profile III was found as significant (p<0.01) (Table 5). 

 

Also, it was determined that sorbitol positive or negative 

isolates were not associated with disease cases (p>0.05). 

In addition, no correlation was found between sorbitol 

positive or negative isolates and virulence gene profiles 

(Table 5). In contrast virulence gene profile II was not 

associated with biochemical profiles and disease cases 

(p>0.05). 

 
Table 5. The relationship of arginine positive/negative M. haemolytica 

isolates with health situations and virulence factors. 

 
Arginine(+) 

n=20 

Arginine 

(-) n=28 

Sorbitol 

(+) 

n=29 

Sorbitol 

(-) 

n=19 

Health situation 

Diseased (%) 9 (45) 20 (71)a 17 (59) 12 (63) 

Healthy (%) 11(55) 8 (29) 12 (41) 7 (37) 

Virulence gene profile II 

Pozitive (%) 4 (25) 14 (50)b 13 (45) 5 (26) 

Negative (%) 16 (75) 14 (50) 16 (55) 14 (74) 

Virulence gene profile V 

Pozitive (%) 11 (55)c 5 (18) 7 (24) 9 (47) 

Negative (%) 9 (45) 23 (82) 22 (76) 10 (53) 

a; The relationship between arginine negative isolates and disease 

cases (p<0.05), b; The relationship between arginine negative isolates 

and virulence gene profile I (p<0.05), c; The relationship between 
arginine positive isolates and virulence gene profile III (p<0.01). 

 

 

4. DISCUSSION AND CONCLUSION 

 

This study investigated the biochemical properties and 

virulence-related genes of M. haemolytica isolates 

obtained from the respiratory tract of healthy/diseased 

cattle and sheep. In addition, possible relationships 

between the isolates' phenotypic and genotypic 

characteristics and the animals' disease status were 

evaluated. 

 

A study conducted in Antakya reported that M. 

haemolytica was not isolated from 122 bovine lung 

samples [56]. In a similar study conducted in Kars and 

its surroundings, it was reported that M. haemolytica was 

isolated from 61 (26.4%) of the lung samples taken from 

a total of 231 cattle and sheep examined [57]. Önat et al. 

[50] reported that M. haemolytica was isolated from 5 

(10.6%) of bilateral nasal swab samples taken from 47 

cattle. Noyes et al. (58) M. haemolytica was isolated 

from 1596 (29%) of the naso-pharyngeal swab samples 

taken from 5498 cattle with respiratory tract infection 

symptoms. Castillo et al. [59] reported that they isolated 

M. haemolytica from 70 (79.5%) of the nasal swab 

samples taken from 88 cattle with respiratory tract 

infection. Demissie et al. [60] reported that M. 

haemolytica was isolated from 57 (34.1%) of 167 sheep 

lung samples with macroscopic pneumonia lesions. In 

studies conducted in some other regions (Aydın and 

Urfa) [61, 62], Kırkan et al. (61) reported that they 

isolated M. haemolytica from 22 (11%) of 200 sheep 

lung samples with pneumonia lesions, and Tel and 

Keskin [62] reported that they isolated M. haemolytica 

from 30 (12.5%) of 240 sheep lung samples. 

 

In this study, four (2.54%) of the M. haemolytica isolates 

were obtained from cattle, while fourty four were 

isolated from diseased and healthy sheep (Table 3). 

While the M. haemolytica isolation rate obtained from 

cattle was determined to be higher than the rates reported 

by Ülker et al. [56], it was higher than the isolation rates 

reported by Gürbüz [57], Önat et al. [50], Noyes et al. 

[58] and Castillo et al. [59]. was found to be low. 

However, the isolation rate obtained from sheep was 

found to be higher than the isolation rates reported by 
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Gürbüz [57] and Demissie et al. (2014) and Kırkan and 

Kaya [61], Tel and Keskin [62]. It was thought that the 

differences observed in the studies were due to the 

differences in cultivation methods, climate and barn 

conditions from region to region. 

 

Biochemical properties of M. haemolytica isolates show 

great variability. Bisgaard [63] reported that indole, MR, 

VP, arabinose, and esculin test results were negative in 

M. haemolytica strains isolated from the tracheal cavity 

of cattle, while lactose fermentation showed variability. 

Daphal et al. [64] also reported that indole, MR-VP and 

citrate test results of 7 M. haemolytica isolates obtained 

from small ruminants were negative. Angen et al. [65] 

reported that indole, sorbitol and MacConkey agar 

growth test results of 246 trehalose negative M. 

haemolytica isolates isolated from cattle and sheep 

showed variability. In the study in which ten different 

biogroups were determined among the isolates, it was 

reported that growth on MacConkey agar was variable in 

5 biogroups and isolates in the other five biogroups did 

not grow on MacConkey agar. In a study conducted in 

Baghdad [45], it was reported that all 5 M. haemolytica 

isolates, 3 of which were identified from lung tissue and 

2 of which were identified from the nasal cavity, were 

positive for rhamnose, indole, nitrate and negative for 

gelatinase, urea, inositol, xylose, mannitol, arabinose, 

maltose with commercial identification kit. Taunde et al. 

[66] found that 16 (15%) of 40 M. haemolytica isolates 

obtained from goats with severe respiratory infection 

symptoms were β-haemolytic, 34 (85%) of them were 

non-haemolytic, all of the isolates were esculin positive, 

ONPG negative and did not grow on MacConkey agar 

(atypical strain). The researchers reported that M. 

haemolytica case isolates may have atypical 

characteristics under unfavourable environmental 

conditions. Gürbüz [57] reported that all M. haemolytica 

isolates (61 isolates) obtained from cattle and sheep were 

indole negative, and reactions to arabinose, xylose, 

salicin, and trehalose were variable. In a study conducted 

by İlhan and Keleş [67] in Van region, it was reported 

that 57 (86.3%) of 66 (11.3%) M. haemolytica isolates 

isolated from lung samples of sheep slaughtered in 

slaughterhouse were identified as biotype A and 9 

(13.6%) as biotype T according to arabinose, xylose and 

trehalose fermentation test results. Another study [68] 

determined that all 16 M. haemolytica isolates obtained 

from sheep were trehalose negative, arabinose and 

xylose positive, and 13 (81.3%) were lactose positive. 

According to the results obtained, the researchers 

reported that all of the isolates were defined as biotype A 

(xylose and arabinose positive). The present study 

determined that all 48 M. haemolytica isolates were β 

haemolytic on blood agar but did not grow on 

MacConkey agar and were indole negative. However, 

among the biochemical tests in the commercial kits used 

to identify the isolates, it was determined that the isolates 

had four different biochemical profiles according to 

arginine-arginine and sorbitol fermentation properties. It 

was observed that biochemical profile II was associated 

with the isolates obtained from disease cases and this 

relationship was observed only in arginine negative 

isolates. It is thought that biochemical characteristics 

may differ among M. haemolytica case isolates and this 

may be caused by unfavourable environmental 

conditions, host differences and genetic transmission 

among Gram negative bacteria. 

 

In a study on the detection of the leukotoxin (lktA) gene 

in 248 M. haemolytica and Biberstenia trehalosi isolates 

obtained from different animal groups [69], the 

leukotoxin gene was detected in 108 of the isolates. The 

study, it was reported that leukotoxin was the major 

virulence factor in the formation of pneumonic 

pasteurellosis, and other virulence factors played a role 

in inducing factors in the colonization of the agent and 

disease formation. In a similar study conducted in our 

country [70], the lktA gene was detected in all 22 M. 

haemolytica and 2 Biberstenia trehalosi isolates isolated 

from sheep with pneumonic lesions in their lungs, and it 

was reported that the leukotoxin gene is the most 

important virulence factor in cases of pneumonic 

pasteurellosis. On the other hand, it was reported that 7 

(13%) of 54 M. haemolytica isolates obtained from lung 

samples taken from calves with respiratory tract 

infection in Siberia and Kazakhstan did not contain the 

leukotoxin gene [27]. In an experimental study 

conducted on M. haemolytica isolates obtained from 29 

calves infected with M. haemolytica [32], it was reported 

that lkt, gs60, adh and gcp genes were expressed in the 

lung tissue in all isolates. In contrast, tbp and nma genes 

were not detected. The study reported that the most 

important virulence factor in M. haemolytica isolates 

was leukotoxin, and the failure to detect nma and tbp 

genes may be related to the infection stage of the 

disease. El Dokmak et al. [71] conducted another study 

on the virulence-related genes of 7 M. haemolytica 

isolates isolated from cattle and sheep, it was reported 

that gcp and gs60 genes were detected in all of the 

isolates. In another study in which 16 genes related to 

virulence were examined in 121 M. haemolytica isolates 

obtained from sheep [72], lktA, tbpA, tbpB and tonB 

genes were detected in all isolates, while adh (97.5%), 

fhaC (%). 94.2), gcp (79.3%), hf (79%), irp (59.5%), 

lpsA (65%), nanH (99.2%), pilA (95.8%), plpD (95.8%), 

pomA (97.6%), sodA (91.7%) and sodC (19%) genes 

have been reported to be present in different proportions. 

In the study, it was reported that only the irp gene was 

found to be associated with the disease in isolates 

obtained from sheep with pneumonia, and it was 

concluded that the distribution of virulence-related genes 

was homogeneous between M. haemolytica isolates 

isolated from diseased and healthy animals. 

 

In this study, gcp genes were detected in 46 (95.8%), 

gs60 in 42 (87.5%), tbpB in 28 (58.3%), lktC in 45 

(93.8%), nmaA in 8 (16.7%) and adh in 44 (91.7%) of 

48 M. haemolytica isolates obtained from the respiratory 

tract of cattle and sheep. The number of leukotoxin gene 

positive isolates detected in the study was higher than 

reported by Fisher et al. [69] and Nefedchenko et al. [27] 

and lower than reported by Kırkan [70], Lo et al. [32] 

and Garcia-Alvarez et al. [72]. It was concluded that the 

detection of leucotoxin genes at different rates may be 

due to the presence of more than one gene region 

encoding leucotoxin, and the presence of genes may also 
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vary according to regional conditions and animal 

species. The number of positive isolates in the direction 

of nma, iron binding protein tbp, adh gene was higher 

than reported by Lo et al. [32] and Garcia-Alvarez et al. 

[72]. The number of gcp and gs60 gene positive isolates 

was lower than that found by Lo et al. [32] and higher 

than that found by El Dokmak et al. [71]. In the present 

study, it was thought that the high rate (95.8% and 

87.5%) of gcp and gs60 genes in the field isolates of M. 

haemolytica may differ from strain to strain in terms of 

the need for synthesis against immune response in 

adverse environmental conditions and in vivo 

environments. 

 

In this study, it was concluded that the heterogeneity in 

tbpB genes was high in M. haemolyitca isolates and 

since it could be detected in isolates obtained from 

disease cases, it was thought that it could be a criterion 

that could be used to distinguish between pathogenic and 

commensal M. haemolytica isolates. nmaA gene was not 

detected in the majority of isolates (91.7%), and it is 

thought that there may be other gene regions encoding 

the capsule gene. However, different gene profiles were 

determined according to the distribution of virulence-

related genes in the isolates. While all virulence-related 

genes were found in all isolates with profile II, nmaA 

was not detected in isolates with profile I, and nmaA and 

tbpB genes were not detected in isolates with profile III. 

Virulence gene profile I (37.5%), III (33.3%) and II 

(12.5%) were detected in 83.3% of the isolates. Isolates 

with virulence gene profile I were associated with 

arginine-arginine negative isolates, and isolates with 

virulence gene profile III were associated with arginine-

arginine positive isolates. In general, virulence genes in 

M. haemolytica isolates have heterogeneity and one of 

the most important reasons for this is that the agent 

causes mixed infection with different bacterial species. 

Therefore, it was concluded that new genes encoding 

some virulence factors may be transferred via 

extrachromosomal genetic materials such as plasmids 

and transposons, and the other reason may be due to the 

control of virulence factors by more than one gene. 

 

It was concluded that arginine negativity and virulence 

gene I profile (gcp, gs60, tbpB, lktC and adh positive; 

nmaA negative) may be epidemiological criteria that can 

be used to distinguish between commensal and 

pathogenic M. haemolytica isolates and further studies 

should be conducted on the subject. 
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Abstract: Electricity meters, which are read manually, bring a great financial burden to companies 

in terms of workload, time and economy. In this study, examined the reading of electric meters 

automatically process, Türkiye focused on cost-benefit analysis performed. With the ever-

increasing electricity consumption, the number of electricity expenses and accordingly the number 

of subscribers increases. Along with the increasing number of electricity consumers, the number of 

subscribers and consequently electricity consumption increases. Automatic Meter Reading Systems 

is one of the recommended solution packages for Energy Management Systems. It is for python 

programming language and its frameworks as software infrastructure. Nginx is used as a web 

server, and Web Server Gateway Interface and Gunicorn frameworks are used for the connection 

between the application and the web server. Thanks to automatic meter reading system, which has 

an extremely fast reading structure, it is predicted that tens of thousands of electricity meters can be 

read over the internet in seconds. Nginx Load Balancer software technology is capable of 

transferring tens of thousands of indexes to the database at once. This technology is able to 

distribute data load and respond to data traffic. In addition, the effect of reading cost on Energy 

Management Systems is analyzed in meters that are read manually. Türkiye's Elazig province, 

economic research analysis was conducted on a total of 334 thousand electricity subscribers. 

According to survey data, 47 million has electricity subscribers in Türkiye. In addition, cost-benefit 

analysis of the meters that are foreseen to be read in Nginx load balancer software technology is 

performed. 

 

 

Nginx Yük Dengeleyicisi Kullanılarak Web Tabanlı Otomatik Sayaç Okumanın Türkiye’deki 

Ekonomik Analizi 
 

 

Anahtar 

Kelimeler 

Otomatik sayaç 

okuma, 

Tekno ekonomik 

analiz,  

Yük dengeleyici  

Öz: Manuel olarak okunan elektrik sayaçları iş yükü, zaman ve ekonomik açıdan şirketlere büyük 

bir mali yük getirmektedir. Bu çalışmada elektrik sayaçlarının otomatik olarak okunması işlemi 

incelenerek Türkiye odaklı maliyet–fayda analizi yapılmaktadır. Sürekli olarak artan elektrik 

tüketimi ile birlikte elektrik tüketici sayısı ve buna bağlı olarak da abone sayısı artmaktadır. 

Otomatik Sayaç Okuma Sistemleri, Enerji Yönetim Sistemleri çözüm paketlerinden bir tanesidir. 

Yazılım alt yapısı olarak python programlama dili ve onun frameworkleri kullanılmaktadır. Web 

sunucusu olarak Nginx, uygulaması ile web sunucusu arasındaki bağlantı için de Web Server 

Gateway Interface ve Gunicorn framework yapıları kullanılmaktadır. Uygulama Flask framework 

yapısı üzerine kurulu olup veritabanı olarak gelişmiş bir yapıya sahip olan PostgreSQL 

framework’ü kullanmaktadır. Son derece hızlı bir okuma yapısına sahip olan otomatik sayaç okuma 

sistemi sayesinde on binlerce elektrik sayacının internet ağı üzerinden saniyeler içerisinde 

okunabilmesi öngörülmektedir. Nginx Load Balancer yazılım teknolojisi, on binlerce sayaç 
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endeksini tek seferde veritabanına aktarabilme özelliğindedir. Bu teknoloji veri yük dağılımını 

yapabilmekte ve veri trafiğine cevap verebilmektedir. Ayrıca manuel olarak okunan sayaçlarda 

okuma maliyetinin, enerji yönetim sistemleri üzerindeki etkisi incelenmektedir. Araştırmanın 

ekonomik analizi ise Türkiye’nin Elazığ ilinde bulunan toplam 334 bin elektrik abonesi üzerinde 

yapılmıştır. Araştırma verilerinden yola çıkarak Türkiye’de bulunan 47 milyon elektrik abonesi 

bulunmaktadır. Nginx yük dengeleyici yazılım teknolojisiyle okunması öngörülen sayaçların 

maliyet-fayda analizi yapılmaktadır. 

 

 

1. INTRODUCTION 

 

Intelligent measurement technology in electricity 

distribution has made it necessary to meet the increasing 

data from demand of electricity consumers and to obtain 

healthy electricity networks. Therefore, web-based 

reading of the electricity meter in residential, 

commercial and industrial areas and the use of related 

applications are increasing [1]. In terms of energy 

efficiency and Energy Management Systems (EMS), it is 

very important for electrical measuring devices to 

interact with each other over the Internet without the 

need for people.  

 

These systems combined under the umbrella of 

Automatic Meter Reading (AMR) Systems are important 

applications for the automation of electrical network 

measurement processes [2]. Existing electricity meter 

reading procedures used in Türkiye is done largely 

manually. However, automatic reading is made in 

narrow areas and pilot study areas. Automatic readings 

are also extremely inefficient and contain a limited 

number of electricity meters. Using existing automatic 

readings can cause some other communication problems, 

especially the internet connection problem. With Nginx 

Load Balancer (NLB) software technology, web-based 

electricity meters can read many electricity meters 

instantly, and thanks to the developed smart software, 

they can perform operations such as billing, leakage 

electricity detection, on-off very quickly [3]. In Figure 1, 

the operation of the automatic meter reading system is 

schematized.  

 

In order to meet the rapidly increasing demands for 

power, power systems are undergoing a transition from 

analogue to digital control and communication systems. 

While this modernisation brings numerous benefits, the 

introduction of new hardware and software in power 

systems also introduces vulnerabilities. These 

vulnerabilities can be exploited to alter electricity meter 

readings, potentially leading to significant financial 

losses. In order to prevent such attacks on electricity 

meter readings, it is necessary to develop software 

models for automatic reading methods [8,9]. As 

numerous studies have demonstrated, the 

implementation of smart meters around the globe is 

encountering a multitude of challenges [10,11]. 

Consequently, the slow pace of progress and mounting 

concerns have prompted the necessity for the 

development of novel applications of smart meters in 

domains such as the protection and monitoring of the 

evolving distribution system [12,13]. Additionally, the 

smart meter can be employed to monitor the power 

consumption of individual devices, thereby offering 

insights into customers' power usage patterns [14]. 

 

This paper proposes a software model for efficient 

reading of a large number of electricity meters. This 

software model is envisaged to perform tasks such as 

reading electricity meters, billing and reducing 

electricity leakage. In addition, in this study, the 

electrical data in an electricity meter is read 

automatically by means of the developed software. The 

economic analysis of the automatic meter reading system 

to the energy management system is also carried out in 

the paper. For this purpose, Elazığ province of Türkiye is 

taken as the research region and the necessary technical 

and economic analyses are carried out comparatively. 

 

Figure 1. The path of the meter index data between the hardware units 

(The data is taken from the meter and reaches the electricity 
distribution company or the subscriber) 
 

2. NLB TECHNOLOGY AND SMART SOFTWARE 

 

NLB performs the task of balancing thousands of meters 

of index information with Load Balancer and 

distributing it to web servers. In this way, electricity 

consumption can be monitored instantly. 

 

2.1. Material and Method NLB and Python 

Frameworks Configurations 

 

NLB is a load balancing job. It is also a technology of 

sharing a data collection between computers, processors, 

web servers and their framework structures. For 

automatic meter reading, NLB can be defined as 

software technology that shares requests from users and 

transmits index information from the meters to the user 

quickly by reducing response time [3]. In the software 

scheme shown in Figure 2, when the meter readers or 

end consumers at the electricity distribution company 

make a request, the request data is balanced in the Nginx 

Load Balancer structure and sent to the Gunicorn frame 
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structure. It is the gateway to the Web Server Gateway 

Interface (WSGI). 

 

 
Figure 2. Load distribution of the counter index on web servers and its 

frameworks (Requests from computer and mobile application are 

balanced with the help of load balancer and transferred to the relevant 
framework structures. Index information from the meter is followed by 

the user by following the same path) 

 

The request data is then transferred to the Flask frame 

server, a framework of meter reading software. Finally, a 

python application with meter reading software alerts the 

relevant counters based on this meter data and, after 

performing an authentication, collects the index 

information on the meters and saves them in the buffer 

section. The next process is the display of meter data in 

the meter reading software. Index information can be 

viewed by users by following the path of Flask, 

Gunicorn, Nginx Load Balancer. 

 

2.2. Smart Software 

 

After the meter index information is shown to the 

electricity distribution company representative and the 

end user, this data billed by a smart software. With this 

software, which can map the electricity consumption 

instantly, it is thought that it will provide an important 

feedback contribution in the future of electrical energy 

investments. 

 

3. RESEARCH METHODS AND SYSTEM 

DEFINITION 

 

3.1. Research Methods 

 

The number of electricity customers in the electricity 

distribution companies in Türkiye in 2020 and 2021 are 

shown in Table 1. [4]. The financial analysis of meter 

reading manually within one year is examined in this 

section. Türkiye's Elazig province made research on 

electricity meters and 334 thousand subscribers is 

projected to reach some conclusions. The distribution of 

financial expenses of companies that read meters in 

Türkiye is shown in Table 3 as a percentage. In Table 2 

based on the results of the research indicated in Türkiye's 

Elazig province electricity meters are read within 30 

days.  

Table 1. Number of subscribers in electricity distribution regions 

Region 2020 2021 Change % 

Boğaziçi 5.206.237 5.309.628 1.99 

Başkent 4.364.492 4.450.587 1.97 

Toroslar 4.095.347 4.199.880 2.55 

Gdz 3.524.199 3.642.279 3.35 

Uludağ 3.380.111 3.461.642 2.41 

İ. Anadolu 2.986.337 3.036.679 1.69 

Akdeniz 2.261.116 2.317.587 2.5 

Meram 2.227.181 2.281.186 2.42 

Yeşilirmak 2.206.997 2.278.063 3.22 

Adm 2.021.409 2.127.291 5.24 

Dicle 1.993.050 2.055.864 3.15 

Sakarya 1.963.823 2.022.256 2.98 

Osmangazi 1.888.406 1.932.244 2.32 

Çoruh 1.431.106 1.468.083 2.58 

Trakya 1.168.941 1.207.476 3.3 

Aras 1.059.704 1.095.423 3.37 

Firat 1.012.087 1.059.759 4.71 

Çamlibel 1.017.033 1.037.517 2.01 

Kayseri 770.120 788.102 2.33 

Vangölü 745.985 775.669 3.98 

Akedaş 758.175 764.761 0.87 

Total 46.081.856 47.311.976 2.67 

 
Table 2. Research data of meters in Elazığ province 

Expenses monthly Unit Price 

Workplace rent USD 300 

Number of staff Unit 51 

Salaries of staff USD 60000 

Number of vehicles Unit 12 

Vehicle expense USD 18000 

Number of subscribers Unit 334000 

Profit share USD 19575 %25 

Meter readers/ Fixture USD/Unit 135000 - 45 

Other USD 450 

 
Table 3. Share of some economic factors in the cost of manuel meter 

reading in Türkiye 

Description Percentile 

Staff expenses 59.3% 

Transportation expenses 17.7% 

Company profit share 19.3% 

Total 100% 

 

3.2. Time Loss Calculation 

 

Manual meter reading has an economical cost and causes 

a decrease in work efficiency in terms of labor and time 

loss. 8935 personnel in Türkiye are constantly read the 

meter. As it is known that the number of electricity 

subscriber increases day by day, the time lost is 

constantly increasing. These decreases work efficiency 

by increasing the human-based workforce. We can 

symbolize the number of meters that a staff read in a day 

(8 hours) with RCD (Number of reading counters in a 

day). The related expression is shown in Equation 1 and 

Equation 2. 

 

𝑅𝐶𝐷 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑏𝑠𝑐𝑟𝑖𝑏𝑒𝑟

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑒𝑟𝑠𝑜𝑛𝑒𝑙
 (1) 

 

𝑅𝐶𝐷 =
334.000 𝑆𝑁

45 𝑃𝑁
𝑥

1 

30 𝑑𝑎𝑦
= 247.4 𝑆𝑁/(𝑃𝑁 ∙ 𝑑𝑎𝑦) (2) 
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At the same time, we can call the waste of time reading a 

meter, WOT (Waste of time). Number of subscriber 

(SN) is shown as number of staff (PN). The related 

expression is shown in Equation 3 and Equation 4. The 

graph of the total time loss by years depending on the 

number of subscribers is shown in Figure 3. 

 

𝑊𝑂𝑇 =
𝑊𝑜𝑟𝑘𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 

𝑅𝐶𝐷
 (3) 

 

𝑊𝑂𝑇 =

8 ℎ𝑜𝑢𝑟𝑠

𝑑𝑎𝑦
  𝑥

60 𝑚𝑖𝑛

ℎ𝑜𝑢𝑟𝑠
𝑥

1

𝑃𝑁

247.4
𝑆𝑁

𝑃𝑁∙𝑑𝑎𝑦

= 1.92 𝑚𝑖𝑛/ 𝑆𝑁 (4) 

 

 
Figure 3. Total time loss graph depending on the number of 

subscribres (from 2013 to 2021) 

 

3.3. Real State of the System 

 

The real state of the system includes a digital electricity 

meter, optical port reader with USB output and single 

board computer components produced according to TSE 

(Turkish Standards Institute) standards. In the designed 

experimental setup, a 105 W incandescent bulb is 

connected to the meter output and it is aimed to monitor 

the consumption data of the measuring device instantly. 

An optical port reader is attached to the relevant part to 

enable communication with the measuring device. The 

data in the measuring device is read and saved in the 

temporary memory of the single board computer running 

the Linux operating system and then transferred to the 

web servers. The compatibility between the software 

blocks is very important for the data rate to be high and 

for the system to respond to heavy data traffic. In this 

study, a harmony between the software blocks has 

achieved in order to reduce the data rate and to read a 

large number of meters at once.  Especially Linux 

operating system and other framework structures are 

preferred because it is python based. Because the meter 

reading software created is based on python. The meter 

reading software is embedded locally in the single board 

computer shown in Figure 4. The system can work with 

wired internet network or it can work with wireless 

internet network after the SIM card module is integrated 

into the system. This study, which realizes the remote-

control event, also resolves the subscriber's electrical 

energy on-off event to a large extent. 

 

 
Figure 4. Prototype of automatic meter reading system 

 

The electrical parameters inside the meter have a 

memory. In other words, each address belongs to an 

electrical data.These addresses are called Object 

Identification System (OBIS). Intelligent software 

improves its operations according to OBIS codes and 

generates the necessary reports. In this case, the smallest 

information packet is in the state of electricity stored in 

OBIS. Some important ones of OBIS code definitions 

are given in Table 4 and the necessary usage is explained 

[5]. 

 
Table 4. Counter object identification system (OBIS) codes 
OBIS 

Codes 

Codes Definition Unit Format 

0.9.2 Date - yyyy-mm-dd 

0.9.1 Time - hh:mm:ss 

1.8.0 T Total active energy kWh 1234.567 

5.8.0 Ri, Inductive reactive energy kVArh 1234.567 

6.8.0 Rc, Capacitive reactive energy kVArh 1234.567 

1.6.0 Maximum active power demand kW 1234.567 

 

3.4. Run of Meter Reading Software 

 

Meter reading codes on a single board computer are run 

by PyCharm, a python compiler, and the results are 

observed [6,7]. After reading the meter reading codes, 

the index data from the meter is shown in Figure 5 and 

Figure 6. The connection between the meter and python 

application is provided in accordance with the IEC 

62056-21 protocol. In order to get data from the meter, 

an authentication process must be made between the 

meter and the python application. In Figure 5, the python 

application sends an identification query code to the 

measuring device. 

 

36,4 38,5 39,7 41 42,5 43,8 44,9 46 47,3

14 14,8 15,2 15,7 16,3 16,8 17,2 17,6 18,1

2013 2014 2015 2016 2017 2018 2019 2020 2021

Years

Number of subscribers WOT(Million hours)
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Figure 5. Embedded system python code written to communicate with 

the electricity meter and read the data in it. 

 

 
Figure 6. Monitoring the data received from the electricity meter on 

the PyCharm interface 

 

The counter wakes up with this code and sends "counter 

identification information" to the python application, 

such as brand, model and year of manufacture in the 

memory of the meter. If the counter shows credentials, it 

means that it accepts communication. This initial 

communication with the meter takes place at 300 bps. 

When the index information of the meter is read, it is the 

second part of the communication. The second 

communication with the meter takes place at 9600 bps. 

Communication between the meter and the python 

application ends automatically after it is received from 

the meter. In addition, in Figure 6, the meter data has 

been successfully obtained with the OBIS codes 

representing the electrical index data. A python-based 

meter reading software has been developed that can 

communicate with the optical communication part of the 

meter. This developed software has been tested on 

various brands and models of electricity meters. Success 

rate has been achieved with high accuracy. 

 

4. DISCUSSION AND CONCLUSIONS 

 

Manual reading / control of electricity meters brings a 

huge workload and financial burden to companies. In 

this study, it is aimed to reduce the loss of labor and save 

time by reading the electricity meters automatically. 

Overall, the study focuses on local Elazig province in the 

Türkiye. In this context, the necessity of working with 

cost-benefit analysis was examined. With the increasing 

electricity consumption, the number of electricity 

consumers and subscribers increases accordingly. Thus, 

some studies have been made and many solutions have 

been proposed to use the energy produced efficiently. 

One of the important solutions proposed by Energy 

Management Systems (EMS) for the solution of existing 

problems is the addition of Automatic Meter Reading 

Systems (AMRS). In the study, Python programming 

language and frameworks are used as software 

infrastructure. Nginx web server and Web Server 

Gateway Interface (WSGI) and Gunicorn frameworks 

are used for connection. The application is based on the 

Flask framework structure and PostgreSQL framework, 

which has an advanced structure as a database, has been 

tried. Based on the data obtained from the studies, it is 

thought that many (tens of thousands) of electricity 

meters can be read over the Internet network in a short 

time (seconds). In addition, Nginx Load Balancer (NLB) 

software technology has the ability to transfer many 

electricity meters indexes to the database at once. This 

technology can make data-load distribution and respond 

to two-way intensive data traffic. An important 

dimension of the study is in the context of researching 

and examining the effect of reading cost on energy 

management systems in meters that are read manually. 

The economic analysis of the research was carried out on 

334 thousand electricity subscribers in Elazig province. 

Based on the survey data towards Elazığ, 47 million in 

Türkiye of electricity subscribers through this 

methodology, the impact could be detailed techno-

economic efficiency. 
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Abstract: Preserving plant health and early detection of diseases are crucial in modern agriculture. 

Artificial intelligence techniques, particularly deep learning networks, are employed for this 

purpose. In this study, disease recognition was conducted using leaf images from various plant 

species. The study encompassed important agricultural products such as apples, strawberries, 

grapes, corn, peppers, and potatoes among the plant species considered. Among the deep learning 

networks, popular architectures like AlexNet, Vgg16, MobileNetV2, and Inception were compared. 

The Inception V3 model achieved the highest success rate of 92%, followed by the AlexNet 

architecture with a success rate of 91%. Among these networks, the InceptionV3 model yielded the 

best results. The InceptionV3 model effectively learned from plant leaf images and accurately 

distinguished between diseased and healthy leaves. These findings demonstrate that AI-based 

systems can be efficiently utilized for disease recognition and prevention in the agriculture sector. 

In this study, the performance of the InceptionV3 model in disease recognition on plant leaves was 

analyzed in detail, emphasizing the role of deep learning networks in agricultural applications. 

 

 

Bitki Hastalıklarının Tespitinde Derin Evrişimli Ağların Karşılaştırmalı İncelenmesi 
 

 

Anahtar 

Kelimeler 

Derin öğrenme,  

Görüntü işleme,  

Evrişimli sinir 

ağları,  

Bitki hastalıkları 

tespiti 

Öz: Modern tarımda bitki sağlığını korumak ve hastalıkları erken teşhis etmek çok önemlidir. Bu 

amaçla yapay zekâ tekniklerinden, özellikle de derin öğrenme ağlarından yararlanılmaktadır. Bu 

çalışmada, çeşitli bitki türlerine ait yaprak görüntülerini kullanarak hastalık tanıma işlemi 

gerçekleştirilmiştir. Çalışmada ele alınan bitki türleri arasında elma, çilek, üzüm, mısır, biber, 

patates gibi önemli tarım ürünleri bulunmaktadır. Derin öğrenme ağları arasında ise AlexNet, 

Vgg16, MobileNetV2 ve Inception gibi yaygın mimariler karşılaştırılmıştır. %92 ile en yüksek 

başarım oranı Inception V3modeline aittir. Inception V3 modelini ise %91 başarım oranı ile 

AlexNet mimarisi takip etmektedir. Bu ağlar arasında en iyi sonucu, InceptionV3 modeli vermiştir. 

InceptionV3 modeli, bitki yapraklarının görüntülerini etkili bir şekilde öğrenerek hastalıklı ve 

sağlıklı yaprakları doğru bir şekilde ayırt edebilmiştir. Bu sonuçlar, yapay zekâ tabanlı sistemlerin 

tarım sektöründe hastalık tanıma ve önleme konusunda etkin bir şekilde kullanılabileceğini 

göstermektedir. Bu çalışmada, InceptionV3 modelinin bitki yaprakları üzerinde hastalık tanıma 

konusundaki performansı ayrıntılı bir şekilde analiz edilmiş, derin öğrenme ağlarının tarımsal 

uygulamalardaki rolü vurgulanmıştır. 

 

 

1. INTRODUCTION 

 

Agriculture has vital importance for humanity's nutrition. 

Therefore, it is required to use the sources efficiently and 

effectively. One of the key factors to achieve increasing 

sustainable efficiency is having healthy agricultural 

products and early diagnoses of diseases. The health of 

plants generally depends on the conditions of the plant’s 

leaves, and the analysis of those leaves is essential for 

early diagnosis of any diseases. 

 

The diagnosis and monitoring of plant diseases are 

generally done by hand in traditional ways by experts. 

However, these traditional ways are disadvantageous in 
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terms of both time and cost. Therefore, artificial 

intelligence techniques, particularly deep learning 

networks, provide an alternative and efficient fast, and 

accurate solution to diagnose plant diseases. Deep 

learning networks are able to define complicated patterns 

through large quantities of data[1] and this provides a 

great advantage for diagnosing plant diseases.  

 

Four different convolutional deep neural network models 

were used in this study to define the best model for 

diagnosing plant diseases. An open data set which 

includes images of different plants is used in this 

analysis. A detailed explanation of the dataset is given in 

the following section entitled  “Materials”. The 

comparison between four different models described and 

analyzed in this study will contribute to the studies on 

diagnosing plant diseases.  

 

There is much research on defining plant diseases 

through deep learning networks in the literature. The 

literature shows that previous research has mostly tested 

different modeling with data from one or a few different 

plants. A wider dataset which includes data from 38 

different categories and deep network models which has 

not been used previously for plant diseases are used in 

this study.  

 

The most recent studies on defining plant diseases in the 

literature are listed below:  

 

Benfenati et al. [2] has developed two different deep 

learning approaches to automatically define the powdery 

mildew disease on cucumber leaves. They concentrated 

on investigating the use of unsupervised techniques 

which were used to eliminate the need for images that 

were mostly tagged by hand. For this purpose, 

autoencoder networks were applied using the following 

methods for unsupervised detection of disease 

symptoms[2]. 

 

Ahmed et al. [3] used the "Plant Village" data set, which 

includes 17 basic diseases. These diseases include 4 

bacterial diseases, 2 virus-related diseases, 2 fungal 

diseases, and 1 mite-related disease. Additionally, the 

dataset covers a total of 12 different plant species with 

images of healthy leaves. Support vector machines, gray-

level co-occurrence matrices, and convolutional neural 

networks have been used as machine-learning 

approaches to develop predictive models[3]. 

 

Shovon et al. [4] have proposed a new and powerful 

deep learning group model, named PlantDet, based on 

InceptionResNetV2, EfficientNetV2L, and Xception 

models. PlantDet can solve poor data compliance 

problems and provide powerful performance for a 

limited dataset that includes limited background images 

at the same time. PlantDet consists of efficient data 

boost, preprocessing, average pooling layering 

worldwide, L2 regulators, PreLU activation functions, 

batch normalization layers, and many more layers. As a 

result, in comparison to all other models, it provides a 

more durable model to sustain high performance when 

working on poor data compliance and high data 

compliance problems [4]. 

 

Bouguettaya et al. [5] have analyzed the most recent 

developments in diagnosing plant diseases and their 

treatment by using deep learning algorithms and 

computer aid visualization techniques based on IHA 

technology[5].  

 

Ahmad et al. [6]  has evaluated the possibility of 

generalizing using DL models for the prediction of corn 

diseases with different datasets and environmental 

conditions. They used five different datasets which 

include images of leaf diseases in corn plants. Multiple 

DL-based image classification models were trained and 

evaluated with different datasets. Five different pre-

trained deep learning neural network architectures 

(InceptionV3, ResNet50, VGG16, DesneNet169, and 

Xception) were used with the transfer learning method. 

After the models were trained, the ability of DL models 

to generalize was evaluated by using the images of corn 

diseases from different datasets as testing data. It was 

observed that DenseNet169 modeling indicated the best 

performance. DenseNet169 model indicated the highest 

generalization accuracy of 81.60% when it was trained 

by using red, green, blue, and alfa (RGBA) images from 

CD&S corn disease datasets with removed backgrounds. 

An accuracy of 77.50% to 80.33% was observed when 

the PlantVillage dataset was used with images from the 

field and with PlantDoc or CD&S datasets[6]. 

 

Moupojou et al. [7]  have suggested the FieldPlant 

dataset which contains 5.170 images of plant diseases 

directly from the field. Each leaf in the images was 

tagged individually by hand under the supervision of 

plant pathologists to ensure the quality of the process. 

Therefore, through 27 disease classification, 8.629 

individual leaves were tagged. Lately, comparison tests 

were carried out on this dataset to evaluate classification 

and object detection models, and it was found that 

classification tasks were more successful through 

FieldPlant compared to PlantDoc[7]. 

 

In the study by Guan E. [8] , the model trained using the 

dynamic learning rate reduction strategy achieved 

99.80% accuracy on the Plant Village plant disease and 

pest dataset. Moreover, through transfer learning on the 

IP102 dataset, which represents real-world 

environmental conditions, the Dise-Efficient model 

achieves 64.40% accuracy in plant disease and pest 

identification. In light of these results, the proposed 

Dise-Efficient model has a high potential to become a 

valuable reference for the future deployment of 

automatic plant disease and pest detection applications 

on mobile and embedded devices[8]. 

 

In the study conducted by Shoaib E. [9] , the latest 

developments in the use of machine In the study 

conducted by Shoaib E. (2023), the latest developments 

in the use of machine learning (ML) and deep learning 

(DL) techniques for the identification of plant diseases 

are investigated. The research focuses on studies 

published between 2015 and 2022, and the experiments 
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discussed in this study demonstrate the effectiveness of 

using these techniques in improving the accuracy and 

efficiency of plant disease detection. The study also 

addresses the challenges and limitations associated with 

plant disease detection using ML and DL. These 

challenges and limitations include data availability, 

image quality, and distinguishing between healthy and 

diseased plants. The research provides valuable 

information for plant disease detection researchers, 

practitioners, and industry professionals by providing 

solutions to these challenges and limitations, 

comprehensively understanding the current state of 

research in this field, highlighting the benefits and 

limitations of these methods, and proposing potential 

solutions to overcome implementation issues[9]. 

 

Pandian et al. [10], a new 14-layer deep convolutional 

neural network (14-DCNN) is proposed to detect plant 

leaf diseases using leaf images. A new data set was 

created using various data sets from open sources. Data 

augmentation techniques were used to eliminate the 

sampling imbalance of classes in the data set. Three 

different image augmentation techniques were used; 

basic image processing, deep convolutional generator-

discriminator networks (DCGAN), and neural style 

transfer. The created dataset consists of 147,500 images, 

including 58 unique healthy and diseased plant leaf 

classes and a non-leaf class. The proposed DCNN model 

was trained for 1000 epochs in a multi-graphics 

processing unit environment. To select the most 

appropriate hyperparameter values to improve training 

performance, a random search method based on a fine-

grained search technique from a coarse-grained search 

was used. On 8850 images in the test set, the proposed 

DCNN model achieved 99.9655% overall classification 

accuracy, 99.7999% weighted average precision, 

99.7966% weighted average recall, and 99.7968% 

weighted average F1 score. In addition, the overall 

performance of the proposed DCNN model yielded 

better results than existing transfer learning approaches 

[10]. 

 

Alzahrani et al. [11] compared the performances of three 

different deep learning models: DenseNet169, 

ResNet50V2, and the ViT model, which is an image 

transformer model. The comparison was carried out on 

the diagnosis of diseases affecting tomato plants. An 

image dataset consisting of diseased and healthy tomato 

leaves was used to train and test the models. The 

DenseNet169 model achieved the best results, reaching 

the highest overall accuracy rate with 99.88% training 

accuracy and 99.00% testing accuracy. ResNet50V2 and 

ViT models also achieved high accuracy, with test 

accuracy rates of 95.60% and 98.00%, respectively. The 

findings demonstrate the potential of deep learning in 

detecting tomato diseases accurately and efficiently. This 

can improve crop yield and quality by aiding early 

disease management. Experimental findings show that 

the proposed ensemble models stand out due to their 

short training and testing times and superior 

classification performance. Thanks to this study, experts 

will be able to make early diagnoses of tomato plant 

diseases easily and quickly, thus preventing the 

emergence of new infections[11]. 

 

Khalid et al. [12] included Explainable Artificial 

Intelligence methods using the Grad-CAM method. This 

method provides a visual interpretation of disease 

symptoms in plant images by explaining the decision-

making process of the models. After extensive testing, 

the CNN model achieves 89% accuracy, 96% precision 

and recall, and 96% F1 score. Although the MobilNet 

architecture achieved 96% accuracy, it recorded slightly 

lower values such as 90% precision, 89% recall, and 

89% F1-score[12]. 

 

Bouacida et al. [13] propose a new deep learning-based 

system that gives the system the ability to recognize 

diseased and healthy leaves of different plants for which 

it has not been trained. The basic idea is to focus on 

recognizing small diseased leaf areas and determining 

the prevalence rate of the disease over the entire leaf, 

rather than the entire appearance of the diseased leaf. For 

efficient classification and to leverage the excellence of 

the Inception model in disease recognition, a small 

Inception model architecture that can handle small 

regions without sacrificing performance has been used. 

To verify the method's effectiveness, training and testing 

were carried out using the PlantVillage dataset, which is 

known as the most used dataset due to its comprehensive 

and diverse coverage. The method reaches an accuracy 

rate of 94.04%. Additionally, when tested on new data 

sets, an accuracy rate of 97.13% is achieved. This 

innovative approach not only improves the accuracy of 

plant disease detection but also addresses the critical 

issue of generalizing the model to different crops and 

diseases. It also outperforms existing methods with its 

ability to identify any disease in any plant species, 

suggesting broad applicability and potential contribution 

to global food security initiatives [13]. 

 

Yang et al. [14] focus on the inability of traditional 

convolutional neural networks to effectively recognize 

similar plant leaf diseases. To overcome this problem 

and more accurately detect diseases on plant leaves, an 

effective plant disease image recognition method called 

aECA-ResNet34 is proposed in this study. This method 

is based on the ResNet34 model, and the improved 

aECAnet, which has a symmetric structure, is added to 

the first and last layers of this network, respectively. The 

aECA-ResNet34 model was compared with different 

plant disease classification models on the pistachio seed 

dataset created in this study and the open-source 

PlantVillage dataset. Experimental results show that the 

aECA-ResNet34 model proposed in this study offers 

higher accuracy, better performance, and greater 

robustness. As a result, it appears that the proposed 

aECA-ResNet34 model can recognize multiple plant leaf 

diseases with high accuracy[14]. 

 

Joseph et al. [15] developed data sets that were applied 

to eight fine-tuned deep-learning models with the same 

training hyperparameters. Experimental results based on 

eight fine-tuned deep learning models reveal that 

Xception and MobileNet models perform best in 
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recognizing maize leaf diseases, with testing accuracy of 

0.9580 and 0.9464, respectively. Similarly, in 

recognizing wheat leaf diseases, MobileNetV2 and 

MobileNet models showed the best performance with a 

test accuracy of 0.9632 and 0.9628, respectively. In 

recognizing rice leaf diseases, Xception and Inception 

V3 models showed the best performance with a test 

accuracy of 0.9728 and 0.9620, respectively. The 

research also proposes a new convolutional neural 

network model to be trained from scratch on all three 

developed cereal plant datasets. The proposed model 

performs well on corn, rice, and wheat datasets with a 

test accuracy of 0.9704, 0.9706, and 0.9808, respectively 

[15]. 

 

The main purpose of the study conducted by Saraswat et 

al [16] is to provide advanced detection of fungal and 

bacterial diseases in plants by using artificial intelligence 

techniques. The proposed approach is to identify and 

classify plant diseases using neural networks and the 

dynamic SURF (DSURF) method. The DSURF method 

supports dynamic feature extraction and classifier 

combinations to create image clustering. The deep 

learning model is used to train and test the classifier. The 

researchers claim that they achieved a high overall 

accuracy of 99.5% with the proposed DNNM and 

DSURF method, and the result is much better than other 

methods previously proposed in this field. This study 

aims to find best practices for detecting bacterial and 

fungal infections in plants to provide access to healthy 

food necessary for human health[16]. 

 

Kumar et al. [17] suggest using computer vision 

technology along with fuzzy logic to identify the disease 

and discover the condition. GLCM is used to extract 

features from the tissue and fuzzy logic is applied to 

determine the disease degree. K-means clustering is used 

to identify defective areas. GLCM is used to detect 

defective areas and fuzzy logic is used to diagnose the 

disease. The model provides approximately 70% 

classification accuracy[17]. 

 

Chin et al. [18] aim to observe the performance of the 

YOLOv8 model, which performs better than previous 

models, on a small-scale plant disease dataset. It also 

proposes to improve the accuracy and efficiency of plant 

disease detection and classification methods by 

optimizing the YOLOv8 algorithm by integrating the 

GhostNet module into the backbone to reduce the 

number of parameters for a faster calculation algorithm. 

Additionally, the architecture includes the Coordinate 

Attention (CA) mechanism module, which further 

improves the accuracy of the proposed algorithm. Our 

results show that the combination of YOLOv8s with the 

CA mechanism and transfer learning achieves the best 

result, achieving a score of 72.2%, exceeding studies 

using the same dataset. Without transfer learning, its best 

result is shown by its score of 69.3% achieved by 

YOLOv8s with GhostNet and CA mechanism [18]. 

 

Kolluri et al. [19] created a deep convolutional neural 

network for this purpose, using a dataset consisting of 

images of more than 54,000 controlled patients and 

healthy plant leaves to identify 14 plants and 26 

associated diseases. The model delivers a successful 

result with a test set endurance training accuracy rate of 

99.06%. In general, device-assisted plant disease 

diagnosis is achieved with the ability to train deep-

learning models using large and ever-expanding public 

image datasets[19]. 

 

Korra et al. [20] propose a new deep learning framework 

that utilizes pre-trained deep learning models along with 

transfer learning to achieve faster convergence and 

higher accuracy. Moreover, the proposed model is 

enhanced by region of interest calculation to improve 

detection accuracy and reduce computational 

complexity. An algorithm known as LbPDD-GBROIC 

(Learning-Based Plant Disease Detection with Region of 

Interest Computation Using Directed Backpropagation) 

is proposed. The proposed algorithm uses pre-trained 

deep models such as AlexNet, DenseNet169, Inception 

V3, ResNet50, Squeezenet v1, and VGG19 along with 

transfer learning and ROI calculation. The empirical 

study using the PlantVillage dataset reveals that ROI 

calculation has a significant impact on all models. The 

Inception V3 model outperformed other models with 

99.76% accuracy[20]. 

 

Bhagat et al. [21] pass state-of-the-art networks such as 

InceptionV3, VGG16, ResNet50, DenseNet, MobileNet, 

MobileNetV3, NASNet, and EfficieNetB0 with 94.14% 

accuracy on the proposed chickpea dataset. Importantly, 

the method delivers results at 34 frames per second 

(FPS) on an NVIDIA P100 GPU. Moreover, its 

performance has been validated on publicly available 

datasets, including the plant village dataset, cassava, and 

apple leaf datasets, achieving an accuracy of 99.78%, 

86.4%, and 97.2%, respectively[21]. 

 

Aliff et al. [22] propose a system that enables the 

automatic detection and classification of banana diseases 

by applying deep learning-based Convolutional Neural 

Networks using MATLAB together with the DJI drone. 

Thanks to this technology, the system can automatically 

detect and classify the main diseases seen in banana 

plants. In the study, various hyperparameters were 

carefully fine-tuned to achieve impressive training and 

testing accuracy levels. The results revealed that the 

model achieved the highest training accuracy of 81.27% 

in the 8th epoch and the lowest accuracy of 78.40% in 

the 4th epoch. This success demonstrates its potential to 

aid early disease detection and classification in banana 

plants[22]. 

 

In the study conducted by Sofuoglu and Birant [23], a 

new deep-learning model that accurately classifies plant 

leaf diseases for the agriculture and food sectors is 

proposed. The study focuses on disease detection in 

potato leaves by designing a new CNN architecture. By 

applying filters to the input images, CNN methodology 

extracts key features, reduces dimensions while 

preserving important features, and finally performs 

classification. Experimental results conducted on a real-

world dataset have shown that the proposed model 

(98.28%) provides a significant accuracy increase (8.6%) 
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on average compared to state-of-the-art models in the 

literature (89.67%). The weighted averages of recall, 

precision, and F1-score metrics were obtained around 

0.978, which means that the method is quite successful 

in diagnosing the disease[23]. 

 

Najim et al. [24] mentioned that tomato leaf diseases are 

a big problem for producers and the difficult of finding a 

single method to combat these diseases. Deep learning 

techniques, especially CNNs, are promising in 

recognizing early signs of diseases and could help 

manufacturers avoid costly problems in the future. This 

study presents a CNN-based model for early diagnosis of 

tomato leaf diseases to protect yield and increase yield. 

A dataset from the plantvillage database containing 

11,000 photos from 10 different disease categories was 

used to train the model. While our CNN is trained on this 

dataset, the proposed model achieves a surprising 96% 

accuracy. This suggests that our method is potentially 

effective in detecting tomato leaf diseases at an early 

stage and can therefore assist producers in managing and 

reducing disease outbreaks, ultimately resulting in higher 

crop yields[24]. 

 

Too E et al. [25] focused on fine-tuning and evaluating 

pioneering deep convolutional neural networks for 

image-based plant disease classification. An empirical 

comparison of deep learning architectures has been 

made. Architectures evaluated include VGG 16, 

Inception V4, ResNet with 50, 101, and 152 layers, and 

DenseNets with 121 layers. The dataset used for the 

experiment contains 38 different classes, which are the 

sum of diseased and healthy leaves of 14 plants from 

plantVillage. DenseNets tends to consistently improve in 

accuracy with an increasing number of epochs and has 

shown no signs of overfitting and performance 

degradation. Additionally, it has been stated that 

DenseNets requires very few parameters and a 

reasonable computation time to achieve pioneering 

performances in the field[25]. 

 

In the study conducted by Forentinos K [26], 

convolutional neural network models were developed to 

detect and diagnose plant diseases using simple leaf 

images of healthy and diseased plants. Training of these 

models was carried out through deep learning 

methodologies. An open database containing 58 different 

combinations of 25 different plant species and a total of 

87,848 images, including healthy plants, was used to 

train the models. Various model architectures have been 

trained and the best-performing model is capable of 

recognition with a success rate of 99.53%[26]. 

 

Chohan M et al. [27] propose a deep learning-based 

model called plant disease detector. The model can 

detect various diseases using photographs of plants' 

leaves. The plant disease detection model was developed 

using a neural network. First, the number of samples was 

increased by applying augmentation to the dataset. Then, 

a Convolutional Neural Network (ESA) was used with 

multiple convolution and pooling layers. The 

plantVillage dataset was used to train the model. Once 

the model is trained, the model is appropriately tested to 

verify the results. Different experiments have been 

carried out using this model. 15% of PlantVillage data 

was used for testing purposes, including images of 

healthy and diseased plants. The proposed model 

achieved 98.3% testing accuracy[27]. 

 

It is conducted by Liu J and Wang X [28], a definition of 

the plant diseases and pests detection problem was 

presented and compared with traditional plant diseases 

and pests detection methods. According to the difference 

in network structure, this study summarizes the research 

on deep learning-based plant diseases and pest detection 

in recent years on three bases: classification network, 

detection network, and segmentation network, and the 

advantages and disadvantages of each method are 

summarized. Common datasets are introduced and the 

performance of existing studies is compared. On this 

basis, the study discusses possible challenges in practical 

applications of deep learning-based plant disease and 

pest detection. Additionally, possible solutions and 

research ideas for these challenges are suggested and 

some recommendations are offered. Finally, this study 

analyzes and evaluates the future trends of deep 

learning-based plant diseases and pest detection[28]. 

 

Jakjoud F. et al. [29] a Convolutional Neural Network 

(ESA) model based on the VGGnet16 architecture was 

presented for the recognition of diseased and healthy 

leaves. Various optimizers have been tested and the best 

results were obtained with Adadelta and SGD optimizer 

to study accuracy and model stability. These models 

were tested on a computer and Raspberry Pi Model 

B[29]. 

 

Wan H. et al. [30] proposed a suitable and accurate 

method for agricultural disease detection. Finally, 

approximately 87% accuracy was achieved on a 

relatively large dataset[30]. 

 

The study by Barbedo J. [31] is based on an image 

database containing 12 plant species, each with very 

different characteristics in terms of the number of 

samples, number of diseases, and variety of conditions. 

Experimental results show that while technical 

limitations associated with automatic plant disease 

classification have been largely overcome, the use of 

limited image datasets for training still leads to many 

unintended consequences that hinder the effective 

deployment of such technologies[31]. 

 

In the study by Akshai K. and Anitha J. [32], a deep 

learning model was trained to classify different plant 

diseases. The convolutional Neural Network (ESA) 

model has been used as it has achieved great success in 

image-based classification. The deep learning model 

provides faster and more accurate predictions than 

manual observation of the plant leaf. In this study, the 

CNN model and pre-trained models such as VGG, 

ResNet, and DenseNet were trained using the dataset. 

Among these models, the DenseNet model achieved the 

highest accuracy[32]. 
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This study highlights the importance of using deep 

learning techniques for early detection and prevention of 

plant diseases in modern agriculture. The study 

demonstrates the potential of artificial intelligence in the 

agricultural sector by showing that the InceptionV3 

model outperforms other models with a 92% accuracy 

rate on a large dataset. 

 

2. MATERIAL AND METHOD 

 

This section describes the methods and data set used in 

the study. The data set used in this study is studied with 

four different deep convolutional learning models. 

Selected models are AlexNet, VGG16, MobileNetV2, 

and InceptionV3. These models are proven to be 

successful and state-of-the-art models. Therefore, no 

time was wasted for hyperparameter optimization. Using 

deep learning models for detecting plant disease 

constitutes the basic methodology of this study. This 

section gives a detailed explanation of these four 

different deep learning models and how these models are 

trained. 

 

2.1. Dataset 

 

In this section, the data set used in the study is explained. 

The data set is the New Plant Diseases Dataset, which 

consists of healthy and diseased crop leaves divided into 

38 different classes [33].The process of developing a 

deep learning model for plant disease detection is a 

challenging task. Because a large amount of training data 

needs to be collected. Data augmentation methods are 

used on the New Plant Diseases Dataset used in the 

study, to overcome this problem. Data augmentation 

increases the diversity of training data for machine 

learning algorithms without collecting new data. In this 

study, the data set was enriched by using basic image 

manipulation such as image rotation, cropping, rotation, 

color transformation, color enhancement, and deep 

learning-based image augmentation techniques. A total 

of 100,000 images were obtained. 70,000 images are 

allocated as training data, 15,000 as validation data, and 

15,000 as test data. Images are in color. The entire 

dataset was divided into training, validation, and testing 

datasets in a 70/30 ratio, preserving the index structure. 

The classes of plants in the dataset are as follows: Apple, 

Blueberry, Cherry, Corn, Grape, Orange, Peach, Pepper, 

Tomato, Raspberry, Bean, Pumpkin, and Strawberry 

[33]. The data set used in the study consists of JPG 

images. Figure 1 shows some examples of classes. 

 

 
Figure 1. Example images of plant classes in the dataset. 

 

When Figure 1 is examined, it is possible to see some 

diseased plant leaves in the data set. In addition, the 

volume of training data was increased by applying data 

augmentation methods to this data set. In this way, it is 

aimed that deep learning models to recognize different 

features. 

 

Table 1 shows the names and numbers of the classes in 

the training and validation data set used in the models in 

table format. In addition, the images used in training are 

subjected to data enrichment steps such as data 

enlargement and rotation, thus increasing the number of 

training data and aiming to increase the generalization 

accuracy of the models. In this way, it is aimed to 

improve the training success of the models and to 

provide some benefit to the problems of overlearning 

and overfitting. 

 

 
Table 1. Details of Dataset 

No Dataset Classes Train Data Records Test Data Records 

1 Apple___Apple_scab 2 016 504 

2 Apple___Black_rot 1 987 497 
3 Apple___Cedar_apple_rust 1 760 440 

4 Apple___healthy 2 008 502 

5 Blueberry___healthy 1 816 454 
6 Cherry_(including_sour)___Powdery_mildew 1 683 421 

7 Cherry_(including_sour)___healthy 1 826 456 

8 Corn_(maize)___Cercospora_leaf_spot Gray_leaf_spot 1 642 410 

9 Corn_(maize)___Common_rust_ 1 907 477 

10 Corn_(maize)___Northern_Leaf_Blight 1 908 477 

11 Corn_(maize)___healthy 1 859 465 
12 Grape___Black_rot 1 888 472 

13 Grape___Esca_(Black_Measles) 1 920 480 

14 Grape___Leaf_blight_(Isariopsis_Leaf_Spot) 1 722 430 
15 Grape___healthy 1 692 423 

16 Orange___Haunglongbing_(Citrus_greening) 2 010 503 

17 Peach___Bacterial_spot 1 838 459 
18 Peach___healthy 1 728 432 

19 Pepper,_bell___Bacterial_spot 1 913 478 

20 Pepper,_bell___healthy 1 988 497 
21 Potato___Early_blight 1 939 485 
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No Dataset Classes Train Data Records Test Data Records 

22 Potato___Late_blight 1 939 485 

23 Potato___healthy 1 824 456 

24 Raspberry___healthy 1 781 445 

25 Soybean___healthy 2 022 505 

26 Squash___Powdery_mildew 1 736 434 
27 Strawberry___Leaf_scorch 1 774 444 

28 Strawberry___healthy 1 824 456 

29 Tomato___Bacterial_spot 1 702 425 
30 Tomato___Early_blight 1 920 480 

31 Tomato___Late_blight 1 851 463 

32 Tomato___Leaf_Mold 1 882 470 
33 Tomato___Septoria_leaf_spot 1 745 436 

34 Tomato___Spider_mites Two-spotted_spider_mite 1 741 435 

35 Tomato___Target_Spot 1 827 457 
36 Tomato___Tomato_Yellow_Leaf_Curl_Virus 1 961 490 

37 Tomato___Tomato_mosaic_virus 1 790 448 

38 Tomato___healthy 1 926 481 

    

 

2.2. AlexNet 

 

AlexNet is a deep convolutional neural network, a 

milestone in the history of deep learning. AlexNet is a 

revolutionary model in deep learning, recognized by 

winning the ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC) competition in 2012. AlexNet 

announced it in 2012 in a paper titled “ImageNet 

Classification with Deep Convolutional Neural 

Networks” [34]. In this article, the AlexNet model and 

its successes in the ImageNet competition are described 

in detail[34]. 

 

AlexNet is a deep learning model that was announced 

during the ImageNet ILSVR competition held in 2012 

and won this competition. This competition was 

organized to evaluate visual recognition performance on 

a huge dataset containing 1.2 million training data and 

1000 different classes. AlexNet achieved revolutionary 

success in deep learning at that time and inspired 

subsequent studies. AlexNet has the following key 

features: 

 

Architecture: AlexNet consists of eight layers. It consists 

of five convolutional layers and three fully connected 

layers[34].  

 

Convolutional layers: Convolutional layers are used to 

extract different features of input images. In AlexNet, 

these layers scan the image with various filters and 

create feature maps. At the same time, convolutional 

layers highlight local connections, which helps the 

model generalize better [34]. 

 

Fully connected layers: Fully connected layers are used 

for flatting feature maps and classification. The AlexNet 

is capable of recognizing 1000 different classes by using 

these layers[34]. 

 

Activation Functions: ReLU (Rectified Linear 

Activation) activation function is used in AlexNet[34]. 

Activation functions help to model to train faster and 

achieve better results. 

 

Regularization: Techniques, such as dropout and data 

augmentation are used to reduce overlearning in 

AlexNet[34].  

 

Training data: AlexNet is trained on a large training 

dataset. This increased the generalization ability of the 

model[34]. 

 

AlexNet was a turning point that increased the popularity 

of the deep learning field and laid the foundation for 

later deep learning models. 

 

This model is considered an important starting point in 

the field of visual recognition and classification and has 

contributed greatly to advances in the field of deep 

learning. Figure 2 shows the architecture of AlexNet. 

 

 
Figure 2. Architecture of the Alexnet[34] 
 

As shown in Figure 2, the network contains eight 

weighted layers. The first five are convolutional layers 

and the remaining three are fully connected layers. The 

output of the last fully connected layer is passed to a 

softmax function that produces a probability distribution 

over 1000 class labels. The kernels of the second, fourth, 

and fifth convolutional layers are linked to the kernel 

maps of the previous layer only with those located on the 

same GPU. The kernels of the third convolutional layer 

are connected to all kernel maps in the second layer. 

Neurons in fully connected layers are connected to all 

neurons in the previous layer. After the first and second 

convolutional layers come the response normalization 

layers. After the third and fifth convolutional layers, the 

maximum pooling layers come. ReLU is applied to the 

output of each convolutional and fully connected 

layer[34]. The first convolutional layer processes the 

input image of size 224x224x3 with 96 cores of size 

11x11x3. It is processed with 4 pixels which is the 

distance between the receptive field centers of two 
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kernel maps. The second convolutional layer takes the 

output of the first convolutional layer (response 

normalized and pooled) and processes it with 256 cores 

of size 5x5x48. The third, fourth, and fifth convolutional 

layers are interconnected with no intervening pooling or 

normalization layer. The third convolutional layer 

depends on the outputs of the second convolutional layer 

(normalized and pooled) with 384 cores of size 3x3x256. 

The fourth convolutional layer contains 384 cores of size 

3x3x192, and the fifth convolutional layer is processed 

with 256 cores of size 3x3x192. Each fully connected 

layer consists of 4096 neurons [34]. 

 

2.3. VGG16 

 

VGG16 was announced in a paper titled "Very Deep 

Convolutional Networks for Large-Scale Image 

Recognition." This article was published by Karen 

Simonyan and Andrew Zisserman in 2014 [35]. It 

introduces several deep learning models as part of the 

VGG (Visual Geometry Group) family developed by 

researchers from the University of Oxford. The VGG16 

is the largest and most complex model, in this family 

[35]. It has achieved great success in the ImageNet Large 

Scale Visual Recognition Challenge competition. 

 

Architecture: VGG16 is a CNN model with 16 layers 

[35].The majority of layers consist of convolutional 

layers [35].The model consists of 13 convolutional 

layers, two consecutive fully connected layers, and three 

fully connected classification layers[35]. 

 

Convolutional layers: VGG16's convolutional layers 

have 3x3 frame filters [35]. In each layer, 64, 128, 256, 

512 and 512 feature collections are produced [35].After 

successive layers of evolution, each one concludes with 

a pooling layer [35]. 

 

Fully connected layers: VGG16 ends with two fully 

connected layers with 4096 contents [35].These layers 

are used to assign feature classes [35]. Classification 

layers: The top three fully connected layers are used for 

their distribution [35]. The first two distributions have 

4096 distributions, and the last one can be adapted 

according to the ranges in the class of the given task 

[35]. Learning: VGG16 provides very successful results 

for training on large amounts of data[35]. The training 

process generally includes common deep-learning 

techniques such as backpropagation and stochastic 

gradient descent [35]. 

 

 
Figure 3. Architecture of the VGG-16[35]. 

 

The VGG-16 architecture is shown in Figure 3. As can 

be seen, it is connected to the softmax layer with 2 fully 

connected layers of 4096. 

 

2.4. MobileNetV2 

 

MobileNetV2 is a deep learning model introduced by 

Google in 2018 in an article titled "Inverted Residuals 

and Linear Bottlenecks"[36]. This model is designed for 

fast and effective object recognition and classification, 

especially on resource-limited platforms such as portable 

devices [36]. 

 

Important features of MobileNetV2 are: 

 

Architecture: MobileNetV2 includes two basic structures 

called "Inverted Residuals" and "Linear Bottlenecks". 

These structures are designed to offer a lighter and more 

effective architecture  [36]. Inverted Residuals differ 

from traditional CNN architectures and reduce the 

computational intensity of the model while creating 

deeper[36]. MobileNetV2's architecture has a lighter and 

more efficient structure compared to CNN. 

 

Inverted residuals: This is one of the most important 

features of MobileNetV2. Inverse layers work like a 

traditional CNN layer but are used to increase the depth 

of the network. These layers operate oppositely to 

traditional Convolutional Layers. First, they make the 

model deeper by adding one step at a time to a low-

dimensional layer. This helps share more parameters and 

keep the model lightweight [36]. 

 

Linear bottlenecks: This is another feature designed to 

make the network more efficient. Linear bottlenecks are 

used at every layer of the network. It is used to size 

incoming feature maps. This reduces the computational 

intensity of the network while minimizing information 

loss [36]. 

 

Depthwise separable convolution: A special type of 

convolution called "depth decomposition convolution" is 

used in each layer[36]. This type of convolution requires 

fewer calculations than traditional convolutions and is 

used with fewer parameters. This lightens the 

network[36]. 

 

Global average pooling: At the end of the network, the 

global average pooling layer is used. This smoothes the 

results by averaging each feature map and is used for 

classification  [36]. 

Output layers: MobileNetV2's output layers are used to 

perform result classification[36]. These layers determine 

which class the model will classify a given image[36]. 

Figure 4 shows the general architecture of MobileNet 

V2. 
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Figure 4. Architecture of the MobileNetV2 [36]. 

 

Lightweight: MobileNetV2 is specifically optimized for 

resource-limited devices. The model can run fast on 

mobile devices because it has lower memory and 

computational requirements[36]. 

 

Generalization ability: Although it's generally used in 

object recognition tasks, this model gives successful 

results in transfer learning applications[36]. The pre-

trained MobileNetV2 network can be used for different 

tasks, that allow you to get good results in new tasks 

with less data[36]. 

 

Various applications: It is successfully used in many 

tasks such as image classification, object detection, and 

face recognition. Additionally, it is an ideal option for 

real-time applications and embedded systems. 

 

3. RESULTS  

 

This section includes the findings obtained from the tests 

performed on the models explained in detail in the 

methods section. For each model, the values given in 

Table 3 are applied and the results are examined. 

 
Table 3. Applied parameters on models 

Parameters Models 

 AlexNet Vgg16 MobileNetV2  InceptionV3 

Optimizer Adam Adam Adam Adam 

Activation Relu Relu Relu  Relu  
Loss Categorical Categorical Categorical Categorical 

Epoch 100 100 100 100 

Metrics Accuracy Accuracy Accuracy Accuracy 

 

When Table 3 is examined, it is seen that the same 

metrics are applied to each model. These values are 

important to make an accurate comparison. Models were 

trained on Google Colab using GPU. Data enrichment 

and early-stopping methods were used to prevent 

overlearning. 

 
Table 4. Precision, recall, and f1-score values of the Inception V3 

model. 

Metrics  Precision    Recall   F1-Score 

Inception V3 0.93  0.91 0.92 

AlexNet 0.93 0.89 0.91 

MobileNetV2 0.91 0.90 0.90 
VGG16 0.90 0.88 0.89 

Table 4 shows the precision, sensitivity, and f1-score 

values of the Inception model. When these values are 

checked, it can be seen that the model performs well. 

 

Figure 6 shows the loss and accuracy graphs of the 4 

models. It was concluded that the model that gave the 

highest accuracy value and performed best among the 

models trained with the parameters in Table 2 was the 

inceptionv3 model. 
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Figure 6.  Performance graph of models as a result of training 

 

 
Figure 7. Error Matrix for the InceptionV3 Model 

 

Figure 7 shows the error matrix of the Inception V3 

model, which is the most successful model according to 

the data in Table 3. It is seen that the InceptionV3 model 

can successfully detect and classify diseases on the 

validation data set containing 38 different plant disease 

types on which the model was trained. 

 

 

 

 

4. DISCUSSION AND CONCLUSION 

 

This study researched the performance of deep learning 

networks in recognizing diseases on plant leaves. A 

dataset containing leaf images of various plant species 

was used in the study. Four deep-learning models 

AlexNet, Vgg16, MobileNetV2, and InceptionV3 are 

trained and tested on this dataset. According to the 

results obtained, the InceptionV3 model had a higher 

accuracy rate than other models with an accuracy rate of 
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92%. This study showed that the InceptionV3 model can 

accurately distinguish diseased and healthy leaves by 

effectively learning images of plant leaves. Thus, it 

turned out that the Inception V3 model is more effective 

than other used deep-learning models in plant disease 

diagnosis. The study shows that deep learning networks 

can be an effective tool for disease prevention and 

control in the agricultural sector. In this way, efficiency 

and quality in agriculture production can be increased. 

 

Deep learning models have been trained with only one or 

a few different plant species in the literature. This study 

also reveals its novelty and originality by using 38 

different classes of plants. However, the study also has 

some limitations. For example, its performance can be 

tested by training the model on more plant species and 

diseases. Additionally, more research is needed on how 

the model will yield real-life results. To address this gap, 

future studies aim to increase the performance of deep 

learning models by using a larger and more diverse 

dataset. 

 

Additionally, it is planned to develop the model as a 

mobile application that can take images of plant leaves 

in real time and diagnose diseases. When the studies 

were examined, it was seen that there is no mobile 

application that detects artificial intelligence-based plant 

diseases in the IOS or Android markets. In the study 

planned for the mobile application, the InceptionV3 

model, which was trained within the scope of this study 

and provides the best performance, will be used. The 

model trained in this study and its weights recorded will 

be transformed using Tensorflow Lite. Techniques such 

as quantization and model optimization offered by 

TensorFlow Lite will also be added to overcome 

problems such as memory and processing power 

limitations on mobile devices. Afterward, it is planned to 

use federated learning techniques to solve the problem of 

big data and different plant species. Because training 

models used for plant disease diagnosis usually require 

large amounts of data. This data may contain sensitive 

information about farmers' fields or crops.  

 

The planned federated learning model can be set up like 

this: It collects images of plant leaves from farmers' 

devices. The data is stored on the device. The 

InceptionV3 model is trained locally on each device. For 

this training, model updates are performed with the data 

on the device, using the time when the device is most 

inactive. Updates to local models are sent to a central 

server. Model weights of the data are shared. Thus, 

information security and responsible artificial 

intelligence ethics are protected. Then, the central server 

combines the updates from different devices and creates 

a general model. In this way, the best model is obtained. 

Combined model updates are returned to the devices and 

training continues locally with these models. This cycle 

is repeated regularly to update and improve the model 

constantly. 

 

In this scenario, of course, some difficulties will be 

encountered. It can be difficult to update data on 

different devices simultaneously and regularly. Poor or 

intermittent internet connection can make it difficult to 

deliver timely updates. Additional measures may be 

required to protect the security and confidentiality of 

data on devices. The limited processing power and 

memory of mobile devices can slow down the process of 

training and updating the model. Effectively combining 

model updates from different devices can be technically 

complex. 

 

However, there are precautions that can be taken against 

these difficulties. By performing model updates 

asynchronously, the need for constant connection of 

devices can be reduced. Additionally, updates will be 

stored locally and pushed to the server at the appropriate 

time. A mechanism is created that temporarily stores 

updates when the connection is lost and sends them to 

the server when the connection is restored. Data transfer 

is minimized by using compression and optimization 

techniques. Strong encryption methods are used in data 

transfer between devices. Additionally, user data is 

protected with data anonymization techniques. Models 

are optimized with TensorFlow Lite and quantization 

techniques. By combining model updates from different 

devices with a weighted average, the performance of the 

overall model is improved. Additionally, the 

defragmentation process is optimized by adapting 

updates according to device performance and data 

quality. 

 

Federated learning can increase privacy and data security 

by ensuring that this data remains on the device and that 

only updates necessary to improve the model are sent to 

the cloud. Or it could allow models to be trained on the 

device without needing to be trained in the cloud. This 

may enable faster and more accurate detection of plant 

diseases. It also allows the model to be customized to the 

types of diseases in a particular region or farm. This may 

make diagnoses more accurate. A technology similar to 

this is the specialized message completion technology 

anticipated in virtual keyboards used on phones. In this 

way, more field studies and test problems will be solved 

to evaluate real-world applicability. As a result of this 

study, deep learning-based systems will be disseminated 

in the agricultural sector.  

 

This study showed that the InceptionV3 model can 

accurately detect diseases on plant leaves and increase 

productivity in the agricultural sector. Suggestions for 

future research include the use of larger and more 

diverse datasets and the application of federated learning 

techniques, which can improve the performance of the 

model and provide security. 

 

Dataset Access: The dataset used in this study is open 

and can be accessed from the relevant source link. 

Access: 

https://www.kaggle.com/datasets/vipoooool/new-plant-

diseases-dataset. 

 
  

https://www.kaggle.com/datasets/vipoooool/new-plant-diseases-dataset
https://www.kaggle.com/datasets/vipoooool/new-plant-diseases-dataset
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Abstract: Friction stir lap welding of AZ31B magnesium alloy sheet pairs was conducted under 

various welding tool tilt angles (0°, 1°, 2°, 3° and 4°) while keeping other variables constant. 

Tensile shear load capacity and microhardness of the welds were obtained. Furthermore, the 

fracture mechanism of the weld was examined. The tilt angle significantly affected the weld cross-

sectional area structure and tensile load capacity of the weld. A tunnel defect formed at the tilt 

angle of 0°. It was determined that the strongest weld with a 5083 N tensile load made at the 1° tilt 

angle is slightly more than three times as strong as the weakest one with a 1584 N made at 4°. The 

weld strength considerably decreased with increasing the tilt angle after 1° because the effective top 

sheet thickness on the advancing side was highly reduced because of more tool shoulder 

penetration. Hardness in the heat-affected and weld zones of the weld decreased when the tilt angle 

was improved due to the more heat input. The average hardness in the heat-affected and the weld 

zones of the welds made at 0° and 4° inclination angles are (62 and 61 HV) and (56.7 and 50.7 

HV), respectively. The fact that no breakage occurred from the weld areas during the tensile test is 

proof of strong joining. 

 

 

Takım Eğim Açısının AZ31B Magnezyum Alaşımlı Levhaların Sürtünme Karıştırma 

Bindirme Kaynaklarının Mekanik Özelliklerine Etkisi 
 

 

Anahtar 

Kelimeler 

Sürtünme 

karıştırma 

bindirme kaynağı, 

AZ31B 

magnezyum 

alaşımı,  

Takım eğim 

açısı, 

Mikrosertlik, 

Çekme kesme 

mukavemeti 

Öz: AZ31B magnezyum alaşımlı levha çiftlerinin sürtünme karıştırma bindirme kaynağı, diğer 

değişkenler sabit tutularak çeşitli kaynak takımı eğim açıları (0°, 1°, 2°, 3° ve 4°) altında 

gerçekleştirildi. Kaynakların çekme kesme yükü taşıma kapasitesi ve mikrosertliği elde edildi. 

Ayrıca kaynağın kırılma mekanizması da incelenmiştir. Eğim açısı, kaynak kesit alanı yapısını ve 

kaynağın çekme yükü kapasitesini önemli ölçüde etkilemiştir. 0° eğim açısında tünel kusuru oluştu. 

1° eğim açısında üretilen 5083 N çekme yüküne sahip en güçlü kaynağın, 4° eğim açısında üretilen 

1584 N çekme yüküne sahip en zayıf kaynaktan üç kattan biraz daha fazla mukavemete sahip 

olduğu tespit edildi. Kaynak mukavemeti, 1°'den sonra eğim açısının artmasıyla önemli ölçüde 

azaldı çünkü ilerleyen taraftaki etkin üst plaka kalınlığı, daha fazla takım omuzu nüfuzu nedeniyle 

oldukça azaldı. Eğim açısı artırıldığında, daha fazla ısı girdisi nedeniyle ısıdan etkilenen ve kaynak 

bölgelerindeki sertlik azalmıştır. 0° ve 4° eğim açılarında yapılan kaynakların ısıdan etkilenen ve 

kaynak bölgelerindeki ortalama sertlikleri sırasıyla (62 ve 61 HV) ve (56,7 ve 50,7 HV)'dir. Çekme 

testi sırasında kaynak bölgelerinden herhangi bir kırılmanın meydana gelmemesi birleştirmenin 

sağlam olduğunun kanıtıdır. 

 

 

1. INTRODUCTION 

 

Reducing the weight of ground and air vehicles 

effectively improves fuel efficiency and mitigates 

environmental pollutants. Magnesium (Mg) alloys are 

the lightest and almost most excellent weight-reducing 

structural metals. Furthermore, they can replace steel and 

aluminum in many structural applications as they have 
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low density, high specific strength, good sound-damping 

capacity, castability, machinability, electromagnetic 

interference shielding capacity, recyclability, and 

plentiful [1]. For this reason, they are utilized in sectors 

like automotive, aviation, and transportation [2-4]. 

According to several reports, Mg alloys are vital for 

future developments in the automotive and aerospace 

industries [5-7]. Joining technology plays a critical role 

in increasing the applications of Mg alloys. 

Nevertheless, since they have low melting points, low 

boiling points, high thermal conductivity, and active 

chemical properties, it is difficult to weld them. For 

example, imperfections (cracks, pores, and oxide 

inclusions) that are detrimental to the joint mechanical 

properties take place in the joint when joined by general 

fusion welding techniques [8-11]. Friction stir welding 

(FSW), the solid-state joining method created by TWI, is 

thought excellent for welding light metals [12]. FSW has 

demonstrated to offer a number of advantages over 

traditional arc welding techniques involving a notable 

decrease in distortion and elimination of solidification 

cracking [13-15]. Since melting of the materials does not 

occur in the FSW process, there are no flaws associated 

with the fusion welding, and thus high-strength joints 

can be produced. Researchers have shown that this 

welding technology is successful in combining light 

metallic materials like Mg alloys, Al alloys and Ti alloys 

[16-19]. Lap joints are frequently seen in the production 

of components and structures. For instance, the majority 

of sheet metal structures used in aerospace and aircraft 

include lap joints [20, 21].  Therefore, the lap joint 

appears to be quite important in the assembly of bodies 

in industries. Normally, rivets have been dominant for 

lap joining aerospace and aircraft structures at the 

beginning, however, since rivet holes likely lead to the 

formation and propagation of cracks and corrosion, and 

FSW can generate stronger joints and also provides 

significant weight and cost reductions, FSW has replaced 

most rivets [22]. FSW has been used mostly for butt 

joining of especially aluminum alloys, but there are also 

studies made on lap joining materials by FSW. Based on 

my research, there are fewer investigations into the lap 

joining Mg alloys via FSW. FSW process parameters 

determining the weld quality in terms of microstructure 

and mechanical properties are the welding tool 

geometry, tilt angle, plunge depth, rotation and travel 

speeds [23-25]. Cao and Jahazi [26] investigated the 

influence of tool rotation rate (500, 750, 1000, 1500 and 

2000 rpm) and probe length (2, 2.25, 2.75 and 3.5 mm) 

on the microstructure, defects, hardness and tensile shear 

strength of the lap welds of 2 mm thick AZ31B-H24 Mg 

sheets made at 20 mm/s constant welding speed and 0.5º 

tool tilt angle by FSW. They found that weld tensile 

shear load increased when tool rotation speed increased 

up to 1000 rpm, but then decreased with further increase 

in tool rotation speed. On the other hand, weld load 

carrying capacity increased with increasing tool probe 

length and penetration depth into the lower sheet. Cao 

and Jahazi [27] researched influence of welding speed 

(5, 10, 15, 20, 25 and 30 mm/s) on the lap joint tensile 

shear load of 2 mm AZ31B-H24 Mg alloy sheets 

produced at constant 2000 rpm tool rotation speed 

clockwise and 0.5º tool tilt angle through FSW. High 

quality of lap joints was successfully fabricated. It was 

found that tensile shear load of lap joint enhanced when 

welding speed increased up to 15 mm/s and then 

remained stable with further increase. Yang et al. [28] 

studied the effect of tool pin geometry on the lap weld 

load carrying capacity of 2 mm thick AZ31-H24 Mg 

alloy sheets with FSW. They determined that welds 

produced by tool with triangular pin had much higher 

strength compared to the tool having cylindrical threaded 

pin. Because, triangular pin reduced the hook height 

growth as a result of providing more material to flow 

sideways. 

 

Most of the friction stir lap welding investigations were 

carried out on the influence of welding parameters such 

as tool geometry, rotation speed, plunge depth, and 

travel speed on the microstructural and mechanical 

characteristics of the weld. It is also worth investigating 

the effect of tool tilt angle parameter on weld properties. 

Furthermore, No study has been found in the literature 

on the role of tool inclination angle on the mechanical 

and microstructural properties of friction stir lap welding 

(FSLW) of magnesium alloys. Hence, this study focused 

on tool tilt angle on mechanical properties of the 

(FSLW) of AZ31B magnesium alloy sheets. 

 

2. MATERIAL AND METHOD 

 

AZ31B magnesium alloy sheets with a 2 mm thickness, 

100 mm length, and 100 mm width were purchased. 

Chemical and mechanical characteristics of the AZ31B 

alloy are presented in Tables 1 and 2. AZ31B sheet pairs 

were lap-welded for various welding tool inclination 

angles clockwise (0°, 1°, 2°, 3° and 4°) by the friction 

stir welding technique. Welding operations were carried 

out on a Falco FMH-4 model universal milling machine 

as shown in Figure 1. The welding tool was produced 

from H13 steel and its profile is shown in Figure 1. The 

tool has a conical-shaped pin without thread. Tool 

rotation speed of 1325 rpm, plunge depth of 3.7 mm, and 

feed rate of 37 mm.min-1 were kept constant. Welding 

parameters are also given in Table 3. Welding 

configuration is given in Figure 2. The photo of the 

sheets joined at different tool tilt angles is provided in 

Figure 3. The tensile shear test specimens with 25 mm 

width were obtained as in Figure 4, cutting the joined 

sheets with a bandsaw. The tensile shear specimens were 

tested on an Instron 2736-004 machine using 1 mm.min-

1 constant tensile speed at room temperature as in Figure 

5. To examine the cross-sectional areas of the welds, 

cross-sectional area samples were attained by cutting the 

joined sheets, and then they were sanded and polished 

with sandpaper up to 1500 grit. Microhardness of the 

welds was measured from cross-sections of the welds 

along the line just above the interface of the sheets from 

the base metal to the weld center via an AOB THV-1D 

Vickers tester using a 0.3 kg load and 11 seconds dwell 

time. 
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Table 1. Chemical composition 

Material Element (wt.%) 

AZ31B Mg alloy Fe Ni Cu Si Mn Zn Al Ca Mg 

0.005 0.005 0.05 0.1 0.2-1 0.6-1.4 2.3-3.5 0.04 Rest 

 
Table 2. Mechanical properties 

Material Yield strength  Tensile strength  Elongation  Vickers hardness  

AZ31B Mg alloy 185 N.mm-2 270 N.mm-2 % 12 68.5 HV 

  
Table 3. Welding parameters 

Tool profile Tool  inclination angle Tool rotation  Tool plunge Tool feed rate 

 
With conical pin and 

8° concave shoulder 

0° 
1° 

2° 

3°  
4° 

 
 

1325 rpm 

 
 

3.7 mm 

 
 

37 mm.min-1 

 

 
Figure 1. Friction stir lap welding operation and the welding tool 

 

 Figure 2. Friction stir lap welding configuration 
 

 
Figure 3. The Joined sheets 

 

 
Figure 4. The weld specimens for the tensile shear test 
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Figure 5. The tensile shear test of the weld specimens 

 

3. RESULTS AND DISCUSSION 

 

Macro cross-sectional areas of the produced welds are 

shown in Figure 6. It can be seen that a tunnel defect 

formed in the weld created with the 0° tool inclination 

angle. This tunnel most likely occurred due to 

insufficient tool shoulder pressing pressure on the upper 

sheet because there is no tool tilt and thus insufficient 

compression of the sheets at the interface. The effective 

upper sheet thicknesses exposed to tensile force (the 

lowest distance between the interface of the sheets and 

the top of the upper sheet) on the advancing sides of the 

welds were measured. The effective thicknesses on the 

advancing sides of welds made at 0° and 1° are very 

close and nearly equal. However, it significantly 

decreased with an increase in the tilt angle above 1°, 

reaching the lowest value of 0.45 mm at 4°. 

Additionally, as the tool inclination angle increases, it is 

seen that more material is headed upwards from the top 

part of the upper sheet by flowing. This is because the 

back side of the tool shoulder immersed more into the 

top sheet. Moreover, the lowest upper sheet thicknesses 

on the retreating sides of the welds were obtained. 

Accordingly, the weld created at 0° tilt angle had the 

smallest value while the weld created at 1° had the 

biggest. Furthermore, it became thinner with increasing 

tilt angle from 1° to 4°. Vickers microhardness values of 

the welds obtained along the red line just above the 

interfaces of the sheets on their cross-sections are given 

in Figure 7. The hardness of the AZ31B base metal 

(BM) was found to be around 68.5 HV. In general, 

hardness gradually decreased from base metal (BM) to 

heat-affected zone (HAZ) and then weld zone (WZ). The 

average hardness in the HAZs of the welds made at 0°, 

1°, 2° and 4° tilt angles is 62, 59.5, 57.7 and 56.7 HV, 

respectively while it is 61, 55.5, 52.9 and 50.7 HV in 

their WZ. The smallest hardness values were found in 

the WZs of the welds. In addition, the hardness of HAZ 

and WZ of the weld declined when the tool tilt angle was 

enhanced, therefore it became maximum at the smallest 

tilt angle of 0° and minimum at the highest tilt angle of 

4°. This is due to the greater immersion of the tool 

shoulder into the upper sheet with a higher inclination 

angle, resulting in more heat input at the interface of the 

sheets. Cao and Jahazi [26] also found that the lowest 

hardness values are in the weld zone in the FSLW of 

AZ31B-H24 Mg alloy sheets, and higher tool rotation 

speed led to lower hardness because of higher heat input 

resulted in larger grains in the weld zone. 

 

 
 Figure 6. Cross-sections of the welds 
 

Weld 

specimen 

Interface of the 

sheets 

1.59 mm 

1.587 mm 

1.34 

mm 

1.03 mm 

0.45 

mm 

0.29 mm 

1.32 mm 

0.7 

mm 

0.62 mm 

0494 mm 
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Figure 7. Microhardness of the welds created at various tool tilt angles 

 

The tensile shear load properties of the welds are shown 

in Figure 8. It is obvious that the tool tilt angle has a 

significant effect on the tensile shear load of the weld. 

The tensile shear load increased to the maximum value 

of 5083 N with an increase in tilt angle from 0° to 1°. 

However, increasing the inclination angle up to 4° 

caused a dramatic decrease in the load value. This is 

because the tool shoulder plunged into the top of the 

upper sheet more with a higher tilt angle, and resulted in 

an important reduction in the effective upper sheet load-

bearing thickness on the advancing side of the weld as 

seen in Figure 6. In other words, the effective upper 

sheet load-bearing thickness considerably got thinner 

owing to more tool shoulder plunging with increasing tilt 

angle. The weld formed with the 4° tilt angle has had the 

lowest tensile shear load of 1584 N. Also, the welds 

produced at high tilt angles (2°, 3° and 4°) had lower 

tensile elongation. Rajendran et al. [29] investigated the 

effect of tool tilt angle (0°-4°) on tensile shear load of 

the weld for FSSW of 2014-T6 aluminum alloy. They 

claimed that the weld made at 1° was defect-free, but the 

strongest one made at 2°, and the weld made at 3° had a 

low tensile load capacity because of unbalanced material 

flow.   

 

 
Figure 8. Tensile shear loads of the welds 

Photos of the failure of welds during the tensile shear 

test are shown in Figure 9. It can be seen that all the 

welds failed away from the weld zones. Since there are 

no any failures from the weld zones, it can be said that 

weld zones are stronger than the acquired results. All the 

welds indicated a tensile mode fracture from the upper 

sheet material on the advancing side. The welds 

produced at 0°, 1° and 2° fractured from their upper 

sheet HAZs, their advancing sides, and almost vertically 

to the tensile force direction. But, the weld made at 1° 

broke slightly more away from the weld zone. The welds 

made with 3° and 4° failed from the top sheets just 

outside the plunging place of the tool shoulder due to 

excessive penetration of the tool shoulder into the top 

side of the upper sheet and the upper sheet becoming 

very thin. 

 

 
Figure 9. Fracture views of the welds after tensile test operation 

 

4. CONCLUSIONS 

 

Friction stir lap welding of AZ31B magnesium alloy 

sheets was successfully carried out. Outcomes from 

evaluating cross-sections and mechanical tests of the 

welds are as below.  

0° 

1° 

2° 

2° 

Failure line 
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Increasing the tool tilt angle led to the thinning of the 

upper sheet as the tool shoulder penetrated more. The 

weld produced at 1° appeared to be the strongest with a 

tensile shear load of 5083 N because it had no visible 

defects and an effective high upper sheet load-bearing 

thickness on the advancing side. The weakest weld with 

a tensile shear load of 1584 N was made at 4° because, at 

this angle, the load carrier thickness of the upper sheet 

became extremely thin. On the other hand, the welds 

made at 0°, 2° and 3° inclination angles had a tensile 

shear load of 4497, 3342 and 2751 N, respectively. Weld 

tensile shear load increased with rising inclination angle 

from 0° to 1°. However, a further increase in the 

inclination angle resulted in a significant decrease in 

weld tensile shear load. The hardness of AZ31B alloy 

was determined to be around 68.5 HV. As the inclination 

angle was increased, the hardness in the heat-affected 

and weld zones of the weld decreased slightly and the 

lowest hardness values measured in the weld zones. The 

reason for this is probably more tool shoulder 

penetration into the upper sheet and generating more 

friction heat input. The average hardness in HAZ and the 

WZ is 62 and 61 HV, and 56.7 and 50.7 HV for the 

welds obtained at 0° and 4° inclination angles, 

respectively. All the welds failed from the top sheet on 

the advancing side and in tensile mode during the tensile 

test. Since no welds failed from their weld areas, we can 

say that the load carrying capacity of the weld areas is 

greater than the tensile loads obtained. Mg alloys, which 

are very difficult to weld with fusion welding, can be 

welded by friction stir welding method for use in 

applications such as aerospace and automotive, on 

condition that appropriate welding parameters are 

selected, for example, by choosing the tool inclination 

angle of 1 degree or slightly larger like between 1 and 2 

degrees.  
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Abstract: One of the main risk factors for skin cancer and photoaging is excessive sun exposure 

combined with the lack of sun protection. Incorporating natural antioxidant and anti-inflammatory 

agents into sunscreens and taking natural antioxidant extracts orally are two recent photoprotection 

approaches. Propolis and its plant precursors have the potential to be used as active components in 

pharmaceutical and skin care products that mitigate the effects of ultraviolet radiation from the sun. 

To date, no research has been carried out on the photoprotective effects of Northern Iraqi propolis. 

Ethanol and water extracts of propolis were used in the current research due to its potential sun 

protection factor. This investigation aimed to assess the sun protection factor (SPF) of Northern 

Iraqi propolis collected from Erbil, Mosul and Sulaymaniyah regions. The SPF of propolis extracts 

were assessed using the methods of Mansur. According to the findings, the extracts' SPF varied 

from 5.1 to 17.9. The Musol propolis ethanol extract had the greatest SPF at a concentration of 20 

ppm (17.9). At 0.5 ppm (5.1), the Erbil water extract had the lowest SPF. Overall, it was noticed 

that the SPF value of the propolis ethanolic extract was higher than the water extract for each 

concentration studied.   

 

 

Kuzey Irak Propolisinin Güneş Koruma Faktörünün Değerlendirilmesi 
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Fotoyaşlanma,  

Antioksidan 

 

Öz: Cilt kanseri ve fotoyaşlanma için ana risk faktörlerinden biri güneşe aşırı maruz kalma ve 

güneşten korunma eksikliğidir. Güneş kremlerine doğal antioksidan ve antiinflamatuar ajanların 

dahil edilmesi ve doğal antioksidan ekstraktlarının ağızdan alınması fotokorunmaya yönelik yeni 

iki yaklaşımdır. Propolis güneşten gelen ultraviyole radyasyonun etkilerini azaltan farmasötik ve 

cilt bakım ürünlerinde aktif bileşenler olarak kullanılma potansiyeline sahiptir. Şu ana kadar Kuzey 

Irak propolisinin fotokoruyucu etkileri üzerine herhangi bir araştırma yapılmamıştır. Potansiyel 

güneş koruma faktörü nedeniyle bu çalışmada propolisin etanol ve su ekstraktları kullanılmıştır. Bu 

araştırma, Erbil, Musul ve Süleymaniye'den toplanan Kuzey Irak propolisinin güneş koruma 

faktörünü değerlendirmeyi amaçlamıştır. Propolis ekstraktlarının güneş koruma faktörü Mansur'un 

geliştirmis olduğu yöntem kullanılarak hesaplanmıştır. Bulgulara göre ekstraktların güneş koruma 

faktörü 5,1 ile 17,9 arasında değişmektedir. Musol propolis etanol ekstraktının 20 ppm (17.9) 

konsantrasyonda en yüksek güneş koruma faktörüne sahip olduğu gözlemlenmiştir. 0,5 ppm (5,1) 

ile Erbil propolisinin su ekstraktının en düşük güneş koruma faktörüne sahip olduğu sonuçlardan 

anlaşılmaktadır. Genel olarak, incelenen her konsantrasyon için propolis etanolik ekstraktının güneş 

koruma faktörü değerinin su ekstraktından daha yüksek olduğu sonucuna varılmıştır. 

 

 

1. INTRODUCTION 

 

Over the years, propolis has acquired reputation all over 

the world as a unique naturally derived resinous 

medicine with a wide range of medical applications. 

Significant clinical trials are underway to highlight the 

therapeutic value of propolis and advance its use in the 

nutraceutical and pharmaceutical industries. In addition 

to providing beeswax, propolis, royal jelly, venom and 

apitherapy as dietary and therapeutic resources for 

human health, honey bees also serve as pollinators in 

natural environments [1-5]. Propolis has a wide range of 

www.dergipark.gov.tr/tdfd 
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components and these components change according to 

the type of honeybee species, the plant that bees use to 

produce propolis, the environment and the time of year 

when it is harvested [6-8]. 

 

Propolis's bioactive profile is correlated with habitats, 

particularly with regard to the wide range of floral 

resources that are essential to bee survival and 

biodiversity [9]. Propolis contains more than 300 

chemical components that have biological activities, 

such as chalcones, phenolic acids, benzofuranes, 

benzopyranes and flavonoids [10]. Numerous large-scale 

experimental studies have documented the biomedical 

benefits of propolis, particularly that sourced from 

Brazil, China, Taiwan, and Iran, as well as its 

constituents' anti-inflammatory, antioxidant, anticancer, 

immunomodulatory, antibacterial, antiviral, antifungal 

and antidiabetic properties [11]. 

 

Numerous studies have demonstrated the protective 

effects of polyphenols against UV radiation exposure. 

Overexposure to UV light can harm a cell's DNA and 

result in negative reactions [12]. Natural polyphenols are 

often UV-absorbing pigments that are yellow, red, or 

purple in color. Several in vitro and clinical 

investigations have demonstrated that skin disorders, 

melanoma, dry skin, ageing skin, vasodilation and skin 

cancers may all be directly caused by exposure to UV 

radiation [13]. Phenolic chemicals are distinguished by 

their absorption spectrum, which filters out UV radiation 

to lessen oxidative stress, DNA damage and the 

penetration of harmful UV rays into the skin [14]. Using 

natural polyphenol compounds, which have 

photoprotective as well as antioxidant and anti-

inflammatory qualities, can help to protect against the 

harmful effects of UV radiation from the sun [14].  

 

Natural polyphenol compounds, which possess both 

antioxidant and anti-inflammatory qualities in addition to 

photoprotective effects, can be used to protect against 

the harmful effects of UV radiation from the sun [15]. 

As an active component in skin care products and 

pharmaceutical formulations for the prevention of sun 

UV radiation, propolis and its botanical antecedents are 

promising options [16]. There hasn't been any research 

done on the photoprotective qualities of Northern Iraqi 

propolis or its plant precursors. The aim of this study 

was to evaluate the possible photoprotective effects of 

Northern Iraqi propolis collected from Erbil, Musol and 

Sulaymaniyah. 

 

2. MATERIAL AND METHOD 

 

2.1. Chemicals Used and Material Collection  

 

All chemicals were provided by Sigma Chemical Co. 

(USA) and were of the reagent grade. Deionized water 

that has been purified with the Milli-Q® water 

purification system (Millipore, Burlington, MA, USA). 

Spectrophotometric measurements were taken by using a 

Shimadzu UV-1800 double-beam UV-Vis instrument. 

Samples of propolis were gathered from several areas in 

the northern Iraqi regions of Erbil, Musol and 

Sulaymaniyah. The propolis samples were obtained 

directly from beekeepers and were not purchased from 

marketplaces. Table 1 displays the geographical 

locations of the samples. The samples were collected on 

July, 2021.  

 
Table 1. Coordinates of the locations of the propolis samples 

Locations Coordinate Altitude 

1 Erbil 
N 36°23’18.6792” E 
44°12’07.6356” 

1063.0m 

2 Musol 
N 36°48’53.6796”   E 

42°17’07.6956” 
406.0m 

3 Sulaymaniyah 
N 35°43’12.3888” E 
45°34’12.5724” 

1170.0m 

 

2.2. Hexane Extraction 

 

Using a grinding tool, the raw propolis was crushed and 

ground into a fine grain in order to maximize the amount 

of surface area that could be extracted using hexane 

solution. Subsequently, 10 g of propolis were weighed, 

put into appropriate containers, and put in a vacuum 

machine to reduce the possibility of poisoning. 100 ml of 

hexane was then added, and the propolis was tightly 

sealed with aluminum paper and paraffin. After that, the 

containers were maintained at 40°C and 150 rpm for a 

whole day in an orbital shaker. The solutions were 

vacuum-filtered the next day using paper filters, and the 

resulting mixtures were then put in an oven set at 37°C 

to evaporate the leftover hexane together with the 

ingredients.  

 

2.3. Ethanol Extraction  

 

The propolis sample was kept at room temperature while 

it was extracted using ethanol by shaking and extraction. 

Following that, Whatman No. 1 filter paper was used to 

filter the propolis extracts. After the filtrates were 

evaporated using a vacuum incubator, the produced 

propolis was kept dry for storage. 

 

2.4. Water Extraction 

 

The remaining propolis from the ethanol extraction were 

collected and 100 ml of distilled water was then added. 

Afterwards, the propolis were put in an orbital shaker 

system at 150 rpm for 24 hours at 37°C. The following 

day, the extracts were filtered via Whatman 1 paper 

filters, and heated at 37°C to evaporate any remaining 

water. 

 

2.5. Photoprotective Effects of Propolis 

 

The sun protection factor (SPF) of water and ethanol 

extracts of Northern Iraqi propolis (Erbil, Musol and 

Sulaymaniyah) was assessed according to Mansur et al. 

with minor modifications [17]. Through the 

investigation, each extract was diluted with 96% ethanol 

(v/v) to a concentration of 0.5, 1, 5, 10 and 20 ppm 

(µg/mL). The absorption spectrum of the test samples 

was obtained in the range of 290–320 nm. A 1 cm quartz 

element was used for the study. Absorbance data were 

obtained from 290 to 320 nm in 5 nm increments. 96% 

ethanol (v/v) was used as a blank. 
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SPF values were calculated according to Mansur et al. 

equation [17]: 

 

CF x ΣEE (λ) x I (λ) x Abs (λ) 

 

EE (λ)—erythemal effect spectrum; I (λ)—solar 

intensity spectrum; Abs (λ)—absorbance of extract; 

CF—correction factor (= 10). 

 

2.6. Statistical Analysis 

 

Results were expressed standard deviation of three 

measurements. These data were calculated using 

Microsoft Excel software.  

 

3. RESULTS  

 

The SPF of the ethanolic and water extracts of Erbil, 

Musol and Sulaymaniyah propolis were assessed 

spectrophotometrically (Table 2-4). The results showed 

that the SPF of extracts ranged from 5.1 to 17.9. The 

highest SPF was found in the ethanol extract of Musol 

propolis at 20 ppm concentration (17.9). The lowest SPF 

was found in the water extract of Erbil at 0.5 ppm (5.1). 

In general, it could be observed that the SPF value of the 

ethanolic extract of propolis for each concentration is 

greater than that of water extract.   

 

The SPF analysis of ethanolic and water extracts of Erbil 

propolis demonstrated that greatest SPF value was 

obtained at 20 ppm ethanol extract (9.9) while this value 

was 35% was lesser (6.7) for the same concentration of 

water extract. On the other hand, the lowest SPF was 

obtained at 0.5 ppm concentration of water extract (5.1).  

 
Table 2. The SPF analysis of ethanolic and water extracts of Erbil 

propolis. E denoted ethanol extract, W denotes water extract 

Concentration (ppm) SPF (E, Erbil)  SPF (W, Erbil) 

20 9.9±0.2 6.7±0.16 

10 6.6±0.12 6±0.14 

5 5.9±0.14 5.7±0.14 

1 5.5±0.12 5.6±0.1 

0.5 5.4±0.1 5.1±0.12 

 

The SPF analysis of ethanolic and water extracts of 

Musol propolis demonstrated that greatest SPF value 

was obtained at 20 ppm ethanol extract (17.9) while this 

value was almost 3 fold lesser (6.6) for the same 

concentration of water extract. On the other hand, the 

lowest SPF was obtained at 0.5 ppm concentration of 

water extract (5.4). The analysis also revealed that SPF 

of ethanolic extract of Musol propolis was twofold 

greater than that of Erbil propolis.  

 
Table 3. The SPF analysis of ethanolic and water extracts of Musol 
propolis. E denoted ethanol extract, W denotes water extract 

Concentration (ppm) SPF (E, Musol) SPF (W, Musol) 

20 17.9±0.45 6.6±0.16 

10 10±0.24 5.9±0.1 

5 7.5±0.22 5.7±0.15 

1 5.7±0.12 5.4±0.12 

0.5 5.5±0.15 5.4±0.1 

 

The results of the SPF study of the ethanolic and water 

extracts of Sulaymaniyah propolis showed that the 

highest SPF value was achieved at 20 ppm ethanol 

extract (11.9), whereas the value for the same 

concentration of water extract was nearly 2 fold lesser 

(6.5). Conversely, the water extract concentration of 0.5 

ppm produced the lowest SPF (5.5). 

 
Table 4. The SPF analysis of ethanolic and water extracts of 

Sulaymaniyah propolis. E denoted ethanol extract, W denotes water 
extract 

Concentration 

(ppm) 

SPF (E, 

Sulaymaniyah) 

SPF (W, 

Sulaymaniyah) 

20 11.9±0.32 6.5±0.21 

10 8.7±0.23 5.9±0.22 

5 6.9±0.20 5.7±0.14 

1 5.9±0.14 5.5±0.16 

0.5 5.5±0.11 5.5±0.11 

 

4. DISCUSSION AND CONCLUSION 

 

The ultraviolet (UV) radiation emitted by the sun are 

classified into three groups based on their wavelengths: 

UVA (320–400 nm), UVB (290–320 nm) and UVC 

(100–280 nm) [18]. Since UVA and UVB may reach the 

earth's surface, unlike UVC, which is absorbed by the 

atmosphere's ozone layer, they have the potential to 

cause a wide range of skin conditions, from moderate 

sunburns and minor skin inflammations to serious 

cancers [19,20]. UVB rays can reach a depth of 160–180 

μm in the skin, which increases the risk of melanoma 

and skin cancer as well as causing wrinkles, scaling, 

dryness and blood vessel dilatation. UVA rays can cause 

reactive oxygen species, which can harm proteins, lipids, 

and DNA structures by penetrating deeper into the 

epidermis and dermis [21]. As a result, efforts to produce 

a sun protection formulation have accelerated in recent 

decades. The sun protection benefits of sunscreens are 

attributed to either of two processes: chemical (i.e., 

radiation absorption) or physical (i.e., radiation 

blocking) [22]. SPF unit explains how well they protect 

the skin [23]. This phrase describes the level of skin 

protection against the sun's piercing rays. Common 

synthetic sunscreen ingredients like oxybenzone, 

avobenzone, ecamsule and octocrylene, however, can 

penetrate the skin and cause major adverse effects, such 

as allergic reactions, DNA damage, antiandrogenic 

effects, the development of cancer and other health 

problems [24]. Consequently, a lot of research is being 

done to create a natural sunscreen that should have less 

adverse consequences.  

 

Attributable to the protective effects of propolis on the 

skin, it has been deliberated as a decent candidate for 

integration in skin-care cosmeceuticals such as 

sunscreens [25]. Propolis also has strong anti-

inflammatory properties, making it a good treatment for 

sunburns and other skin conditions that are influenced by 

radiation [26]. Concurrently, preserving the collage 

contents of the skin, it can act as an anti-aging product 

[27]. Furthermore, since propolis contains various 

flavonoids and antioxidants, it can protect the skin from 

UV rays.  

 

Spectrophotometric analysis of SPF of Lithuanian 

propolis revealed that SPF of the ethanolic extracts 10 

µg/mL had SPFs ranging from 2.010 to 4.851. The 
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propolis extract has the highest SPF of 4.851. The pine 

buds extract had the lowest SPF [28], all which are lower 

than Northern Iraqi propolis. Using topical formulations 

based on a Brazilian red propolis hydroalcoholic extract 

was shown to provide photoprotective effects in a mouse 

model [29]. Furthermore, these findings imply that the 

biological impact may have something to do with anti-

inflammatory and antioxidant processes. These results 

suggest that the Hydroalcoholic Extract of Red Propolis 

is a natural substance with promise for photoprotection 

applications in cosmetic formulations. The study showed 

how crucial it is to incorporate green propolis extracts 

into Gel Permulen TR-1 sunscreen preparations since 

significant antioxidant and SPF activity was noted, 

which may enhance the phytopharmaceutical product's 

ability to protect skin. The HET-CAM test indicated that 

the formulation made with Gel Permulen TR-1 and 

enhanced with EEP was safe to apply directly to the 

skin. In their study, all EEPs of 70% and 75% (at room 

temperature and high temperature) increased sun 

protection at the tested concentrations in the 

experimental settings of this investigation. This 

composition can therefore be applied to photoprotective 

materials [29]. 

 

As seen in the experiments deposited in the literature, 

when the extract was added to the Polawax cream 

sunscreen, the outcomes show that the ethanolic red 

propolis extracts had photoprotective qualities [30]. This 

study was reported as the first investigation into the 

photoprotective properties of red propolis ethanolic 

extracts added to a cream sunscreen formulation like 

Polawax. Their research comes to a different conclusion, 

despite the fact that many writers demonstrate a 

correlation between antioxidant activity, flavonoid 

concentration, and phenol content in the importance of 

UV protection. The antioxidant activity was strong, 

however the extraction procedure was insufficient to 

remove numerous phenols and flavonoids. As a result, 

they linked antioxidant activity to the high benefit of sun 

protection that was only discovered. Furthermore, the 

findings demonstrated that the addition of propolis 

ethanol extract to photoprotective formulations not only 

enhanced the sun protection values but also guaranteed 

the preservation of propolis's other qualities, including 

antimicrobial, anti-inflammatory, antioxidant and 

healing. As a result, their study indicates that it is a 

potential source of natural chemicals for the creation of 

novel formulations that offer photoprotection [31]. 

 

The purpose of this study was to evaluate the level of 

sun protection provided by Northern Iraqi propolis that 

was gathered in Sulaymaniyah, Mosul and Erbil. 

Mansur's method was used to evaluate the propolis 

extracts' sun protection factor. The results showed that 

the SPF of the extracts ranged from 5.1 to 17.9. At a 

dosage of 20 ppm, the Musol propolis ethanol extract 

exhibited the highest level of sun protection (17.9). The 

Erbil water extract had the lowest SPF at 0.5 ppm (5.1). 

Overall, it was shown that at every concentration under 

investigation, the propolis ethanolic extract's SPF value 

was higher than the water extract's.  Conducting in vivo 

experiments to evaluate the effectiveness of propolis or 

investigating other extraction techniques, would offer a 

good guide for future investigations. 
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Abstract: Cellulose, one of the most abundant carbohydrates on Earth, is a promising candidate 

for the production of second-generation biofuels such as ethanol and various everyday products. 

This polysaccharide is degraded by the enzyme cellulase, which is usually produced by 

microorganisms. Microbial cellulases are widely used in various industries (such as textiles, 

detergents, pharmaceuticals, food and paper).  

 

In the present study, cellulase enzyme was partially purified from Bacillus pumilus ND8 strain 

isolated from garden waste and the pH and temperature values at which the enzyme showed 

optimum activity were determined. B. pumilus ND8 strain exhibited a cellulase activity of 8.6 

U/mL as a result of partial purification and the protein concentration of the enzyme was measured 

as 6.72 mg/mL. The pH and temperature values at which the partially purified cellulase showed 

optimum activity were pH 5.5 and 60 °C, respectively. Km and Vmax values of the enzyme were 

determined as 0.81 mM and 14.2 µmol/min, respectively. In conclusion, cellulase purified from 

B. pumilus ND8 strain was found to possess unique properties that make it suitable for industrial 

applications. 

 

 

Bahçe Atıklarından İzole Edilen Bacillus pumilus ND8'den Selülazın Kısmi Saflaştırılması 

ve Biyokimyasal Karakterizasyonu 
 

 

Anahtar 

Kelimeler 

Bacillus pumilus, 

Selülaz, 

Kısmi 

saflaştırma  

Öz: Dünyada bol miktarda bulunan karbonhidratlardan biri olan selüloz, etanol gibi ikinci nesil 

biyoyakıtların ve çeşitli günlük ürünlerin üretimi için umut verici bir adaydır. Bu polisakkarit, 

genellikle mikroorganizmalar tarafından üretilen selülaz enzimi tarafından parçalanır. Mikrobiyal 

selülazlar çeşitli endüstrilerde (tekstil, deterjan, ilaç, gıda ve kağıt gibi) yaygın olarak 

kullanılmaktadır. 

 

Mevcut çalışmada, bahçe atıklarından izole edilen Bacillus pumilus ND8 suşundan selülaz enzimi 

kısmi olarak saflaştırıldı ve enzimin optimum aktivite gösterdiği pH ve sıcaklık değerleri 

belirlendi. B. pumilus ND8 suşu kısmi saflaştırma sonucunda 8.6 U/mL’lik bir selülaz aktivitesi 

sergiledi ve enzimin protein konsantrasyonu 6.72 mg/mL olarak ölçüldü. Kısmi olarak saflaştırılan 

selülazın optimum aktivite gösterdiği pH ve sıcaklık değerleri sırasıyla pH 5.5 ve 60 °C olarak 

bulundu. Enzimin Km ve Vmax değerleri ise sırasıyla 0.81 mM ve 14.2 µmol/min olarak belirlendi. 

Sonuç olarak, B. pumilus ND8 suşundan saflaştırılan selülazın endüstriyel uygulamalarda 

kullanılmasını uygun kılan kendine özgü niteliklere sahip olduğu tespit edilmiştir. 
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1. INTRODUCTION 

 

The continued increase in global industrialization has led 

researchers in various industrial fields (textiles, animal 

feed, paper, detergents, food, etc.) to search for solutions 

that are economically viable and do not cause 

environmental damage [1]. Cellulose is the most abundant 

renewable energy source in the world, easily and cheaply 

available for the production of different 

biotechnologically important products [2]. 

 

Cellulose is the main component of the plant cell wall and 

is a polysaccharide formed by D-glucose units linked by 

β-1,4 bonds [1,3,4]. Cellulose is mainly broken down by 

the enzyme cellulase, which is widely produced by 

microorganisms [1,5]. Cellulases efficiently hydrolyze 

cellulose into glucose units through the synergistic effects 

of endo-β-1,4-glucanase, β-D-glucosidase and 

cellobiohydrolase enzymes [4,6,7]. Known for their fast 

growth rates compared to fungi, bacteria have become a 

preferred choice for industrial enzyme production due to 

their ability to produce high purity cellulase under a 

variety of growth media [8,9]. 

 

Cellulases are of great interest due to their wide-ranging 

applications in various industries (detergent, food, textile, 

paper, feed, feed, leather industry, etc.) [6,10,11,12]. They 

also play important roles in fiber modification, biomass 

fermentation and pharmaceutical development [6,13,14]. 

The widespread use of these enzymes in various industries 

requires the discovery of robust enzymes that can operate 

efficiently at high temperature and pH levels [6,11]. 

 

In this study, which was designed to add a new cellulase 

enzyme to the cellulase enzymes used industrially in 

various fields, isolation and identification of cellulotic 

bacteria from garden wastes and partial purification and 

characterization of cellulase enzyme from B. pumilus 

showing the highest activity were carried out. 

 

2. MATERIAL AND METHOD 

 

2.1. Bacterial Strains 
 
The garden waste used in the study was collected from 

Atatürk University campus. Samples were collected with 

a sterile spatula and collected in a sterile ziplock bag. 0.1 

g samples were suspended in physiological saline (9 mL) 

by vortexing for 2 min. A 10x dilution series was made 

and 1 mL of each dilution was transferred to Nutrient 

Agar (NA). Petri dishes were incubated at 28 °C for 72 

hours. According to their morphological characteristics 

(shape, size and color), 60 bacterial colonies were selected 

and inoculated into NA by drawing method. After 

incubation at 28 °C for 2 days, they were stored at -80 °C 

in 50% glycerol stocks. 

 

2.2. Molecular Identification by 16S rRNA Gene 

Sequencing 

 

EurX GeneMATRIX Bacterial & Yeast DNA isolation kit 

(Poland) was used for DNA isolation of the strains. The 

16S rRNA gene was amplified from the genomic DNA of 

the strain by polymerase chain reaction (PCR) using 

universal primers (27F 5' 

AGAGTTTGATCMTGGCTCAG 3' and 1492R 5' 

TACGGYTACCTTTGTTACGACTT 3'). Sequence 

analysis of the strains was outsourced to BM Lab and the 

strains were identified by comparing the sequence results 

in the NCBI database. 

 

2.3. Assay of Cellulase Activity 

 

Dinitrosalicylic acid (DNS) method was used to 

determine the cellulase activity of bacterial strains. 0.5 

mL of enzyme solution and 0.5 mL of substrate were 

incubated at 37 °C for 30 minutes. Then 1 mL of DNS 

solution was added. The experiments were carried out in 

3 repetitions and the results are given as the average of the 

three repetitions. The mixture was boiled for 5 min and 

after cooling, enzyme activity was determined by 

measuring at OD540 nm [15]. 

 

2.4.  Purification of Cellulase 

 

Partial purification of cellulase enzyme was carried out 

according to Dikbaş et al. [16] with minor modifications.  

B. pumilus ND8 strain grown in CMC broth at 35 °C for 

2 days was centrifuged (8000 rpm at 4°C for 10 min). 

Cellulase was partially purified in the range of 0-80% 

ammonium sulfate. The partially purified enzyme was 

dissolved in 0.1 M sodium acetate buffer with pH 5.5 and 

stored at +4 °C. 

 

2.5.  Protein Determination 

 

Protein concentration was determined using bovine serum 

albumin as a standard according to Bradford [17] and 

color change was measured spectrophotometrically at 595 

nm. 

 

2.6.  Effect of pH on The Activity of Purified Cellulase 

 

Substrate solutions were prepared using sodium acetate 

(pH 2.0-3.0), sodium citrate (pH 4.0-5.0-6.0), Tris-HCl 

(pH 7.0-8.0-9.0) and sodium carbonate (pH 10.0-11.0) 

buffers to determine the pH at which cellulase showed 

optimum activity. The experiments were carried out in 3 

repetitions and the results are given as the average of the 

three repetitions. The pH at which the cellulase enzyme 

showed the highest activity was determined 

spectrophotometrically at 540 nm [16]. 

 

2.7.  Effect of Temperature on The Activity of 

Purified Cellulase 

 

To determine the optimum temperature at which cellulase 

showed the highest activity, reactions were carried out in 

the range of 10-90 °C with temperature increments of 10 

°C. The experiments were carried out in 3 repetitions and 

the results are given as the average of the three repetitions. 

The optimum temperature of the enzyme was determined 

by measuring activity in a spectrophotometer (540 nm) at 

each temperature range [16]. 
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2.8. Determination of Km and Vmax Values 

 

Cellulase activity was measured at different substrate 

concentrations under optimum conditions and Km and Vmax 

values were determined by drawing Lineweaver-Burk 

graph [18]. 

 

3. RESULTS 

  

3.1. Determination of cellulase activity of strains 

 

Seven strains isolated from garden waste were tested for 

cellulase activity and strain ND8 showed the highest 

cellulase activity with a value of 43 U/mL (Figure 1). This 

strain was identified as B. pumilus in NCBI (Accession 

number: PP940105). 

 
Figure 1. Cellulase activity results of seven different strains 

 

3.2. Partial Purification Results of Cellulase 

 

The cellulase enzyme partially purified by ammonium 

sulfate precipitation from the isolated and identified B. 

pumilus ND8 strain showed the best activity in the 

purification range 0-20% with an activity of 8.6 U/mL 

(Figure 2). The protein concentration in the range 0-20%  

was measured as 6.72 mg/mL.  

 
Figure 2. Cellulase activity of ammonium sulfate precipitation intervals 

 

3.3. Optimum pH Results of Cellulase Enzyme 

 

The pH value at which the cellulase enzyme partially 

purified from B. pumilus ND8 strain showed optimum 

activity was determined as pH 5.5. Cellulase showed an 

activity of 10.1 U/mL at pH 5.5 (Figure 3). 

 
Figure 3. Effect of pH on activity of cellulase enzyme 

 

3.4. Optimum Temperature Results of Cellulase 

Enzyme 

 

The optimum temperature at which the cellulase enzyme 

partially purified from B. pumilus ND8 showed optimum 

activity was determined to be 60 °C and it showed 14.1 

U/mL activity at this temperature (Figure 4).  

 
Figure 4. Effect of temperature on activity of cellulase enzyme 

 

3.5. Km and Vmax Values 

 

When the partially purified cellulase from B. pumilus 

ND8 was tested against carboxylmethyl cellulose, the 

enzyme exhibited a Km value of 0.81 mM and a Vmax value 

of 14.2 µmol/min (Figure 5). 

 

 
Figure 5. Graph for determining Km and Vmax values of cellulase enzyme 
for carboxylmethyl cellulose 
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4. DISCUSSION AND CONCLUSION 

 

Cellulases are evaluated as potential biocatalysts by 

various industries worldwide due to their capacity to 

hydrolyze cellulose [19]. Due to their industrial 

importance, interest in the isolation of new bacterial 

strains that have higher catalytic activity, produce stable 

cellulase under variable conditions, and are easy to 

modify and optimize is increasing day by day [20]. 

Numerous studies have documented the discovery of 

bacterial cellulases from different environments (soil, 

water, etc.) and highlighted their potential for industrial 

use [21,22,23,24,25]. In this study, 7 bacteria isolated 

from garden waste were tested for cellulase production, 

and the strain showing the highest activity was identified 

as B. pumilus ND8. The cellulase enzyme from this strain 

was partially purified and some of its biochemical 

properties were determined. 

 

The ammonium sulfate precipitation range in which B. 

pumilus ND8 strain showed the highest cellulase activity 

was determined as 0-20 and cellulase was purified in this 

range. The activity of the purified enzyme was determined 

as 8.6 U/mL. It was observed that B. pumilus ND8 strain 

had a better cellulase activity than other cellulase 

producing bacteria in the literature (Aneurinibacillus 

aneurinilyticus BKT-9 [21], Pseudomonas sp. D1-PT 

[26], Bacillus sp. T2-D2 [26], Arthrobacter woluwensis 

TDS9 [23]. 

 

A wide pH range is required for enzymes to be used in 

different application areas [27]. In the study, the pH value 

at which cellulase showed optimum activity was 

determined as 5.5 and it was observed that it did not 

completely lose its activity in the pH 2-11 range. These 

results are in agreement with B. subtilis CD001 (pH 5.0), 

B. subtilis subsp. subtilis JJBS300 (pH 5.0) and B. 

licheniformis PANG L (pH 5.0) cellulase, which show 

optimum activity under acidic conditions [28,29,30]. 

However, there are reports in the literature on the 

production of alkaline and neutral cellulases by Bacillus 

species [27,31,32,33]. As a result, the optimum pH for 

cellulase activity is enzyme specific and may vary 

depending on the type and source of cellulase.  

It was determined that partially purified cellulase was 

thermostable and showed its optimum activity at 60 °C. 

Results are consistent with B. subtilis BC1 (60 °C) and B. 

pumilus EWBCM1 (50 °C) isolated from the gut of 

Zeuzera pyrina and Eudrilus eugeniae [31,32]. In 

addition, B. subtilis CD001 isolated from cow manure and 

B. subtilis F3 strain isolated from hot spring water showed 

optimum cellulase activity at 60 °C and 50 °C, 

respectively. [29,33]. The thermostability of purified 

cellulase will give it advantages such as high desirability 

in various industries, competitiveness, longer enzyme 

lifetime and versatility in applications. 

 

The kinetic parameters of the purified enzyme were 

determined as Km (0.81 mM) and Vmax (14.2 µmol/min), 

respectively. Considering the results, B. pumilus ND8 

cellulase has a high affinity for its substrate. This suggests 

that it may be more effective in the hydrolysis of cellulase 

[9]. 

In conclusion, B. pumilus ND8 isolated from garden waste 

was able to produce a cellulase with thermostable and 

acidic properties. Further studies are needed to better 

characterize the usefulness of this bacterium, which has 

an important industrial role, and the secondary 

metabolites it produces in different fields (food, feed, 

textile, soil improvement, etc.). 
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Abstract: Langmuir isotherm model has been widely used by researchers in adsorption isotherm 

studies for more than a century. During the process, 6 linear equations have been derived from the 

Langmuir model, which is a non-linear model. However, the degree of compatibility of these 

mathematically derived linear equations with experimental data is different. In addition, the 

constants obtained from the equations are also different.his study focuses on these 6 equations 

which are rarely given together. Thus, it was possible to compare the degree of fit of the equations 

with experimental data. 

 

In this study, the performance of clay mineral in the removal of a heavy metal known for its 

harmful effect, such as cadmium, from solution was measured. The data obtained as a result of 

adsorption of cadmium (II) ion with clay from Siirt Koçpınar region at a temperature of 298 K were 

applied to 6 linear equations derived from Langmuir isotherm model. As a result, it was determined 

that the degree of suitability of the models for adsorption was type 3= type 6 < type 1= type 4 < 

type 2 = type 5 and the most suitable R2 values belonged to type 2 and type 5 with values of 0.992. 

The largest qm value was found to belong to type 4 with a value of 86.608 gmg-1.. 

 

 

Cd (II) İyonunun Siirt Kurtalan Koçpinar Kili Ile Adsorpsiyonunda  Langmuir Izotermine 

Ait Doğrusal Denklemlerinin Modellenmesi 
 

 

Anahtar 

Kelimeler 

Kadmiyum, 

Langmuir, 

Doğrusal 

regresyon, 

Adsorpsiyon 

sabitleri, 

İzoterm,  

Kil 

Öz: Langmuir izoterm modeli yüzyılı aşkın bir süredir adsorpsiyon izoterm çalışmalarında 

araştırmacılar tarafından yaygın olarak kullanılmaktadır. Non-lineer bir model olan Langmuir 

modelinden süreç içerisinde 6 doğrusal denklem türetilmiştir. Ancak matematiksel olarak türetilen 

bu doğrusal denklemlerin deneysel veriler ile uyum derecesi farklıdır. Ayrıca denklemlerden elde 

edilen sabitler de farklı olmaktadır.  Bu çalışma çok ender olarak beraber verilen bu 6 denkleme 

odaklanmıştır. Böylelikle denklemlerin deneysel verilerle uyum derecelerinin karşılaştırılması 

mümkün olmuştur. 

 

Bu çalışmada, ucuz ve etkin oluşu nedeniyle kil mineralinin kadmiyum gibi zararlı etkisi ile bilinen 

bir ağır metalin çözeltiden giderimindeki performansı ölçülmüştür. Kadmiyum (II) iyonunun Siirt 

Koçpınar bölgesinden alınmış kil ile 298 K sıcaklığında adsorpsiyonu sonucunda elde edilen 

veriler, Langmuir izoterm modelinden türetilmiş 6 doğrusal denkleme uygulanmıştır. Regresyon 

modeli olarak en küçük kareler yöntemi kullanılarak denklemler karşılaştırılmıştır. Sonuç olarak; 

modellerin adsorpsiyona uygunluk derecelerinin; tip 3= tip 6 <  tip 1= tip 4 < tip 2 = tip 5 olduğu ve 

en uygun R2 değerleri 0,992 değerleri ile tip 2 ve tip 5’e ait olduğu görülmüştür. En büyük qm 

değerinin 86,608 mgg-1 değeri ile tip 4’e ait olduğu tespit edilmiştir. 
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1. INTRODUCTION 

 

Today, environmental pollution has reached a point that 

threatens the future of the world. Industrial residues play 

a major role in this. Heavy metals pollute water and land 

and cause health problems that may even result in death 

for living things, especially humans. 

 

Cadmium, one of the most toxic elements, has the 

symbol Cd, atomic mass of 112.411 and atomic number 

48 [1]. It is a non-abundant metallic element. Cadmium 

is often associated with minerals such as ZnS and other 

zinc ores. One mineral form, greenockite (CdS), is 

important, but the usual source of Cd is the oxide in 

industrial slag associated with the refining of Zn or Pb 

[2]. 

 

Cadmium is mainly used in battery production [3-5], 

alloys [6-8], solar cells [9-10], as as a plastic stabilizer 

[11-12] and pigment [13-15] in the industry and its 

wastes pose pollution and risk for the environment [16-

18]. Various studies have been done on the removal of 

cadmium from solutions. The primary ones of these 

studies are coagulation method [19], ion exchange 

method [20], lime softening method [21], reverse 

osmosis method [22].  However, those conducted by 

adsorption method [23-25] attract the most attention. 

 

Adsorption can be defined as the accumulation of a 

substance from a liquid or gas on a solid. If adsorption is 

in equilibrium at constant temperature, there is 

adsorption isotherm, if not, it can be mentioned as 

adsorption kinetics. There are many studies [26-48] on 

adsorption isotherm, adsorption kinetics and 

thermodynamics of it. Studying the adsorption isotherm 

gives insight into the nature of adsorption. A typical 

isotherm is a curve. 

 

Among adsorption isotherms, Langmuir and Freundlich 

isotherms are prominent. While Freundlich isotherm 

model is considered suitable for heterogenous surfaces 

models [49], the Langmuir is associated with 

homogeneous surfaces [50],  and monolayer adsorption 

[51]. This is largely due to the fact that Freundlich model 

anticipates multilayer adsorption while Langmuir 

isotherm anticipates monolayer adsorption. 

 

1.1. Langmuir Isotherm Model 

 

Irwing Langmuir published a paper in 1916 [52] that laid 

the foundation for the model that bears his name. 

Langmuir isotherm model anticipates a monolayer 

adsorption. Therefore, it is based on a limited adsorption. 

In chemical adsorption, multilayer adsorption does not 

occur because the atoms or molecules specifically bind 

one-to-one with the adsorbent. The Langmuir isotherm 

equation is essentially a non-linear equation. The 

equation is expressed as follows: 

 

𝑞𝑒 = 𝑞𝑚
𝐾𝐿𝐶𝑒

1+𝐾𝐿𝐶𝑒
                                                           (1) 

Where; 

qe ; Amount adsorbed at equilibrium per gram of 

adsorbent (mgg-1) 

qm ; Maximum amount adsorbed at equilibrium per gram 

of adsorbent (mgg-1) 

Ce ; Equilibrium concentration (mgL-1) 

KL; Langmuir constant (mgL-1)  

 

Despite the fact that the Langmuir isotherm equation is 

nonlinear, six linearized equations derived from eq. 1 

have gradually replaced it in the literature. However, 6 

equations can hardly be found in the same study. But the 

sequence number of the equations is given randomly in 

the literature. These equations can be expressed as 

follows: 

 

Type 1          
1

𝑞𝑒
=

1

𝐾𝐿𝑞𝑚

1

𝐶𝑒
+

1

𝑞𝑚
         (2) 

 

Type 2           
𝐶𝑒

𝑞𝑒
=

1

𝑞𝑚
𝐶𝑒 +

1

𝐾𝐿𝑞𝑚
         (3) 

 

Type 3     𝑞𝑒 = −
1

𝐾𝐿

𝑞𝑒

𝐶𝑒
+ 𝑞𝑚      (4)  

 

Type 4      
1

𝐶𝑒
= 𝐾𝐿𝑞𝑚

1

𝑞𝑒
− 𝐾𝐿      (5) 

 

Type 5 𝐶𝑒= 𝑞𝑚
𝐶𝑒

𝑞𝑒
−

1

𝐾𝐿
      (6) 

 

Type 6  
𝑞𝑒

𝐶𝑒
= −𝐾𝐿 𝑞𝑒 + 𝐾𝐿𝑞𝑚      (7) 

 

2. MATERIAL AND METHOD 

 

In this study, mixed type clay from Siirt Koçpınar village 

was used as adsorbent. As adsorbate Sigma-Aldrich 

brand Cd(NO3)2.4H2O was used. Adsorption experiment 

was carried out with Memmert brand WNB 14 model 

heated shaking water bath at 298 K temperature. 

Equilibrium concentrations (Ce) were determined by 

Agilent 400 model atomic absorption spectrophotometer 

(AAS) Calculations were made as follows: 

 

𝑞𝑒 =
(𝐶İ−𝐶𝑒)𝑉

𝑚1000
                                                                  (8) 

 

Here; 

 

qe: The amount of substance adsorbed per gram by the 

adsorbent at equilibrium (mgg-1), 

Ci: Initial concentration (mgL-1), 

Ce: Concentration at equilibrium (mgL-1), 

V: Solution volume (mL) and 

m: Mass of adsorbent (g). 

 

The data were applied to the linearized 6 types of 

Langmuir isotherm model. Plot of type 1 was obtained 

by plotting 1/qe versus 1/Ce, plot of type 2 by plotting 

Ce/qe versus Ce, plot of type 3 by plotting qe versus 

qe/Ce, plot of type 4 by plot plotting 1/Ce versus 1/qe, plot 

of type 5 by plotting Ce versus Ce/qe, and the plot of type 

6 by plotting qe/Ce versus qe. For each type of plot 

equations, KL, qm ve R2 constants were obtained, and 

these plots were comparized and tabulated. Microsoft 

Excel 2010 program was used for the operations and the 
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least squares method was adopted for regression 

analysis. 

 

3. RESULTS  

 

The isotherm plot giving the relationship between the 

independent variable Ce and the dependent variable qe 

obtained as a result of the experiment and the 

calculations made afterwards is given in Figure 1:  

 
Figure.1. Isotherm curve of Cd (II) ion adsorption with Siirt Koçpınar 
clay at 298 K temperature 

 

The plots generated by fitting the experimental data to 

the linear equations of the Langmuir model are given in 

Figures 2-7: 

 

 
Figure.2. Linear plot of Langmuir type 1 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K 
 

 
Figure.3. Linear plot of Langmuir type 2 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K temperature 

 
Figure.4. Linear plot of Langmuir type 3 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K temperature 
 

 
Figure.5. Linear plot of Langmuir type 4 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K temperature 

 

 
Figure.6. Linear plot of Langmuir type 5 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K temperature 
 

 
Figure.7. Linear plot of Langmuir type 6 linear equation for the 

adsorption of Cd (II) ion with Siirt Koçpınar clay at 298 K temperature 
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The constants obtained from the above 6 plots are given 

in table 1: 

 
Table.1. Constants of the linear type equations of the Langmuir 
isotherm model 

Linear Types KL (Lmg-1) qm (mgg-1) R2 

Type 1 0.092 84.034 0.985 

Type 2 0.123 71.942 0.992 

Type 3 0.118 73.246 0.936 

Type 4 0.088 86.608 0.985 

Type 5 0.125 71.303 0.992 

Type 6 0.110 75.715 0.936 

 

Results that given table. 1 were showed that the degree 

of suitability of the models for adsorption; type 3 = type 

6 < type 1 = type 4 < type 2 = type 5. The most suitable 

R2 values belong to type 2 and type 5 with values of 

0.992. qm values; type 5< type 2 < type 3 < type 6 < type 

1 < type 4 and KL values were found to be type 4 < type 

1 < type 6 < type 3 < type 2 < type 5. It was determined 

that the largest qm value was belong to type 4 with a 

value of 86.608 gmg-1. It is no coincidence that the 

smallest KL value which is 0.088 Lmg-1 belongs to the 

same linear type. Low KL values indicate high affinity, 

high qm values indicate high adsorption capacity in 

accordance with affinity, and high R2 values indicate a 

measure of the fit of the experimental data to the linear 

equation. As a result, the experimental data were found 

to be in high agreement with the theory. 

 

4. DISCUSSION AND CONCLUSION 

 

Recently, environmental pollution has become a global 

issue and has received much attention. One of the main 

causes of environmental pollution is heavy metal 

pollution. Due to the harm and widespread use of 

cadmium, a separate parenthesis can be opened here. 

In this adsorption study carried out to remove cadmium 

pollution, 6 linearized equations of the Langmuir 

isotherm equation, which are rarely given together in the 

literature, constituted the main core of the study. Each of 

these 6 equations, which are almost never encountered in 

thesis studies and scientific articles in our country, 

means a new possibility for the Langmuir model. 

Because each equation will give different KL and qm 

values. Also, the degree of linearity of each equation will 

be different. As the adsorbent, adsorbed and other 

conditions affecting adsorption vary, the degree and 

sequence of concordance of each equation with the 

experimental data changes. 

 

In this study, mixed type clay taken from Koçpınar 

region of Siirt Kurtalan district was used as adsorbent. 

As for adsorbed material, Cd (II) ion was used. The raw 

data obtained in the experiment carried out in a water 

bath with shaker at 298 K temperature were processed 

and applied to 6 linear equations of the Langmuir 

isotherm model. Least squares method was used as 

regression model for the comparison of the equations. As 

a result of the regression analysis, it was determined that 

the degree of suitability of the models for adsorption; 

type 3 = type 6 < type 1 = type 4 < type 2 = type 5. The 

most suitable R2 values belong to type 2 and type 5 with 

values of 0.992. KL values, a measure of affinity, were 

found to be be type 4 < type 1 < type 6 < type 3 < type 2 

< type 5 and qm values were found to be type 5 < type 2 

< type 3 < type 6 < type 1 < type 4. It was determined 

that the largest qm value was belong to type 4 with a 

value of 86.608. It is no coincidence that the smallest KL 

value which is 0.088 belongs to the same linear type. 

Because low KL value indicates high affinity, in this 

context, maximum adsorption is inevitable. The same is 

true for the vice versa. Namely, KL value of type 5 was 

found to be the highest and qm value was found to be the 

lowest. As a result, the experimental data were found to 

be in high agreement with the theory. 
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Abstract: The increase in population causes the need for water to increase day by day. The fact 

that water resources are limited further emphasizes the effective use of water. For this purpose, 

level-flow control of water transmitted through open channels is very important. Broad-crested 

weir types are widely used in these controls carried out through weirs. This study used a newly 

designed broad-crested weir type that had not been used before. The model created in the 

laboratory environment was tested for Q=7.84 l/s and Q=14.86 l/s flow rates. The experiments 

measured water surface profile, flow depths, and velocity values. The same model was tested in 

the numerical environment under similar flow conditions. For this purpose, three-dimensional 

solutions were performed with Ansys-Fluent software. The Realizable k-ε turbulence model, 

which has been tested for reliability in previous studies and is suitable for this type of broad-

crested weir flows, was preferred. In the numerical solution, the VOF method was used for the 

water-air interface. Thus, the data belonging to the numerical model was verified using 

experimental data. In general, it was observed that there was an agreement between the 

experimental and numerical data in terms of water surface profile, flow depths and velocities. As 

a result of this study, it can be said that it allows different broad-crested weir designs to be tested 

with less cost before moving on to field applications. 

 

 

Geniş Başlıklı Bir Savak İçin Sayısal Model Çalışmaların Güvenilirliğinin Test Edilmesi 
 

 

Anahtar 

Kelimeler 

Savak,  

Debi,  

Geniş-başlıklı 

savak,  

Ansys-fluent,  

Serbest su 

yüzü profili 

 

Öz: Nüfusun artması suya olan ihtiyacın da her geçen gün artmasına neden olmaktadır. Su 

kaynaklarının kısıtlı olması ise, suyun etkin kullanımını daha da ön plana çıkarmaktadır. Bu 

amaçla açık kanallar vasıtasıyla iletilen suların seviye-debi kontrolü çok önemlidir. Savaklar 

aracılığıyla yapılan bu kontrollerde geniş başlıklı savak tipleri yaygın olarak kullanılmaktadır. Bu 

çalışma kapsamında daha önce kullanılmamış yeni tasarlanmış geniş başlıklı bir savak tipi 

kullanılmıştır. Laboratuvar ortamında oluşturulan model, Q=7.84 l/s ve Q=14.86 l/s debi değerleri 

için test edildi. Yapılan deneylerde su yüzü profili, akım derinlikleri ve hız değerleri ölçüldü. 

Aynı model benzer akım koşullarında sayısal ortamda da teste tabi tutuldu. Bu amaçla Ansys-

Fluent yazılımı ile üç boyutlu çözümler gerçekleştirildi. Daha önce yapılmış çalışmalarda 

güvenilirliği test edilmiş ve bu tip geniş başlıklı savak akımlarına uygun olan Realizable k-ε 

türbülans modeli tercih edilmiştir. Sayısal çözümde su-hava arakesiti için VOF metodu 

kullanılmıştır. Böylece sayısal modele ait veriler, deneysel veriler kullanılarak doğrulandı. Genel 

olarak deneysel ve sayısal veriler arasında; su yüzü profili, akım derinlikleri ve hızları 

bakımından uyum olduğu görülmüştür. Bu çalışma neticesinde saha uygulamalarına geçmeden 

önce, yapılacak farklı geniş başlıklı savak tasarımlarının daha az maliyetle test edilmesine imkân 

sağladığı söylenebilir. 

 

 

1. INTRODUCTION 

 

For the effective and sustainable use of limited water 

resources, it is necessary to determine the distribution of 

water over time and space in terms of properties and 

volume. In Türkiye, water consumption is mostly used 

for agricultural purposes and is transmitted through open 

channels. In this type of transmission, the amount of 
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water in the channel must be measured regularly and 

reliable records must be kept. Because this is essential to 

protect existing water and increase usage efficiency. In 

general, flow measurements are made with a method that 

is costly and requires intense effort, such as velocity-area 

measurements [1]. However, low-cost, reliable, and 

practical methods are needed for flow measurement in 

open-channel flows. One of these methods is 

measurement weirs. Weirs are widely used in irrigation 

channels and environmental projects. Built-in streams 

and open channels increase the irrigation capacity by 

raising the water level upstream, storing water, or 

directing the flow by weirs [2]. Weirs are constructed in 

various geometric types (labyrinth, ogee, broad-crested, 

and sharp-edged) depending on the need. The broad-

crested weir type is widely used in field practices [3]. 

Compared to other types, broad-crested weirs have many 

advantages, such as structural stability, low cost, and 

extremely low sensitivity to tailwater submergence [4]. 

In literature, the hydraulic properties of broad-crested 

weirs with different geometries and designs were 

examined and many experiments were conducted for this 

purpose [4]–[7]. These studies focused on determining 

the flow coefficient and revealing the effect of 

geometries on the flow pattern.  

 

Many studies have been carried out previously on the 

broad-crested weir structure. Clemmens et al. [8] 

examined the flow change and energy loss in upstream 

and downstream conditions using a rectangular broad-

crested weir. They reported that upstream face slopes of 

3:1 and 2:1 were acceptable to accurately predict flow. 

They stated that the water surface profile decreased 

continuously from the front face slope to the end of the 

narrowing part of the weir, and did not affect the flow 

estimation of the downstream water level. Flow over a 

trapezoidal broad-crested weir at different upstream and 

downstream slopes was investigated by Sargison, J. E., 

& Percy, A. [9]. In general, pressure and water surface 

profiles were similar for all test cases. Vertically 

increasing the upstream slope reduced the height of the 

water surface profile and the static pressure affected the 

weir. They also stated that it also reduced the flow 

coefficient. Azimi et al. [10] examined the flows passing 

over the broad-crested weir sloped upstream and 

downstream directions. They also collected experimental 

results available in the literature and suggested useful 

correlations for the flow coefficient. Madadi et al. [11] 

investigated the effect of the upstream front slope of 

rectangular broad-crested weirs on wavy weir flow. The 

results obtained showed that when the weir upstream 

slope decreased from the standard angle, that was, from 

90° to 40°, the relative wave height decreased by up to 

78% and the relative wavelength increased by up to 

55%. 

 

However, in some cases, experimental studies cause an 

economic burden and serious time loss. The solution is 

to use today's technology effectively and efficiently. 

Nowadays, physical modeling can be done quickly and 

practically in a digital environment with advanced 

computer and software technologies. In particular, 

computational fluid dynamics (CFD) simulations are 

advantageous over physical modeling by easily solving 

many different parameters and flow situations [12]. In 

addition, numerical model results are verified with 

physical models, providing the opportunity to analyze 

different flow environments and water structures. There 

are recent studies in the literature for this purpose. Sarker 

and Rhodes [13] investigated the open channel flow over 

a rectangular broad-crested weir experimentally and 

theoretically. The basic equations governing the flow 

were solved numerically using the CFD-based Fluent 

program. The findings obtained from the studies were 

compared and found to be consistent with each other. 

Bal [14] measured the velocity field of the flow passing 

over a broad-crested weir under two different flow 

conditions using one-dimensional Laser Doppler 

Anemometer. He used the Ansys-Fluent package 

program based on the finite volume method for 

numerical solutions. As a result of the comparison of 

numerical and experimental data, it was stated that the 

RNG k-ε turbulence model gave more successful results. 

Felder et al. [15] carried out an experimental study to 

determine the water surface profile, velocity, and 

pressure distributions on a broad-crested weir flow. They 

analyzed the flow characteristics on the crest by 

considering non-uniform velocity distributions and non-

hydrostatic pressure distributions. They stated that the 

data differed from the smooth turbulent boundary layer 

theory but were consistent with previous studies on this 

subject. Soydan et al. [16] tested and compared the 

trapezoidal cross-section broad-crested weir structure 

with experimental data with the help of an Ansys-Fluent 

numerical solver. In the numerical solution,Standard k-ε, 

Renormalization group k-ε, and Realizable k-ε 

turbulence models were used. Water surface profiles 

were determined with VOF. The flow profiles were 

compared with numerical and experimental data and it 

was stated that the turbulence models used were quite 

successful in predicting the flow profiles.  

 

İlkentapar & Öner [17] examined the water surface 

profiles and velocity distributions upstream and 

downstream of the rectangular broad-crested weir by 

using three different flow rate values. Again, they 

created numerical models under the same flow 

conditions as the experiments and realized solutions with 

the FLOW-3D package program. Using different mesh 

structures and Standard k-ε turbulence models, water 

surface profiles were determined by the volume of fluid 

method. The water surface profiles and velocity 

distributions obtained from the solution were compared 

with experimental data. Yıldız & Yarar [18] 

experimentally examined the effects of broad-crested 

weir models with different slope angles on the flow. 41 

different flow rates were tested for three different broad-

crested weir models. They also performed numerical 

solutions under the same flow conditions with Ansys-

Fluent, a CFD software. It has been concluded that the 

experimental and numerical model results are 

compatible. 

 

This study used a newly designed broad-crested weir 

type that had not been used before. Such a design aims 

with different surface slopes weir, to experimentally 
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measure the water flow movement in the channel and 

investigate its numerical reliability. For this purpose, the 

upstream surface of the broad-crested weir was designed 

as trapezoidal and the downstream surface as circular in 

the model created in the laboratory environment. The 

experiments were carried out for Q=7.84 l/s and 

Q=14.86 l/s flow rates. In the experiments, the water 

surface profile, flow depths, and velocity values were 

measured. Then, the same model was tested in the 

numerical environment under similar flow conditions. In 

the numerical study, three-dimensional numerical 

simulations were carried out with the Ansys-Fluent 

software, which provides solutions with the finite 

volume method. The reliability of the previous studies 

was tested and the Realizable k-ε turbulence model, 

which is suitable for this type of broad-crested weir 

flows, was preferred. The water surface profile was 

calculated with the Volume Of Fluid (VOF) method and 

the solutions were carried out in three dimensions. The 

water surface profiles, flow depth, and velocity values of 

the numerical solution were compared with the 

experimental measurement results. 

 

2. MATERIAL AND METHOD 

 

The flow over a broad-crested weir under commonly 

used free-flow conditions is shown in Figure 1 below 

[19].   

 

 
Figure 1. Flow conditions over a broad-crested weir 

 

In Figure 1, H is the water height above the weir surface 

at the upstream, H1 is the total energy height at the 

upstream, y1 is the water depth at the upstream, yc is the 

critical depth, Vc is the critical velocity and P is the weir 

height. The total energy height H1 at the upstream is 

calculated as in Equation 1. 

 

𝐻1 = 𝑦𝑐 +
𝑉𝐶

2

2𝑔
= (

3

2
) 𝑦𝑐 (1) 

 

The critical velocity is calculated as in Equation 2. 

 

𝑉𝑐 = √𝑔𝑦𝑐   (2) 

 

In literature, broad-crested weirs are classified according 

to H/L value. Accordingly, if 0.1≤H/L≤0.35, the critical 

flow control is upstream of the weir, and the flow 

coefficient changes slowly in this range and is called a 

broad-crested weir [19]. 

 

In this study, experimental measurements were carried 

out by taking two different flow rates into account to 

determine the flow velocity and water surface profiles 

passing over the broad-crested weir with different 

upstream and downstream surfaces. The experiments 

were carried out with the help of a rectangular cross-

section open channel model in the Civil Engineering 

Hydraulics Laboratory of İnönü University (Figure 2). 

 

Figure 2. Open channel model used in the experimental  

 

The bearing elements of the experimental setup were 

made of steel. The channel side walls were made of 

transparent plexiglass material for easy observation of 

the flow. There are two reservoirs at the beginning and 

end of the channel, which circulated the water in the 

channel. This open channel model had a length of 12.8 

m, a width of 0.40 m, and a height of 0.5 m. A digital 

limnimeter with a sensitivity of 0.1 mm in the depth of 

the flow was used, and a pump with a capacity of 0-360 

m3/hour with an inlet and outlet diameter of 8 inches was 

used to circulate the water in the channel arrangement. 

To measure the flow rate, a TMF2011-C model 

electromagnetic flowmeter with ± 0.5% accuracy was 

used between the pump and the inlet valve. In addition, 

the flow control was monitored precisely and instantly 

using the Programmable Logic Controller (PLC) control 

method, which works with a remote sensing system. 

PLC software can be controlled via smartphone and 

second-by-second flow rate readings can be easily 

viewed. Figure 3 showed the PLC control system 

working mechanism. 

 

 
Figure 3. PLC control system working mechanism  
 

The broad-crested weir was placed 6.5 m downstream 

from the point where the water inlet the channel. Since 

this 6.5 m point was the starting point of the weir, it was 

taken into account as the 0 (zero) point in the 

measurements. The total weir length was 1 m, and flow 

depth measurements were taken at 0.1 m intervals 

towards the downstream way, starting from the zero 

point upstream at -0.6 m. Flow depths over the weir were 

measured at 0.05 m intervals. Schiltknecht MiniAir20 

model velocity meter with ±0.5% accuracy was used to 

measure the flow velocity. It can detect velocity values 

up to a maximum of 5 m/s with a measurement velocity 

of 2 measurements/second. The average button for all 

velocity values was activated and at least 240 seconds 

were waited for each measurement. The velocity meter 

was placed on a scale with a wheeled mechanism that 
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can move forward-backward and left-right on the flow 

channel. To minimize experimental setup errors, the 

devices and equipment used in experiments were 

provided by İnönü University administration at regular 

intervals (once every 6 months). However, in model 

studies, some inevitable errors caused by scale effects 

are also known to affect the results. On the other hand, 

the fact that the equations that manage the movement of 

the water contain viscosity and turbulence expressions 

makes it difficult to solve such problems. Nowadays, the 

widespread use of CFD methods for solutions of water 

structures-flow interaction problems has enabled 

significant developments in calculations and economic, 

fast, and easy solutions in the analysis of open-channel 

flows. 

 

2.1. Numerical Model Setup and Basic Equations 

 

Within this study, the physical model, whose 

experiments were carried out in a laboratory 

environment, was also created in a numerical 

environment through Ansys-Fluent software. For this 

purpose, free surface flow over a broad-crested weir was 

examined. To examine the mean flow characteristics of 

broad-crested flows, the Navier-Stokes equations were 

used. The main equations used in the numerical model 

and defining the flow are presented below [20]: 

 
𝜕𝜌

𝜕𝑡
+ ∇. (𝜌𝑼) = 0 (3) 

 

  
𝜕(𝜌𝑼)

𝜕𝑡
+ ∇. (𝜌𝑼⨂𝑼) = −∇𝑝 + ∇. 𝛕 + 𝑆𝑀  (4) 

 

𝝉 = 𝜇 (𝛻𝑼 + (𝛻𝑼)𝑇 −
2

3
𝜹(𝛻. 𝑼)) (5) 

 

Here, ρ is defined as density, ∇ as gradient operator, U as 

velocity vector, t as time, τ as stress tensor, SM as source 

term, μ as viscosity, δ as identity matrix. Equation 3 

refers to the continuity equation, and Equation 4 refers to 

the conservation of momentum [21]. 

 

In this study, the two-equation Realizable k-ε model was 

preferred. Two-equation turbulence models allow the 

determination of a turbulent length and time scale by 

solving two separate convection equations. The 

Realizable k-ε model is a model based on model 

transport equations for turbulent kinetic energy (k) and 

its dissipation rate (ε). The Realizable k-ε model differs 

from the Standard k-ε model with two important 

features. The Realizable k-ε model includes an 

alternative turbulent viscosity formula. A modified 

convection equation for the dissipation ratio ε is derived 

from an exact equation for the transport of mean-square 

vorticity fluctuation. In the Realizable k-ε model, the 

transport equations for k and ε values are as follows. 

 
𝜕

𝜕𝑡
(𝜌𝑘) +

𝜕

𝜕𝑥𝑗
(𝜌𝑘𝑢𝑗) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] +

𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘  
(6) 

 

𝜕

𝜕𝑡
(𝜌𝜀) +

𝜕

𝜕𝑥𝑗
(𝜌𝜀𝑢𝑗) =

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] +

𝜌𝐶1𝑆𝜀 − 𝜌𝐶2
𝜀2

𝑘+√𝑣𝜀
+ 𝐶1𝜀

𝜀

𝑘
𝐶3𝜀𝐺𝑏 + 𝑆𝜀  

(7) 

 

Here; Gk denotes the formation of turbulent kinetic 

energy depending on the gradient of the average 

velocity, Gb denotes the formation of turbulent kinetic 

energy due to buoyancy, YM denotes the contribution of 

undulating expansion in compressible turbulence to the 

total dissipation rate. C2 and C1ε are constants. 𝜎𝑘 and 𝜎𝜀 

are the turbulent Prandtl numbers for k and ε 

respectively, and Sk and Sε are user-defined source terms. 

Except for the constants in the model, the k equation 

here is the same as the k-ε model and the RNG k-ε 

model. However, the ε equation is quite different from 

standard and RNG-based equations. The validity of this 

model has been widely recognized for a wide variety of 

flows, including rotating homogeneous shear flows, free 

flows containing jets and mixing layers, and channel and 

boundary layer flows. Compared to the Standard k-ε 

model, the Realizable k-ε model yields better predictions 

for certain flows. One example is the round jet, for 

which the Standard k-ε model overestimates the 

spreading rate. Generally, since the realizability 

conditions are approached asymptotically, the turbulence 

characteristics are more consistent than for the Standard 

k-ε model. The Realizable k-ε model uses wall functions 

and has the same default initial conditions and scalings 

as the Standard k-ε model [21]. 

 
2.2. Solution Region Boundary Conditions with 

Volume of Fluid Method 

 

In open channel flows, the interface between two-phase 

immiscible fluids (such as water and air) can be 

examined using the volume of fluid method, which can 

be applied to a constant Eulerian relation [22]. This 

method determines the parts of the solution region that 

are filled with water and air. The working principle of 

the numerical modeling system is defined by the fluid 

volume, which indicates the volumetric occupancy rate 

in the created solution region. The method called VOF is 

used as a powerful and successful technique in 

determining the free surface shape in open channel 

flows. This method is based on a process that determines 

the filling rates of the element volumes of the fluid 

entering a given numerical calculation network at certain 

time intervals and accordingly calculates the free surface 

profile in the flow at selected time intervals. The VOF 

method tracks the moving front by adopting an implicit 

formulation using the volume fraction of one phase in 

each cell of a discretized domain. This method has the 

advantage of conserving the total volume by 

construction. However, its main disadvantage is that it 

increases the model complexity and should be preferred 

only when there are multiphase problems. If the element 

in the calculation network within the solution region is 

fully filled, it takes the value F=1, and when it is empty, 

that is, filled with air, it takes the value F=0. For 0>F>1, 

the network element is partially filled. VOF was also 

preferred for this study examining the broad-crested weir 

structure.  
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In this study, the model geometry was created with 

Solidworks software and transferred to Ansys-Fluent 

software with (.step) extension. Since channel length and 

mesh number directly affect the solution time, especially 

in numerical solutions, the channel geometry was kept a 

little shorter so as not to change the flow conditions. For  

the numerical solution; flow rate values, flow velocities, 

and weir size values were taken as the same as the 

experimental values at the channel inlet. Here, y1 is the 

water depth upstream, and V1 is the inlet velocity water 

in the channel, Y is channel height, b is channel wide, 

and Z total channel length. The Y value was taken as 0.3 

m for the numerical solution, while the experimental 

model channel size was 0.5 m. The Z value in the 

experimental model was 12.8 m, it was taken as 7 m in 

the numerical model. For the numerical solution, the 

weir was placed 2 m from the upstream. Table 1 includes 

experimental and numerical data. 

 
Table 1. Summary of experimental and numerical data 

Q (l/s) y1 (m) V1 (m/s) Numerical 

Channel 

Dimensions  

(b*Y*Z) (m) 

Experimental 

Channel 

Dimensions  

(b*Y*Z) (m) 

7.84 0.1775 0.11 0.4*0.3*7 0.4*0.5*12.8 

14.86 0.2064 0.18 0.4*0.3*7 0.4*0.5*12.8 

 

Also, the dimensions of the broad-crested weir used in 

the numerical solution were given schematically in 

Figure 4. FD represents the direction of the flow. 

 

Figure 4. Schematic drawing of the broad-crested weir (Figure 
numerical dimensions are in mm)  
 

The mesh designate was first made appropriate with the 

numerical solution's channel structure. Linear mesh 

structure was preferred because the channel geometry 

and weir structure did not have too many curvilinear and 

variable surfaces. The optimum number of meshes was 

achieved by running the model several times with 

different numbers of meshes and convergence of the 

solution network. In this study, instead of considering 

the effect of different mesh types on modeling, linear 

mesh structure was preferred. Because the model 

geometry was not too complex and there were not very 

small areas on the weir. For solution sensitivity, 

Orthogonal Quality and Skewness values were taken into 

account and solutions were performed for Coarse, 

Medium, and Fine mesh structures. As a result, the Fine 

mesh structure, which obtained the closest result to the 

experimental data, was considered. As a result of the 

solutions, the Average Orthogonal Quality value was 

obtained as 0.99863 and 0.99864. Again, the Average 

Skewness value was obtained as 0.00948 and 0.0092. 

These values indicate that the mesh quality was within 

the accepted limits [21]. Figure 5 shows an image where 

the mesh structure and boundary conditions were 

defined. In Figure 5, B inlet was defined to the system as 

"velocity inlet" and the experimentally measured flow 

velocity value was taken into account. F channel outlet is 

defined as “pressure outlet”. In addition, the part of the 

D channel outside the flow area is defined as a "pressure 

outlet" since it is a surface opening to the atmosphere. A 

and E represent the right and left side surfaces of the 

channel, respectively, and are defined as "wall". C is the 

bottom of the channel and is defined in the system as a 

"wall". 

 

Figure 5. Boundary conditions defined for the numerical model 

 

After data entry was provided at all these stages with 

Ansys-Fluent software, the analysis was started by 

taking Δt = 0.02 seconds and Number of time steps = 

3500. The iteration convergence value for all solutions 

was taken into account as 0.000001 (1x10-6) in all 

equation values to stay on the safe side. As a result of the 

analysis, water surface profiles, flow depths, and 

velocity values were obtained numerically, taking into 

account the experimental measurement points in the 

channel. Thus, the reliability of the study was tested by 

comparing the experimental and numerical solution 

results. 

 

3. RESULTS AND DISCUSSION  

 

This study measured the velocities of the flow passing 

over the broad-crested weir, whose upstream surface was 

trapezoidal and its downstream surface was circular, and 

the depths at certain points over the weir and along the 

experimental set were measured. Thus, water surface 

profiles were obtained. Solutions were taken for two 

different flow rates in experimental and numerical 

measurements, considering the same flow conditions. 

Numerical simulations were carried out with Ansys-

Fluent software, which works with the finite volume 

method. Using the Realizable k-ε turbulence model, the 

water surface profile was calculated with the VOF 

method, and the solutions were obtained in three 

dimensions. Then, the water surface profiles of the 

numerical solution were compared with the experimental 

measurement results. Figure 6 shows the water surface 

profiles obtained experimentally and numerically along 

the (z) channel direction for Q=7.84 l/s and Q=14.86 l/s. 

The values were measured at 10 cm intervals, starting 60 

cm before the weir in the upstream direction, in both the 

experimental and numerical models. The part where the 

weir begins was accepted as the zero (0) starting point, 

and flow depths were measured at 5 cm intervals on the 
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weir. After the weir, flow depths were again measured at 

10 cm intervals, and at the points where the depth 

change decreased, measurements continued at 20 cm 

intervals until the end of the channel. The flow depths 

measured (h) in the figure were made dimensionless by 

dividing by the maximum flow depth (hmax), and a water 

surface profile was created along the direction (z) in the 

channel. It had been observed that the flow depths were 

generally compatible with two flow rates each other. It 

was seen that more sensitive results were obtained in 

numerical solutions, especially in the circular surface 

transition from upstream to downstream. In this section, 

separations in the streamlines can be seen due to the 

increase in flow velocity. It can also be said that 

experimentally and numerically closer flow depths were 

obtained towards the downstream of the channel. When 

we compare the flow depths for Q=7.84 l/s and Q=14.86 

l/s flow rates, a slight difference was revealed. For 

Q=7.84 l/s flow rate, the experimentally measured flow 

depths after the broad-crested weir were higher than the 

numerical study, while for Q=14.86 l/s flow rate, the 

numerical results were lower. This situation showed that 

the numerical studies achieve more sensitive results with 

the appropriate mesh structure. In addition, since the 

external human intervention of the flow field was less 

and the roughness conditions of the weir and inside the 

channel were clearer, such a difference was acceptable. 

Once more, the differences between the numerical and 

experimental solutions may be affected by the mesh 

structure of the flow in the channel, the mesh type, the 

selected solution model, the vortex, and turbulence 

movements of the flow in the channel due to the weir 

structure. Therefore, the values may change in cases 

where the flow accelerates or passes downstream from 

the weir surface. As can be seen from the flow topology, 

for flow rates Q=7.84 l/s and Q=14.86 l/s, there was no 

separation of boundary layers upstream and at the top of 

the broad-crested weir. This reflects the difference 

between our designed weir and one of the other broad-

crested weirs with different cross sections [14]. 

 

 
Figure 6. Experimental and numerical water surface profile for Q=7.84 

l/s and Q=14.86 l/s 

 

Figure 7 showed that the static pressure values affected 

over the channel bottom. In general, a high-pressure 

value that would cause deformation at the channel 

bottom was not observed. Maximum static pressure 

values were observed on the upstream aspect for Q=7.84 

l/s and Q=14.86 l/s. When the two flow rates were 

compared, higher static pressure values were obtained 

for the flow rate Q=14.86 l/s.  Both of two flow rates it 

was observed that the pressure decreased to negative 

values only at the weir exit, on the curved surface where 

the flow started to accelerate. For the broad-crested weir 

surface, only the curved surface can be coated with a 

more durable coating material against the risk of 

cavitation. Thus, possible damage to the weir surface 

was prevented. 
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Figure 7. Static pressure values for (a) Q=7.84 l/s, (b) Q=14.86 l/s, and 
material example for the surface to be coated 

 

Again, the velocity values obtained for Q=7.84 l/s and 

Q=14.86 l/s flow rates were given in Figure 8. The 

measured velocity values were the average velocity 

values taken at x=0.2 m for the central axis of the 

channel. In the numerical solution, the channel length 

was taken as 7 m to shorten the number of meshes and 

solution time. The zero (0) point in Figure 8 was the 

starting point of the 2 m section before the broad-crested 

weir upstream. In other words, the 2 m point represents 

where the weir begins, the beginning of the trapezoidal 

surface. These levels were also indicated on the velocity 

magnitude contours. The velocimeter average button for 

all experimental velocity values was activated and at 

least 240 seconds were waited for each measurement. 

Flow velocities, for Q=7.84 l/s and Q=14.86 l/s flow 

rates were found to be compatible numerically and 

experimentally. Both flow rates in upstream, flow 

velocity remained at very low values. Hereby, the 

experimental and numerically measured values were 

very close.  

 

 
Figure 8. a) For Q=7.84 l/s experimental and numerical velocity values and velocity magnitude contours, b) For Q=14.86 l/s experimental and 

numerical velocity values and velocity magnitude contours 

 

Velocity values began to increase on the weir surface 

and towards the points where the critical flow depth 

began to form, and the difference between the values 

obtained in the numerical and experimental solutions 

partially increased. When both flow rate values were 

compared Q=14.86 l/s flow rate value, it can be said that 

the experimental velocity measurements in the section 

after the weir are slightly higher than the numerical 

solution. It can be said that more precise values are 

obtained in the numerical solution depending on the 

sensitivity of the measuring device, the mesh structure of 

the model, and the increase in flow velocity. 

 

4. CONCLUSION 

 

In the context of this study, a broad-crested weir model 

which owns a trapezoidal upstream surface and a circular 

downstream surface, inhearse the channel in a laboratory 

environment was used. Passing over the weir flow rates, 

depth, and velocity, were measured. Experiments were 

carried out for two different flows. Then, numerical 

simulations were carried out to determine the flow 

velocity and depth over the broad-crested weir, 

considering the same flow conditions. Ansys-Fluent 

package program, which provides solutions using the 
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finite volume method, was used. Realizable k-ε 

turbulence model was used. The water-air surface 

interface was calculated by the VOF method. As a result 

of numerical solutions, three-dimensional velocity, static 

pressure contours, and water surface profiles were 

obtained. 

  

• The water surface profiles of the numerical solution 

were compared with the experimental measurement 

results. In general, the water surface profiles were quite 

compatible with the experimental data. This further 

increased the reliability of numerical solutions in flow 

estimation. 

 

• In addition, it had been observed that the flow 

velocities measured at certain points along the channel 

axis have values close to the experimental data. 

Separations in the streamlines were also observed in the 

numerical solution at the point where the flow started to 

accelerate after reaching the critical depth. 

 

• When the static pressure values affecting the channel 

bottom were examined, maximum values were obtained 

on the upstream aspect for both flow rates. In addition, 

negative pressure values were obtained in the region 

where the flow reached the critical depth and left the 

weir. This causes the risk of cavitation. For this reason, it 

may be recommended to cover the part where the 

negative pressure zone occurs with a more durable 

material. 

 

In addition to all these, numerical solutions provide more 

precise solutions with new software developed every 

day. Its importance is gradually increasing. Different 

turbulence models, using this new design model, more 

sensitive results can be achieved. For this purpose, the 

effects of this type of broad-crested weir structure on the 

flow behavior can be seen in the numerical environment 

before being used in area applications. Especially 

durable materials can be preferred against the risk of 

wear on the weir surface. Appropriate design changes 

and measures can be taken accordingly. This broad-

crested weir design can enable more efficient flow 

utilization in irrigation channels and environmental 

projects. 
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Abstract: Diabetic male infertility/subfertility is an important complication of diabetes. The 

molecular mechanisms responsible for this complication have not been thoroughly investigated. We 

aimed to elucidate the role of KU70, SIRT1, and SIRT6 proteins in diabetic testis. Sprague–Dawley 

male rats were maintained under stable laboratory conditions. The rats were divided into a control 

group (n=8) and a diabetes group (n=8 treated with a single dose of 50 mg/kg streptozotocin). At 

the end of the 1-month experimental period, animals were sacrificed under anesthesia. Both 

testicles were removed, processed lightly, and studied through electron transmission microscopy 

and western blotting. Blood samples were collected for biochemical analysis. Histopathological 

analysis revealed that, in the diabetes group, the diaphragmatic tubule diameters and serum 

testosterone levels were decreased. KU70 immunoreactivity was statistically significantly 

increased, whereas SIRT1 and SIRT6 expression was significantly decreased compared with that 

observed in the control group. This is the first study to examine the expression of KU70, SIRT1, 

and SIRT6 in diabetic testicular tissue for the first time. According to the results, KU70, SIRT1, 

and SIRT6 may play an important role in cell apoptosis in diabetic testicular tissue. Importance of 

these proteins should be investigated further in additional quantitative studies. 
 

 

Diyabetik Rat Testis Dokusunda KU70, SIRT1 ve SIRT6 Proteinlerinin Rolü 
 

 

Anahtar 

Kelimeler 

Bax/Bcl2-

oranı, 

TUNEL metodu,  

Rat, 

Apoptoz, 

Histoloji 

 

Öz: Diyabetik erkek infertilite/subfertilitesi, günümüzde diyabetin önemli komplikasyonları 

arasında yerini almıştır. Diyabetik erkek infertilitesinin altında yatan moleküler mekanizmalar 

henüz tam olarak aydınlatılamamıştır. Çalışmamızda; KU70, SIRT1 ve SIRT6 proteinlerinin bu 

mekanizmalar içerisindeki rolünün aydınlatılmasına katkı sağlanması amaçlanmıştır. Stabil 

laboratuvar koşulları altında tuttuğumuz Sprague Dawley erkek sıçanlardan, kontrol grubu (n=8) ve 

tek doz 50 mg/kg streptozotosin uygulanan diyabet grubu (n=8) olmak üzere iki grup 

oluşturulmuştur. Diyabet grubunda; ışık ve elektron mikroskobik incelemelerimizde diyabetik testis 

dokusunda şimdiye kadar literatürde yer alan tüm histopatolojik bulgular gözlenmiş, morfometrik 

olarak da seminifer tübül çaplarının azaldığı tespit edilmiştir. Çalışmamızda, KU70, SIRT1 ve 

SIRT6 ifadeleri incelendiğinde KU70 diyabet grubunda istatistiksel anlamlılıkla artarken, SIRT1 ve 

SIRT6 ifadelerinin diyabetik grupta, kontrol grubuna göre anlamlı şekilde düştüğü belirlenmiştir. 

Sonuç olarak, diyabetik erkek hastalarda karşılaşılan subfertilite/infertilite olgularında, KU70, 

SIRT1 ve SIRT6 proteinlerinin önemli bir rolü olabileceği ve bu proteinlerin, kantitatif başka 

çalışmalarla da desteklenerek öneminin vurgulanması gerektiği kanısındayız. 

 

 

1. INTRODUCTION 

 

Diabetes mellitus (DM) is a chronic metabolic disease 

that occurs due to defects in insulin secretion [1]. 

Neuropathy, retinopathy, nephropathy, and 

microvascular and macrovascular pathologies are the 

main complications associated with diabetes [2, 3]. In 

addition, abnormal sperm production and sexual 

dysfunctions in men with diabetes are considered among 

the long-term complications of diabetes. Studies on 

diabetic rats revealed a decrease in testicular weight, 

testosterone levels, and sperm count and motility, along 
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with an increase in abnormal spermatogenesis [4-7]. The 

molecular mechanisms underlying testicular dysfunction 

in individuals with diabetes have not been fully 

elucidated. However, numerous proteins involved in 

apoptotic pathways are thought to play a role in this 

process. 

 

Non-homologous end joining (NHEJ) is one of the two 

main mechanisms involved in the repair of DNA double-

strand breaks. KU70 is a protein involved in this process, 

and it has been shown that double-strand breaks ends are 

stabilized by KU70 and KU80 [8]. KU70 and KU80 

form the KU heterodimer and, together with the DNA-

related protein kinase catalytic subunit, they play a role 

in the repair mechanism. Apart from DNA repair, KU 

proteins are involved in cell signal, proliferation, 

replication, transcription activation, and apoptosis. KU70 

is involved in the regulation of apoptosis by suppressing 

Bax activity. It is localized both in the cytoplasm and 

nucleus [9]. 

 

Sirtuins (SIRT) constitute a family of nicotinamide 

adenine dinucleotide (NAD+)-dependent, class III 

deacetylase enzymes. There are seven sirtuins found in 

mammals (SIRT1–SIRT7). SIRT1 plays an important 

role in apoptosis by targeting proteins, such as p53, p73, 

E2 factor-1 (E2F1), and KU70. Studies have shown that 

it also affects insulin metabolism and, when 

overexpressed in pancreatic beta (β) cells, it increases 

insulin secretion and adenosine 3'-triphosphate (ATP) 

production. KU70 deacetylation by SIRT1 in NHEJ, 

suppresses Bax and participates in DNA repair. 

Moreover, KU70 deacetylation by SIRT1 in the 

cytoplasm leads to KU70/Bax binding and inhibits 

apoptosis [10-12]. 

 

SIRT6 is involved in the repair mechanism of DNA 

single-strand breaks and base excision repair (BER) 

pathway. It also plays a role in repairing double-strand 

breaks by stabilizing the DNA-related protein kinase in 

NHEJ. Studies investigating the effects of SIRT6 gene 

suppression demonstrated that this gene plays a role in 

the DNA repair mechanism in various diseases, such as 

spinal curvature, metabolic disorders, and aging before 

maturation [13-15]. SIRT6 is involved in KU70 

deacetylation and KU70/Bax binding and suppresses 

apoptosis [16]. 

 

In this study, we investigated the possible roles of KU70, 

SIRT1, and SIRT6 proteins in diabetic testicular tissues, 

aiming to contribute to the development of new 

treatment protocols. 

 

2. MATERIAL AND METHOD 

 

2.1. Experimental Procedure 

 

The present study was approved by the Trakya 

University Animal Experiments Local Ethics Committee 

(TUHADYEK-2017/17). Sixteen Sprague–Dawley male 

rats (age: 3 months; weight: 250–320 g) were obtained 

from Istanbul University, Institute of Experimental 

Medicine Research. The rats were maintained under 

stable laboratory conditions (22 ± 1.0°C, 12 h light/dark 

cycle) with ad libitum access to water and feed pellets 

containing crude 21% protein (Purina, Istanbul, Turkey). 

 

The rats were divided into two groups: control and 

diabetes (n=8, respectively). We intraperitoneally 

injected 50 mg/kg body weight streptozotocin (STZ) 

(Sigma–Aldrich, Taufkirchen, Germany) dissolved in 0.1 

M citrate buffer, pH 4.2, into rats of the latter group to 

induce diabetes. Blood glucose levels were measured 

using a glucometer (IME-DC, Hof, Germany) in blood 

samples obtained from the tail vein of the rats prior to 

initiating the experiment, 48 h after STZ administration, 

and once weekly for 1 month. Following STZ 

administration, the rat with blood glucose levels >250 

mg/dl were considered “diabetic” [17]. At the end of the 

experimental period, all animals were sacrificed under 

anesthesia; both testes were removed, processed for light 

microscopy and transmission electron microscopy and 

western blotting.  Blood samples were collected for 

biochemical analysis. 

 

2.2. Enzyme-linked Immunosorbent Assay (ELISA) 

 

Testosterone levels were measured in supernatants 

obtained from cardiac blood samples collected prior to 

sacrifice. The rat testosterone ELISA kit (Bioassay 

Technology Laboratory, Shanghai, China) was used in 

accordance with the instructions provided by the 

manufacturer. 

 

2.3. Histopathological Evaluations 

 

Light microscopic routine staining and 

immunohistochemical examinations were conducted. 

After fixing the testis tissues with Bouin’s fixative, they 

were washed, dehydrated, and embedded in paraffin. 

Tissue sections (thickness: 5 μm) were stained with 

hematoxylin-eosin (H+E) (Sigma-Aldrich, Missouri, 

USA) and subjected to histological and morphometric 

analyses to reveal the structural features of the testes. 

After sealing with Entellan™ (Merck Millipore, 

Darmstadt, Germany), the slides were examined under 

an Olympus BX-51 (Olympus Corporation, Tokyo, 

Japan) microscope and photographed at different 

magnifications. Spermatogenesis was evaluated using 

the Johnsen scoring system for five areas/sections for 

each animal in 10 different fields/seminiferous tubules 

which were randomly selected. The evaluation was 

performed using an Olympus BX51 microscope 

(magnification: ×400) [6]. 

 

2.4. Transmission Electron Microscopy 

 

Testicular tissues were pre-fixed for 1.5 h with 2.5% 

glutaraldehyde and post-fixed for 1 h with 1% osmium 

tetroxide (OsO4). Subsequently, the tissues were passed 

through a graded alcohol series and propylene oxide, and 

blocked using araldite. Semi-thin sections taken by an 

ultramicrotome (RMC-MTX, Tucson, USA) were 

stained with toluidine blue to determine the cutting 

regions of the blocks. Thin sections were obtained from 

the determined regions and stained with uranyl acetate 
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and Reynold’s lead citrate. Subsequently, the sections 

were examined using a Jeol 1010 (Jeol Ltd., Tokyo, 

Japan) transmission electron microscope. 

 

2.5. Terminal Deoxynucleotidyl Transferase UTP 

Nick End Labeling (TUNEL) Assay 

 

The TUNEL assay was used to determine the apoptosis 

in testicular tissue sections. Tissue sections (thickness: 5 

µm) were incubated overnight at 37°C. The sections 

were passed through toluene and a graded alcohols 

series, washed with phosphate-buffered saline (pH 7.4; 

Invitrogen, Carlsbad, CA, USA), and treated with 

proteinase K subsequently, they were examined using 

the ApopTaq Plus Peroxidase In Situ Apoptosis 

Detection Kit (Merck Millipore, Darmstadt, Germany) 

according to the instructions provided by the 

manufacturer. Finally, the sections were passed through 

an ascending alcohol series and toluene, and mounted 

with Entellan™. 

 

2.6. Immunohistochemistry and Western Blotting 

 

Bax, Bcl-2, and Caspase-3 (CASP3) were evaluated 

immunohistochemically. KU70, SIRT1, and SIRT6 were 

evaluated through both immunohistochemistry and 

western blotting. Five μm sections from paraffin blocks 

were deparaffinized, rehydrated, exposed to antigen 

retrieval through boiling in citrate buffer (pH: 6.0), and 

H2O2 for inhibiton of endogenous peroxidase activity. 

Samples were incubated with blocking solution to 

prevent non-specific binding at ambient temperature then 

antibodies of Bax (1/100 dilution; Abcam, Cambridge, 

MA, USA), Bcl-2 (1/200 dilution; LifeSpan 

BioSciences, Seattle, WA, USA), CASP3 (1/500 

dilution; Abcam, Cambridge, MA, USA), KU70 (1/100 

dilution; FnTest, Hubei, China), SIRT1 (1/500 dilution; 

Novus Biologicals, Centennial, CO, USA), SIRT6 

(1/1,000 dilution; Novus Biologicals, Briarwood 

Avenue, CO, USA) at 4°C for overnight. The following 

steps were performed with a ready to use detection kit 

and DAB chromogen (Invitrogen, Thermo Fisher 

Scientific, Waltham, MA, USA) according to 

manufacturer’s instructions. The samples counterstained 

with hematoxylin, mounted with entellan and examined 

under a light microscope. 

 

The frozen tissue samples were homogenized in RIPA 

buffer with protease and phosphatase inhibitors. The 

prepared lysates were centrifuged at 10,000 rpm at 4°C 

for 10 min and supernatants were used for Western 

blotting. Total protein concentration was measured with 

Nanodrop device (Optizen NanoQ; Mecasy, Daejeon, 

South Korea). Equal volume of proteins was loaded and 

run on Nupage Novex 4–12% Bis-tris (Invitrogen, 

Thermo Fisher Scientific, Waltham, MA, USA) precast 

gels. The separated proteins were transferred on 

nitrocellulose membranes and the membranes were 

incubated with antibodies of KU70 (LS-C358891), 

SIRT1 (LS-B1564), SIRT6 (NB100-2522), and β-Actin 

(NB600-503) as internal control. The 

chemiluminescence developed bands were examined 

under ChemidocTM MP Imaging System Biorad (Model 

No: Universal Hood 3; Biorad, California, USA) and 

captured images were analyzed with Image J 1.48v 

software (Wayne Rasband; National Institutes of Health, 

Bethesda, MD, USA). 

 

2.7. Quantitative and Statistical Analysis 

 

Measurement of seminiferous tubule diameters (MSTD) 

in H+E stained slides was carried out using an ocular 

micrometer at ×200 magnification. Round or nearly 

round tubules were randomly selected and assessed non-

blinded and blinded investigators by selecting the cross 

section of 10 seminiferous tubules in each slide [18, 19].  

In the evaluation of TUNEL slides, the ‘apoptotic tubule 

index’ was calculated by counting the seminiferous 

tubules that contained at least three apoptotic cells in an 

average of 100 seminiferous tubules. The ‘apoptotic cell 

index’ was evaluated by counting apoptotic cells in an 

average of 1,000 cells in the seminiferous tubules in 

×200 magnification [20].  

 

The immunoreactivity of Bax, Bcl-2, KU70, SIRT1, and 

SIRT6 was evaluated semiquantitatively using 

histological scoring methods. Changes between the 

groups were determined by calculating the Bax/Bcl-2-

ratio. Immunoreactivity was assessed in five areas which 

were randomly selected in the tissue section for each 

animal through ×200 magnification. Immunoreactivites 

were scored as the number of immunepositive cells using 

H-score. [19, 21, 22]. In the evaluation of CASP3 slides, 

assessed non-blinded and blinded investigators, scoring 

was performed through ×200 magnification, according to 

the number of immunopositive cells in 1,000 cells in 

each slide [20]. 

 

Statistical analysis was conducted using the SPSS 20.0 

software (IBM, New York, USA) Values are presented 

as the mean ± standard deviation. P-values <0.05 

denoted statistically significant differences. Student’s t-

test was used to analyze glucose levels in blood. MSTD, 

Johnsen scoring, apoptotic tubule and apoptotic cell 

indices, and biochemical and immunohistochemical data 

were evaluated by applying the Mann–Whitney U test. 

 

3. RESULTS  

 

3.1. Blood Glucose and Testosterone Results 

 

There was no difference in the blood glucose levels 

measured prior to the experiment between the control 

and diabetes groups (P=0.584). At the end of the 

experiment, the levels of the diabetes and control groups 

remained stable (P<0.001) (Table 1). 

 

The ELISA method was used to measure the levels of 

testosterone in blood samples obtained by cardiac 

puncture following the experiment. Testosterone levels 

in the diabetes group were significantly decreased 

compared with measured for the control group (P<0.001) 

(Table 1). 
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Table 1. Blood glucose, testosterone, MSTD, and Johnsen scoring. 

  
Initial blood glucose levels 

(mg dl¹) 

End of experiment blood glucose levels 

(mg dl¹) 

Testosterone  

(mIU dl¹) 
MSTD (µm) 

Johnsen 

scoring 

Control 
group 

102.25 ± 5.17 
106.50 ± 7.19 16.25 ± 1.67 

345.63 ± 
14.77 

9.12 ± 0.83 
P=0.584 

Diabetes 

group 
110.13 ± 4.64 

463.75 ± 118.91 7.73 ± 1.14 275.38 ± 1.14 7.37 ± 0.51 

P<0.001* P<0.001* P<0.001* P<0.001* 

Note: Results are shown as the means ± standard deviation.  
*Statistically significant compared with the control group.  

MSTD, measurement of seminiferous tubule diameters. 

 

3.2. Morphometry 

 

Comparison of the MSTD measurements between the 

two groups showed that the values of the diabetes group 

were significantly decreased compared with those of the 

control group (P<0.001). In addition, Johnsen’s score 

was significantly decreased in the diabetes group versus 

the control group (P=0.002) (Table 1). 

 

3.3. Histopathology 

 

3.3.1. Light and electron microscopy 

 

The control group exhibited a normal seminiferous 

tubule epithelium structure. In seminiferous tubules, 

spermatogenic serial cells from the basement membrane 

to the lumen, and respectively as spermatogonium, 

spermatocyte-I, spermatocyte-II, early and late 

spermatid. Sperms are in the lumen, while Sertoli cells 

are located in the basement membrane (Figures 1A, 1B, 

1E, 1F). Spermatids were observed close to the lumen 

with their darkly stained nuclei, and the sperms were 

located in the lumen with their long, spindle-shaped 

nuclei (Figures 1A, 1B, 1E, 1F). Leydig cells, which 

exhibit a polygonal-shaped structure in interstitial 

connective tissue, demonstrated oval-shaped nuclei and 

eosinophilic-stained cytoplasms (Figure 1B). In addition 

to the seminiferous tubules formed by Sertoli cells and 

few spermatogenic serial cells in the diabetes group, 

tubules containing spermatogonia, spermatocytes-I, 

spermatids, and sperms were also observed (Figure 1C). 

Due to the degeneration of Sertoli and spermatogenic 

cells, large vacuoles appeared in the germinal epithelium 

in varios locations (Figures 1C, 1D, 1G, 1H). The 

accumulation of electron-dense bodies in the cytoplasm 

of spermatogenic cells was remarkable. Particularly with 

spermatids located close to the lumen and containing 

residual bodies, there was electron-dense body 

accumulation and large vacuoles observed in the sperm 

(Figures 1G, 1H). Irregular nuclei, extensive vacuole 

formation, loss of crystals in mitochondria, and 

reduction in smooth endoplasmic reticulum (SER) were 

detected in Sertoli cells (Figures 1G, 1H). Vacuole 

formation, thickening of the outer membrane in 

mitochondria, SER reduction, and changes in the 

appearance of chromatin in the nuclei were observed in 

the cytoplasm of some spermatogonia and spermatids 

(Figures 1G, 1H). It is suggested that the corrugations 

observed in the seminiferous tubule basement 

membranes also occurred due to the degenerations noted 

in the tubular epithelial cells (Figures 1C, 1D, 1G). 
 

 

Figure 1. Sections with H+E stains (A–D), TEM micrographs (E–H). A. Interstitial connective tissue (►), seminiferous tubules (*). B. 

Spermatogonia (Sg), spermatocytes-I (St1), spermatids (Sd), sperms (S), Sertoli cells (Sc), and Leydig cells (Lc) C. Sperms (S), seminiferous tubules 
(→). D. Disorganization in cells (→) and picnotic cell nuclei (►). E. Basal membrane (BM), peritubular myoid cell (M), Sertoli cell (Sc), 

spermatogonium (Sg), spermatocyte-I (St1), and nucleus (N). F. Spermatids (Sd), acrosom (A), mitochondria (m), smooth endoplasmic reticulum 

(SER), and electron-dense bodies (►). G. Sertoli cell (Sc), spermatogonium (Sg), vacuole (V), spermatocyte-I (St1), and electron-dense bodies (►) 
with irregular basement membrane (BM). H. The cytoplasm contains degenerated nucleus (N), multiple vacuoles (V), mitochondria (m), granular 

endoplasmic reticulum (GER), smooth endoplasmic reticulum (SER), and spermatids (Sd) containing electron-dense bodies (►). Magnifications: 

x200 (A&C), x400 (B&D), x2500 (E&G), x10000 (F&H). Abbreviations: TEM, transmission electron microscopy. 
 

  



 

Tr. J. Nature Sci. Volume 13, Issue 3, Page 82-91, 2024 
 

 

86 

3.3.2. TUNEL assay 
 

In the tissue sections of the control group, TUNEL-

positive cells were observed in a small number of cells in 

seminiferous tubules, especially in spermatogonia 

(Figure 2A). However, in the seminiferous tubules of the 

tissue sections of the diabetes group, a large number of 

TUNEL reactions was observed in other cells (besides 

spermatogonia) belonging to the spermatogenic series 

(Figure 2B). The apoptotic cell index in the diabetes 

group (34.75 ± 3.37) was significantly increased 

compared with that recorded in the control group (2.75 ± 

1.48) (P<0.001) (Figure 2C). In addition, the apoptotic 

tubule index in the diabetes group (14.13 ± 2.32) was 

significantly increased compared with that noted in the 

control group (3.25 ± 1.83) (P<0.001) (Figure 2D). 

 

3.3.3. Immunohistochemistry and western blotting 

 

The examination of CASP3 immunoreactivity showed 

that the cellular localization was nuclear and cytoplasmic 

in both groups. In the control group, a small number of 

cells were stained, and mild staining was observed in 

spermatogenic serial cells and Sertoli cells (Figure 2E). 

However, in the diabetes group, a large number of 

immunopositive cells were detected in the seminiferous 

tubules (Figure 2F). CASP3 immunoreactivity was 

generally observed only in spermatogonia and Sertoli 

cells in both groups. CASP3 immunoreactivity in the 

diabetes group (16.75 ± 1.9) was significantly higher 

than that recorded in the control group (7.5 ± 1.3) 

(P<0.001) (Figure 2E). 

 

Bax immunoreactivity was cytoplasmic for both groups. 

In the control group, weak staining was observed in the 

spermatogenic cell lines in seminiferous tubules. Of 

note, staining was not observed in Sertoli cells, while 

spermatogonia and other spermatogenic serial cells 

exhibited weak and moderate staining, respectively 

(Figure 2H). In the diabetes group, Sertoli cells were not 

stained, spermatogonia were weakly stained, and 

spermatocytes-I and other spermatogenic serial cells 

were moderately stained (Figure 2I). Bax 

immunoreactivity was significantly higher in the 

diabetes group (234.38 ± 18.48) versus the control group 

(121.13 ± 7.18) (P<0.001) (Figure 2J). 

 

Considering that staining showed cytoplasmic Bcl-2 

immunoreactivity in cells in seminiferous tubules, 

moderate and strong cytoplasmic staining was observed 

in testicular tissue sections of the control group. 

 

Spermatogonia showed weak and spermatocyte-I cells 

moderate cytoplasmic immunoreactivity, while there was 

no staining observed in Sertoli cells (Figure 2K). In the 

diabetes group, there was no staining observed in 

spermatogonia and Sertoli cells, whereas other serial 

cells showed weak staining (Figure 2L). Bcl-2 

immunoreactivity in the diabetes group (113.13 ± 5.93) 

was significantly decreased compared with that noted in 

the control group (204.38 ± 4.95) (P<0.001) (Figure 

2M). The Bax/Bcl-2-ratio is a frequently used method to 

determine whether cells in tissues will undergo 

apoptosis. An increase in Bax and Bcl-2 expression 

indicates cell apoptosis and survival, respectively. In this 

study, the Bax/Bcl-2-ratio was significantly higher in the 

diabetes group (2.07 ± 0.204) versus the control group 

(0.59 ± 0.38) (P<0.001) (Figure 2N). This finding 

indicates that the number of cells which are prone to 

apoptosis were significantly increased in the diabetes 

group. 

 

 
Figure 2. TUNEL sections (A, B), apoptotic cell and apoptotic tubule index (C, D). Immune-positive cells of all groups are monitored (→). Caspase 3 
(CASP3) sections (E, F), CASP3 immunoreactivity values in G. Bax sections (H, I), Bax immunoreactivity values in J. Bcl-2 sections (K, L). Bcl-2 

immunoreactivity values in (M) and Bax/Bcl-2-ratio in (N). Inner shape; negative control. *P<0.05 denotes statistically significant difference 

compared with the control group. 
Abbreviations: S, sperms; Sc, Sertoli cells; Sd, spermatids; Sg, spermatogonium; St1, spermatocytes-I; TUNEL, terminal deoxynucleotidyl 

transferase UTP nick end labeling. 
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Of note, the cellular localization of KU70 in the sections 

was both nuclear and cytoplasmic. KU70 

immunoreactivity examination revealed that, in the 

control group, spermatogonia and Sertoli cells showed 

very limited staining. Spermatocytes-I and other 

spermatogenic serial cells exhibited weak and moderate 

staining (Figure 3A). In the diabetes group, cells in the 

seminiferous tubules generally demonstrated moderate 

and strong staining. Notably, Sertoli cells showed weak 

staining, whereas spermatogonia, spermatocytes-Is and 

other spermatogenic serial cells exhibited moderate and 

strong staining (Figure 3B). KU70 immunoreactivity 

was significantly higher in the diabetes group (248.75 ± 

5.82) versus the control group (106.88 ± 5.30) 

(P<0.001). Western blotting analysis determined that 

KU70 protein expression was significantly higher in the 

diabetes group (1.17 ± 0.16) versus the control group 

(0.64 ± 0.17) (P=0.004) (Figures 3C, 3D). The results of 

the present immunohistochemistry and western blotting 

analyses were consistent, clearly demonstrating that the 

expression of KU70 increases in diabetic testicular 

tissues. 

 

The immunoreactivity examination revealed that the 

cellular localization of SIRT1 in tissue sections was both 

nuclear and cytoplasmic. In the control group, 

immunoreactivity was exhibited by a large number of 

cells. There was no staining observed in Sertoli cells, 

while spermatogonia, spermatocytes-I, and other 

spermatogenic serial cells demonstrated moderate and 

strong staining (Figure 3E). In the diabetes group, 

weakly immunoreactivity was observed in the 

seminiferous tubules. Staining was not detected in 

Sertoli cells, while spermatogonia were weakly stained, 

(Figure 3F). SIRT1 immunoreactivity in the diabetes 

group (98.75 ± 7.44) were found to be significantly 

lower than that in the control group (193.13 ± 4.58) 

(P<0.001). Moreover, western blotting analysis revealed 

that the expression of SIRT1 was significantly lower in 

the diabetes group (0.68 ± 0.19) versus the control group 

(1.33 ± 0.48) (P=0.004) (Figures 3G, 3H). The results of 

the immunohistochemistry and western blotting analyses 

were consistent, demonstrating that SIRT1 expression 

was significantly lower in diabetic testicular tissues 

versus control tissues. 

 

The cellular localization of SIRT6 in the tissue sections 

was both nuclear and cytoplasmic. In the control group, 

there were numerous SIRT6-immunopositive cells 

observed. Sertoli cells exhibited weak and moderate 

staining, while spermatogonia, spermatocytes-I, and 

other spermatogenic cells showed moderate and strong 

staining (Figure 3I). In the diabetes group, the staining 

intensity was weak. Spermatogonia and Sertoli cells 

showed weak immunoreactivity, while other serial cells 

exhibited weak and moderate staining (Figure 3J). 

SIRT6 immunoreactivity was significantly lower in the 

diabetes group (64.63 ± 7.44) versus the control group 

(145.88 ± 8.56) (P<0.001). Western blotting analysis 

revealed that the expression of SIRT6 protein was 

significantly lower in the diabetes group (0.70 ± 0.22) 

versus the control group (1.88 ± 0.40) (P <0.001) 

(Figures 3K, 3L). The results of both 

immunohistochemistry and western blotting analyses 

demonstrated that SIRT6 expression was significantly 

lower in diabetic testicular tissues versus control tissues. 

 

 
Figure 3. KU70 sections, western blotting bands, and graph of analysis (A–D). SIRT1 sections, western blotting bands, and graph of analysis (E–H). 

SIRT6 sections, western blotting bands, and graph of analysis (I–L). Inner shape; negative control. *P<0.05 denotes statistically significant difference 

compared with the control group. 
Abbreviations: MW, molecular weight; S, sperms; Sc, Sertoli cells; Sd, spermatids; SIRT1, sirtuin 1; Sg, spermatogonium; St1, spermatocytes-I. 

 

4. DISCUSSION AND CONCLUSION 

 

Studies have shown that diabetes affects the 

hypothalamus-pituitary-testicular axis and decreases 

testosterone synthesis and secretion. In addition, 

conditions such as increased prostate glandular volume, 

decreased spermatogenesis and sperm quality, erectile 

dysfunction, retrograde ejaculation, and decreased libido 
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have also been reported in diabetes studies of diabetes 

[5, 7, 23]. Numerous studies have also recorded serious 

changes in the diameters of diaphragmatic tubules as a 

result of the decreased number of spermatogenic cells in 

the seminiferous tubules and their degeneration, 

accompanied by a decrease in the serum testosterone 

levels of diabetic rats [4, 24]. Cameron et al. [25] 

showed that tubule alimentation is impaired by 

thickening of capillary and seminiferous tubule basement 

membranes due to diabetes. Öztürk et al. [26] argued 

that diabetes led to Leydig cell dysfunction and a 

consequent decrease in testosterone. Owing to the 

thickening of the tubule basement membranes, the 

difficulty of diffusion of testosterone into the tubule may 

prevent the continuity of spermatogenesis.  

 

Through electron microscopic studies, Trindade et al. [7] 

reported an irregular basement membrane structure, 

disruption of the seminiferous tubules, disruption of the 

structure of Sertoli cells and spermatogonia, and vacuole 

formation in the cytoplasm of Sertoli cells. In addition to 

degeneration of spermatogenic cells, Koroglu et al. [27] 

observed deformation of the acrosomal structures and 

tails of sperms. Other studies showed thickening and 

irregularity in seminiferous tubular basement 

membranes, vacuolization in Sertoli cells, and disruption 

of the structure of the SER [28-32]. In the nuclei of 

spermatogenic serial cells, condensation, and disruptions 

of mitochondria and the SER were also noted. Along 

with a decrease in the number of mitochondria, changes 

in the shape of the organelle and irregularities in the 

cristae were observed [28-32]. Trindade et al. [7] and 

Kianifard et al. [28] suggested that vacuolization and 

reduction in SER negatively affect the function and 

spermatogenesis process in Sertoli cells. Mitochondria 

degeneration and decrease in number due to diabetes has 

been shown. It has been stated that inadequate ATP 

production and increased reactive oxygen species 

production in spermatogenic cells may cause infertility 

[7, 28]. When the underlying causes of infertility were 

examined, it was observed that degeneration in 

mitochondria plays an important role [7]. Owing to 

mitochondria degeneration, the accumulation of 

electron-dense bodies and lipofuscin in the cytoplasm of 

spermatogenic serial cells leads to an increase in reactive 

oxygen species, thereby causing a degenerative effect 

and lipid peroxidation in cells [7, 28, 29].  

 

In this study, the findings of apoptotic cell and apoptotic 

tubule indices were consistent with those of previous 

studies [33, 34]. Ghosh et al. [24] and Ding et al. [30]  

reported that the expression of Bax was significantly 

increased in diabetic testicular tissues, and Bax played a 

role in the apoptotic process. Liu et al. [35] suggested 

that the expression of Bax was increased in diabetic 

testicular tissues, and that this change was important in 

the damage mechanism involved in diabetic testicles. 

Other studies confirmed that Bax expression in diabetic 

testicular tissues was significantly increased and played 

a role in the apoptotic pathway [3, 36, 37]. Collectively, 

these studies showed that Bax protein plays an important 

role in the apoptotic process, especially in diabetes. A 

previous study revealed a significant increase and 

decrease in the expression of the Bax and Bcl-2 genes, 

respectively, in testicular tissues of diabetic rats [19]. It 

was also shown that the Bax/Bcl-2-ratio was 

significantly increased [19]. Another study reported that 

Bcl-2 expression was significantly decreased in diabetic 

testicular tissues versus control tissues [38]. In a study 

investigating the expression of proteins belonging to the 

Bcl-2 family (Bcl-2, Bcl-XL, Bax, and Bad) in testicular 

tissues of diabetic rats was, the expression of anti-

apoptotic proteins was decreased in the diabetes group 

[37]. Khamis et al. [39] showed that CASP3 mRNA 

expression was significantly increased in diabetic 

testicular tissue. In another study investigator showed 

that CASP3 expression was significantly increased in the 

diabetic testicular tissues; increased CASP3 expression 

induced caspase-activated DNase activation, leading to 

DNA fragmentation [36]. 

 

This was the first study to investigate the expression of 

KU70 in diabetic testicular tissues through 

immunohistochemistry and western blotting. Ahmed et 

al. [40] showed that expression and localization of KU70 

in the nucleus of Sertoli cells, type A spermatogonia, late 

spermatocytes I, secondary spermatocytes and round 

spermatids as well as in the cytoplasm of metaphases I 

and II cells in mice testis by immunofluorescence, and 

this findings consistent with our study. They observed 

that KU70 impairment leads to reduced testis size, 

limited spermatogenesis and DNA repair, limited sperm 

production and increased metaphase I apoptosis. In a 

diabetic nephropathy study conducted by Tuncdemir et 

al. [41] the investigators stated that the expression of 

KU70 was significantly increased in the diabetes group 

versus the control group. In another study examining 

KU70, the anesthetic substance bupivacaine was 

administered to mouse dorsal root ganglion neurons 

cultured in a hyperglycemic environment. The results 

suggested that hyperglycemia leads to inactivation of the 

DNA-related protein kinase catalytic subunit and causes 

KU70 inhibition, thereby resulting in DNA damage and 

apoptosis [42]. Another study examined the expression 

of KU70 in cultured cardiomyocyte cells in a 

hyperglycemic environment. The results demonstrated 

that hyperglycemia increased KU70 acetylation and, 

accordingly, increased Bax activity. They found that 

KU70 acetylation was decreased, KU70/Bax binding 

was increased, and apoptosis was inhibited in the treated 

groups [43]. It is thought that KU70, which shows 

increased expression in diabetes, may play an important 

role in the apoptotic pathway. Other studies reported that 

KU70 binds to Bax in the cytoplasm, thereby isolating 

Bax from mitochondria, preventing the formation of 

pore, and blocking apoptosis [44, 45]. 

 

A mouse study showed that spermatocytes expressed 

high levels of SIRT1 during the spermatogenesis 

process. Interestingly, sperm anomalies and infertility 

were observed after silencing the SIRT1 gene [46]. It has 

been stated that SIRT1 is expressed in numerous tissues 

during embryonic development. In a study, SIRT1 

expression was demonstrated during the fetal period in 

the neuroepithelium, dorsal root ganglion, trigeminal 

ganglion, eye, heart, kidney, testis, liver and lung tissues. 
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These findings suggested that SIRT1 expression is 

important in fetal development. Strong SIRT1 

immunoreactivity has been demonstrated, especially in 

the testes, during embryonic development [47]. In a 

study investigating SIRT1 immunoreactivity in testicular 

tissues of rats with type 1 diabetes, SIRT1 expression 

was decreased in the diabetes group compared with the 

control group. SIRT1 increases insulin sensitivity and 

decreases glucotoxicity in testicles. Poly (ADP-ribose) 

polymerase-1 (PARP)/SIRT1 interaction is thought to be 

involved in the testicular apoptotic pathway [48, 49]. 

Several studies have shown that SIRT1 activation is 

reduced in diabetic testes, similar to our findings [50-

52]. Wang et al. [53] has reported that, in Type 2 

diabetes rats testes, SIRT1 expression decreased 

compared to control groups and SIRT1 expression 

increased in melatonin treated groups. In a recent study, 

researchers were fed mice with high fat diet and showed 

that, long-term calorie restriction increase obese male 

fertility, likely by relieves oxidative stress via activation 

of SIRT1 signaling [54]. Consistent with our findings, 

another two studies revealed that SIRT1 expression was 

decreased in diabetic testes. They have been suggested 

that, in diabetic testes, miR-34a expression increases, 

whereas SIRT1 expression decreases; therefore miR-34a 

may suppress SIRT1 and induce apoptosis [55, 56]. Zhao 

et al. [57] examined the effects of zinc deficiency on 

testes and measured SIRT1 protein expression in mouse 

testicular tissues with type 1 diabetes. The results 

indicated that SIRT1 expression was significantly 

decreased in the diabetes groups. The investigators 

suggested that zinc regulates SIRT1 activity in diabetic 

testicular tissues. 

 

Currently, there is a limited number of research studies 

examining the expression of SIRT6. SIRT6 and SIRT1 

are involved in the maturation processes of spermatids 

[58]. A study of mouse testicles showed that SIRT6 was 

expressed in both the nuclei and cytoplasms of 

spermatogonia, spermatocytes, and early spermatids 

[59]. An obesity study based on a high-fat diet did not 

find a significant difference in SIRT6 expression 

between the control and diet groups, showing nuclear 

immunoreactivity in early and late spermatids. A 

significant decrease in SIRT6 expression led to a 

decrease in sperm protamination. Of note, in testicular 

germ cells, a decrease in SIRT6 expression was 

associated with an increase in H3K9 acetylation and 

DNA damage [60]. Fan et al.  [61] stated that, in diabetic 

nephropathy, apoptosis increases due to a decrease in 

SIRT6 expression in podocytes; particularly in adenosine 

5′ monophosphate-activated protein kinase (AMPK) 

dephosphorylation and mitochondrial dysfunction. Liu et 

al. [62] suggested that SIRT6 is the regulator of the Wnt 

signal and exerts anti-inflammatory and antiapoptotic 

effects by inhibiting H3K9 deacetylation and 

Notch1/Notch4 transcription factors. However, Tao et al. 

[16] revealed for the first time that SIRT6, similarly to 

SIRT1, deacetylated KU70 and inhibited KU70/Bax-

related apoptosis in a hepatocellular carcinoma cell 

culture model. Zhang et al. [63] examined the expression 

of SIRT6 and KU70 in human dental pulp cells 

undergoing apoptosis induced by bacterial 

lipopolysaccharides. They reported that SIRT6 increased 

KU70/Bax binding and inhibited apoptosis by 

deacetylation of KU70. A recent study has reported that 

SIRT6 expression on mice testes. It has shown that 

SIRT6 expression may be associated with fertility [64]. 

 

In conclusion, the results of the present study may 

contribute to the knowledge regarding the possible roles 

of KU70, SIRT1, and SIRT6 proteins in diabetic 

testicular tissues, apoptosis, and infertility, as well as 

provide directions for the development of new treatment 

protocols. 
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Abstract: Silver nanoparticles (AgNPs) exhibit cytotoxicity in various cancer cells, as well 

as high conductivity, chemical stability, catalytic, and antibacterial activity. A range of 

biological sources, including plants, fungi, and bacteria, are utilized for the synthesis of 

silver, gold, and other nanoparticles. The aim of this study is to synthesize environmentally 

friendly and cost-effective AgNPs from apricot kernel methanol extract and to investigate 

their antimicrobial and cytotoxic activities. The synthesized AgNPs were characterized using 

UV-vis spectroscopy, X-ray diffraction (XRD), scanning electron microscopy (SEM), and 

Fourier-transform infrared spectroscopy (FTIR). The UV-vis spectra revealed a surface 

plasmon resonance peak at 420 nm, confirming the formation of apricot kernel silver 

nanoparticles. Additionally, FTIR spectra indicated the involvement of biological compounds 

in the synthesis of AgNPs. The synthesized AgNPs inhibited the growth of both Gram-

negative and Gram-positive bacteria, including E. aerogenes CCM 2531, B. subtilis IM 622, 

S. aureus 6538 P, S. aureus ATCC 29213, and L. monocytogenes NCTL 53448. Furthermore, 

AgNPs reduced the viability of SH-SY5Y neuroblastoma cells. Based on these findings, it 

can be suggested that the environmentally friendly synthesized AgNPs exhibit 

multifunctional properties with potential applications against infectious bacterial strains and 

cancer. 

 

 

Kayısı Çekirdeği Gümüş Nanopartiküllerinin Yeşil Sentezi ve Biyolojik Aktiviteleri 
 

 

Anahtar Kelimeler 

Kayısı çekirdeği, 

Gümüş nanopartikül, 

Sitotoksisite, 

Kanser, 

Antimikrobiyal 

Öz: Gümüş nanopartiküllerin (AgNP'ler), çeşitli kanser hücrelerinde sitotoksisiteye, yüksek 

iletkenliğe, kimyasal stabiliteye, katalitik ve antibakteriyel aktiviteye sahiptir. Gümüş, altın 

ve diğer nanoparçacıkların sentezi için bitkiler, mantarlar ve bakteriler dahil olmak üzere 

birçok biyolojik kaynak kullanılmaktadır. Bu çalışmanın amacı, çevre dostu ve uygun 

maliyetli AgNP'lerin kayısı çekirdeği metanol ekstraktından sentezlenmesi ile antimikrobiyal 

ve sitotoksik aktivitelerini araştırmaktır. Sentezlenen AgNP'ler UV-vis, X-ışını kırınımı 

(XRD), Taramalı Elektron Mikroskobu (SEM) ve Fourier dönüşümlü kızılötesi 

spektroskopisi (FTIR) ile karakterize edildi. UV-vis spektrumları, kayısı çekirdeği gümüş 

nanoparçacıklarının oluşumunu doğrulayan 420nm'de yüzey plazmon rezonans pikini ortaya 

çıkardı. FTIR spektrumları ayrıca biyolojik bileşiklerin AgNP'lerin sentezine katılımını 

göstermiştir. Sentezlenen AgNP'ler E. aerogenes ccm 2531, B. subtilis IM 622, S. Aureus 
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6538 p., S. Aureus ATCC 29213 ve L. monocytogenes NCTL 53448 olmak üzere gram negatif 

ve gram pozitif bakterilerin büyümesini engelledi. AgNP'ler ayrıca, SHSY5Y nöroblastom 

hücrelerinin canlılığını azalttı. Bu bulgulara dayanarak, çevre dostu sentezlenen AgNP'lerin 

çok işlevli özellikler gösterdiği, bulaşıcı bakteri türlerine ve kansere karşı kullanılabilme 

potansiyeli sahip olduğu söylenebilir. 

 

 

1. INTRODUCTION 

 

Neuroblastoma (NB) is a type of pediatric tumor that 

arises from neural tissues within the central nervous 

system (CNS) [1, 2].  It is one of the most common 

cancers found in infants and children, following 

leukemia and brain tumors. Additionally, NB serves as a 

model in neuroprotection research, aiding in the 

development of new therapeutic and preventive 

strategies for CNS-related disorders. Treatment 

approaches for NB are influenced by the severity of the 

disease, the patient's age, and underlying biological 

factors [3, 4]. Given these complexities, there is a 

pressing need for research focused on discovering novel 

biochemical compounds and innovative treatment 

strategies for NB. 

 

 For many years herbal medicines have been used as the 

primary source of medical treatment. The apricot has 

been used in folk medicine as a remedy for various 

diseases attributed to its rich antioxidant, antimicrobial 

and anticancer content [5,6]. The apricot fruit constitutes 

carbohydrates, vitamins, beta carotene and thiamine. 

Apricot kernels (Ak) contain a significant amount of 

protein, oil and fibre. Apricot kernels also contain the 

toxic cyanogenic glycoside amygdalin [5,7-9]. 

 

The eco-friendly synthesis of silver nanoparticles 

(AgNPs) by biological materials has considerable 

attention in view of therapeutic aspects. Environmentally 

friendly synthesis of nanoparticles by biological 

resources extract is currently under investigation. The 

AgNPs are reported to have numerous different 

biological applications. The study of antimicrobial and 

anticancer activity of these biosynthesized nanoparticles 

gives an idea of the activity and association of these 

nanoparticles with biomolecules of living systems [10-

12]. 

 

Numerous research regarding the physico-chemical 

features of Ak are presented in the literature Gupta et al. 

[8], but not much knowledge is found regarding the in 

vitro antioxidant activities of the Ak. Likewise, the 

anticancer and antimicrobial activities of Ak have been 

less studied and the lack of research related to the 

antibacterial and anticancer activity of the kernels along 

with their nanoparticles have motivated the present 

study. In the present study, single step synthesis of the 

AgNPs by the reduction of silver nitrate (AgNO3) at 

room temperature by Ak methanol extracts are 

presented. The synthesis of NPs has been monitored by 

UV–Visible spectroscopy (UV–Vis), Scanning Electron 

Microscopy (SEM), X-Ray Diffraction (XRD) and 

Fourier Transform Infrared Spectroscopy (FTIR). The 

synthesised AgNPs were evaluated for their anticancer 

and antimicrobial activity. 

2. MATERIAL AND METHOD 

 

2.1. Preparation of Ak Extracts 

 

The extract was prepared from 200 gr Ak by granulating 

in a mortar and was extracted with 1 liter methanol. The 

mixture was sealed with aluminium foil and stirred for 

24 hours. Following that, the extract was filtered with 

Whatman No.1 filter paper and the pellet was discarded 

while supernatant was stored at 4 OC.  

 

2.2. Synthesis of Ak AgNPs (AkAgNPs) 

 

100 ml of methanol extract was mixed with 900 ml of 1 

mM AgNO3 under magnetic stirring at room 

temperature. The greyish colour of the extract-AgNO3 

mixture at 0 min of reaction time changed to a dark 

brown in about 10 minutes after justifying pH of the 

mixture to alkali with NaOH. After observing the colour 

change, the absorbance of the dark brown mixture was 

measured at 430 nm by UV–vis spectrophotometer to 

observe the formation of AkAgNPs. Following that the 

mixture was centrifuged at 15000 rpm for 15 min and 

subsequently washed in pure water for 5 times at 15000 

rpm to discard waste biological material. 

 

2.3. Characterization of AkAgNPs 

 

Initial characterisation of AkAgNPs were carried out by 

UV–Vis (Shimadzu UV-3600 UV-VIS-NIR 

Spectrophotometer) to determine the absorption spectra 

of the AkAgNPs between 200–800 nm.  

 

The FTIR spectra were measured by the dried pellet 

method at resolution of between 4,000 to 400 cm−1 

(Perkin Elmer Spectrum 100) for the Ak extract powders 

and AkAgNPs.  

 

The nanoparticles were further characterized by XRD 

using a Rigaku Optima IV diffractometer with Cu Kα 

radiation (λ = 0.1542 nm).  

 

The morphology of the AkAgNPs was characterised by 

SEM (JEOL). Samples were examined on a graphite-

coated surface to obtain a uniform image by providing 

conductivity. 

 

2.4. Anti-microbial Activity Test 

 

The antimicrobial activity of synthesised AkAgNPs were 

investigated against Enterobacter aerogenes ccm 2531, 

Bacillus subtilis IM 622, Staphylococcus aureus 6538 p., 

Staphylococcus aureus ATCC  29213 and Listeria 

monocytogenes NCTL 5348. The antimicrobial activity 

was tested using the spread plate agar method, in which 

6 mm discs placed on plates based. Distilled water was 
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used as negative control, penicillin and streptomycin 

mixture was used as positive control, Ak extract, AgNO3 

and different doses of AkAgNPs were absorbed into the 

disks. After incubating the plates at 37°C for 24 h, the 

diameter of the inhibition zone was measured with image 

J [13]. 

 

2.5. Cell Culture 

 

Human NB cells (SH-SY5Y; American Type Culture 

Collection (ATCC, USA)) were cultured in Dulbecco’s 

Modified Eagle Medium (DMEM) containing 10% FBS 

and 1% penicillin-streptomycin solution (Biological 

Industries, Israel). The cells were cultured as described 

in [14]. 

 

2.6. Cell Proliferation Assay 

 

WST-1 cell proliferation assay kit (Clontech, USA) was 

used to analyse cell proliferation and viability. Briefly, 

15 × 103 NB cells/well in a 100-µl medium were 

cultured in 96 well plates. 24 hour later, different 

concentrations of Ak extracts and AkAgNPs (8 mg/ml 

and 4 mg/ml) were added into the wells. The assay was 

performed according to the instructions supplied with 

kit. 

 

2.7. Statistical Analyses 

 

All experiments were repeated at least 3 times, and 

biostatistical analysis was carried out with GraphPad 

Prism 5.0. Data sets were compared and the analyses 

were performed with by one-way ANOVA Newman-

Keuls Post-Hoc Test 

 

3. RESULTS  

 

3.1. Characterisation of Nanoparticles 

 

Green synthesis AkAgNPs from 1 mM aqueous solution 

of AgNO3 (pH 11,2) with Ak extract was initially 

confirmed by UV–Vis spectral analysis.  

The initial greyish colour of the reaction mixture of the 

extract with AgNO3 solution changed to dark brown 

colour as a result of excitation of surface plasmon 

resonance vibration of AkAgNPs. The surface plasmon 

of AkAgNPs occurred at about 420 nm for Ak extract 

reacted with AgNO3 (Fig. 1). It is worth noting the 

reduction of Ag+ ions by the extract was occurred in 

about 10 minutes at room temperature. 

 

 
Figure 1. UV–Vis absorption spectra of AgNO3, Ak exract, AkAgNPs 
(AgNO3; silver sitrate, Ak Extract; apricot kernel extract; AkAgNPs; 

synthesized AgNPs with apricot kernel extract) 

 

The FTIR measurements of biosynthesized AkAgNPs 

were performed to understand the interaction between 

biomolecules of the Ak extract and Ag+ ions. FTIR 

spectra of AkAgNPs showed absorption peak situated at 

about 3336, 2925, 2853, 1742, 1638 and 1016 cm−1. 

The very intense broad band positioned at about 3336 

cm−1 position in the spectra of AkAgNPs could be 

attributed to O–H stretching. The peak placed at about 

2925 and 2853 cm−1 in the spectra could represent C–H 

stretching of alkyl group while stretching vibration at 

2853 cm−1 could be attributed to C–H stretching of 

aldehydes group. The absorption peaks located at 1,638 

cm−1 in both spectra represents N–H stretch of amines. 

The peak 1016 cm−1 represents C–N stretching of 

aliphatic amines (Fig. 2). 

 

 

 
Figure 2. FTIR spectra of synthesized AkAgNPs (Green) and Ak Exract (Red) 
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Figure 3. XRD spectrum of the nanoparticles. a) The nanoparticles revealed the presence of six distinct diffraction peaks at 2θ = 34.36°, 37.885°, 
43.98°, 64.42°, 77.02°, 81.65. b) The cubic silver indices of AkAgNPs crystals; 111, 200, 220, and 311 

 

The presence of these vibrations at FTIR spectra 

suggests that some of the bio-organic molecules such as 

carbohydrates, proteins, oils, enzymes and amino acids 

are responsible for the reduction of Ag+ ions and hence 

nanoparticle formation. 

 

The crystalline structure of the AkAgNPs were 

confirmed by XRD analyses. XRD spectrum of the 

nanoparticles revealed the presence of six distinct 

diffraction peaks at 2θ = 34.36°, 37.885°, 43.98°, 64.42°, 

77.02°, 81.65 that can be indexed at 111, 200, 220, and 

311 of the cubic silver suggesting that the AkAgNPs 

were crystalline (Fig. 3). 

 

SEM micrographs of AkAgNPs at room temperature 

showed the presence of very well dispersed AkAgNPs. 

The analysis of particle size distribution revealed that the 

majority of the particles are between 0.4 to 0.9 µm at 

1000 magnification (Fig. 4). 

 

 
Figure 4. SEM micrograph of synthesised AkAgNPs 
 

3.2. Antimicrobial Activity of AkAgNPs 

 

The antimicrobial activity of AkAgNPs were tested 

against E. aerogenes ccm 2531, B. subtilis IM 622, S. 

aureus 6538 p., S. aureus ATCC  29213 and L. 

monocytogenes NCTL 5348 using the disc diffusion 

method and the results were presented in table 1. The 

synthesised nanoparticles inhibited the growth of gram-

negative bacterium E. aerogenes   ccm 2531 and gram 

positive bacteria such as B. subtilis IM 622, S. aureus 

6538 p., S. aureus ATCC  29213 and L. monocytogenes 

NCTL 5348 (2 and 4 mg/mL). 4 mg/ml AgNO3 and Ak 

extract did not inhibit the growth of the microorganisms. 
 

Table 1. Antibacterial activity of AkAgNPs against gram negative and gram positive bacteria. The inhibition zones are given as cm. 

Bacteria AkAgNPs  

(4 mg/ml)  

AkAgNPs 

(2 mg/ml) 

Ak extract  

(4mg/ml) 

Antibiotic  AgNO3  

(4mg/ml) 

Water 

E. aerogenes ccm 2531 (Gr -) 0.840 0.775 0.696 1.940 0.631 0 

B. subtilis IM 622 (Gr +) 0.786 0.760 0.605 1.783 0.713 0 

S. aureus 6538 p. (Gr +) 0.812 0.793 0.700 2.316 0.806 0 

S. aureus ATCC  29213 (Gr +) 0.660 0.700 0.512 2.037 0.643 0 

L. monocytogenes NCTL 5348 (Gr +) 0 0.89 0 2.260 0.655 0 
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3.3. Effects of AkAgNPs on SHSY5Y cell 

proliferation 

 

The antiproliferative effect of the AkAgNPs and their 

extracts were assessed on NB cells. The cells were 

treated with different concentrations of AkAgNPs (4 and 

8 mg/ml) over 24 hours, and the cell proliferations are 

given in Fig. 5. AkAgNPs significantly decreased cell 

viability at 4 and 8 mg/ml while the extract did not show 

anticancer activity on NB cells. 

 

 
Figure 5.  Anticancer activity of AkAgNPs in NB cell line. 
(***p<0,001; Control vs other groups 8 mg/ml, 4 mg/ml; ns: not 

significant) 

 

4. DISCUSSION AND CONCLUSION 

 

Many studies regarding the physicochemical 

characteristics of Ak are reported in the literature 

Hacıseferoğulları et al., Alpaslan et al. [15,16], but the in 

vitro anticancer and antimicrobial activities of Ak and 

their NPs have not been studied in detail and the lack of 

the research related to the antimicrobial and anticancer 

activity of the apricot seeds along with their 

nanoparticles have stimulated the present research. In the 

present study, single step synthesis of the AgNPs 

through the reduction of aqueous AgNO3 at room 

temperature by Ak methanol extracts are presented.  

 

Ak extracts contain high levels of amygdalin, protein, 

fat, and various antioxidant and anticancer molecules. 

However, these molecules are unable to cross lipid 

membranes, have large molecular sizes, are poorly 

absorbed, and are unstable, resulting in reduced 

bioavailability and efficacy. Therefore, using 

nanoparticles is essential to enhance their absorption and 

increase their stability by preventing oxidation. For this 

reason, AgNPs were synthesized from Ak extracts, and 

their biological activity was investigated. The different 

concentrations of Ak methanol extract (4 and 8 mg/mL) 

did not show an antiproliferative effect on NB cells, 

whereas AkAgNPs significantly decreased cell viability 

at both concentrations. Similarly, Grunathan et al. also 

demonstrated that AgNPs reduced cell viability in SH-

SY5Y cells in a dose-dependent manner [17]. This 

suggests that nanoparticle-based kernel extracts have the 

potential to increase the efficiency and safety of kernel 

biomolecules by enhancing their capacity, improving 

solubility, and controlling their release. 

 

AgNPs are reported to show their antibacterial effect 

through interaction with the outer membranes of the 

bacteria thanks to their chemical stability and tiny size 

[18-21]. The silver ions leads toxicity by reacting thiol 

group of the enzymes located outer membranes of the 

microorganisms [22,23]. In addition to these 

antimicrobial activity of the NPs are reported to be 

arisen from ionic (electrostatic) interaction between 

negatively charged cell membrane and positively 

charged silver [24-26]. 

 

The antimicrobial activity of AkAgNPs was tested 

against E. aerogenes ccm 2531, B. subtilis IM 622, S. 

aureus 6538 p., S. aureus ATCC  29213 and L. 

monocytogenes NCTL 5348. Based on the results, it can 

be concluded that AkAgNPs inhibit the growth of both 

Gram-negative and Gram-positive bacteria. In recent 

years, some studies have suggested that Gram-positive 

bacteria may be resistant to the effects of nanoparticles 

due to differences in their cell wall structures [27-29].  

Vadakkan et al. also reported that biogenic AgNPs 

exhibit strong antibacterial properties against a wide 

range of both Gram-positive and Gram-negative bacteria 

[30]. Additionally, Saied et al. demonstrated that Ak 

extract possesses antimicrobial properties [31]. The data 

obtained in this study are consistent with the literature, 

showing that AkAgNPs inhibit the growth of both Gram-

negative and Gram-positive bacteria.  

 

The anticancer and antimicrobial effects of AgNPs 

synthesized by reducing AgNO3 with Ak methanol 

extracts at room temperature are presented. The 

environmentally friendly synthesized AkAgNPs 

demonstrated significant activity against both Gram-

negative and Gram-positive bacteria. Additionally, their 

notable effectiveness against NB cancer cells suggests 

potential efficacy against other cancer types. In future 

studies, the effects of AkAgNPs on other cancer cell 

lines will be further explored. 
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Abstract: The extracts of Alchemilla holotricha Juz. with different polarities were obtained using 

hexane, dichloromethane, ethyl acetate, methanol, and water. The samples were further analyzed 

for their overall antioxidant activity, ability to scavenge DPPH free radicals, capacity to chelate 

metals, total reducing power, ability to scavenging hydrogen peroxide, and hydroxy radical 

scavenging activity. The ethyl acetate extract exhibited the highest concentration of total phenols 

(67.63± 0.88 mg GAE/g extract), whereas both the ethyl acetate and dichloromethane extracts 

demonstrated the highest levels of total flavonoids (14.82±1.02-14.82±0.03 mg CE/g extract). On 

the other hand, the hexane extract displayed the highest content of phenolic acids (0.72±0.21 mg 

SAE/g extract). The antimicrobial activity of each extract was assessed using the agar disk 

diffusion method. The A. holotricha strain's ethyl acetate fraction displayed the most potent 

antibacterial activity. The Escherichia coli exhibited the greatest antibacterial impact, measuring 

17 mm, while the Klebsiella pneumoniae showed a somewhat lower effect of 15 mm. Bacillus 

subtilis had the highest level of resistance among the microorganisms tested, with a diameter of 8 

mm. A. holotricha displayed the most potent antioxidant and antibacterial properties in the ethyl 

acetate extracts. The study showed that ethyl acetate, a solvent with moderate polarity, is more 

efficient at dissolving aromatic compounds in the above-ground portion of the plant compared to 

non-polar solvents like n-hexane and diethyl ether. Moreover, the water and methanol extracts 

exhibited cytotoxicity towards PC-3 cells at particular concentrations. 
 

 

Alchemilla holotricha Juz.'un Farklı Polaritelerdeki Ekstraktlarında Antioksidan, 

Antimikrobiyal ve PC-3 Kanser Hattı Üzerinde İn Vitro Sitotoksik Etkilerinin Araştırılması 
 

 
Anahtar 

Kelimeler 

Alchemilla 

holotricha Juz. 

Antimikrobial, 

Antioksidan,  

Antisitoksit,  

Bitki 

ekstıraktları  

Alchemilla holotricha'nın hekzan, diklorometan, etil asetat, metanol ve su ile farklı polariteli 

ekstreleri elde edildi. Daha sonra bu ekstrelerin toplam antioksidan aktivite, DPPH serbest radikal 

uzaklaştırma aktivitesi, metal şelatlama kapasitesi, toplam indirgeme gücü, hidrojen peroksit 

uzaklaştırma, hidroksi radikal uzaklaştırma aktivitesi tespit edilmiştir. Toplam fenol içeriği 67.63± 

0.88 GAE/g ile en yüksek etil asetat, toplam flavonoid içeriği 14.82±1.02–14.82±0.03 mg CE/g 

ile en yüksek etil asetat ve diklorometan, fenolik asit içeriği 0.72±0.21 mgSAE/g ile en yüksek 

hekzan özütünde elde edilmiştir. Antimikrobiyal aktivitenin belirlenmesinde agar disk difüzyon 

yöntemi kullanıldı. Alchemilla holotricha'nın etil asetat özütü en yüksek antibakteriyel aktiviteyi 

göstermiştir. En yüksek antibakteriyel etkiyi sırasıyla 17 mm çap ile Escherichia coli, ardından 15 
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mm ile Klebsiella pneumoniae göstermiştir. Bacillus subtilis 8 mm çap ile en dirençli 

mikroorganizma olarak tespit edilmiştir. Alchemilla holotricha hem antioksidan hem de 

antimikrobiyal etkinliğini en iyi etil asetat ekstraktında göstermiştir. Çalışmada kısmen polar bir 

çözücü olan etil asetatın bitkinin toprak üstü kısmındaki aromatik maddeleri n-heksan ve dietil 

eter gibi polar olmayan çözücülere göre daha iyi çözdüğü görülmüştür. Ayrıca su ve metanol 

ekstireleri PC-3 hücreleri üzerinde belirli dozlarda toksik etki gösterdi. 

 

1. INTRODUCTION 

 

Current studies have revealed that; Plants have the ability 

to reduce and prevent many diseases, due to their high 

antioxidant activity and ability to eliminate free radicals. 

Free radicals, which are released as a result of some 

biochemical reactions in the body, cause damage to 

biopolymers such as lipids, proteins and DNA. Excessive 

production of these ROS (reactive oxygen species), RNS 

(reactive nitrogen species) and toxic agents, reactions 

such as DNA damage, carbonylation of cellular proteins 

or lipid peroxidation occur, resulting in many chronic and 

degenerative diseases, especially cancer. Antioxidants, 

which are molecules that reduce or slow down oxidation 

with their free radical scavenging effects, protect the body 

against diseases that can be caused by ROS (reactive 

oxygen species), RNS (reactive nitrogen species), and 

toxic agents. Exogenous antioxidant substances, 

especially the use of medicinal plants among the public, 

in which are a good source of antioxidants due to their 

secondary compound content such as phenolic and 

flavonoid, are used in many industrial areas [1]. In 

addition, the use of plant polyphenols, which are natural 

antioxidants, instead of carcinogenic synthetic 

antioxidants used in the food and pharmaceutical industry 

has increased [2]. For centuries, peoples have been using 

plants for the prevention and treatment of diseases and this 

is known as ethnobotany. In ethnobotany, Alchemilla L. 

is a plant believed to be healing. In Anatolia and the world 

geography, many species are mentioned in the category of 

medicinal plants in the ethnobotanical field [3]. In the 

ethnobotanical field, it is known that Alchemilla L. 

species improve wound healing by covering them on 

wounds. In many research articles, it has been shown that 

Alchemilla species have strong antibacterial effects and 

have antioxidant properties with high oxidant removal 

due to the presence of high phenolic and other bio 

compounds in their content. Anticancer properties have 

been demonstrated in the studies of this study group and 

in some other studies in recent years. Among the 

Alchemilla species, the antioxidant and antimicrobial 

properties of A. alpina, A. cimilensis, A. mollis, and A. 

vulgaris were studied [3-5]. In this study, the biological 

activities of different solvent extracts obtained from 

Alchemilla holotricha Juz, which have not been studied 

before, were evaluated. Our aim in this study was to 

determine the most effective of different extracts of 

Alchemilla holotricha. By identifying the most effective 

extract of this plant, we demonstrate its high biological 

activities are in the functional food concept that has 

developed in recent years and is expected to continue its 

development in the future. We think that adding plant-

based compounds to foods instead of synthetic 

preservatives will be effective in the short term and in the 

long term, because with the rise of industrial society, the 

daily diet of people and the consumption of ready-made 

and packaged foods from outside are increasing together. 

The increasing intake of these agents in the daily diet can 

lead to adverse health effects. Since the use of additives 

in foods is important not only for these properties but also 

for taste, smell and sensory properties, the use of added 

plant-based compounds will be effective in the long term 

approach. 

 

2. MATERIAL AND METHODS 

 

The plant samples used in this study were obtained from 

Trabzon-Gümüşhane Passage, Turkey. The taxonomic 

identification of this plant was confirmed by Y. 

Menemen. This plant was kept in the herbarium of 

Kırıkkale University (Yusuf 1504).  

 

2.1. Extraction Procedure 

 

The powdered plant samples were extracted from the 

nonpolar solvent to the polar solvent. Starting from the 

hexane fraction, extraction was performed in 

dichloromethane, ethyl acetate, methanol, and finally in 

distilled water in a shaking mixer at 150 rpm for 24 hours, 

respectively. The obtained filtrate was extracted by 

evaporating the solvent at low speed in a rota evaporator. 

The extract, which was transferred to a vacuum desiccator 

filled with CaCl2, was dried completely and protected 

from moisture. Extract in 5 different fractions was 

obtained to be used in the study [6]. 

 

2.2. Antioxidant Activity 

 

The Folin Ciocaltaeu method was used to determine the 

total phenolic content. 0.5 mL of the plant extract was 

taken and 2.5 ml of Folin Ciocaltaeu reagent was added 

into it. Then, 7.5 mL of sodium carbonate solution was 

added into the test tube and kept at 25°C for 2 hours. The 

total amount of phenol was calculated in UV 

Spectrophotometer at 760 nm, as equivalent to gallic acid 

[7].  
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2.2.2. Determination of total flavonoid content 

 

To calculate the total flavonoid content; we added 1.25 

mL distilled water to 250 µL plant extract. To this mixture 

75 μL of 5% NaNO2 solution was added. 6 minutes later, 

500 μL NaOH was added, followed by 275 μL distilled 

water and mixed gently. Total flavonoid content was 

calculated as mg/kg by reading at 415 nm according to the 

catechin standard calibration chart. [8]. 

 

2.2.3. Determination of total phenolic acid content 

 

2 ml HCl (0.5 M) was added into 1 ml plant extract. 2 mL 

reagent prepared by dissolving 10 g NaNO2 and 10 g 

Na2MoO4 in 100 mL water. Then 2mL NaOH (8.5%) was 

added into that mixture. Then 2mL of NaOH (8.5%) was 

added. The final volume was made up to 10 mL. Total 

phenolic acid content was calculated as sinapic acid 

equivalent (mg/g) by reading at 505 nm [9]. 

 

2.2.4. Determination of total lycopene and B-carotene 

content 

 

The method developed by Barros et al. was used to 

determine the total content of β-carotene and lycopene. 

For this, 100 mg of the plant extract was weighed and 

mixed with 10 ml of acetone-hexane (4:6). The mixture 

was filtered through filter paper. Beta-carotene and 

lycopene levels were calculated from absorbance values 

read at 453, 505 and 663 nm wavelengths. Use the 

formulas below to calculate beta-carotene and lycopene 

levels. [10].  

 

β-carotene (mg/100 ml) = 0,216A663 – 0,304A505 + 

0,452A453                                                                                                                 [1] 

  

Lycopene (mg/100 ml) = –0,0458A663+ 0,372A505 – 

0,0806A453                                                                                                           [2] 

 

2.2.5. Determination of DPPH radical scavenging 

 

DPPH removal activity of the plant extracts was measured 

by the violet/purple decolorization abilities of the 2,2-

diphenyl-1-picrylhydrazil radical. To determine the 

activity, 0.3 mL of plant extract was added to 2.7 mL of 

0.1 mM DPPH. Afterwards, the solution was mixed and 

kept in the dark area for 1 hour. The DPPH radical 

scavenging effect of plant extracts was determined by 

measuring absorption at 517 nm. This radical scavenging 

activity was calculated using the following formula [11]. 

 

% Inhibition= (AControl-ASample/AControl) x 100                     [3] 

 

2.2.6. Assessment of the reductive force property 

 

To determine the reducing power properties of plant 

extracts, 2.5 mL of sodium phosphate buffer and 2.5 mL 

of potassium ferrocyanide (1%) were added to 2.5 mL of 

plant samples. The resulting solution was incubated at 

50°C for about 20 minutes. To this mixture was added 2.5 

mL of 10% prepared trichloroacetic acid and centrifuged 

at 1000 rpm. The supernatant was taken and 5 mL of 

deionized water and 1 mL of ferric chloride (0.1%) were 

added to it and read at 700 nm against BHA and α-

tocopherol standards. [12]. 

 

2.2.7. H2O2 (Hydrogen Peroxide) removal activity 

 

0.6 mL (40 mM) H2O2 in phosphate buffer was added to 

0.4 mL of plant extract solution at different concentrations 

prepared in water. The final mixture was quickly read at 

230 nm against the blank. The removal activity of the 

plant extract was calculated using the following formula 

[12]. 

 

H2O2 Removal Activity (AControl-ASample/AControl) x 100  [4] 

 

2.2.8. Assessment of the OH. removal activity 

 

For hydroxyl radical scavenging activity, 60 µL FeCl2, 90 

µL 1,10-phenanthroline, 2.4 mL phosphate buffer, 150 µL 

H2O2 were added to the plant extracts at different 

concentrations, respectively. Samples incubated at 25 °C 

for 5 minutes were read at 560 nm. The radical scavenging 

activity was carried out according to the following 

equation [13].  

 

Hydroxyl Radical Removal = (A1-A2/A0) x100                [5] 

 

Absorbance reading without plant extract was given as 

“A0”, absorbance reading in the presence of plant extract 

was given as “A1” absorbance reading without 1,10- 

phenanthroline was given as “A2”. 

 

2.2.9. Iron chelating capacity  

 

The plant extracts were tested for their ferrous metal 

chelating activity. For this, 0.5 mL samples were taken 

from different fractions of the plant extract and mixed 

with 1.6 mL distilled water and 0.05 mL FeCl2 (2 mM). 

Then 0.1 mL of Ferrozine (5 mM) was added to the 

mixture. Measure the absorbance of the Fe-Ferrozine 

complex of the mixture at 562 nm. The iron chelate 

activity was calculated using the following equation [14]. 

 

Iron chelating capacity =(Acontrol-Asample/Acontrol) x100    [6] 

 

2.2.10. Evaluation of the total antioxidant capacity 

 

For the antioxidant activities of the samples, 0.4 mL of the 

sample dissolved in methanol was taken, mixed with 4 mL 

of 0.6 M sulfuric acid containing 4 mM ammonium 

molybdate and 28 mM sodium phosphate, and the final 

mixture was vortexed and kept at 95 0C for 90 minutes. 

The antioxidant activity was read at 695 nm [15]. (y= 

0.001x + 0.062, R2= 0.946). 

 

2.3. Determination of Antimicrobial Activity 

 

For the measurement of antimicrobial activity of extracts, 

the plant extracts were prepared with dimethylsulfoxide at 

0.1 g/mL. The resulting solution was filtered with 0.22 µm 

Nylon membrane filters. 50 µl of each extract was 

absorbed into the blank discs. 200 µL of test organisms 

adjusted according to Mc Farland were taken and spread 

in a petri dish containing the medium. Then, these discs 
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were transferred to the petri dish under sterile conditions 

with the help of a forceps. Streptomycin was used as a 

reference antimicrobial agent and discs impregnated with 

dimethylsulfoxide were used as a negative control. Petri 

dishes were kept in the refrigerator at 4°C for 1 hour in 

order to spread the active ingredients in the extract 

absorbed into the discs to the medium and to keep the 

microorganism growth at the lowest level. At the end of 

the period, it was kept in an oven at 37°C for 24 hours in 

order to incubate for the development of microorganisms. 

For incubation, it was kept in an oven at 37°C for 24 

hours. The antimicrobial activity of effective compounds 

in plant extracts was determined by measuring the zones 

formed around the discs. [16]. Bacillus subtilis (ATCC 

6633), Staphylococcus aureus (ATCC 29213), 

Escherichia coli (ATCC 25922), Klebsiella pneumoniae 

(EMCS), Candida albicans, Saccharomyces cerevisiae 

obtained from Refik Saydam Hygiene Center were used 

for antimicrobial activity. 

 

2.4. Antiproliferative Potential of Methanolic and 

Aqueous Extracts 

 

WST-1 cell viability test was performed using Human 

prostate cancer cells (PC-3) to determine the efficacy of 

plant extracts. Human prostate cancer cells (PC-3) 

incubated and grown in cell growth medium containing 

10% FBS and 1% penicillin-streptomycin, and then 

seeded in 96-well cell plates. It is adjusted to have 

approximately 5x103 cells in each well. The cells in the 

96-well plates were incubated for 24 hours for 

penetration. Then, water and methanolic extracts of the 

plant extracts were added to the cells in the wells at 

different doses and left for incubation. After 24 hours, 5 

µL of 4-[3-(4-Iodophenyl)-2-(4-nitro-phenyl)-2H-5-

tetrazolio]-1,3-benzene sulfonate (WST1) per well 

containing PC-3 added and incubated for 4 hours.  The 

absorbance of each well at 450 nm was taken at the 

reference wavelength of 630 nm and read in ELISA.2.5. 

Statistical Analysis. 

 

Student's t-test was used for analysis and measurements 

were made in three replicates.  

 

3. RESULTS AND DISCUSSION 

 

Since the antioxidant components in the content of plants 

remove the free radicals in the environment and thus 

prevent the oxidative stress that triggers many diseases, 

studies in this field are becoming more and more popular 

with each passing day. Numerous medicinal plants and 

their components, such as purified flavones, isoflavones, 

flavonoids, anthocyanin, coumarin lignans, catechins, and 

isocatechin, contain antioxidant compounds that show 

beneficial therapeutic potential [17]. Therefore, in this 

study, the antioxidant effect of the aerial parts of 

Alchemilla holotricha was determined. In the study, it was 

observed that ethyl acetate, which is a partially polar 

solvent, dissolves aromatic substances in the above-

ground part of the plant better than nonpolar solvents such 

as n-hexane and diethyl ether [18]. 

 

 

3.1. Antioxidant Assay Results  

 

3.1.1. Total antioxidant capacity  

 

The total antioxidant capacity results of the extracts are 

given in Table 1. The lowest antioxidant capacity was 

observed in the hexane fraction with 24.15 mg AAE/g 

plant, and the highest value was observed in the ethyl 

acetate fraction with 359.64 mg AAE/g. In a study 

conducted with Alchemilla persica, the total antioxidant 

capacity of ethyl acetate extract was found to be 292.18 

mg AAE/g [3]. Extract yields of Alchemilla holotricha 

were also examined. The highest extract yield was 

obtained with 0.93% in ethyl acetate. In the study, the 

highest antioxidant activities were mostly obtained in this 

fraction. 

 

3.1.2. Total phenolic compounds 

 

Total phenolic content was plotted using the Gallic acid 

calibration curve in the spectrophotometer at 760 nm. 

(y=0.002+0.052, R2=0.920). The ethyl acetate fraction 

has the highest total phenolic content as a solvent with 

relatively moderate polarity. Hexane, a nonpolar solvent, 

and its extract were observed to have the lowest phenolic 

content (Table 1). Similarly, in our study with Alchemilla 

cimilensis, the highest values of total phenolic content 

were obtained in the same solvent, namely ethyl acetate 

solvent [19]. 

 

3.1.3. Total flavonoid content and Total Phenolic Acid 

content (TPA) 

 

One of the basic compounds in plants that eliminate tissue 

damage caused by radicals and prevents cells from being 

damaged is active compounds such as phenolics [20]. 

Flavonoids are low molecular weight phenolic 

compounds responsible for the antioxidant potential of 

plants. The total flavonoid amounts of the plant extracts 

were read in the spectrophotometer at 415 nm, and 

calculations were made in milligrams according to the 

(+)-catechin standard calibration curve (y=0.163x-0.012, 

R2=0.977). The total flavonoid content in the examined 

plant samples ranged from 9.85 to 14.82. As with the 

phenolic content, the flavonoid concentration was also 

high in the ethyl acetate fraction (Table 1). Sözmen U.E. 

et al. [21] evaluated the total phenol and flavonoid 

contents of the Alchemilla mollis plant and reported that 

the phenolic compounds of the water extract were higher 

than the alcohol (methanol) extracts. Total flavonoid 

substance amounts were higher in ethyl acetate and 

dichloromethane extract. It was observed that hexane and 

water extracts demonstrated the lowest total flavonoid 

content. The fact that A. holotricha plant exhibits high 

antioxidants in the ethyl acetate fraction can be interpreted 

as the high content of polyphenols and flavonoids in this 

fraction. The flavonoid profile revealed in the study 

makes the plant medicinally important. In another study 

examining the flavonoid content of dichloromethane, 

ethyl acetate, methanol, and water extracts of A. 

cimilensis, it was reported that the ethy lacetate solvent 

medium gave higher results [19]. 
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The TPA (total phenolic acid) content of the plant extracts 

was determined at 505 nm according to the sinapic acid 

standard calibration curve. (y=6960x-501.2, R2=0.962). 

The total amount of phenolic acid substance was the same 

in all studied fractions. While there are many studies on 

total phenolic acid content by chromatographic methods, 

studies with spectrometric measurement are limited. The 

TPA content was obtained in the hexane fraction in the 

spectrometric study with A. persica [3]. 

 

3.1.4. Evaluation of Total β-Carotene and Lycopene 

Content 

 

Carotenoids are secondary plant pigments and consist of 

an aliphatic chain with methyl groups attached and a 

conjugated double bond system that gives the carotenoids 

their color. Carotenoids show maximum absorbance at 

wavelengths of about 430-480 nm, and the color is the 

result of this conjugated double bond system. Since 

carotenoids are lipophilic compounds, they are more 

soluble in apolar organic solvents than alcohol [22]. In 

this study, the best results were obtained in 

dichloromethane solvent for β-carotene and methanol for 

lycopene. Results were calculated in mg carotenoid and 

lycopene per g extract (Table 1Total lycopene content in 

various solvent extracts for A. holotricha could be ordered 

as methanol > water= dichloromethane > hexane > ethyl 

acetate respectively. Total β-carotene content in various 

solvent extracts for A. holotricha could be ordered as 

extracts of dichloromethane >ethyl acetate > methanol > 

hexane > water respectively (Table 1). The biological 

importance of β-carotene is that it is a lipid antioxidant 

and neutralizes free radicals, especially singlet oxygen. 

Linoleic acid-free radical binds to highly unsaturated β-

carotene models. In addition, the presence of carotenoids 

in the medium not only reduces the free radical 

concentration but also reduces Fe3+ to Fe2+ [23]. Lycopene 

has greater radical scavenging activity as an antioxidant 

in in-vitro systems than β-carotene [24]. Lycopene, one of 

the most powerful antioxidants, has a singlet oxygen 

holding capacity 2 times that of β-carotene and 10 times 

that of α-tocopherol [25]. 

 
Table 1. Effect of solvent type on total antioxidant, total phenolic, total flavonoid, total phenolic acid, total β-carotene and total lycopene content of 

extracts from A. holotricha 

Antioxidant Activity H D E M W 

Total antioxidant capacity (TAC), (mg g-1) 24.15 135.96 359.64 197.84 234.06 

Total phenolic content (mg GAE g-1) 8.05 28.32 67.63 45.98 48.16 

Total flavonoid content (mg CE g-1) 10.46 14.82 14.82 11.29 9.85 

Total phenolic acid content (mg SAE g-1) 0.72 0.72 0.72 0.72 0.72 

Total β- carotene content (mg g-1 ) 1.04 1.68 1.62 1.47 0.92 

Total lycopene content (mg g-1) 0.81 0.82 0.76 0.94 0.82 

 
(H: hexane D: dichloromethane, E: ethyl acetate, M: methanol, W: distilled water) 

 

3.1.5. DPPH Radical scavenging capacity (%) 

 

The plant extracts showed close results with alpha-

tocopherol, BHT and BHA studied as standard in the 

medium of water, ethyl acetate, and methanol. DPPH 

results are given in Table 2 as a percentage. An increase 

in the percentage of DPPH radical removal was observed 

depending on the concentration increase of the plant 

extracts. In one study, it was found that the DPPH radical 

scavenging effect of Alchemilla alpina methanol extract 

increased in the range of 45.4% -94.4% depending on the 

increasing concentrations [26]. Percent inhibition of 

DPPH radical scavenging effect of Alchemilla vulgaris 

extract has been reported as 71.8±4.1% [27]. The DPPH 

radical scavenging effect of Alchemilla ellenbergiana 

Rothm, in which methanol and hexane extracts were used, 

was found to be 243.1 µg mL-1 in the methanol extract. 

Low DPPH radical scavenging activity was also detected 

in hexane extract (7.1 µg mL-1) [28]. Similarly, in our 

study, the radical scavenging effect of methanol extract 

(87%) was significantly higher than hexane (47 %). In 

another study, it was observed that the radical scavenging 

efficiency of water and methanol extracts was low in the 

Alchemilla. mollis species of this Alchemilla genus. This 

significant difference in the DPPH effectiveness of these 

two types in the same solvents may be attached to 

environmental impacts [21]. The variability of results 

depends on plant ecological conditions, harvest time, 

plant species, concentration studied and solvent used [5]. 

It is emphasized that there is a parallel relationship 

between phenolic content and antioxidant capacity, 

especially with radical scavenging activities. In our study, 

this parallel relationship between phenolic content and 

DPPH was observed especially in the ethyl acetate extract 

[29]. Since the DPPH method is technically simple, it is a 

widely used method for measuring the antioxidant activity 

of plant extracts. However, DPPH does not react to all 

antioxidants at the same rate, and the reaction rate is very 

slow for some antioxidants. For this reason, it is not an 

adequate method for the determination of antioxidant 

activity, and it is recommended to be supported by other 

methods. 

 

3.1.6. Reductive force property 

 

The reducing force of Alchemilla holotricha and synthetic 

antioxidants (BHA, BHT and α-tocopherol) are given in 

Table 2. As seen in Table 2, methanol, water and ethyl 

acetate showed a higher reduction than synthetic 

antioxidants. In the reducing power analysis, the presence 

of antioxidants in the plant extract reduces the Fe3+ / 

ferricyanide complex to the Fe2+ form. Fe3+ reduction is 

an indicator of electron-donating activity of phenolic 

antioxidants and is strongly associated with other 

antioxidant properties. In addition, it was observed that 

the reducing force activity increased in parallel with the 

increase in concentration at the studied concentrations. 

Therefore, the reductive force property of Alchemilla 

holotricha ethyl acetate extracts can generally be 

associated with phenolic hydroxyl groups. Because, in the 

same way, it was found in this solvent the most in 

phenolic groups. In a study, it was observed that the 
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reducing properties of Alchemilla vulgaris extracts, which 

were tested in ethanol, methanol, and ethyl acetate, were 

the most in ethyl acetate solvent [30]. 

 

3.1.7. Hydrogen peroxide removal activity assay 

 

Percentage H2O2 removal activity for each sample were 

calculated and displayed in Table 2. 

 

In the study, there was a high removal of hydrogen 

peroxide in the hexane fraction at all concentrations 

studied. In other fractions of the studied plant, the 

scavenging effect increased from 0.1 mg. The hydrogen 

peroxide removal activity in the hexane fraction can be 

attributed to the saturation of the fatty acids in this fraction 

[3]. The highest removal was observed at the highest 

concentration of 0.2 mg/mL in all fractions studied. The 

hydrogen peroxide concentration in the environment is 

formed according to phenolic compounds and flavonoids. 

Since the phenolic compounds in the plant extract are 

good electron donors, they can accelerate the conversion 

of H2O2 to H2O [31]. Being good electron donors also 

shows reduced power [32]. 

 

3.1.8. Hydroxyl radical removal property 

 

The hydroxyl radical is a highly reactive compound that 

attacks most organic molecules, and they are highly 

oxidizing by nature. The OH radical scavenging activity 

of the studied plant extracts and standards (BHA, BHT, α-

tocopherol) is given in Table 2. The concentration ranges 

of the extracts prepared for the hydroxyl radical removal 

method is 0.05-0.2 mg/mL. The highest % inhibition was 

observed in the fraction of dichloromethane (11%) and 

ethyl acetate (13 %) at 0.2 mg/mL. It was observed that 

the OH radical scavenging effect also increased 

depending on the concentration increase of the plant 

extracts. Kaya reported that the OH scavenging activity of 

Alchemilla persica was the best in dichloromethane, and 

this was due to the low polarity of dichloromethane, 

which resulted from functional groups binding free 

groups better [3]. 

 

3.1.9. Metal chelating activity 

 

Metal chelating activity was evaluated according to the 

competition of plant extracts with ferrozine to bind Fe+2 

ions in solution. The metal chelation potential of the plant 

extracts used in the study is given in Table 2. Metal 

chelating activity of the hexane, dichloromethane and 

ethyl acetate extract were found to be high for Alchemilla 

holotrchia solvent extracts, while methanol and water 

extracts showed very little activity. On the other hand, in 

the present study, Alchemilla. holotrchia solvent extracts 

showed stronger metal chelating activity than synthetic 

antioxidants. This proves that the plant extract is a 

peroxidation inhibitor. Boroja et al. [33] using ABTS˙+ 

and ˙OH assays showed that the methanol extract of A. 

vulgaris has a greater antioxidant potential than the 

synthetic antioxidant. However, they reported that the 

methanol extract of Alchemilla vulgaris L. did not have 

Fe2+ reducing properties [33]. In our study where different 

solvent extracts were used, the lowest iron chelating 

activity was observed in methanol. 

 
Table 2. Antioxidant activity of extracts from Alchemilla holotricha in different solvents 

DPPH scavenging capacity 

(%) 

0.05 

mg mL-1 

0.1 

mg mL-1 

0.15 

mg mL-1 

0.2 

mg mL-1 

Hexzane 

Dichlorometan 
Ethyl acetate 

Methanol 

Water 

43.83±2.11 

45.98±6.12 
85.50±3.21 

85.57±5.13 

86.93±0.23 

44.51±4.44 

46.66±.4.16 
86±6.21 

86.66±.3.12 

87.27±.3.31 

46.57±3.12 

47.42±1.23 
86.57±3.12 

86.69±6.23 

87.48±3.21 

47.63±6.23 

53.6±7.26 
88.14±4.12 

87.17±.5.23 

87.62±.8.21 

α-tocopherol  

BHA 
BHT 

83.19±1.26 

83.81±3.32 
75.91±6.19 

85.44±.3.23 

85.18±.5.36 
79.42±.6.12 

85.52±.4.03 

85.33±5.06 
82.22±.3.96 

85.72±6.36 

85.66±4.44 
83.58±4.00 

 

Reducing power activity 
0.05 

mg mL-1 

0.1 

mg mL-1 

0.15 

mg mL-1 

0.2 

mg mL-1 

Hexane 
Dichlorometan 

Ethyl acetate 

Methanol 
Water 

0.294±0.01 
0.355±0.03 

2.194±0.23 

1.132±0.11 
1.439±.0.12 

0.303±0.03 
0.381±0.04 

2.891±0.32 

1.746±0.15 
2.340±0.42 

0.304±0.23 
0.452±.0.26 

3.158±0.12 

2.485±0.26 
2.758±0.46 

0.481±0.06 
0.554±0.05 

3.333±0.24 

3.011±0.12 
2.775±0.23 

α-tocopherol  

BHA 

BHT 

0.375±0.05 

0.788±0.07 

0.247±0.12 

0.622±0.46 

1.433±0.59 

0.265±0.71 

0.944± 0.05 

2.068± 1.12 

0.355± 0.08 

0.994± 0.11 

2.441± 0.28 

0.385± 0.02 

 

%OH scavenging activity 
0.05 

mg mL-1 

0.1 

mg mL-1 

0.15 

mg mL-1 

0.2 

mg mL-1 

Hexane 

Dichloromethane 
Ethyl acetate 

Methanol 

Water 

0.25±0.02 

0.41±0.23 
2.96±0.36 

1.21±0.21 

1.36±0.06 

0.44±0.09 

1.95±0.05 
3.34±0.02 

1.99±0.12 

1.81±0.08 

1.04±0.02 

9.74±0.25 
12.48±0.51 

3.24±0.96 

2.38±0.74 

2.13±0.01 

11.95±0.32 
13.29±0.12 

3.57±0.03 

2.62±0.12 

α-tocopherol 

BHA 
BHT 

0.86±0.05 

0.43±0.09 
0.15±0.11 

1.32 ± 0.96 

0.54 ± 1.16 
0.16 ± 0.87 

1.41 ± 0.58 

0.65 ± 0.32 
0.27 ± 0.74 

2.50 ± 0.21 

0.86 ± 0.45 
0.33 ± 1.56 
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Metal chelating activity (%) 
0.05 

mg mL-1 

0.1 

mg mL-1 

0.15 

mg mL-1 

0.2 

mg mL-1 

Hexane 

Dichlorometane 

Ethyl acetate 
Methanol 

Water 

60.62±2.02 

57.88±2.14 

45.46±0.36 
44.43±0.13 

41.24±0.21 

64.54±0.21 

66.87±0.12 

59.50±2.14 
44.94±1.15 

42.15±1.11 

69.28±0.32 

71.47±0.12 

61.93±0.21 
45.43±0.15 

47.59±0.18 

73.15±0.21 

96.46±1.23 

86.49±1.56 
45.78±3.25 

51.23±0.89 

BHT 

α-tocopherol 
BHA 

Trolox 

5.74± 2.03 

33.28±2.14 
33.58±0.21 

3.84±0.52 

13.17 ± 0.0 

33.35 ± 0.0 
34.32± 1.15 

34.95± 1.18 

16.37 ± 1.4 

34.56 ± 2.0 
38.14± 1.61 

36.78± 0.74 

36.57± 2.08 

36.91± 1.78 
43.67± 0.65 

36.94± 0.85 

 
Hydrogen peroxide scavenging 

activity (%) 

0.05 

mg mL-1 

0.1 

mg mL-1 

0.15 

mg mL-1 

0.2 

mg mL-1 

Hexane 
Dichlorometane 

Ethyl acetate 

Methanol 
Water 

52.24±0.12 
46.40±0.56 

28.16±0.03 

41.03±0.13 
42.84±0.54 

54.76±1.23 
47.67±0.13 

34.05±2.10 

42.61±1.36 
46.98±3.23 

58.44±0.89 
47.69±4.25 

42.07±4.51 

52.37±3.23 
57.73±4.63 

59.92±1.25 
53.12±4.12 

50.23±6.25 

53.21±4.65 
57.75±4.43 

 

3.2. Antimicrobial Activity 

 

Antimicrobial activity findings for Alchemilla holotricha 

strain are displayed in Table 3. The antibacterial activities 

of the extracts A. holotricha were tested against bacteria, 

and one yeast strain. As evident from Table 3, the hexane 

extracts from A. holotricha weak activity against bacteria. 

However, the ethyl acetate and methanol extract of A. 

holotricha was the most active showing a strong 

inhibitory effect against all tested Gram-positive bacteria, 

Gram-negative bacteria and yeast strain. On the other 

hand, the water and dichloromethane extracts showed low 

antimicrobial activity similar to that of A. holotricha 

extracts.  

 

Studies on the antimicrobial activities of different strains 

of this Alchemilla are available in the literature, and 

different rates of antimicrobial activity were observed in 

the same bacterial strains [26, 28, 34, 35, 36]. In the study 

with Alchemilla ellenbergiana, it showed an equal 

inhibition zone of 11 mm in ethanol and ethyl acetate 

extracts against K. pneumoniaea, a gram-negative 

bacterium, while an 18 mm zone of inhibition against C. 

albicans in the ethanol extract, and S. aureus (MRSA) in 

ethyl acetate and methanol extracts of 13 mm and 12 mm, 

respectively. [28]. In another study, increasing 

concentrations of Alchemilla glabra Neygenf formed an 

inhibition zone of 12-22 mm in gram negative bacteria E. 

coli, 22-17 mm in P. vulgaris, and 13-15 mm in K. 

pneumoniae. It was determined that S. aureus showed 

antimicrobial activity at different rates with a 12-22 mm 

inhibition zone. In the same study, it formed a 14-16 mm 

inhibition zone against C. albicans at different 

concentrations [36-37].  

 

 
Table 3. In vitro antimicrobial activities of A. holotricha different solvents 

Microorganism 

Alchemilla holotricha Extracts 

H D E M W S. DMSO 

Inhibition zone (mm) 

B. subtilis - 7±0,1 8±0,2 8±0,1 7±0,2 25±0,7 - 

S. aureus 8±0,1 10±0,3 11±0,1 12±0,4 7±0,3 40±0,8 - 

E. coli 7±0,1 12±0,4 17±0,3 10±0,4 8±0,5 40±1 - 

K. pneumoniae - 9±0,5 15±0,2 10±0,2 8±0,2 26±0,3 - 

C. albicans - 8±0,3 13±0,6 9±0,3 8±0,3 16±0,5 - 

S. cerevisiae - - 8±0,1 11±0,2 7±0,2 23±0,4 - 

* Hexane (H), Dichloromethane (D), Ethyl acetate (E), Methanol (M), Water (W), Dimethylsulfoxide (DMSO), Streptomycin (S) 

 

3.3. Antiproliferative Potential of Methanolic and 

Aqueous Extracts 

 

PC-3 cell lines were used to evaluate the effect of the 

extracts on tumor cell growth. To determine the 

proliferation effects of methanol and water extracts of 

Alchemilla holotricha in the PC-3 cell line, applications at 

different concentrations between 125-1000 µg mL-1 were 

performed. water and methanol extracts of A. holotrchia 

decreased PC-3 cell proliferation significantly at 

concentrations from 125 to 1000 µg mL-1 when compared 

to control cells (p <0.001). (Fig. 1a, b, c and d). All 

extracts showed cytotoxic effect on PC-3 cells. A study 

was conducted using L929 and MDA-MB 231 cells to 

determine the cytotoxic effects of extracts obtained from 

A. mollis roots. In this study, no toxic effects were 

observed in the concentration range of 62.5 and 3.25 µg 

mL-1 of different extracts, while it was reported that the 

ethyl acetate extract at a concentration of 250 µg mL-1 had 

a higher toxic effect than the other extracts. [38-39]. In the 

study conducted to determine the cytotoxic effect of 

methanol and water extracts of A. persica on PC-3 cell 

line, methanol extract showed a higher antiproliferative 

effect when compared to the other two concentrations at 

250 µg mL-1 [3]. However, in this study, the cytotoxic 

activity of the methanol extract of A. holotricha on the cell 

PC-3 line was higher than the water. 
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a) 

 
b)

 
c)  

  

d)

 
Figure 1. Antiproliferative potential of different concentrations of 

methanol and aqueous extracts of A. holotricha; a) 1000 µg mL-1, b) 500 

µg mL-1c) 250 µg mL-1 d) 125 µg mL-1 

 

4. CONCLUSION 

 

Natural antioxidants such as polyphenols, flavonoids, and 

phenolic compounds found in various parts of plants are 

responsible for preventing the harmful effects of stress by 

scavenging free radicals. As a result, due to its antioxidant 

content, Alchemilla holotricha is a natural source of 

antioxidants. The gram-negative bacteria were mainly 

affected by the ethyl acetate solvent. It also showed high 

antimicrobial activity in C. albicans, a pathogenic yeast. 

The water and methanol extract of Alchemilla holotricha 

showed significant cytotoxicity on the PC-3 cell line. In 

the light of the data obtained from this study, when 

antioxidant antimicrobial and anticancer were evaluated, 

it was determined that although the activities of the lion's 

claw (Alchemilla holotricha) plant in different solvents 

vary, the activity levels, in general, were high. 
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Abstract: Cancer is one of the leading causes of human death, and breast cancer deaths are widespread 

among women. Early diagnosis of breast cancer is considered one of the main ways to reduce these 

deaths. Expert systems, artificial intelligence (AI), and machine learning (ML) techniques aim to assist 

doctors in the medical field in early disease detection. One of the main purposes of these technologies 

is to diagnose life-threatening diseases such as breast cancer earlier and accurately. This study analyses 

the Wisconsin Breast Cancer Dataset (WBCD) and evaluates the effects of different missing data 

imputation methods with Principal Component Analysis (PCA). PCA-based data reduction techniques 

are used in supervised ML methods. This study emphasizes combining ML approaches with missing 

data management strategies for breast cancer diagnosis. The study dataset consists of 699 data. 16 out 

of the data were identified as missing data. These missing data were processed using different data 

imputation methods. It was seen that the median filling technique provided the best performance. After 

filling the missing data with the median, PCA-based data reduction techniques were used on the 

dataset. The performances of Decision Trees (DT), Linear Regression (LR), Logistic Regression 

(LogR), k Nearest Neighbours (k-NN), Polynomial Regression (PR), Random Forest (RF) and Support 

Vector Machines (SVM) models were investigated for classifying tumours. The effects of these 

techniques were examined on ML algorithms with various PCA component numbers. The best 

performance was observed in SVM and k-NN algorithms. The success rates were 97.14% and 98.57%, 

respectively. 
 

 

WBCD Kullanılarak Meme Kanseri Tanısında Makine Öğrenme Modelleri İçin Eksik Veri 

Atama Yöntemlerinin ve PCA Tekniklerinin Değerlendirilmesi 
 

 

Anahtar 

Kelimeler 

Meme kanseri, 

Makine 

öğrenmesi,  

Eksik veri 

yönetimi,  

PCA, 

Biyomedikal 

Öz: Kanser, insan ölümlerinin önde gelen nedenlerinden biridir ve meme kanseri ölümleri kadınlar 

arasında yaygındır. Meme kanserinin erken teşhisi, bu ölümleri azaltmanın ana yollarından biri olarak 

kabul edilir. Uzman sistemler, yapay zekâ (AI) ve makine öğrenmesi (ML) teknikleri, tıp alanındaki 

doktorlara erken hastalık tespitinde yardımcı olmayı amaçlamaktadır. Bu teknolojilerin temel 

amaçlarından biri, meme kanseri gibi yaşamı tehdit eden hastalıkları daha erken ve doğru bir şekilde 

teşhis etmektir. Bu çalışmada, Wisconsin Meme Kanseri Veri Seti (WBCD) analiz edilmiş ve Temel 

Bileşen Analizi (PCA) ile farklı eksik veri atama yöntemlerinin etkileri değerlendirilmiştir. PCA 

tabanlı veri indirgeme teknikleri, denetimli ML yöntemlerinde kullanılmaktadır. Bu çalışmada, meme 

kanseri teşhisi için ML yaklaşımlarının eksik veri yönetimi stratejileriyle birleştirilmesi 

vurgulanmaktadır. Çalışmanın veri seti 699 veriden oluşmaktadır. Verilerden 16'sı eksik veri olarak 

tanımlanmıştır. Bu eksik veriler, farklı veri atama yöntemleri kullanılarak işlenmiştir. Medyan 

tekniğinin en iyi performansı sağladığı görülmüştür. Eksik veriler medyan değer ile doldurulduktan 

sonra, veri seti üzerinde PCA tabanlı veri indirgeme teknikleri kullanılmıştır. Tümörleri sınıflandırmak 

için Karar Ağaçları (DT), Doğrusal Regresyon (LR), Lojistik Regresyon (LogR), k En Yakın Komşular 

(k-NN), Polinom Regresyon (PR), Rastgele Orman (RF) ve Destek Vektör Makineleri (SVM) 

modellerinin performansları incelenmiştir. Bu tekniklerin etkileri çeşitli PCA bileşen sayılarına sahip 

ML algoritmaları üzerinde değerlendirilmiştir. En iyi performans SVM ve k-NN algoritmalarında 

gözlenmiştir. Başarı oranları sırasıyla %97,14 ve %98,57 olarak tespit edilmiştir. 
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1. INTRODUCTION 

 

Breast cancer is a severe health problem, especially 

common in women, and its treatability is directly linked 

to early diagnosis. Early diagnosis can prevent disease 

progression and increase the chances of successful 

treatment [1–3]. 

 

According to a report published by the World Health 

Organization (WHO), 20 million new cancer cases 

occurred worldwide in 2022, resulting in 9.7 million 

deaths. Breast, colorectal, and lung cancers are among the 

most common types of cancer globally.  It has been 

reported that 2.3 million breast cancer cases were 

diagnosed and 685,000 deaths occurred in 2020 [4].  

Therefore, it is believed that research and development of 

early detection methods for breast cancer will play an 

important role in reducing mortality rates. The rapid 

development of artificial intelligence (AI) in the last 

decade shows that significant progress can be made in 

almost all areas in the future. These developments are in 

a position to radically change various aspects of human 

life and our interactions with society. 

 

AI is used for many purposes in almost every field and is 

divided into different categories. In this context, in the 

field of medicine especially. AI systems are used 

effectively and successfully in disease detection and 

cancer classification. Studies show that ML techniques 

are essential, especially in medical applications [5,6]. 

 

The primary purpose of developing ML and other AI 

algorithms, as well as other biomedical technologies is to 

assist doctors in their evaluation processes in healthcare 

services. All these technologies are used to support 

doctors' decision-making processes and assist them in 

issues such as data analysis and image interpretation. The 

effectiveness and success of ML techniques are 

significant especially in disease diagnosis and cancer 

classification. In this context, using AI technologies in 

medicine provides substantial advantages, such as faster 

diagnosis of patients and the determination of appropriate 

treatment methods. In addition, developing and improving 

these technologies help improve the quality of service in 

the medical field and the quality of life of patients. 

Therefore, AI technologies in the medical field are 

constantly being developed and improved [7,8]. 

 

The application of ML techniques to classify of breast 

cancer has gained increasing attention in various studies. 

There are different studies on breast cancer diagnosis. A 

literature review of selected studies is presented for 

performance comparison and will be discussed here. The 

WBCD dataset has also been subjected to performance 

analysis using ML solutions by various researchers. For 

instance, Hasan et al. [9] used the WBCD and SEER 2017 

Breast Cancer Dataset. The model achieved an accuracy 

rate of 99.1% on the reduced WBCD dataset and 89.3% 

on the SEER 2017 dataset. In another study, Mushtaq et 

al. [10] showed the highest accuracy of 99.20% for the 

Sigmoid-based Naive Bayes method. They also presented 

that the k Nearest Neighbour (k-NN) method performed 

the best with PCA-based techniques. The accuracy rate 

was between 96.4% and 97.8%. 

 

Kong [11] used five different ML models including LR, 

RF, SVM, k-NN and NB using WBCD. Performance 

evaluation was performed based on accuracy, precision 

and recall. The study uses initial tumour data to diagnose 

breast cancer using ML models. The study presents that 

the RF model achieved 98.25% prediction accuracy, and 

the SVM model achieved 100% prediction accuracy. 

Laghmati et al. [12] discusses the use of PCA and ML 

algorithms. Particularly the k-NN algorithm, for breast 

cancer classification and prediction. Sindhuja et al. [13] 

employed a deep neural network (DNN) incorporating 

PCA for feature selection to predict breast cancer types 

and recurrences. So, PCA is used to reduce the size and 

improve the performance of various ML algorithms. A 

study showed that integrating PCA with SVM increased 

the prediction accuracy from 94% to 96% while achieving 

high precision and recall scores [14]. Another study 

highlighted the effectiveness of PCA-based Deep Neural 

Network (PCA-DNN), which achieved an impressive 

accuracy of 98.83% on the WBCD [15]. Additionally, 

combining PCA with ensemble methods such as Gradient 

Boosting further enhances the prediction capabilities, 

allowing for robust classification of benign and malignant 

cases [16,17]. However, the need for larger datasets to 

improve model performance remains a common 

limitation across studies [16]. A hybrid approach of 

Convolutional Neural Networks (CNN) and PCA is 

proposed for early breast cancer diagnosis. This research 

uses unsupervised PCA for data understanding and 

supervises CNN for benign/malignant tumour 

classification from mammography images [18]. PCA is an 

important tool in optimizing ML models for breast cancer 

diagnosis [19]. 

 

The main objective of this research is to analyse the 

effects of different missing data imputation methods and 

PCA data reduction techniques used to improve the 

performance of ML models for early breast cancer 

diagnosis. PCA is mainly used as a dimensionality 

reduction technique that condenses many variables into a 

more manageable subset while preserving the most 

relevant information [20]. First, missing data imputation 

methods are used to appropriately fill in missing or empty 

values in cases where they exist in the dataset. These 

methods are essential for maintaining data integrity and 

ensuring that ML models produce more reliable results. 

Different missing data imputation methods may employ 

various strategies, considering the distribution of missing 

data and the dataset's characteristics. PCA identifies the 

principal components that emphasize the relationships 

between variables in the dataset and reduces the 

dimensionality of the dataset by selecting these 

components accurately. These results give a more readily 

understandable dataset. Also, it can improve the 

performance of ML models. The research detail will 

directly compare the effects of different missing data 

imputation methods and PCA-based data reduction 

techniques on the performance of ML models. This 

research was conducted on the WBCD [21]. The study's 

results were analysed using different metrics and 
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performance criteria to determine which method 

performed better. 

 

The motivation of this study is to present a different 

approach to increase the accuracy and reliability of ML 

models in the diagnosis of breast cancer, which is a major 

health problem. Despite the advances in diagnostic 

technologies, the handling of missing data and the high 

dimensionality of medical datasets may pose varying 

degrees of challenges. This study emphasizes the 

importance of appropriate data completion techniques and 

the PCA method on model performance. It also 

demonstrates that model performance may be affected if 

these choices are not considered. 

 

Our main contributions to this study are as follows. 

 

• An analysis of different missing data imputation 

methods is presented in breast cancer diagnosis 

 

• The effect of PCA on model accuracy was investigated 

on the new dataset, which was obtained by imputation 

missing data in the dataset. 

 

• The performance analysis of PCA and missing data 

completion techniques on the same dataset was evaluated 

using ML methods. 

 

This paper is organized as follows. Section 2 presents the 

materials and methods, providing information about the 

dataset and ML models used in the study. Section 3 

presents the experimental results. This section shows the 

effects of missing data imputation techniques and PCA-

based data reduction methods on the model performance. 

The performance of ML algorithms is compared. The 

evaluation of experimental results and findings related to 

other studies are discussed in Section 4. Finally, Section 

5 summarizes the study's general conclusions and 

provides suggestions for future studies. 

 

2. MATERIAL AND METHOD 

 

Machine learning has shown significant advancements in 

the field of medicine in recent years. These algorithms 

have developed successful analyses and outcomes for 

various applications. Early diagnosis, particularly, holds 

critical importance in the treatment of breast cancer. ML 

algorithms contribute significantly to health professionals 

in areas such as early detection of breast cancer, risk 

analysis, managing treatment processes and decision 

support. 

 

The analysis of classifiers used in the study was tested 

with the WBCD dataset. The WBCD dataset consists of 

699 samples with 9 features. In the study, out of 9 

features, the classification information was used for 

disease diagnosis, categorized as 4-malignant and 2-

benign. Figure 1 shows the distribution of classification 

information. 

 

 
Figure 1. Classification of breast cancer diagnoses 

 

The features used in the classification of tumours are 

crucial for obtaining the conclusion of whether a tumour 

is benign or malignant. These features represent various 

characteristics of the tumour and help determine the 

characteristics of tumour cells. These features are used to 

better understand the morphology and behaviour of 

tumours. ML algorithms can be used to predict whether a 

tumour is benign or malignant by analysing these features 

[22]. The dataset is structured as a table containing nine 

medical parameters and one output class. These 

parameters encompass various measurements and 

evaluations obtained during the examination, as 

illustrated in Table 1. 

  
Table 1. Medical parameters 

Specification Average 
Standard 

Deviation 

Minimum 

Value 

Maximum 

Value 

Clump Thickness 4.42 2.82 1.00 10.00 

Uniformity of 

Cell Size 
3.13 3.05 1.00 10.00 

Uniformity of 

Cell Shape 
3.21 2.97 1.00 10.00 

Marginal 

Adhesion 
2.81 2.86 1.00 10.00 

Single Epithelial 

Cell Size 
3.22 2.21 1.00 10.00 

Bare Nuclei 3.46 3.64 0.00 10.00 

Bland Chromatin 3.44 2.44 1.00 10.00 

Normal Nucleoli 2.87 3.05 1.00 10.00 

Mitoses 1.59 1.72 1.00 10.00 

Class 2.69 0.95 2.00 4.00 

 

After the data content was received, an examination was 

first made to determine whether the data contained 

discrete and missing values. The analysis revealed that the 

data did not contain discrete values, but 16 missing data 

points were observed. Various approaches were explored 

concerning our studies identified 16 missing data points. 

The main reason for this decision is that although 

replacing missing data with a value of 0 has been 

preferred in previous studies on a similar dataset, the 

classification of the WBCD dataset has been performed 

between 1 and 10. 

 

The correlation matrix is a statistical tool that measures 

the relationship between each pair of variables in a 

dataset. This relationship indicates how variables change 

together and how dependent they are on each other. The 

correlation matrix is presented in matrix form, where each 

cell contains the correlation coefficient between the 

corresponding two variables. These coefficients typically 

range from -1 to 1. As a coefficient approaches 1, the 
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relationship between variables is stronger and positively 

oriented; that is, as one variable increases, the other also 

increases. As it approaches -1, the relationship is 

negatively oriented; as one variable increases, the other 

decreases. Coefficients close to 0 indicate little to no 

relationship between variables, or a very weak 

relationship. When examining the correlation matrix, 

attention is paid to high correlation coefficients. High 

correlation indicates a strong relationship between 

variables and in such cases, these variables may need to 

be considered together or one may be preferred over the 

other in the modelling process. On the other hand, low or 

near-zero correlation coefficients indicate no or very 

weak relationship between variables, which helps in 

identifying unnecessary variables in the modelling 

process. The correlation matrix for the WBCD dataset is 

provided in Figure 2. 

 

 
Figure 2. Correlation matrix 

 

Four different methods were used to remove missing data. 

PCA was used as the dimensionality reduction technique. 

The obtained results enabled us to compare the effects of 

different imputation methods and PCA on the model 

performance. Data processed with PCA after replacing 

missing values with zero, mean, median values or by 

deleting missing data were evaluated for model 

performance. These analyses helped determine which 

imputation method and PCA component count provided 

the best performance for the model. In this way, effective 

handling of missing data and optimization of the model 

were achieved. 

 

In the study, model performances were measured both 

across the entire dataset and with lower-dimensional data 

obtained using the PCA method for feature extraction. 

During feature extraction, features were transformed into 

linear combinations of features orthogonal to each other 

to reduce the dimensionality of the data and improve the 

accuracy and efficiency of the model. PCA takes the 

feature set as input and outputs a set of linear 

combinations of the elements of a subset of the feature set. 

This two-step approach was implemented as follows: In 

the first step, the data dimensionality was reduced using a 

fast and effective unsupervised feature extraction 

technique like PCA. Subsequently, the obtained lower-

dimensional data were used to train the models. Figure 3 

depicts the process flow of the proposed method. 

 

 
 
Figure 3. Flowchart of proposed system 

 

ML algorithms exhibit different performances depending 

on the dataset, the type of problem and the metrics 

measured. Therefore, it is not always accurate to claim 

that one algorithm is superior to another. For instance, 

while one classifier may outperform others in a specific 

task, a different classifier may yield better results in 

another task.  

 

In addition, different parameters such as label balance, 

size, and noise level of the dataset may affect the 

performance of the algorithms. This study used the 

Python programming language, Scikit-learn, and 

TensorFlow libraries within the Anaconda platform using 

the Spyder environment. The performances of the 16-

missing data in the WBDC dataset and the methods of 

deleting, writing zero, and filling with mean and median 

values were evaluated. PCA is one of the dimensionality 

reduction techniques, and the number of components was 

assessed using LR, PR, LogR, SVM, DT, k-NN and RF 

algorithms. The obtained results were subjected to a 

detailed analysis to determine which algorithm performed 

better and provided the most accurate results for breast 

cancer diagnosis. It was determined which algorithm 

provided the best results and most accurate predictions for 

breast cancer diagnosis with the use of how many 

components. 

 

3. EXPERIMENTAL RESULTS  

 

In this study, there are a total of 699 data points in the 

WBCD dataset. with 16 of them containing missing 

values. Twenty percent of the dataset was set aside to 

evaluate the model's performance, while the remaining 

data was used for training the model. Various methods 

were applied to handle missing data such as zero 

imputation, mean, median and deletion of missing values. 

The results of these approaches are presented in Tables 2, 

3, 4 and 5 respectively. When considered overall. 

applying the median imputation method for handling 

missing data resulted the highest performance among all 

ML algorithms, as demonstrated in Table 5. 
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Table 2. Assigning a zero value to replace missing data 

Number of Components LR PR LogR SVM DT k-NN RF 

All Components 0.8500 0.8714 0.9643 0.9714 0.9429 0.9786 0.9643 

PCA (n=8) 0.8571 0.8857 0.9643 0.9714 0.9357 0.9714 0.9714 

PCA (n=7) 0.8500 0.9071 0.9643 0.9714 0.9357 0.9714 0.9714 

PCA (n=6) 0.8500 0.9071 0.9571 0.9714 0.9357 0.9643 0.9786 

PCA (n=5) 0.8500 0.9000 0.9571 0.9714 0.9429 0.9714 0.9643 

PCA (n=4) 0.8571 0.8786 0.9643 0.9714 0.9429 0.9643 0.9714 

PCA (n=3) 0.8571 0.8929 0.9714 0.9714 0.9214 0.9714 0.9643 

PCA (n=2) 0.8643 0.9143 0.9571 0.9643 0.9429 0.9714 0.9500 

 
Table 3. Assigning mean values instead of missing data 

Number of Components LR PR LogR SVM DT k-NN RF 

All Components 0.8500 0.8786 0.9571 0.9643 0.9571 0.9857 0.9643 

PCA (n=8) 0.8571 0.8929 0.9643 0.9643 0.9429 0.9714 0.9714 

PCA (n=7) 0.8571 0.9000 0.9643 0.9714 0.9214 0.9714 0.9714 

PCA (n=6) 0.8500 0.8929 0.9571 0.9714 0.9286 0.9643 0.9786 

PCA (n=5) 0.8500 0.9000 0.9571 0.9714 0.9071 0.9714 0.9643 

PCA (n=4) 0.8571 0.8786 0.9571 0.9714 0.9286 0.9643 0.9643 

PCA (n=3) 0.8571 0.8929 0.9643 0.9714 0.9214 0.9714 0.9714 

PCA (n=2) 0.8714 0.9143 0.9643 0.9643 0.9286 0.9714 0.9429 

 
Table 4. Extraction of missing data 

Number of Components LR PR LogR SVM DT k-NN RF 

All Components 0.7883 0.8613 0.9562 0.9489 0.9416 0.9489 0.9416 

PCA (n=8) 0.7883 0.8613 0.9635 0.9489 0.9781 0.9562 0.9635 

PCA (n=7) 0.7883 0.8832 0.9708 0.9562 0.9562 0.9562 0.9854 

PCA (n=6) 0.7883 0.8832 0.9489 0.9562 0.9489 0.9562 0.9781 

PCA (n=5) 0.7883 0.8686 0.9489 0.9562 0.9343 0.9635 0.9781 

PCA (n=4) 0.7883 0.8759 0.9562 0.9562 0.9343 0.9635 0.9708 

PCA (n=3) 0.7810 0.8759 0.9562 0.9708 0.9416 0.9781 0.9708 

PCA (n=2) 0.7810 0.8978 0.9489 0.9635 0.9489 0.9854 0.9635 

 
Table 5. Filling in missing data with median value 

Number of Components LR PR LogR SVM DT k-NN RF 

All Components 0.8571 0.8857 0.9571 0.9714 0.9357 0.9857 0.9643 

PCA (n=8) 0.8571 0.8929 0.9643 0.9714 0.9429 0.9714 0.9714 

PCA (n=7) 0.8571 0.9071 0.9643 0.9714 0.9429 0.9714 0.9714 

PCA (n=6) 0.8500 0.9071 0.9571 0.9714 0.9429 0.9643 0.9643 

PCA (n=5) 0.8500 0.9000 0.9571 0.9714 0.9286 0.9714 0.9786 

PCA (n=4) 0.8571 0.8786 0.9571 0.9714 0.9429 0.9643 0.9714 

PCA (n=3) 0.8571 0.8929 0.9714 0.9714 0.9357 0.9786 0.9714 

PCA (n=2) 0.8643 0.9143 0.9571 0.9643 0.9429 0.9714 0.9500 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                   
Figure 6 evaluates four methods for handling missing data 

and seven different ML algorithms. Among these 

methods, k-NN showed the best performance of 98.57% 

for mean imputation. In the case of deletion methods, the 

success rates of the algorithms are generally lower than 

other methods. The best performance was observed at the 

median imputation. ML methods using median 

imputation are 98.57% for k-NN, 97.14% for SVM, and 

96.43% for RF. Overall, it was found that deletion or 

imputation with zeros, with accurate data and PCA 

applications, led to lower success rates for all ML 

algorithms. In contrast, imputing missing data with mean 

or median values improved the overall performance of the 

algorithms. 
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Figure 6. Missing data results for all data sets 

 

4. DISCUSSION  

 

The findings of this study show that missing data 

management and PCA-based data reduction techniques 

significantly affect the performance of ML models in 

breast cancer diagnosis. Our analysis revealed that filling 

missing data with a median is more effective than other 

methods in improving model performance. The fact that 

the median filling method represents the data in a way that 

is suitable for the distribution in the dataset can be 

considered one of the main reasons for this effect. 

 

In other studies, the MLTPBC system proposed by 

Narasimhaiah and Nagaraju [23] uses automatic systems 

for breast cancer identification using existing methods 

without PCA. Kong [11] emphasize that PCA achieves 

100% in-sample prediction accuracy, especially with the 

PCA-RF combination, and demonstrates the effectiveness 

of PCA in classification tasks. Banerjee et al. [24] 

performed on the same dataset and 16 missing data were 

deleted. One was trained using Ensemble Learning, and 

the other without Ensemble Learning. The success rates 

were given as 95.6% and 82.59%, respectively. While 

their study was limited to a single method for removing 

missing data, it was also limited to only two different 

algorithms in the training part. In their research, Kadhim 

and Kamil [25] performed it on the same dataset, and 16 

missing data were deleted. Eleven different classification 

models were analysed. The Extreme Random Trees 

(ERT) model was the most successful, with a success rate 

of 97.36%. In this study, only one method was used for 

missing data. 

 

In our study, integrating ML algorithms with PCA with 

missing data management strategies provided significant 

improvements in model performance. It has been 

observed that reducing the data size using PCA leads to 

significant performance increases, especially in SVM and 

k-NN algorithms. These results are consistent with the 

findings obtained in other studies in the literature. It is 

seen that the combination of median filling and PCA 

further improves the performance of ML models. 

 

In addition, only ML algorithms were used in [26,27] 

studies, and breast cancer diagnosis was predicted without 

using PCA. Unlike these studies, the contribution of the 

combined use of missing data management and PCA-

based data reduction techniques to model performance is 

seen more clearly in our research. This study emphasizes 

the importance of using missing data management and 

PCA-based data reduction techniques to increase the 

success of ML models in breast cancer diagnosis. 

 

5. CONCLUSION 

 

This study evaluates PCA and ML algorithms with 

methods for eliminating missing data are used. In the 

study, the performances of the methods of deleting, 

writing zero, and filling with mean and median values 

among the missing data removal methods were evaluated 

for 16 missing data on the WBDC data set. For each 

method, the evaluation with different component numbers 

in the data reduction technique with PCA was tried in 7 

different ML algorithms. When the results were analysed, 

it was observed that the method of deleting missing data 

generally performed lower. This finding causes low 

performance in the models because deleting missing data 

causes data loss. On the other hand, it was observed that 

the mean imputation method obtained results that were 

close to those of the median imputation method. Median 

imputation was effective, especially when the data 

distribution had a significant asymmetry. However, in 

some cases, the performance obtained with mean 

imputation is lower than zero imputation. This variation 

suggests that the selection of the imputation method may 

depend on the characteristics of the model and the data 

distribution. As a result, when the most successful two 

algorithms among seven were evaluated, the highest 

performance of the models was observed in filling with 

median with 97.14% success rates for SVM and 98.57% 

for k-NN. After filling the missing data with the median 

filling method, the number of components was evaluated 

in dimensionality reduction with PCA. The results 

showed that some models could slightly increase their 

accuracy rates or maintain their current performance. It 

was observed that LogR and PR models achieved the 

highest accuracy rate, especially when the number of 

components was reduced. However, in SVM and k-NN 

algorithms, there was no significant change in their 

success rates even when the number of components was 

reduced. When working on large data sets, it is thought 

that reducing the data size will speed up the analysis 

processes of the data set, which will provide time and cost 

savings. In future studies, examining the effects of 

missing data removal methods on large data sets with 

more missing data will be helpful. In addition to PCA, the 

effects of dimensionality reduction techniques such as T-

distributed Stochastic Neighbor Embedding (t-SNE) and 

Uniform Manifold Approximation and Projection 

(UMAP) on model performance can be examined. 

Evaluating the performance of these methods by applying 

them to more ML methods and DNN will contribute to 

obtaining more detailed results. 
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Abstract: Classification of skin diseases is a important isssue for early diagnosis and treatment. 

The process of determining the disease by the specialist physician also delays the treatment 

process to be applied to the patient. Computer-aided diagnosis systems play an important role 

in early diagnosis and initiation of treatment by minimizing such processes.  In this study, high-

performance classification of skin lesions was performed by using Deep Learning models. 

Dataset was ISIC data set, dataset were expanded by using data augmentation techniques. In 

the images in this dataset, there are images of Actinic Keratosis, Dermatofibroma, Pigmented 

Benign Keratosis, Seborrheic Keratosis, Vascular Lesion skin diseases. The data set was 

classified by Deep Learning models by using the supervised learning method.. SequeezeNet, 

AlexNet, GoogleNet, Vgg-19, ResNet101, DenseNet201, ResNet-50, ResNet-18, Vgg-16 DL 

models were used for classification. To evaluate of classification success of Deep Learning 

models, confusion matrix and F1-score, precision, sensitivity and accuracy metrics obtained 

from the matrix were used. According to the F1-score, the most successful model is Vgg16 with 

97.41%, while the highest accuracy rate obtained by ResNet18 with 98.06%. High success rate 

shows that such systems can be used for diagnosis and treatment processes. 
 

 

Farklı Derin Öğrenme Modelleri ile Cilt Hastalıklarının Sınıflandırılması ve Modellerin 

Performanslarının Karşılaştırılması 
 

 

Anahtar 

Kelimeler 

Derin öğrenme,  

Cilt hastalıkları 

sınıflandırması,  

Hastalık tespiti,  

Dermatoloji,  

Yaşam kalitesi 

Öz: Deri hastalıklarının sınıflandırılması erken tanı ve tedavi açısından önemli bir konudur. 

Hastalığın uzman hekim tarafından tespit edilmesi süreci aynı zamanda hastaya uygulanacak 

tedavi sürecini de geciktirmektedir. Bilgisayar destekli teşhis sistemleri bu süreçleri en aza 

indirerek erken teşhis ve tedaviye başlanmasında önemli rol oynamaktadır. Bu çalışmada Derin 

Öğrenme modelleri kullanılarak cilt lezyonlarının yüksek performanslı sınıflandırması 

yapılmıştır. Veri seti ISIC veri seti olup, veri arttırma teknikleri kullanılarak veri seti 

genişletilmiştir. Bu veri setindeki görsellerde Aktinik Keratoz, Dermatofibroma, Pigmentli 

Benign Keratoz, Seboreik Keratoz, Vasküler Lezyon cilt hastalıklarına ait görseller 

bulunmaktadır. Veri seti denetimli öğrenme yöntemi kullanılarak Derin Öğrenme modelleri ile 

sınıflandırılmıştır. Sınıflandırma için SequeezeNet, AlexNet, GoogleNet, Vgg-19, ResNet101, 

DenseNet201, ResNet-50, ResNet-18, Vgg-16 DL modelleri kullanılmıştır. Derin Öğrenme 

modellerinin sınıflandırma başarısını değerlendirmek için karışıklık matrisi ve matristen elde 

edilen F1 skoru, kesinlik, duyarlılık ve doğruluk metrikleri kullanılmıştır. F1 skoruna göre en 

başarılı model %97,41 ile Vgg16 olurken, en yüksek doğruluk oranı %98,06 ile ResNet18 

tarafından elde edildi. Başarı oranının yüksek olması bu tür sistemlerin teşhis ve tedavi 

süreçlerinde kullanılabileceğini göstermektedir. 
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1. INTRODUCTION 

 

Skin diseases are one of the most common diseases in the 

world[1]. Diagnosis and treatment of skin diseases are 

quite difficult due to their complexity. In order to 

diagnose these diseases, comprehensive tests should be 

performed and examined[2]. The experience of the doctor 

and obtaining pathological results delay the diagnosis 

process of the patient considerably. Diagnosing and 

diagnosing the patient's condition is vital in some cases. 

Accelerating such processes is very important for medical 

processes [3]. Many known skin diseases are visually 

similar to each other. While some skin diseases are 

benign, some skin diseases can be malignant. In both 

cases, early diagnosis and treatment are valuable to 

improve the patient's quality of life. Skin lesions 

appearing in different parts of the body can have different 

meanings. The treatment processes of these skin lesions, 

which are very similar to each other, can be different from 

each other. When the specialist suspects the lesion, he 

performs a visual inspection. However, it is not possible 

to perform visual inspection for all lesions [4-7]. There is 

no accepted definitive diagnostic method for visual 

inspection. 

 

Image processing and it’s applications have become 

increasingly common with the increase in the high 

computational capacity of computer technologies,. It is 

used in many fields such as production, industry, defense 

and medicine[8, 9]. In recent years, computer-aided 

diagnosis systems related to medical diagnosis and 

treatment have become quite widespread. The systems 

with the highest rate in the performance of computer 

vision systems are artificial intelligence supported 

systems. Especially DL-based systems are used very 

popularly nowadays [10]. Deep Learning (DL) can be 

defined as a deep artificial intelligence system used 

especially on images. Thanks to its high depth artificial 

neural network layer structure, it gives quite successful 

results in image classification and detection processes 

[11]. The layers and classification process used in a DL 

architecture are shown in Figure 1. 

 

Figure 1. An example DL model and layers used in the model[12]. 

 

A dataset consisting of images of skin diseases, which is 

the input image in Figure 1, is put as input data to a sample 

DL model. Then, feature extraction is performed via 

convolutional layer. In the next layers, the image size used 

as input for the network is reduced by the polling process. 

Relu is used for activation function [13-15]. Probability 

of memorization of the network is reduced and some of 

the random weights in the network are discarded in the 

dropout layer,. The image data is standardized via 

normalization layer. Neurons in a fully connected layer 

are connected to neurons in the previous layer. This layer 

combines all the features (attributes) learned by previous 

layers in the image to identify larger patterns. The 

Softmax layer is the entropy layer and it makes 

probabilistic estimation and it is estimated which class the 

input image belongs to via the Classification layer 

[16,17]. 

 

9 DL models used for the classification of skin diseases. 

These models are SequeezeNet, AlexNet, GoogleNet, 

Vgg-19, ResNet101, DenseNet201, ResNet-50, ResNet-

18, Vgg-16 [18-23]. These were used in the study because 

they were the most commonly encountered deep learning 

models in the literature reviews . 

 

 

2. RELATED WORK 

 

Classification of skin diseases is important for early 

diagnosis and early intervention of the disease [24]. 

Studies on this subject will make the doctor's work easier. 

It will provide early diagnosis and early intervention. On 

the other hand, it will lead the patients to start the 

treatment due to early diagnosis. When the studies are 

examined, the classification process was carried out using 

different datasets. Images obtained from different datasets 

were tried to be classified with different algorithms. 

Classification studies of skin diseases basically consist of 

two main parts. The first is classification using traditional 

methods. The second is classification using DL 

architectures. In traditional methods, features of the 

disease are determined and feature extraction is 

performed. These features are searched on the image and 

results are produced accordingly. In DL models, the 

processes are carried out by the layers in the model and 

the results are produced [25-27]. 

 

In a study, the images of 8 classes in the ISIC 2019 dataset 

were classified using a DL model with transfer learning. 

In the study, results were obtained by using a model 

whose weights were determined with GoogleNet. The 

skin diseases included in the study were classified as 



 

Tr. J. Nature Sci. Volume 13, Issue 3, Page 117-123, 2024 
 

 

119 

melanoma, melanocytic nevus, basal cell carcinoma, 

benign keratosis, actinic keratosis, dermatofibroma, 

vascular lesion, and squamous cell carcinoma. The 

percentages of accuracy, sensitivity, specificity and 

precision respectively were 94.92%, 79.8%, 97% and 

80.36% [28]. Another study sought to classify skin lesions 

as cancerous or non-cancerous images. In the study, the 

skin lesion was tried to be classified via AlexNet DL 

model. In a study using a two-stage method, an accuracy 

rate of 78% was achieved in cancerous and non-cancerous 

skin images [29]. In another study, skin diseases in the 

HAM10000 dataset were classified by using the 

DenseNet DL model [30]. AlexNet DL model was used in 

the study for the classification of skin diseases in the ISIC 

2018 dataset, which consists of seven classes. The dataset 

of melanoma, melanocytic nevus, basal cell carcinoma, 

actinic keratosis, benign keratosis, dermatofibroma, and 

vascular lesion images yielded 98.70% accuracy, 95.60% 

sensitivity, 99.27% specificity, and 95.06% accuracy 

[31]. 

 

3. MATERIAL AND METHOD 

 

In this study, images belonging to 5 classes in the ISIC 

dataset containing skin diseases were classified. These 

classes were determined as dermatofibroma, pigmented 

benign keratosis, actinic keratosis, vascular lesion, 

seborrheic keratosis. DL from multilayer neural networks, 

one of the artificial intelligence methods, was used for the 

classification of skin diseases. 9 different DL models were 

used for classification. 

 

 

 

 

 

 

 

 

 

 

     
a)Actinic Keratosis b)Dermatofibroma c)Pigmented Benign 

Keratosis 

d)Seborrheic Keratosis e)Vascular Lesion 

Figure 2. Example images used for classification 

 

As seen in Figure 2, the sample images in the dataset are 

difficult to distinguish, so the diagnosis must be made by 

a specialist physician and evaluated in the light of 

pathological findings The images in each class were 

augmented by quadrupling with image reproduction 

techniques. The number of images in each class is given 

in  

 
Table 1. Number of Image in the dataset used for classification 

 

 

Actinic 

Keratosis 

Dermatofibroma Pigmented Benign 

Keratosis 

Seborrheic 

Keratosis 

Vascular 

Lesion 

Number Of Original Images 114 95 462 77 139 

Number Of Augmented Images 456 380 1848 308 556 

Total number of Images for Training 3548 

Used  DL models and the detailed data of these models 

are given in Table 2. Table 1. It is known that training is 

better as the number of images increases in deep learning 

models. For this reason, the number of samples in the 

dataset was increased by 4 times. As data augmentation 

methods, images were applied as reflection, inversion, 90-

degree rotation, and 180-degree rotation. 

 
Table 2. Features of used DL models[12] 

Model Number of Layers Number of Connections Depth  Number Of Parameter Top-1 Error rate Top-5 Error rate 

AlexNet 25 - 8 61m 36.7 15.4 

VGG16 41 - 16 138m 25.6 8.1 

VGG19 47 - 19 144m 25.5 8 

GoogleNet 144 170 22 7m - 6.67 

ResNet18 72 79 18 11.7m 30.43 10.76 

ResNet50 177 192 50 25.6m 22.8 6.71 

ResNet101 347 379 101 44.6m 21.75 6.05 

SqueezeNet 68 75 18 1.2m 41.90 19.58 

DenseNet201 708 805 201 20m 21.46 5.54 
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The DL models in Table 2 are frequently encountered in 

the literature. Each model is at different depths and has 

different number of layers. The error rates of the models 

and the number of parameters are important. As the 

number of parameters increases, the area occupied by the 

memory increases. Although the structure of each model 

is different, they can have their own special layer blocks. 

The dataset used for the classification of skin lesions was 

carried out using supervised learning. The weights of the 

models were determined by training the images in each 

class in the network. Weights were optimized by using 

transfer learning and classification performances were 

revealed. 

 

The same hyperparameters were used for each of the deep 

learning models in Table 2. These hyperparameters are 

detailed in Table 3.  

 
Table 3. Hyperparameters used for training 

Hyperparamers Value 

MaxEpoch 50 

MiniBatchSize 32 

Solver SGDM 

InitialLearnRate 0.01 

ValidationFrequency 50 

Momentum 0.9 

LearnRateDropFactor 0.1 

LearnRateDropPeriod 10 

L2Regularization 0.0001 

80% of the image in each class is reserved for the training 

of the network, and 20% for the test. All images were 

randomly selected during the training. Each model was 

trained three times and tested after each training. Average 

of three training and  testing results were used for 

calculating final results. Accuracy, Sensitivity, Precision 

and F1-score metrics were used for evaluation result 

criteria. The equations for these metrics are Equation 1, 

Equation 2, Equation 3, Equation 4 below. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁)
  (1) 

 

𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  (2) 

 

Precision =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
   (3) 

 

F − Score = 2 ∗
(Precision∗Recall)

(Precision+Recall)
  (4) 

 

3. RESULTS  

 

The detailed results obtained in the application for the 

classification of skin diseases are given in Table 4. In the 

table, the results of  the DL models used for calssification 

these 5 different type of skin diseases are compared in 

terms of accuracy, sensivity, precision and F1-scores 

metrics. The metrics results show that the performance of 

DL models is quite high. 2810 images were used for 

training and 710 images were used for testing. 

 

 
Table 4. Classification evaluation result table of DL models 

  Model Image Size Number of Classes Accuracy Sensitivity Precision F1 Score 

1 SequeezeNet 227*227 5 95.48 95.19 95.17 95.16 

2 AlexNet 227*227 5 94.84 95.48 95.8 95.5 

3 GoogleNet 224*224 5 95.00 95.8 95.97 95.74 

4 Vgg-19 224*224 5 97,1 96.77 96.82 96.69 

5 ResNet101 224*224 5 97.41 97.09 97.08 97.08 

6 DenseNet201 224*224 5 96,61 97.09 97.13 97.1 

7 ResNet-50 224*224 5 97.74 97.42 97.52 97.36 

8 ResNet-18 224*224 5 98.06 97.42 97.58 97.37 

9 Vgg-16 224*224 5 97.50 97.42 97.48 97.41 

SequeezeNet, AlexNet, GoogleNet, Vgg-19, ResNet101, 

DenseNet20, , ResNet-50, ResNet-18, Vgg-16 were 

trained with images of different input sizes. Detailed 

information in the training is given in Table 4. Accuracy, 

sensitivity, precision and f1 evaluation metrics were used 

for the obtained results. The results were presented 

according to these evaluation metrics. It is seen that the 

results obtained from deep learning models have 94.84% 

and 98.5% accuracy and f1 score between 95.16 and 

97.41. When the results are examined, the model with the 

highest F1 score among the given models is Vgg-16. It is 

seen that ResNet-18 has the highest result in the results 

obtained according to the accuracy rate. It was found that 

the results obtained from these two models are quite close 

to each other. 

 

Even though there are small performance differences 

between the models, it has been observed in the literature 

studies that the performances of different deep learning 

models vary depending on the dataset and the study area. 

It is known in the literature that the Resnet architecture is 

used more for the dataset and medical images used in the 

study. 
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a) ResNet50 b) ResNet18 

  
c) AlexNet d) ResNet101 

  
e) Vgg16 f) Vgg19 

  
g) SequezeeNet h) DenseNet201 
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i) GoogleNet  

Figure 3. Confusion Matrix from DL models 

 

In the figures shown in Figure 3, there are Confusion 

Matrices for each model. These matrices show the number 

of true and false classified images obtained in each model. 

According to the confusion matrix results, the highest 

results are obtained by Vgg-16 and ResNet18. 
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Abstract: In this study, we give some matrices whose powers consist of the terms of 

generalized Fibonacci and Lucas sequences. Then we give some identities concerning the 

terms of those sequences. 

 

 

 

Matris Yöntemleriyle Genelleştirilmiş Fibonacci ve Lucas Sayıları ile İlgili Bazı Özellikler 
 

Anahtar Kelimeler 

Genelleştirilmiş 

Fibonacci dizisi, 

Genelleştirilmiş 

Lucas dizisi 

 

Öz: Bu çalışmada kuvvetleri genelleştirilmiş Fibonacci ve Lucas dizilerinin terimlerinden 

oluşan bazı matrisler verilecektir. Daha sonra bu dizilerin terimlerine ilişkin bazı özdeşlikler 

elde edilecektir. 

 

1. INTRODUCTION 

 

Let 𝑘, 𝑡 be nonzero integers with 𝑘2 + 4𝑡 > 0 and 𝑘 > 0. 

Generalized Fibonacci and Lucas sequences (𝑈𝑛(𝑘, 𝑡)) 
and (𝑉𝑛(𝑘, 𝑡)) are defined by  𝑈0(𝑘, 𝑡) = 0, 𝑈1(𝑘, 𝑡) = 1, 

𝑉0(𝑘, 𝑡) = 2, 𝑉1(𝑘, 𝑡) = 𝑘 and 𝑈𝑛+1(𝑘, 𝑡) = 𝑘𝑈𝑛(𝑘, 𝑡) +
𝑡𝑈𝑛−1(𝑘, 𝑡) , 𝑉𝑛+1(𝑘, 𝑡) = 𝑘𝑉𝑛(𝑘, 𝑡) + 𝑡𝑉𝑛−1(𝑘, 𝑡)  for 

𝑛 ≥ 0. These sequences are defined firstly by Lucas in 

[1].  

 For 𝑛 < 0, we define  

 

𝑈𝑛(𝑘, 𝑡) = −(−𝑡)
𝑛𝑈−𝑛 

and 

 

𝑉𝑛(𝑘, 𝑡) = (−𝑡)
𝑛𝑉−𝑛. 

 

Then it is well known that  

 

𝑈𝑛(𝑘, 𝑡) =
𝛼𝑛−𝛽𝑛

𝛼−𝛽
, 𝑉𝑛(𝑘, 𝑡) = 𝛼

𝑛 + 𝛽𝑛 

 

for every integer 𝑛, where  

 

𝛼 =
𝑘+√𝑘2+4𝑡

2
, 𝛽 =

𝑘−√𝑘2+4𝑡

2
 

 

are the roots of the characteristic equation 

 

𝑥2 − 𝑘𝑥 − 𝑡 = 0. 

 

The above formulas are known as Binet’s formulas. If 

𝑘 = 𝑡 = 1 , we get Fibonacci sequence (𝐹𝑛)  and Lucas 

sequence (𝐿𝑛) respectively. For 𝑘 = 2, 𝑡 = 1, we get Pell 

and Pell-Lucas sequences (𝑃𝑛) and (𝑄𝑛), respectively. 

 

For briefly, we will write 𝑈𝑛  and 𝑉𝑛  instead of 𝑈𝑛(𝑘, 𝑡) 
and 𝑉𝑛(𝑘, 𝑡). For more information and applications these 

sequences one can consult [2] and [5], respectively. 

 

Many identities concerning the terms of these sequence 

can be proved by using Binet’s formulas. Also, matrices 

can be used to obtain these identities. The most known 

matrix is (
𝑘 𝑡
1 0

) and it is well known that  

 

(
𝑘 𝑡
1 0

)
𝑛

= (
𝑈𝑛+1 𝑡𝑈𝑛
𝑈𝑛 𝑡𝑈𝑛−1

) 

 

for every integer 𝑛 (see [3,4]). 
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The most known identities are given below as (see [2] or 

[4])  

 

𝑉𝑛 = 𝑈𝑛+1 + 𝑡𝑈𝑛−1, 

(𝑘2 + 4𝑡)𝑈𝑛 = 𝑉𝑛+1 + 𝑡𝑉𝑛−1, 

𝑈𝑛
2 − (𝑘2 + 4𝑡)𝑉𝑛

2 = 4(−𝑡)𝑛 . 
 

In this study, we give some matrices whose powers 

consist of the terms of the above sequences. Then we will 

give some identities concerning the terms of these 

sequences. As we did not run into these identities in the 

literature, we think that these identities are new. 

 

2. MAIN THEOREMS 

 

Theorem 1. Let 𝐴 = (
𝑘 −𝛼
𝛽 0

)  and 𝐵 = (
0 𝛼
−𝛽 𝑘

) . 

Then  

 

𝐴𝑛 = (
𝑈𝑛+1 −𝛼𝑈𝑛
𝛽𝑈𝑛 𝑡𝑈𝑛−1

) and 𝐵𝑛 = (
𝑡𝑈𝑛−1 𝛼𝑈𝑛
−𝛽𝑈𝑛 𝑈𝑛+1

) 

 

for every integer 𝑛. 

 

Proof: It can be seen easily that eigenvalues of the matrix 

𝐴 are 𝛼 and 𝛽. Eigenvectors related to 𝛼 are of the form 

(
𝛼𝑡
𝛽𝑡) for 𝑡 ≠ 0. And eigenvectors related to 𝛽 are of the 

form (
𝑡
𝑡
) for 𝑡 ≠ 0. Let 𝑃 = (

𝛼 1
𝛽 1

). As det𝑃 ≠ 0, we 

can write  

 

𝐴 = 𝑃𝐷𝑃−1 , where 𝐷 = (
𝛼 0
0 𝛽

). 

 

Thus, it is easily seen that 𝐴𝑛 = 𝑃𝐷𝑛𝑃−1 and therefore  

 

𝐴𝑛 =
1

𝛼 − 𝛽
(
𝛼 1
𝛽 1

) (
𝛼𝑛 0
0 𝛽𝑛

) (
1 −1
−𝛽 𝛼

) 

        =

(

 
 

𝛼𝑛+1 − 𝛽𝑛+1

𝛼 − 𝛽

−𝛼(𝛼𝑛 − 𝛽𝑛)

𝛼 − 𝛽

𝛽(𝛼𝑛 − 𝛽𝑛)

𝛼 − 𝛽

−𝛼𝛽(𝛼𝑛−1 − 𝛽𝑛−1)

𝛼 − 𝛽 )

 
 

 

                                            = (
𝑈𝑛+1 −𝛼𝑈𝑛
𝛽𝑈𝑛 𝑡𝑈𝑛−1

).                                                                  

 

The proof for the matrix 𝐵 is similar with the matrix 𝐴.  
Therefore we omit the details.  

 

Now we can give our main theorems. 

 

Theorem 2. Let 𝑛 be a natural number. Then  

 

a) 𝑈𝑛+1 = 𝑡 ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛−1−𝑗, 

b) 𝑈𝑛 = −∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛−𝑗,  

c) 𝑡𝑈𝑛−1 = ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛+1−𝑗, 

d) 𝑉𝑛 = ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑉𝑛−𝑗  

 

Proof. Let the matrices 𝐴 and 𝐵 as in Theorem 1. Then, 

since 𝐴 + 𝐵 = (
𝑘 −𝛼
𝛽 0

) + (
0 𝛼
−𝛽 𝑘

) = 𝑘𝐼, we get 𝐴 =

−𝐵 + 𝑘𝐼 and therefore 

 

𝐴𝑛 = (−𝐵 + 𝑘𝐼)𝑛 = ∑ (𝑛
𝑗
)𝑛

𝑗=0 (−𝐵)𝑛−𝑗𝑘𝑗 =

∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑘𝑗𝐵𝑛−𝑗𝑛

𝑗=0  . 

 

Thus, it is seen that  

 

(
𝑈𝑛+1 −𝛼𝑈𝑛
𝛽𝑈𝑛 𝑡𝑈𝑛−1

) =

(
∑ (𝑛

𝑗
) (−1)𝑛−𝑗𝑘𝑗𝑈𝑛+1−𝑗

𝑛
𝑗=0 𝛼 ∑ (𝑛

𝑗
)𝑛

𝑗=0 (−1)𝑛−𝑗𝑘𝑗𝑈𝑛−𝑗

−𝛽∑ (𝑛
𝑗
)𝑛

𝑗=0 (−1)𝑛−𝑗𝑘𝑗𝑈𝑛−𝑗 ∑ (𝑛
𝑗
)𝑛

𝑗=0 (−1)𝑛−𝑗𝑘𝑗𝑈𝑛+1−𝑗
)  

 

Then we get  

 

𝑈𝑛+1 = 𝑡 ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛−𝑗−1,                 (1) 

                   𝑈𝑛 = −∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛−𝑗, 

 𝑡𝑈𝑛−1 = ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑈𝑛−𝑗+1.                   (2) 

 

If we add (1) to (2) and use 𝑉𝑟 = 𝑈𝑟+1 + 𝑡𝑈𝑟−1, then we 

get  

 

𝑉𝑛 = ∑ (𝑛
𝑗
) (−1)𝑛−𝑗𝑛

𝑗=0 𝑘𝑗𝑉𝑛−𝑗 . 

 

Theorem 3. Let 𝑛 be a natural number. Then  

 

a)   𝑘𝑛 = ∑ (𝑛
𝑗
) (−𝑡)𝑗𝑛

𝑗=0 𝑈𝑛−2𝑗+1, 

b)   𝑘𝑛 = 𝑡∑ (𝑛
𝑗
) (−𝑡)𝑗𝑛

𝑗=0 𝑈𝑛−2𝑗−1, 

c) 0 = ∑ (𝑛
𝑗
) (−𝑡)𝑗𝑛

𝑗=0 𝑈𝑛−2𝑗, 

d)  2𝑘𝑛 = ∑ (𝑛
𝑗
) (−𝑡)𝑗𝑛

𝑗=0 𝑉𝑛−2𝑗 

 

Proof. Let the matrices 𝐴 and 𝐵 as in Theorem 1. As 𝐴 +
𝐵 = 𝑘𝐼 and 𝐴𝐵 = 𝐵𝐴 = −𝑡𝐼, we get  

 

𝑘𝑛𝐼 = (𝐴 + 𝐵)𝑛 =∑(
𝑛

𝑗
)

𝑛

𝑗=0

𝐴𝑛−𝑗𝐵𝑗

=∑(
𝑛

𝑗
)

𝑛

𝑗=0

𝐴𝑛−2𝑗𝐴𝑗𝐵𝑗  

= ∑ (𝑛
𝑗
)𝐴𝑛−2𝑗(−𝑡𝐼)𝑗 = ∑ (𝑛

𝑗
) (−𝑡)𝑗𝑛

𝑗=0
𝑛
𝑗=0 𝐴𝑛−2𝑗 . 

 

Therefore 

 

(
𝑘𝑛 0
0 𝑘𝑛

) =

(
∑ (𝑛

𝑗
)𝑛

𝑗=0 (−𝑡)𝑗𝑈𝑛+1−2𝑗 −𝛼∑ (𝑛
𝑗
)𝑛

𝑗=0 (−𝑡)𝑗𝑈𝑛−2𝑗

𝛽 ∑ (𝑛
𝑗
)𝑛

𝑗=0 (−𝑡)𝑗𝑈𝑛−2𝑗 𝑡 ∑ (𝑛
𝑗
)𝑛

𝑗=0 (−𝑡)𝑗𝑈𝑛−1−2𝑗
) . 

 

Then the proof follows. 
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Abstract: Propolis is a bee product produced as a natural defense mechanism by bees to protect their 

hives. It consists of plant resins, secretions from bees, and other substances collected from plants 

that, contain biologically active compounds with antimicrobial, antioxidant, and anti-inflammatory 

properties. Because of these characteristics, propolis has applications in various fields. In this study, 

pure propolis extracts obtained by Dimethyl Sulfoxide (DMSO), ethanol, methanol, glycerol, acetone 

and supercritical CO2 extraction of propolis were tested for their antifungal activity against three 

phytopathogenic fungi, Fusarium oxysporum, Alternaria alternata and Verticillium spp. Antifungal 

activity tests were conducted in vitro using zone inhibition measurements on a PDA medium. Our 

findings revealed that the antifungal efficacy of propolis and its effect on mycelial growth parameters 

varied depending on the type of propolis extract used, demonstrating a dose-dependent relationship. 

In the present study, the ethanol + propolis preparation was found to be more successful in inhibiting 

the growth of fungal hyphae at a dose of 200 µL for all fungi than other solvents. The other solvents 

showed different levels of inhibition depending on the fungal species. In general, acetone, DMSO, 

and glycerol preparations of propolis were less effective in inhibiting fungal growth. The results 

obtained indicate that ethanol-based propolis extracts have the potential for control agriculturally 

important phytopathogenic fungi. 
 

 

Farklı Çözücülere Dayalı Propolis Ekstraktlarının Bazı Bitki Patojenik Funguslara Karşı 

Etkinliğinin Değerlendirilmesi 
 

 

Anahtar 

Kelimeler 

Propolis, 

Antifungal etki, 

Fusarium 

oxysporum, 

Alternaria 

alternata,  

Verticillium 

dahliae 

Öz: Propolis, arıların doğal savunma mekanizması olarak kovanlarını korumak için ürettikleri bir arı 

ürünüdür. Bitki reçinelerinden, arıların kendi salgılarından ve diğer bitkilerden topladıkları 

maddelerden oluşan propolis, antimikrobiyal, antioksidan ve anti-enflamatuar özelliklere sahip 

biyolojik olarak aktif bileşikler içerir. Bu özellikler nedeniyle, propolis çeşitli alanlarda 

kullanılmaktadır. Çalışmada, propolisin Dimetil Sülfoksit (DMSO), etanol, metanol, gliserol, aseton 

ve süperkritik CO2 ekstraksiyon yöntemiyle elde edilen saf propolis ekstraktları üç fitopatojenik 

fungus türü olan Fusarium oxysporum, Alternaria alternata ve Verticillium dahliae’a karşı antifungal 

aktiviteleri test edilmiştir. Antifungal aktivite testleri, PDA ortamında yapılan zona inhibisyonu 

ölçümleri kullanılarak in vitro olarak gerçekleştirilmiştir. Bulgularımız, propolisin antifungal 

etkinliğinin ve miselyal büyüme parametrelerinin, kullanılan propolis ekstrakt türüne bağlı olarak 

değiştiğini ve doza bağlı bir ilişki gösterdiğini ortaya koymuştur. Çalışmada, Etanol+Propolis 

çözücüsünün, diğer çözücülere kıyasla tüm funguslar için 200 µl’lik dozunun fungal hif gelişimini 

inhibe etmede daha başarılı olduğu tespit edilmiştir. Diğer çözüler fungus türüne bağlı olarak farklı 

inhibisyon sergilemiştir. Genel olarak, fungal inhibisyon için, propolisin aseton, DMSO ve gliserol 

preperasyonları daha etkisiz olmuştur. Sonuç olarak, etanol bazlı propolis ekstraktlarının tarımsal 

açıdan önemli fitopatojenik fungusları kontrol etme potansiyeline sahip olduğunu göstermektedir. 
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1. INTRODUCTION 

 

Propolis is a resinous substance with strong adhesive 

properties that bees produce from different plant 

secretions and use to close holes in the hive and protect 

the hive entrance from invaders. Propolis, a product with 

a long history of traditional use dating back to 300 BC, is 

well-known for its various biological and 

pharmacological properties. These properties include 

antibacterial, antifungal, antiviral, antiprotozoal, local 

anesthetic, anti-inflammatory, and immunostimulant 

effects [1, 2, 3]. It has a color ranging from yellow-green 

to dark brown and an aromatic odor, depending on the 

source and age of collection [4]. Propolis contains 

approximately 300 bioactive compounds, the contents of 

which varies according to the source of collection and 

season. To date, more than 180 compounds, mainly 

polyphenols, have been identified as the components of 

propolis. Propolis also contains other compounds such as 

essential oils, aromatic acids, waxes, pollen, vitamins, 

resins, balsams and various trace elements [5, 6]. Under 

in vitro conditions, propolis has demonstrated effectively 

inhibit both gram-positive and gram-negative bacterial 

strains [7, 8]. This antibacterial activity is attributed to 

the presence of flavonoids (such as galangin, 

pinocembrin, and pinostrobin), aromatic acids, and esters 

in propolis solutions [9]. Propolis has also shown 

inhibitory activity against a broad spectrum of viruses 

and fungal agents. Studies have indicated its 

effectiveness against various viruses of human and 

animal origin, including adonovirus, coronavirus, and 

rotavirus [10]. Additionally, propolis has been found to 

have antifungal effects against microfungi such as 

different Candida spp., Trichosporon spp., and Pichia 

ohmeri [11, 12, 13]. 

 

In recent years, propolis extracts have gained attention 

for their potential antiphytopathogenic effects against 

agricultural pathogens. Several in vivo and in vitro 

studies have investigated the antifungal activity of 

propolis against phytopathogenic fungi [14, 15]. Various 

propolis supernatants, including those extracted using 

ethanol, methanol, olive oil, and water, have been found 

to exhibit fungicidal activity against numerous plant-

pathogenic fungi [16, 17, 18, 19]. In conclusion, propolis 

demonstrated remarkable antimicrobial properties, 

making it a promising candidate for further research and 

potential therapeutic applications. 

 

Phytopathological fungi such as Fusarium, Alternaria, 

and Verticillium are common plant pathogens that can 

cause serious damage to agricultural crops, leading to 

yield and economic losses [20]. The long-term use of 

conventional chemical fungicides can cause 

environmental pollution, resistance development and 

risks to human health [21]. Therefore, the search for 

natural and environmentally friendly antifungal agents is 

of great importance. The mycelial growth activity of 

propolis extracts is commonly evaluated using dilution 

and diffusion methods [22, 23]. Mycelial growth 

inhibition is typically determined by comparing the 

radial growth diameter of the mycelium in the negative 

control (without propolis) with that in the tested solution 

[24]. In line with this approach, our study aimed to 

investigate the mycelial inhibitory effects of different 

propolis extracts on F. oxysporum, A. alternata, and 

Verticillium spp. Specifically, we evaluated the dose-

dependent antifungal activities of propolis extracts 

prepared using various solvents (ethanol, methanol, 

acetone, pure, glycerol) using agar diffusion methods 

under laboratory conditions. The results obtained from 

our study will not only help to determine the most 

effective solvent and dose of propolis but also contribute 

to demonstrating the usefulness of propolis as a natural 

protective agent against agricultural pathogens. 

 

2. MATERIAL AND METHOD 

 

2.1. Propolis Collection 

 

Propolis was collected from plastic traps placed in 

beehives in Solhan district of Bingöl province (Turkey) 

and used in further studies.  

 

2.2. Biological Material and PDA Medium 

 

The test microorganisms, V. dahliae, A. solani, and F. 

oxysporum, were used from the available collection 

characterized in the Mycology Laboratory of Bingöl 

University, Faculty of Agriculture, Turkey. For 

inoculum preparation, all fungal species were grown for 

7 days at 25 °C on Potato Dextrose Agar (PDA) (Merck, 

Darmstadt, Germany) prepared according to the 

company’s instructions. 

 

2.3. Preparing of Propolis Supernatants 

 

In this study, six types of propolis supernatants were 

used: crude propolis purified by supercritical fluid 

extraction, acetone (ASP), ethanol (ESP), methanol 

(MSP), glycerol (GSP) and DMSO. The solvent 

concentration was 70% and the propolis/solvent ratio 

was used as 1/4 in the inhibition tests. For all  

supernatants, raw frozen propolis was pulverized using a 

grinder. The mixture of solvent and propolis in these 

proportions was incubated at 36 °C for 10 days on a 

magnetic stirrer, centrifuged at 1000 g for 5 minutes and 

then filtered. For the supercritical fluid extraction, 150 g 

of crude propolis was used, resulting in approximately 5 

g of pure propolis supernatant. As in the previous 

method, it was homogenized with sterile distilled water. 

All the propolis supernatants were stored at +4 °C in the 

dark. 

 

2.4. Antifungal Efficacy Assays 

 

Antifungal assays were evaluated considering the 

inhibition of radial mycelium growth in the PDA culture 

medium [25]. Antifungal activity against 

phytopathogenic agents was tested in increasing doses 

(50, 100, and 200 µL) of each propolis supernatants 

added to the PDA medium. The negative control group 

consisted of PDA medium without supernatant and PDA 

medium with solvent added only at the concentrations 

indicated. All treatment and control groups were 

incubated at room temperature for one week. All tests 
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were performed in triplicate using a randomized design 

and radial fungal diameter was measured using a ruler 

and recorded. The percentage of inhibition was 

determined by assessing fungal growth in the control 

groups, following the equation provided by Deans and 

Sobada [26].  

 

Inhibition (%) =(gc– gt )/gc× 100 

 

Where gc refers to the mycelial growth diameter in the 

control plates; and gt is the mycelial growth diameter in 

the propolis suspension. 

 

2.5. Statictical Analysis 

 

Data were collected in triplicate using a factorial 

experimental design with randomized complete blocks. 

The statistical package program "JUMP 5.0" was used 

for the analysis. The data were analyzed using analysis 

of variance, and the treatment means were compared 

using Tukey’s multiple comparison test. 

 

3. RESULTS  

 

Propolis possesses broad-spectrum anti-pathogenic 

properties against both plant and animal-derived agents. 

However, the direct use of propolis is not feasible. 

Therefore, the scientific community has been working to 

identify the most effective solvents for propolis 

extraction. Numerous studies have reported that ethanol 

is the most effective solvent for this purpose.Other 

commonly used solvents for propolis extraction include 

water, oil, propylene glycol, and glycerol [27]. Although 

propolis solutions have been tested worldwide against 

various fungal pathogens, the antifungal activity of this 

natural product varies across different studies [19]. 

However, there is a lack of research on the efficacy of 

different solvent extracts of propolis, particularly against 

plant pathogenic fungi. Literature screening reveals that 

most studies on the antiphytopathogenic effects of 

propolis have focused on ethanol preparations in relation 

to plant pathogens. Ethanol extracts from propolis of 

different origins have been shown to negatively affect  

mycelial growth in several plant pathogens [16, 17, 15, 

28, 29, 30]. 

 

In this study, six propolis preparations at three different 

doses were tested against three phytopathogenic fungi 

(F. oxysporum, A.  alternata, and V. dahliae). The results 

of this study showed that propolis, especially its ethanol 

solutions, exhibited fungicidal activity. Different rates of 

inhibition of fungal mycelial growth were obtained 

depending on the microorganism tested, dose and 

solvent.  

 

3.1. Inhibition in Mycelial Growth Based on Fungus 

Species 

 

In all tests, the smallest mean fungal diameter was 

observed in V. dahliae (19.60 mm), followed by A. 

solani (32.87 mm) and F. oxysporum (48.20 mm) (Fig. 

1). The differences between mean fungal diameters were 

statistically significant (Table 1). 

 

 
Table 1. Descriptive values indicating the fungus species-specific inhibition zone 

Fungal pathogens Mean Std. Deviation Std. Error of Mean 

A. solani 32,8b 9,1 0,9 

V. dahliae 19,6c 5,7 0,5 
F. oxysporum 48,2a 13,0 1,3 

Average 33,5 15,2 0,8 

a,b,c: the difference between different letters in the same column is statistically significant (p≤0.01) 

 

 
Figure 1. Diameter variation according to fungus species 

 

3.2. Effect of Solvent and Propolis Extract Dose on 

Fungus Diameter 

 

In this study, different solvents caused different rates of 

response inhibition in fungal species. The changes in 

fungal diameter caused by propolis solvents are 

summarized in Table 2. Statistically significant 

differences were found between the mean diameters. 

The lowest fungal diameter values were obtained in the 

ethanol+propolis (22.0), pure propolis (25.1) and 
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methanol+propolis (25.7) preparations, respectively 

(Fig. 2). This indicated that ethanol was the best 

solvent in all treatments. The highest fungal diameter 

value was observed in the solvents without propolis, 

indicating that solvent treatment alone has no activity 

in fungal inhibition. In addition, the mycelial growth 

diameter of the fungus decreased in all treated groups 

as the dose increased (data not shown). 

 
Table 2. Fungal diameter values of solvent based propolis extracts 

Solvent Mean Std. Deviation Std. Error of Mean 

Glycerol 43,7b 18,1 3,5 

Glycerol+propolis 35,7d 16,2 3,1 
Ethanol 46,6a 18,6 3,5 

Ethanol+propolis 22,0h 11,4 2,2 

DMSO 41,0c 11,7 2,2 
DMSO+propolis 29,6f 9,5 1,8 

Acetone 32,4e 12,2 2,3 

Acetone +propolis 30,3f 12,9 2,4 
Methanol 36,6d 13,8 2,6 

Methanol+propolis 25,7g 10,2 1,9 

Pure propolis 25,1g 7,9 1,5 

Total 33,5 15,2 0,8 

a,b,c,d,e,f,g,h: the difference between different letters in the same column is statistically significant (p≤0.01) 

 

 
Figure 2. Change in fungus diameter with solvent treatment 

 

3.3. Mean Values of Fungus-Solvent-Dose 

Interactions 

 

The results showed that the effects of different solvent 

extracts of propolis varied according to the target 

fungal species. According to the analysis of variance, 

the model and effect tests were statistically significant 

(Table 3, Table 4), and r2 and adjusted r2 values were 

calculated as 0.98 and 0.97, respectively. The model 

indicated that approximately 97% of the variation in 

the diameter of the fungal hyphae was due to 

differences in the fungal species, dose and solvent used 

(Table 5). 

 
Table 3. Analysis of Variance 

Source DF Sum of Squares Mean Square F Ratio 

Model 98 67807,333 691,912 147,9465 

Error 198 926,000 4,677 Prob > F 

C. Total 296 68733,333  <.0001 

 

Table 4. Effect Tests 

Source Nparm DF Sum of Squares F Ratio Prob > F 

Fungus  2 2 40576,242 4338,065 <.0001 

Solvent 10 10 17249,037 368,8239 <.0001 
Dose 2 2 2475,717 264,6825 <.0001 

Fungus *Solvent 20 20 5240,276 56,0246 <.0001 

Fungus *Dose 4 4 196,525 10,5054 <.0001 
Solvent*Dose 20 20 1287,246 13,7621 <.0001 

Fungus *Solvent*Dose 40 40 782,290 4,1818 <.0001 

 
Table 5. Summary of Model 

RSquare 0,986528  

RSquare Adj 0,97986 
Root Mean Square Error 2,162584 

Mean of Response 33,55556 

Observations (or Sum Wgts) 297 
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In this study, the mean mycelial diameter varied 

depending on three variable factors. Depending on the 

solvent and dose, the mean mycelial diameter of A. 

solani, V. dahliae, and F. oxysporum was 32.8, 19.6 

and 48.2, respectively. For all treatment groups, the 

highest dose (200 µL) of ethanol solution of propolis 

had the best inhibitory activity, according to the 

statistical analysis of the three-way interaction (Table 

3). This is probably because ethanol allows efficient 

dissolution of biologically active components in 

propolis [31]. 

 
Table 3. Distribution of Means for Fungus-Solvent-Dose Interactions 

Treatment 
A. solani 

Average 
V. dahliae 

Average 
F. oxysporum 

Average 
50µl 100µl 200µl 50µl 100µl 200µl 50µl 100µl 200µl 

Glycerol 44,3±1,1 45,0±0,0 46,0±3,6 45,1±2,0 24,3±1,1 20,3±0,5 19,6±0,5 21,4±2,2 66,0±3,6 62,0±2,0 66,0±4,0 64,6±3,5 

Glycerol 

42,0±1,0 40,6±1,1 36,3±2,0 39,6±2,8 18,6±1,1 16,6±0,5 10,3±0,5 15,2±3,8 55,0±7,0 55,6±2,0 46,3±1,1 52,3±5,8 + 

propolis 

Ethanol 49,3±1,1 48,3±1,5 48,3±1,5 48,6±1,3 26,0±1,7 24,3±0,5 20,6±1,1 23,6±2,5 72,6±4,6 66,3±4,1 64,0±3,6 67,6±5,2 

Ethanol 

33,6±1,1 24,0±2,0 20,6±2,0 26,1±6,0 10,6±0,5 9,6±0,5 8,0±0,0 9,4±1,2 42,6±2,5 30,3±2,5 18,3±0,5 30,4±10,6 + 

propolis 

DMSO 43,0±2,6 39,3±0,5 35,6±1,1 39,3±3,5 31,3±6,1 25,3±0,5 28,6±1,1 28,4±4,0 56,0±1,7 53,6±1,1 56,3±3,2 55,3±2,2 

DMSO 

30,6±1,1 26,3±0,5 25,0±1,0 27,3±2,6 24,6±0,5 20,3±0,5 17,3±2,3 20,7±3,4 46,3±1,1 43,3±1,5 32,6±2,5 40,7±6,4 + 

propolis 

Acetone 31,6±1,5 26,3±1,1 26,6±1,5 28,2±2,8 24,0±1,0 20,0±3,0 19,0±1,7 21,0±2,9 51,6±2,0 44,6±7,2 47,6±6,8 48,0±5,9 

Acetone 

34,0±1,0 30,3±0,5 21,0±1,0 28,4±5,8 23,0±1,0 21,6±1,5 11,6±2,0 18,7±5,5 52,0±2,6 50,0±2,0 29,6±1,5 43,8±10,8 + 

propolis 

Methanol 33,6±0,5 31,6±1,1 31,3±1,1 32,2±1,3 23,3±0,5 22,6±0,5 22,3±0,5 22,7±0,6 55,6±1,5 56,0±1,0 53,3±1,5 55,0±1,7 

Methanol 

23,3±1,5 22,3±2,5 21,6±1,5 22,4±1,8 21,6±0,5 17,3±0,5 10,6±1,1 16,5±4,8 45,3±0,5 36,3±0,5 33,0±1,7 38,2±5,6 + 

propolis 

Pure 

propolis 
27,3±0,5 24,0±1,0 20,6±1,1 24,0±3,0 20,3±0,5 17,6±1,1 14,3±0,5 17,4±2,6 41,0±1,7 32,0±1,7 28,6±1,1 33,8±5,6 

Average 35,7±7,7 32,5±8,9 30,3±9,9 32,8±9,1B 22,5±5,2 19,6±4,2 16,6±6,1 19,6±5,7C 53,1±9,7 48,2±11,8 43,2±15,4 48,2±13,0A 

±: Standard deviation; ABC: The difference between the means shown with different letters in the same row is statistically significant (P≤0.01). 

 

However, other best solvents of propolis showed 

different inhibition effects depending on the fungus 

species. For A. solani, the second best inhibitor of 

mycelial growth was pure propolis obtained by the 

CO2 extraction method, followed by methanol extract. 

DMSO and glycerol extracts were the least effective 

solvents. Compared to A. solani, glycerol and methanol 

were the second and third most inhibitory solvents of 

propolis extracts for V. dahliae. DMSO was the least 

effective solvent. For F. oxysporum, the second and 

third highest inhibition values were measured in pure 

propolis and acetone extracts. However, the most 

ineffective solvents for the growth of this fungal 

pathogen were acetone and glycerol. In parallel with 

the statistical analyses, the percentage inhibition values 

of different extracts of propolis on fungal pathogens 

were also calculated (Table 4). 

 

 
Table 4. Fungus and dose-based percentage inhibition rates of propolis extracts 

Solvent/Fungus/Dose 
A. solani (%) V. dahliae (%) F. oxysporum (%) 

50µl 100µl 200µl 50µl 100µl 200µl 50µl 100µl 200µl 

Glycerol 47,88 50 48,88 73 77,44 78,22 26,66 31,11 26,66 
Glycerol +propolis 53,33 54,88 59,66 79,33 81,55 88,55 38,88 38,22 48,55 

Ethanol 45,22 46,33 46,33 71,11 73 77,11 19,33 26,33 28,88 

Ethanol+Propolis 62,66 73,33 77,11 88,22 89,33 91,11 52,66 66,33 79,66 
DMSO 52,22 56,33 60,44 65,22 71,88 68,22 37,77 40,44 37,44 

DMSO+Propolis 66 70,77 72,22 72,66 77,44 80,77 48,55 51,88 63,77 

Acetone 64,88 70,77 70,44 73,33 77,77 78,88 42,66 50,44 47,11 
Acetone+Propolis 62,22 66,33 76,66 74,44 76 87,11 42,22 44,44 67,11 

Methanol 62,66 64,88 65,22 74,11 74,88 75,22 38,22 37,77 40,77 

Methanol+Propolis 74,11 75,22 76 76 80,77 88,22 49,66 59,66 63,33 
Pure Propolis 69,66 73,33 77,11 77,44 80,44 84,11 54,44 64,44 68,22 

 

Apart from the antifungal activity of ethanol extracts of 

propolis against plant pathogens, some studies have 

focused on other solvents. Özcan et al. [32] tested 

methanol extracts of propolis from five different 

regions of Turkey against Alternaria alternata and 

Fusarium oxysporium f. sp. melonis. All the propolis 

extracts showed complete inhibition at a concentration 

of 5 %. Yang et al.[14] compared the inhibitory effects 

of different solvent solutions of Chinese propolis 

(ethanol, water, petroleum ether, n-butanol, ethyl 

acetate) on Penicillium italicum mycelial growth. The 

results showed that ethyl acetate, ethanol, petroleum 

ether, n-butanol and water fractions were, in order, the 

most inhibitory at the same concentration (200 mg mL-

1). Meneses et al. [16] tested different fractions of 

Colombian propolis (n-hexane/methanol fraction 

(EPEM), dichloromethane, ethyl acetate and methanol) 

against Colletotrichum gloeosporioides and 

Botryodiplodia theobromae. The results showed that 

two strains of C. gloeosporioides and B. theobromae 

were better inhibited by the dichloromethane and 

EPEM fractions, respectively. On the other hand, there 
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are very few studies on the DMSO extracts of propolis. 

Ertürk et al.  [33] compared different solvents of 

propolis, including acetone, ethyl acetate, chloroform, 

ethanol, methanol, DMSO, and water,  of animal-

derived yeast C. albicans and other microorganisms. 

The DMSO solution of propolis showed weak 

inhibition against all tested microorganisms. Similarly, 

Ghasemi et al. [34] noted that PEE (propolis ethanol 

extract) exhibited broad-spectrum antibacterial activity 

against Gram-positive and Gram-negative bacteria 

compared to DMSO solutions. Solvent-based solutions 

showed different effects in a dose-dependent manner 

when comparing the antibacterial and antifungal 

activities of acetone and DMSO-based extracts against 

animal-derived pathogens. Overall, DMSO-based 

solutions have been reported to be more active than 

acetone-based solutions [35]. 

 

In this study, we found that ethanol was the most 

effective solvent for the extraction of propolis 

compared to other solvents. Our results indicate that 

ethanol extracts of propolis have the highest 

antiphytopathogenic activity. The superior performance 

of ethanol-propolis solutions in inhibiting fungal 

growth underscores the potential of this combination as 

a potent antifungal agent. Therefore, ethanol should be 

considered as the solvent of choice to maximise the 

bioactive properties of propolis in the control of plant 

pathogens. These results highlight the importance of 

the choice of the appropriate solvent in order to 

increase the efficacy of propolis in agricultural 

applications. 

 

4. CONCLUSION 

 

The study carried out shows that the effect values of 

the application models and variables were statistically 

significant. Considering the solvent and dose 

applications of propolis, the soil-borne pathogen V. 

dahliae showed a greater inhibition of hyphal colony 

diameter compared to the others, indicating that this 

pathogen is more sensitive to propolis preparations. In 

addition, it was found that the ethanol+propolis solvent 

was more effective in inhibiting fungal diameter 

growth at the high dose of 200 µL for all fungi 

compared to other solvents. 

 

These findings suggest that propolis, particularly in 

combination with ethanol, has significant potential as a 

natural antifungal agent. Its effectiveness in inhibiting 

the growth of soil-borne pathogens like V. dahliae 

highlights the possibility of developing propolis-based 

treatments for managing plant diseases. This study 

contributes to the growing body of research exploring 

natural alternatives for disease control, and it paves the 

way for further investigations into the 

commercialization and practical application of propolis 

in sustainable agriculture. 
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Abstract: Imatinib, used in the field of molecular targeted therapy, has been reported to cause 

serious side effects, including liver and kidney failure. However, the mechanism of imatinib-

induced liver and kidney toxicity remains unclear due to limited number of studies in this field. 

Apilarnil is a natural bee product produced from 3-7 day old drone larvae. The present study aimed 

to investigate the effects of apilarnil in rats with imatinib-induced liver and kidney toxicity using 

biochemical parameters. In the experiment, 35 wistar albino rats were divided into five groups 

(n=7): i) Control, ii) Apilarnil, iii) Imatinib, iv) Imatinib+Apilarnil-200, and v) 

Imatinib+Apilarnil-400. Rats were treated orally with imatinib (100 mg/kg) and apilarnil (200 and 

400 mg/kg) for 14 days. Imatinib reduced PI3K, AKT and mTOR levels, while increasing JAK2 

and STAT3 levels in liver and kidney tissues. Apilarnil given for treatment modulated these values 

and provided partial protection in liver and kidney tissue. In conclusion, it was determined that 

apilarnil has ameliorative effects against imatinib-induced liver and kidney damage. 

 

 

Sıçanlarda Apilarnil ve İmatinib Kullanımının Karaciğer ve Böbrek Dokuları Üzerine 

Etkilerinin PI3K/AKT/mTOR ve JAK2/STAT3 Sinyal Yolakları Aracılığı ile Araştırılması 
 

 

Anahtar 

Kelimeler 

Apilarnil,  

İmatinib,  

Karaciğer,  

Böbrek,  

Rat 

Öz: Moleküler hedefli tedavi alanında kullanılan imatinib'in karaciğer ve böbrek yetmezliği de 

dahil olmak üzere ciddi yan etkilere neden olduğu bildirilmiştir. Bununla birlikte, bu alanda sınırlı 

sayıda çalışma olduğu için imatinib kaynaklı karaciğer ve böbrek toksisite mekanizması 

belirsizliğini koruyor. Apilarnil, 3-7 günlük drone larvalarından üretilen doğal bir arı ürünüdür. 

Bu çalışmada, imatinib kaynaklı karaciğer ve böbrek toksisitesi olan sıçanlarda apilarnilin 

etkilerinin biyokimyasal parametreler kullanılarak araştırılması amaçlanmıştır. Deneyde, 35 wistar 

albino sıçan beş gruba ayrıldı (n=7): i) Kontrol, ii) Apilarnil, iii) İmatinib, iv) İmatinib+Apilarnil-

200 ve v) İmatinib+Apilarnil-400. Sıçanlara 14 gün boyunca oral yoldan imatinib (100 mg/kg) ve 

apilarnil (200 ve 400 mg/kg) ile tedavi uygulandı. İmatinib, karaciğer ve böbrek dokularında PI3K, 

AKT ve mTOR düzeylerini düşürürken JAK2 ve STAT3 düzeylerini artırdı. Bununla birlikte, 

tedavi amacıyla verilen apilarnil ise bu değerleri modüle ederek karaciğer ve böbrek dokusunda 

kısmi koruma sağlamıştır. Sonuç olarak, imatinib kaynaklı karaciğer ve böbrek hasarına karşı 

apilarnilin iyileştirici etkilerinin olduğu tespit edilmiştir. 

 

1. INTRODUCTION 

 

Imatinib is one of the current anticancer drugs that is 

considered as a smart drug with antineoplastic effect used 

in the treatment of many types of cancer [1]. Imatinib is a 

selective inhibitor of BCR-ABL tyrosine kinase, mainly 

used in chronic myeloid leukemia, acute lymphoblastic 

leukemia, metastatic or unresectable gastrointestinal 
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stromal tumors [2]. Today, imatinib, which is called a 

smart drug and is frequently used in addition to existing 

chemotherapeutics is considered a crucial example in 

terms of reflecting the importance of molecular targeted 

therapy and perhaps the future of cancer treatment, 

considering its significantly positive side effect profile 

and reliability compared to conventional cytotoxic 

treatments. Although it is frequently preferred due to its 

beneficial effects in the fight against cancer, it can 

commonly cause unwanted side effects such as vomiting, 

diarrhea, muscle pain, headache and rash even in overdose 

or normal dose intake. Severe side effects include fluid 

retention, gastrointestinal bleeding, bone marrow 

suppression, liver problems and heart failure. It has been 

reported that it can cause damage to tissues and organs 

such as testicles, heart, liver and spinal cord, which can be 

considered serious health problems as a result of its use in 

cancer treatments [3-6]. 

 

Apilarnil (bee drone larvae) is a bee product obtained by 

lyophilizing 3-7-day-old male bee larvae and has strong 

antioxidant properties. Apilarnil, which is homogeneous, 

milky, has the consistency of boza, is yellowish gray in 

color and has a bitter taste, is easily adulterated, and is a 

bee product that must be stored in a cold chain in raw form 

or lyophilized [7,8]. It gets its antioxidant properties from 

the vitamins (A, D, C, E, B1, B6, choline etc.), minerals 

(Ca, P, Na, Zn, Mn, Fe, Cu and K) and polyphenols it 

contains. In addition to its rich vitamin and mineral 

content, it contains 66% water, 14.5% carbohydrates, 

4.5% lipids, 13% amino acids and some biologically 

active substances [9]. 

 

In the present study, the effects of apilarnil and imatinib 

use in rats on some biochemical parameters in liver and 

kidney tissues were investigated. 

 

2. MATERIAL AND METHOD 

 

2.1. Drug and Chemicals 

 

Imatinib (Glivec®, 400 mg/tablet) was obtained from 

Novartis Pharmaceuticals (İstanbul, Turkey). Apilarnil 

samples were taken from the honeycomb into falcon tubes 

and immediately stored at -20 °C. Then, for the 

lyophilization process, they were taken to a freezer 

between -20 °C and -80 °C and lyophilization was 

performed by taking them into lyophilized flasks. The 

lyophilized apilarnil was dissolved in water according to 

the experimental protocol and given orally to the rats. 

ELISA kits for mammalian target of rapamycin (mTOR), 

phosphoinositide 3-kinase (PI3K), protein kinase B 

(AKT), janus kinase-2 (JAK2) and signal transducer and 

activator of transcription-3 (STAT3) were obtained from 

Sunred Biological Technology Company (Shangai, 

China).  

 

2.2. Animals 

 

Thirty-five male Wistar albino rats, weighing 250-300 g 

and aged 12-13 weeks, was used in the experiment. The 

rats were obtained from Experimental Research Center, 

Bingol University (Bingol, Turkey). Animals were kept in 

cages in a controlled room, providing a constant 

temperature of 24-25 oC and a twelve (12 h) hour light-

dark cycle (07:00-19:00 light; 19:00-07:00 dark). They 

were provided with access to unlimited amounts of water 

and standard feed. The animal use protocol had been 

approved by the Animal Experimentation Ethics 

Committee of the Bingol University (Protocol No. 2022-

02/01). 

 

2.3. Experimental Procedure 

 

Wistar albino male rats were randomly divided into 5 

groups, with 7 rats in each group. Group I (Control): 

Physiological saline solution was given orally for 14 days. 

Group II (Apilarnil): Apilarnil at a dose of 400 mg/kg 

body weight was dissolved in physiological saline and 

given orally for 14 days [10].  Group III (Imatinib): 

Imatinib was dissolved in physiological saline and given 

orally at a dose of 100 mg/kg for 14 days [11]. Group IV 

(Imatinib + Apilarnil 200 mg/kg): Imatinib was dissolved 

in physiological saline and given orally at a dose of 100 

mg/kg for 14 days. 30 minutes after imatinib application, 

apilarnil was given orally at a dose of 200 mg/kg. Group 

V (Imatinib + Apilarnil 400 mg/kg): Imatinib was 

dissolved in physiological saline and given orally at a 

dose of 100 mg/kg for 14 days. 30 minutes after imatinib 

application, apilarnil was given orally at a dose of 400 

mg/kg. At the end of study period (15th day), the animals 

were sacrificed under mild sevoflurane anesthesia. The 

liver and kidney tissues from rats were evaluated for 

biochemical, analysis. 

 

2.4. Determination of Liver and Kidney Tissues PI3K, 

mTOR, AKT, JAK2 and STAT3 by ELISA Method 

 

Frozen liver and kidney tissues were ground with a tissue 

homogenizer machine (Tissue Lyser II, Qiagen, 

Netherlands) using liquid nitrogen. Then, 100 mg of 

ground liver and kidney tissues for each tissue were 

diluted 1:20 with phosphate buffer (0.1 M, pH 7.4) and 

homogenized with the homogenizer machine. 

Supernatants were prepared by centrifugation at 3500 rpm 

for 15 min. Measurements were performed using ELISA 

kits such as PI3K, mTOR, AKT, JAK2 and STAT3 in 

supernatants obtained from liver and kidney tissues 

according to the manufacturer's instructions and 

expressed as ng/g tissue. 

 

2.5. Statistical Analysis 

 

Biochemical data were analysed with ANOVA using 

SPSS (version 20.0; Chicago, IL). Results were expressed 

as mean ± standard deviation (SD). One-way analysis of 

variance (ANOVA) and Tukey test were used to 

determine the difference and significance levels between 

the groups. p < 0.05 were considered as statistically 

significant. 
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3. RESULTS  

 

3.1. Liver and Kidney PI3K levels 

 

When liver and kidney PI3K levels were analyzed (Figure 

1A and B), it was found that PI3K levels decreased in the 

imatinib group compared to the control group (p<0.05), 

and apilarnil 200 and 400 mg/kg doses administered 

together with imatinib were effective in increasing PI3K 

levels (p<0.05). 

 

 
Figure 1. (A) Effect of oral administration of apilarnil (APL) on liver 
PI3K level in imatinib (IMA) treated rats. (B) Effect of oral 

administration of apilarnil (APL) on kidney PI3K level in imatinib 

(IMA) treated rats. Different letters (a–d) on the columns show a 
statistical difference (p < 0.05). 

 

3.2. Liver and Kidney mTOR levels 

 

When liver and kidney mTOR levels were examined 

(Figure 2A and B), it was found that there was no 

difference between the control and apilarnil groups 

(p>0.05), mTOR levels in the imatinib group decreased 

compared to the control group (p<0.05), apilarnil 200 and 

400 mg/kg doses increased mTOR levels (p<0.05).  

 
Figure 2. (A) Effect of oral administration of apilarnil (APL) on liver 

mTOR level in imatinib (IMA) treated rats. (B) Effect of oral 
administration of apilarnil (APL) on kidney mTOR level in imatinib 

(IMA) treated rats. Different letters (a–d) on the columns show a 

statistical difference (p < 0.05). 
 

3.3. Liver and Kidney AKT levels 

 

It was found that AKT levels in the imatinib group 

decreased compared to the control group (p<0.05), there 

was no difference between the control and apilarnil 

groups (p>0.05), and both doses of apilarnil given 

together with imatinib were effective in increasing AKT 

levels (p<0.05) (Figure 3). 

 

 
Figure 3. (A) Effect of oral administration of apilarnil (APL) on liver 

AKT level in imatinib (IMA) treated rats. (B) Effect of oral 
administration of apilarnil (APL) on kidney AKT level in imatinib 

(IMA) treated rats. Different letters (a–d) on the columns show a 

statistical difference (p < 0.05). 
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3.4. Liver and Kidney JAK2 levels 

 

While there was no difference between control and 

apilarnil group JAK2 levels (p>0.05), JAK2 levels in 

imatinib group incresed compared to control and apilarnil 

groups (p<0.05), JAK2 levels in IMA + APL 200 and 

IMA + APL 400 groups decreased compared to imatinib 

group (p<0.04) (Figure 3). There was no statistical 

difference between the two groups (IMA + APL 200 and 

IMA + APL 400). 

 

 
Figure 4. (A) Effect of oral administration of apilarnil (APL) on liver 

JAK2 level in imatinib (IMA) treated rats. (B) Effect of oral 

administration of apilarnil (APL) on kidney JAK2 level in imatinib 
(IMA) treated rats. Different letters (a–d) on the columns show a 

statistical difference (p < 0.05). 

 

3.5. Liver and Kidney STAT3 levels 

 

When liver and kidney tissue STAT3 levels were 

examined, no difference was found between the control 

and apilarnil groups (p>0.05), STAT3 levels increased in 

the imatinib group compared to the control group 

(p<0.05), and 200 and 400 mg/kg doses of apilarnil given 

together with imatinib were found to be effective in 

reducing STAT3 levels (p<0.05). 

 
Figure 5. (A) Effect of oral administration of apilarnil (APL) on liver 
STAT3 level in imatinib (IMA) treated rats. (B) Effect of oral 

administration of apilarnil (APL) on kidney STAT3 level in imatinib 

(IMA) treated rats. Different letters (a–d) on the columns show a 

statistical difference (p < 0.05). 

4. DISCUSSION AND CONCLUSION 

 

Imatinib is a drug used clinically against chronic myeloid 

leukemia and metastatic gastrointestinal stromal tumors. 

On the other hand, liver and kidney damage are associated 

with imatinib treatment [12, 13]. The current study 

investigated the possible effects of apilarnil against 

imatinib-induced liver and kidney toxicity in male rats 

from a biochemical perspective. 

 

The PI3K/Akt/mTOR pathway is an important 

intracellular signal transduction pathway involved in 

regulating apoptosis, autophagy, cell proliferation, cell 

cycle, metabolism, and angiogenesis through 

communicating with its related downstream and upstream 

molecules [14]. PI3K is classified as type I, type II and 

type III. Among them, type I PI3K is a negative regulator 

of autophagy and its phosphorylation level plays an 

important role in regulating cell proliferation and death. 

AKT plays a role in regulating various signaling pathways 

including cell growth, proliferation, survival, 

chemoresistance and angiogenesis. It is a downstream 

effector of PI3K and an upstream regulatory molecule of 

mTORC1 [15]. The mTOR is a primary regulator with 

significant functions in autophagy and provides negative 

regulation of autophagy. mTOR is a serine/threonine 

kinase that is one of the major regulators of cellular 

functions such as growth, proliferation, and survival. 

While regulating cellular functions, mTOR; regulates 

cellular activities such as protein synthesis, energy 

metabolism, and stress response by bringing together 

different signaling pathways [16]. mTOR is considered an 

important downstream target of the PI3K/Akt pathway 

[15]. Many toxicants induce autophagy and apoptosis by 

downregulating the PI3K/AKT/mTOR pathway or 
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inhibiting mTOR [17]. Additionally, there is evidence 

from previous studies that imatinib inhibits the 

PI3K/AKT/mTOR pathway in various types of cancer 

[18,19]. However, there is no literature information on the 

PI3K/AKT/mTOR pathway regarding the effects of 

imatinib on liver and kidney damage. In this study, PI3K, 

AKT and mTOR levels in liver and kidney tissues were 

decreased by imatinib, while apilarnil given for treatment 

increased these parameters. In various toxicity studies 

conducted with experimental animals, it was reported that 

apilarnil protects liver and kidney tissues due to its 

antioxidant properties [10, 20]. 

 

The JAK2/STAT3 signaling pathway plays a role in 

regulating many important biological processes in the 

body, especially inflammation and oxidative stress. JAK2 

can be activated by phosphorylation and then cause 

downstream STAT3 phosphorylation, which can be 

imported into the nucleus to initiate the expression of 

oxidative stress and inflammation-related genes and 

accentuate the oxidative stress and inflammation reaction 

in the tissue [21]. Activated STAT3 also stabilizes the 

mitochondrial membrane. Moreover, STAT3 is also 

recognized as an anti-apoptotic factor as it regulates 

several apoptosis-related genes such as Bcl-2 and Bcl-xL 

[22]. Previous studies have shown that the JAK2/STAT3 

pathway plays a vital role in both liver and kidney injury 

[21, 23]. In another study, it was reported that low-dose 

imatinib (10 and 20 mg/kg) provided protection by 

reducing JAK2 and STAT3 protein levels in a model of 

ulcerative colitis experimentally induced with acetic acid 

in rats [24]. In this study, it was determined that imatinib 

increased JAK2 and STAT3 levels in liver and kidney 

tissues, while apilarnil given for treatment decreased 

JAK2 and STAT3 levels. There is no information in the 

literature about the relationship between apilarnil and the 

JAK2/STAT3 signaling pathway. However, it is thought 

that apilarnil has a therapeutic effect due to its rich content 

(vitamins, minerals and phenolic compounds). 

 

As a result, it was determined that imatinib decreased 

PI3K, AKT and mTOR levels, increased JAK2 and 

STAT3 levels and triggered apoptosis and autophagy, 

while apilarnil application showed the opposite effect and 

tried to protect the tissues. In the light of the findings 

obtained, it is thought that more comprehensive studies 

are needed to clearly understand whether the use of 

apilarnil in imatinib-induced liver and kidney damage will 

be beneficial. 
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Abstract: Colistin (COL), frequently used for Gram-negative bacteria, may cause pulmonary 

toxicity in a dose-dependent manner. Flavanoid-type antioxidants have started to be used frequently 

against toxicity caused by different chemical agents. Rutin (RUT) is one of the flavanoid-type 

antioxidants. The present study aimed to investigate the effects of RUT in rats with COL-induced 

lung injury using biochemical parameters. In the experiment, 35 Sprague Dawley rats were divided 

into five groups (n=7): Control, RUT, COL, COL+RUT50, and COL+RUT100. It was determined 

that COL increased lung tissue MDA values, decreased SOD, CAT, GPx activities, and GSH 

values, and triggered oxidative stress. COL administration increased NF-B, TNF-α, IL-1β, MPO, 

and COX-2 levels, decreased mTOR levels, increased Beclin-1 levels and accelerated autophagy, 

increased Caspase-3 activity, and induced apoptosis. It was determined that RUT administration 

suppressed oxidative stress, inflammation, autophagy, and apoptosis by reversely regulating all 

these markers and reducing cell damage. The findings showed that the RUT application would be 

useful in COL-induced lung injury. 

 

 

Kolistin ile Akciğer Hasarı Oluşturulan Sprague Dawley Ratlarda Rutin’in Etkilerinin 

Biyokimyasal Parametreler ile Araştırılması 
 

 

Anahtar 

Kelimeler 

Akciğer hasarı,  

Kolistin,  

Oksidatif stres,  

Rutin 

Öz: Gram negatif bakteriler için sıklıkla kullanılan kolistin (COL) doza bağımlı olarak akciğer 

toksisitesinede neden olabilmektedir. Flavanoid türü antioksidanlar farklı kimyasal ajanların neden 

olduğu toksikasyonlara karşı günümüzde oldukça sık kullanılmaya başlamıştır. Rutin (RUT) 

flavanoid türü antioksidanlardan biridir. Sunulan çalışmada COL ile akciğer hasarı geliştirilen 

ratlarda RUT’in etkilerinin biyokimyasal parametreler ile araştırılması amaçlanmıştır. Deneyde 35 

adet Sprague Dawley rat kontrol, RUT, COL, COL+RUT 50 ve COL+RUT100 olmak üzere 5 

gruba (n=7) ayrıldı. COL’ in akciğer dokusu MDA değerlerini artırıp, SOD, CAT, GPx aktiviteleri 

ile GSH değerlerini azalttığı ve oksidatif stresi tetiklediği tespit edildi. COL uygulamasının, 

inflamasyon belirteçlerinden NF- B, TNF-α, IL-1β, MPO ve COX-2 seviyelerini artırdığı, mTOR 

düzeylerinin azalıp ve Beclin-1 seviyelerini yükselterek otofajiyi hızlandırdığı, Kaspaz-3 

aktivitesini artırarak apoptozisi indüklediği saptandı. RUT uygulamasının tüm bu belirteçleri tersine 

regüle ederek oksidatif stres, inflamasyon, otofaji ve apoptosizi baskıladığı ve hücredeki hasarı 

azalttığı belirlendi. Elde edilen bulgular COL kaynaklı akciğer hasarında RUT uygulamasının 

yararlı olacağını gösterdi. 

 

 

1. INTRODUCTION 

 

Antimicrobial resistance (AMR) has become an 

increasingly enormous worldwide health burden [1]. One 

of the most important reasons for this increase is 

inappropriately prescribed antibiotics, which are 

especially prevalent in children. In some developed 

countries, 65-67% of antibiotics used to treat pediatric 

patients are reported to be ineffective and not the right 

choice. In 2017, the World Health Organization (WHO) 

published a list of drug-resistant bacteria (Pseudomonas 

aeruginosa, Acinetobacter baumannii, Escherichia coli, 
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etc.). The aforementioned report suggested exploring 

new treatment options to reduce the number of deaths 

from drug-resistant bacteria [2]. Polymyxin B and E (or 

colistin) is a last-line drug effective in the treatment of 

infections caused by drug-resistant gram-negative 

bacteria (Pseudomonas aeruginosa, Acinetobacter 

baumannii, Klebsiella pneumonia, etc.). [1]. 

 

Colistin (COL) interacts with anionic 

lipopolysaccharides, displacing and neutralizing divalent 

cations (Ca and Mg) in the membrane of gram-negative 

bacteria (GNB). COL has an enormous molecular weight 

cannot easily pass through cell membranes, and is 

primarily distributed in the extracellular space. The 

pharmacokinetics of COL are very variable and have a 

narrow therapeutic window. In the 1980s, the clinical use 

of COL was abandoned due to its heavy side effects, but 

since the drug was effective in AMR, dose adjustment 

was prioritized to reduce side effects instead of banning 

it [3]. High doses cause undesirable clinical side effects, 

including pulmonary, neuro, and nephrotoxicity [1]. 

COL activates caspases 3, 8, and 9. Activation of 

caspases can potentially be triggered by two interacting 

pathways, the mitochondrial pathway (intrinsic) and the 

cell death receptor pathway (extrinsic). Concentration 

and time-dependent activation of all three caspases by 

COL in lung cells suggests that both the death receptor 

and mitochondrial pathways play a role in COL-induced 

apoptosis. [4]. Since 1960, there have been numerous 

reports of COL-induced acute respiratory failure and 

respiratory paralysis [5]. Direct delivery of COL to the 

lung is a promising strategy for pulmonary infection 

treatment, but high localized levels can cause pulmonary 

toxicity [6]. Ahmed et al. [4] reported that the drug 

accumulated at high levels in A549 human lung 

epithelial cells and caused apoptotis. 

 

Flavonoids are natural compounds with many biological 

and pharmacological activities such as anti-

inflammatory, antiotophagic, and antiapoptotic, 

especially antioxidant properties. Research on the 

therapeutic effects of flavonoids against toxic damaging 

agents has been intensified [7, 8]. Flavonoids show 

antioxidant properties significantly by eliminating 

reactive oxygen species (ROS) and reactive nitrogen 

species and also by increasing antioxidant enzyme 

capacity [9]. Rutin (RUT) is a flavone derivative 

composed of the flavonol quercetin and the disaccharide 

rutinose and has the basic activities of flavonoids [10].  

 

RUT is a significant flavonoid with four hydroxyl groups 

and the routineose molecule in its structure, and these 

play a significant role in its biological activity. RUT is 

found in citrus fruits such as grapefruit, orange, lemon, 

and fruits and vegetables such as spinach, onion, and 

apple. In particular, the presence of routineose increases 

the number of active sites of RUT, making it a more 

effective molecule [9,10]. 

 

In the presented study, the potential effects of RUT on 

Sprague Dawley rats with lung injury induced by COL 

were examined in terms of oxidative stress, 

inflammation, apoptosis and autophagic pathway 

markers and possible damage mechanisms were tried to 

be revealed. 

 

2. MATERIAL AND METHODS 

 

2.1. Drug and Chemicals 

 

COL (Colimycin® 150 mg/vial, Koçak Pharma, 

Istanbul, Turkey) was obtained from a local pharmacy. 

RUT (≥ 94%) and other chemicals were of analytical 

purity and purchased from Sigma Chemical Co. (St. 

Louis, MO, USA). ELISA kits for Nuclear factor kappa 

B (NF-B) and  Tumor necrosis factor alpha (TNF-α) 

were obtained from YL Biont (Shangai, China);  

Interleukin 1 beta (IL-1β), Myeloperoxidase (MPO), 

Cyclooxygenase-2  (COX-2), Mammalian target of 

rapamycin (mTOR), Cysteine aspartate specific 

protease-3  (caspase-3) and Beclin-1 were obtained from 

Sunred Biological Technology Company (Shangai, 

China). 

 

2.2. Experimental Animals and Ethics Committee 

Aprproval  

 

Thirty-five male Sprague Dawley rats from Atatürk 

University Animal Experimentation Center were used. 

Animals were kept in clean cages in a controlled room 

with a constant temperature of 24-25 °C and a 12-hour 

dark-light cycle. They were provided with unlimited 

access to water and standard chow. After the rats were 

allowed to rest in their cages for one week and adapted 

to the environment, the experiment was started. The 

ethics committee approval of the study was obtained 

from the Atatürk University Animal Experiments Local 

Ethics Committee with meeting number 2024/02 and 

decision number 34 dated 26.02.2024.   

 

2.3. Experimental Design 

 

In the dose selection of COL and RUT used in the study, 

Çelik et al. [11] were taken as a reference. 

 

The rats were divided into five groups with seven rats in 

each group.   

 

1. Control: 7 days oral and intraperitoneal (i.p.) saline 

was given. 

2. RUT: 100 mg/kg RUT was given orally for seven 

days. 

3. COL: 15 mg/kg COL was given i.p. for seven days. 

4. COL+RUT50: 15 mg/kg COL was given i.p. for seven 

days. 50 mg/kg RUT was given orally for seven days 30 

minutes after COL administration. 

5. COL+RUT100: 15 mg/kg COL was given i.p. for 

seven days. 100 mg/kg RUT was given orally for seven 

days 30 minutes after COL administration. 

 

Twenty-four hours after the last administration (day 8), 

the rats were decapitated under mild sevoflurane 

anesthesia, and lung tissue was removed and stored at -

20oC until biochemical analyses were performed. 
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2.4. Evaluation of Oxidative Stress 

 

Lung tissue was ground using liquid nitrogen (Tissue 

Lyser II, Qiagen). The lung tissues were homogenized in 

a 1:10 (weight/volume) ratio of tissue and 1.15% 

potassium chloride buffer. A portion of the homogenate 

was centrifuged at 10,000 rpm for 20 minutes at 4°C and 

the supernatant was used to measure glutathione 

peroxidase (GPx) activity and glutathione (GSH) level. 

The remaining homogenate was centrifuged at 3500 rpm 

for 15 minutes, and the supernatants were used for 

catalase (CAT), superoxide dismutase (SOD), and 

malondialdehyde (MDA) analysis. Measurements were 

performed as follows; CAT activity was determined by 

Aebi [12], GPx activity by Matkovics [13], SOD activity 

by Sun et al [14], MDA level by Placer et al [15], and 

GSH level by Sedlak and Lindsay [16].  The total protein 

in the homogenate was determined according to the 

Lowry et al. [17] method. 

 

2.5. Determination of Lung Tissue NF-B, TNF-α, 

IL-1β, MPO, COX-2, mTOR, Beclin-1 and Caspase-3 

Levels by ELISA Method 

 

The supernatants were prepared by centrifugation at 

3500 rpm for 15 minutes and analyzed using the ELISA 

kit according to the manufacturer's protocol. 100 mg of 

ground lung tissue was diluted 1:20 with phosphate 

buffer (0.1 M, pH 7.4). The results were calculated using 

the standard graphs of the kits from the absorbance 

values obtained by reading the ELISA plates in a 

microplate reader (Bio-Tek, Winooski, VT, USA).  

 

2.6. Statistical Analysis 

 

One-way analysis of variance (ANOVA) and Tukey post 

hoc test (version 20.0; SPSS, Chicago, IL) was used to 

determine the difference between the groups and the 

significance levels. p<0.05 was considered a significant 

difference. All values were expressed as the mean  

standard error of the mean (SEM). 

 

3. RESULTS  

 

3.1. MDA Levels 

 

When lung tissue MDA levels were examined (Figure 

1A), no difference was found between the control and 

RUT groups (p>0.05), MDA values increased in the 

COL group compared to the control group (p<0.0001), 

and 50 and 100 doses of RUT given together with COL 

were found to be effective in reducing MDA values 

(p<0.0001). 

 

3.2. GSH Levels 

 

It was found that GSH levels in the COL group 

decreased compared to the control group (p<0.0001), 

there was no difference between the control and RUT 

groups (p>0.05), and both doses of RUT given together 

with COL were effective in increasing GSH levels 

(p<0.0001) (Figure 1B). 

 

3.3. GPx Activities 

 

While there was no difference between control and RUT 

group GPx activities (p>0.05), GPx activities in COL 

group decreased compared to control and RUT groups 

(p<0.0001), GPx activities in COL+RUT50 and 

COL+RUT100 groups increased compared to COL 

group (p<0.0001) (Figure 1C). 

 

3.4. SOD Activities 

 

SOD activities in the COL group decreased compared to 

the control and RUT groups (p<0.0001), while both 

doses of RUT treatment increased these activities 

compared to the COL group (p<0.0001) (Figure 1D).  

 

3.5. CAT Activities 

 

When lung tissue CAT activities were examined (Figure 

1E), it was found that there was no difference between 

the control and RUT groups (p>0.05), CAT activities in 

the COL group decreased compared to the control group 

(p<0.0001), RUT 50 doses administered together with 

COL was not effective in increasing the activity 

(p>0.05), and RUT 100 doses increased CAT activity 

(p<0.01). 

 

 
Figure 1. MDA (A), GSH (B) levels and GPx (C), SOD (D), CAT (E) activities in lung tissue after COL and RUT treatments. Different letters (a, b, 
c, d, e) indicate differences between groups (p<0.05). 
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3.6. NF-B Levels 

 

COL group NF-B levels increased (p<0.001) when 

compared with control and RUT groups, and RUT 50 

and 100 doses were effective in decreasing NF- B 

levels (p<0.0001) (Figure 2A). 

 

3.7. TNF-α Levels 

 

While there was no difference between the control and 

RUT groups (p>0.05), TNF-α levels increased in the 

COL group compared to the control group (p<0.0001), 

and 50 and 100 doses of RUT given together with COL 

were effective in reducing TNF-α levels (p<0.0001) 

(Figure 2B). 

 

3.8. IL-1β Levels 

 

When lung tissue IL-1β levels were examined (Figure 

2C), it was determined that there was no difference 

between the control group and the RUT group (p>0.05), 

and IL-1β levels in the COL group increased compared 

to the control and RUT groups (p<0.0001), both doses of 

RUT were effective and decreased IL-1β levels 

(p<0.0001). 

 

3.9. MPO Activities 

 

MPO activity in the COL group increased compared to 

the control and RUT group (p<0.0001), there was no 

difference between the control and RUT group (p>0.05), 

and RUT 50 and 100 doses were effective in decreasing 

the activity (p<0.0001) (Figure 2D). 

 

3.10. COX-2 Activities 

 

While there was no difference between the COX-2 

activities of the control and RUT groups (p>0.05), it was 

determined that COX-2 activity increased in the COL 

group compared to the control group (p<0.0001), while 

COX-2 activity decreased with RUT 50 and 100 

applications (p<0.0001) (Figure 2E). 

 

 
Figure 2. NF-B (A), TNF-α (B), IL-1β (C) levels and MPO (D), COX-2 (E) activities in lung tissue after COL and RUT treatments. Different letters 

(a, b, c, d, e) indicate differences between groups (p<0.05). 
 

3.11. mTOR Levels 

 

When lung tissue mTOR levels were examined (Figure 

3A), it was found that mTOR level decreased in COL-

treated rats compared to the control and RUT groups 

(p<0.0001), and RUT 50 and 100 doses were effective in 

increasing mTOR levels (p<0.0001). 

 

3.13. Beclin-1 Levels 

 

When Beclin-1 levels were analyzed (Figure 3B.), it was 

found that Beclin-1 level increased in the COL group 

compared to the control group (p<0.0001), and RUT 50 

and 100 doses administered together with COL were 

effective in reducing Beclin-1 levels (p<0.0001). 

 

 
Figure 3. mTOR (A) and Beclin-1 (B) levels in lung tissue after COL 
and RUT treatments. Different letters (a, b, c, d, e) indicate differences 

between groups (p<0.05). 

3.14. Caspase-3 activities 

 

When Caspase-3 activity was examined (Figure 4), it 

was determined that there was no difference between the 

control group and the RUT group (p>0.05), the Caspase-

3 activity in the COL group increased compared to the 

control and RUT groups (p<0.0001), both doses of RUT 

were effective in reducing Caspase-3 activity 

(p<0.0001), and there was no difference between RUT 

50 and 100 doses in terms of effect (p>0.05). 

 

 
Figure 4. Caspase-3 activity in lung tissue after COL and RUT 

treatments. Different letters (a, b, c, d, e) indicate differences between 

groups (p<0.05). 
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4. DISCUSSION AND CONCLUSION 

 

COL (polymyxin E) is a glycopeptide antibiotic 

approved for medical use and used as a last resort in 

patients. It is commercially available in the form of COL 

sulfate for topical and oral use and colistimethate sodium 

for parenteral and inhalation use [18]. COL, a cationic 

polypeptide, has a bactericidal effect on multidrug-

resistant GNB and is still one of the few options for the 

treatment of infections caused by GNB. COL is often 

used to treat GNB infections by intramuscular injection. 

In-vivo and in-vitro studies have demonstrated that COL 

use causes pulmonary toxicity, but the molecular 

mechanism underlying this toxicity has not been fully 

elucidated [1]. Therefore, in this study, the effects of 

RUT were investigated by oxidative stress, 

inflammation, apoptotic, and autophagic markers in rats 

with COL-induced lung injury. 

 

Oxidative stress is recognized as one of the most 

important causes of tissue damage. Excessive production 

of ROS due to different reasons causes a decrease in 

antioxidant capacity, and this situation manifests itself as 

oxidative stress [19-21]. ROS produced in excessive 

amounts shape cell damage by affecting many 

macromolecules, especially proteins and lipids, one of 

the most significant components of the cell membrane 

[22, 23]. MDA, the end product of lipid peroxidation, is 

the most important marker of oxidative stress, and 

oxidative stress activates various defense systems in 

cells [24-26]. 

 

Antioxidants interact with unstable molecules such as 

ROS to stabilize them and prevent cell damage [27-29]. 

SOD, CAT, and GPx are at the base of the cellular 

antioxidant defense line. SOD is responsible for the 

scavenging of superoxide radicals, while CAT and GPx 

are responsible for the decomposition of H2O2 into 

water and molecular oxygen. GSH, apart from being the 

substrate of GPx, also helps to maintain the redox state 

in cells [30, 31]. Studies have shown that COL increases 

MDA levels and causes cell damage by decreasing SOD, 

CAT, GPx activities, and GSH levels [1, 11, 32].  In the 

present study, it was determined that MDA levels 

increased, SOD, CAT, GPx activities and GSH levels 

decreased and oxidative stress developed in the cell of 

rats administered COL. It was determined that 50 and 

100 doses of RUT administered together with COL 

protected the cell membrane and integrity by decreasing 

MDA levels, increased SOD, CAT, GPx activities, and 

GSH levels, and protected the cell from damage caused 

by oxidative stress by strengthening the antioxidant 

defense system. Aktaş et al. [33] reported that RUT 

decreased MDA levels by increasing antioxidant enzyme 

activities in lung damage and protected the cell from the 

effects of oxidative stress. 

 

Inflammation, another damage pathway triggered by 

oxidative stress, is an important mechanism that causes 

an increase in lung damage. Increased oxidative stress in 

lung cells also increases the release of inflammatory 

cytokines and chemokines from the lung cells [34]. NF-

κB is one of the transcription factors effective in 

inflammatory damage and regulates the release of pro-

inflammatory cytokines (such as TNF-α, IL-1β, and 

COX-2) [35-37]. ROS have been shown to play a role in 

the activation of pro-inflammatory mediators NF- B 

and TNF-α, which promote tissue inflammation, and it 

has been reported that suppression of NF- B will 

decrease TNF-α and suppress inflammation [37]. In a 

study conducted with different toxic agents, it was 

reported that inflammatory cytokines in lung tissue 

increased via ROS [38]. 

 

MPO, one of the enzymes that is effective in 

inflammation and oxidative stress damage at the cellular 

level, is a heme protein released by leukocytes. Its level 

is considered a reliable biomarker and indicates 

neutrophil infiltration when it increases [39]. In the 

present study, COL administration increased 

inflammation in lung tissue by causing an increase in 

NF-κB, TNF- α, IL -1β, COX-2, and MPO levels, while 

both doses of RUT administered together with COL 

suppressed TNF- α, IL -1β, COX-2 and MPO production 

and decreased inflammation by suppressing NF-κB 

release. In a study on rats, it was revealed that COL 

caused inflammation by increasing the levels of NF-κB, 

TNF- α, and IL -1β [40]. It has been reported that RUT 

has anti-inflammatory properties and reduces 

inflammation increased by chemical agents by 

suppressing cytokine production [7, 9, 41]. 

 

mTOR is a primary regulator with significant functions 

in autophagy and provides negative regulation of 

autophagy. mTOR is a serine/threonine kinase that is one 

of the major regulators of cellular functions such as 

growth, proliferation, and survival. While regulating 

cellular functions, mTOR; regulates cellular activities 

such as protein synthesis, energy metabolism, and stress 

response by bringing together different signaling 

pathways. [42]. Studies have shown that COL suppresses 

mTOR activity and accelerates autophagy [1]. In the 

present study, it was determined that mTOR activity 

decreased in COL-treated rats, while COL and RUT 

administration caused an increase in activity. It has been 

reported in different studies that RUT regulates mTOR 

activity and seriously increases dose-dependent mTOR 

levels [43, 44]. 

 

Autophagy is a program that manifests itself in situations 

such as nutrient, growth factor deficiency, and stress and 

is effective in cellular homeostasis, metabolism, and 

transport of material from the cytoplasm to lysosomes. 

Autophagy also allows cells to recycle nutrients, 

maintain cell energy balance, and break down toxic 

cytoplasmic components [45]. Beclin-1 is one of the 

most significant indicators interested in the autophagic 

process and determines the extent of autophagic damage 

[9]. A study revealed that COL accelerates autophagy by 

increasing Beclin-1 levels in lung tissue [1]. COL was 

also found to increase Beclin-1 levels in different studies 

on rats [2, 45]. In the present study, it was determined 

that COL administration accelerated autophagy by 

increasing Beclin-1 levels in rat lung tissue, while RUT 

administration suppressed autophagy by decreasing 

Beclin-1 levels. Studies have shown that rutin exhibits 
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anti-autophagic properties in organ toxicity models 

developed with different chemicals, suppresses the 

expression of Beclin-1, the most important marker of the 

autophagic pathway, and is effective in protecting the 

cell from autophagy [7, 9, 10].  

 

Apoptosis, also known as programmed cell death, is a 

normal process for the elimination of unwanted cells and 

maintenance of tissue homeostasis [46, 47]. Caspase-3, 

one of the most significant markers of apoptosis, is a 

death protease that is often induced because it increases 

the specific cleavage of many cellular proteins and leads 

to DNA fragmentation, one of the characteristic cellular 

changes of apoptosis [48-50]. Cytokines such as TNF-α 

have also been reported to play a role in triggering 

apoptosis [51]. It has been reported in different studies 

that COL accelerates caspase-3 activity by increasing it 

[52, 53]. In the present study, it was found that caspase-3 

activity increased and apoptosis accelerated in the lung 

tissue of COL-treated rats, and both doses of RUT 

suppressed apoptosis by decreasing this activity. It was 

reported by Gür and Kandemir [54] that RUT suppressed 

apoptosis by decreasing caspase-3 activity in lung tissue. 

In toxicity models developed with different chemicals in 

different organs, it has been reported that rutin exhibits 

antiapoptotic properties, suppresses the apoptotic 

pathway, especially Caspase-3, and protects the cell 

from apoptosis [55- 58]. 

 

As a conclusion, it was determined that COL triggered 

oxidative stress by increasing MDA level and causing a 

decrease in antioxidant enzyme activities and the 

increase in oxidative stress increased apoptosis and 

autophagy, especially inflammation, while RUT 

application showed the opposite effect, and tried to 

protect the cell. In light of the findings obtained, it is 

thought that the use of RUT in COL-induced lung 

damage will be beneficial.  
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Abstract: Copper is a metal that is necessary for the maintenance of biological functions in the all 

living organisms. Although copper is essential for the maintenance of cellular metabolism at low 

concentrations, at high concentrations it can cause toxic effects as it causes (Reactive Oxygen 

Species) ROS formation. In this study, toxicity was induced by CuSO4 (1 mM) in larval and adult 

Drosophila melanogaster. The flies were then treated with maleic acid (MA) (2 mg) and vanillic 

acid (VA) (2 mg). The results showed that Cu toxicity caused a decrease in (Superoxide dismutase) 

SOD, Catalase (CAT), (Glutathione peroxidase) GPx, (Acetylcholinesterase) AChE and 

(Glutathione) GSH levels. There was a significant increase in (Malondialdehyde) MDA levels. 

However, it was found that treatment with MA and VA increased the amounts of SOD, CAT, GPx, 

AChE and GSH and decreased the amount of MDA. These results showed that MA and VA had 

ameliorative effects on ROS and oxidative stress caused by CuSO4. In conclusion, the effects of 

natural compounds on different biological parameters against metal-induced toxicity should be 

evaluated in future studies. 

 

 

Drosophila melanogaster Modelinde Maleik Asit ve Vanilik Asitin Bakır Toksisitesi Üzerine 

Etkilerinin Araştırılması 
 

 

Anahtar 

Kelimeler 

Antioksidan, 

Drosophila, 

Maleik asit, 

Vanilik asit 

Öz: Bakır, tüm canlı organizmaların biyolojik fonksiyonlarının sürdürülmesi için gerekli olan bir 

metaldir. Bakır, düşük konsantrasyonlarda hücresel metabolizmanın sürdürülmesi için gerekli 

olmasına rağmen, yüksek konsantrasyonlarda (Reaktif Oksijen Türleri) ROS oluşumuna neden 

olduğundan toksik etkilere neden olabilir. Bu çalışmada larva ve yetişkin Drosophila 

melanogaster'de CuSO4 (1 mM) ile toksisite oluşturuldu. Sinekler daha sonra maleik asit (MA) (2 

mg) ve vanilik asit (VA) (2 mg) ile işlendi. Sonuçlar Cu toksisitesinin (Süperoksitdismutaz) SOD, 

(Katalaz) CAT, (Glutatyon peroksidaz) GPx, (Asetilkolinesteraz) AChE ve (Glutatyon) GSH 

düzeylerinde azalmaya neden olduğunu gösterdi. (Malondialdehit) MDA düzeylerinde önemli bir 

artış oldu. Ancak MA ve VA tedavisinin SOD, CAT, GPx, AChE ve GSH miktarlarını artırdığı, 

MDA miktarını ise azalttığı belirlendi. Bu sonuçlar MA ve VA'nın CuSO4'ün neden olduğu ROS ve 

oksidatif stres üzerinde iyileştirici etkilere sahip olduğunu gösterdi. Sonuç olarak, gelecekteki 

çalışmalarda metal kaynaklı toksisiteye karşı doğal bileşiklerin farklı biyolojik parametreler 

üzerindeki etkileri değerlendirilmelidir. 

 

 

1. INTRODUCTION 

 

Heavy metals are elements that are frequently used in 

agriculture and industrial areas. Heavy metal pollution 

has reached dangerous levels in more than 5 million sites 

worldwide. Improper management of industrial wastes 

and widespread use of pesticides in agriculture are 

among the most important causes of heavy metal 

pollution [1]. Copper is a metal that is necessary for the 

maintenance of biological functions of all living 

organisms [2]. Although Cu, which is used in many 

areas from construction to transportation, from health to 

cosmetics, is not harmful at low concentrations, 

exposure to high concentrations of Cu can cause toxic 

effects on the living body [3]. Studies have indicated that 

copper concentrations in water and soil are 
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approximately 7 and 50 ppm, and Cu in the atmosphere 

is between 5 and 200 ng/m3. The maximum 

concentration of copper that can be ingested by humans 

has also been determined to be 1.5 mg/L serum [4]. 

Copper metal is essential for the continuity of biological 

reactions of organisms, but more than the permissible 

amount of free copper ions can damage cellular 

structures [5]. Exposure to high levels of copper causes 

oxidative stress, DNA damage and reduced cell 

proliferation [6]. Oxidative stress resulting from Cu 

exposure has also been associated with dysregulation of 

Cu metabolism and neurodegenerative disorders [7]. Cu 

toxicity can affect many other organs, especially the 

liver, as high amounts of Cu in the body accumulate in 

the liver after entering the bloodstream [8,9].  

Phytochemicals may be effective compounds in 

improving oxidative stress [10]. Maleic acid (MA) is an 

organic compound and a dicarboxylic acid. It is found as 

a metabolite in plants [11]. Vanillic acid (VA) is a 

common monohydroxybenzoic acid found in many 

plants and presents antioxidant, anti-inflammatory, anti-

allergy, and anti-diabetes activities [10]. Drosophila 

melanogaster, a fruit fly, is an important model organism 

that can be used to study the molecular mechanisms of 

metal toxicity. In this study, the ameliorative effects of 

maleic and vanillic acids, both phytochemicals, against 

copper toxicity in D. melanogaster were investigated.  

 

2. MATERIAL AND METHOD 

 

2.1. Chemicals 

 

CuSO4 was used as the copper source in this study. All 

chemicals, including maleic acid (MA) and vanillic acid 

(VA), were purchased from Sigma. 

2.2. Animals and Experimental Design 

 

The wild-type Oregon R strain Drosophila culture used 

in the study was purchased from Carolina (172100). 

Under laboratory conditions, flies were fed with standard 

Drosophila medium (SDB) consisting of corn flour, 

agar, sucrose, dry yeast and propionic acid. Flies were 

reared in rooms with a temperature of 25 ± 1 °C and 40-

60% humidity and kept on a 12 h light/12 h dark cycle. 

Third instar larvae obtained from these flies were used in 

all treatments. The larvae were divided into six groups. 

 

Group 1 (Control group): Larvae in this group were 

treated with distilled water. 

Group 2 (Copper group):  Larvae in this group were 

treated with 1 mM Cu+2 solution. 

Group 3 (MA group): Larvae in this group were treated 

with 2 mg/mL MA solution. 

Group 4 (VA group): Larvae in this group were treated 

with 2 mg/mL VA solution. 

Group 5 (MA+ copper group): Larvae in this group 

were treated with 1 mM Cu+2 solution and 2 mg/mL MA 

solution. 

Group 6 (VA+ copper group): Larvae in this group 

were treated with 1 mM Cu+2 solution and 2 mg/mL VA 

solution. 

 

For each treatment, 1.5 g of Formula 4-24® Instant 

Drosophila Medium (Carolina) was wetted with 5 mL of 

test solution. Larvae were collected for analysis 24 hours 

after treatment. In addition, the heads of adult flies 

developed from larvae treated with the test solutions 

were dissected and used to analyze. The experimental 

design is schematized in Figure 1. 

 

 
Figure 1. Schematization of the experimental design in adult flies and larvae 

 

2.3. Determination of Total Glutathione (GSH) 

 

The total GSH level was determined following the 

protocol suggested by Sedlak and Lindsay [12]. GSH 

(mM) level at 412 nm was measured 

spectrophotometrically using the supernatant of 

homogenized fly head and larval samples. 
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2.4. Malondialdehyde (MDA) Formation 

Determination 

 

Lipid peroxidation (LPO) levels in fly head and larval 

homogenates were determined by measuring MDA by 

thiobarbituric acid (TBA) assay [13]. The amount of 

MDA was determined by measuring the absorbance at 

532 nm of a pink colored product formed by reaction 

with TBA [13]. 

 

2.5. Enzyme Activity Assays 

 

Protein content in fly head tissue and larval homogenate 

was measured according to the Bradford method [14]. 

The activities of SOD (EC 1.15.1.1), CAT (EC 1.11.1.6), 

GPx (EC 1.11.1.9) and AChE (EC 3.1.1.7) enzymes 

were determined following the protocol suggested by 

Sun et al., 1988, Aebi et al., 1984, Beutler et al., 1975, 

and Ellman et al., 1961 respectively [15-18]. 

 

2.6. Statistical Analysis 

 

Statistical analysis of the experimental results was 

performed using GraphPad Prism Software version 8.0 

(GraphPad Software, San Diego, CA). Statistical 

comparisons were made by one-way ANOVA and 

Tukey's post-hoc tests.  Symbol expressions are 

presented below: * P < 0.05 (significant); ** P < 0.01 

(highly significant); *** P < 0.001 and **** P < 0.0001 

(highly significant). 

 

3. RESULTS AND DISCUSSION 

 

Copper (Cu) is an essential metal required for the 

maintenance of physiological functions of living 

organisms. Cu is essential for the maintenance of 

metabolic processes and biological functions in living 

organisms, and high levels of Cu in the body can cause 

many adverse effects. Studies have shown that prolonged 

exposure to toxic levels of Cu can cause organ 

dysfunction in humans and animals [19,20]. The 

formation and accumulation of reactive oxygen species 

(ROS) is one of the most important consequences of 

heavy metal exposure [21. ROS interact with biological 

molecules and alter their structure or metabolic activity, 

leading to oxidation of proteins and nucleic acids and 

lipid peroxidation [22]. Antioxidant enzymes and 

compounds are agents that form the first line of cellular 

defense against oxidative damage [23]. Superoxide 

dismutases (SOD), which are antioxidant enzymes, 

provide the conversion of superoxide anions to dioxygen 

and hydrogen peroxide, while catalase (CAT) catalyzes 

the conversion of hydrogen peroxide to water. [24,7]. In 

a study, Drosophila melanogaster was exposed to 0.09 

and 1.2 mg/mL dissolved copper for 7 days. The data 

obtained showed that Cu+2 increased mortality and 

decreased egg production and body size [25]. In a similar 

study, CAT and glutathione activity decreased while 

lipid peroxidation levels increased in flies treated with 

copper sulfate. After treatment with resveratrol (30 or 60 

mg/kg), the antioxidant and anti-inflammatory capacities 

of the flies increased [26]. Copper toxicity can also cause 

locomotor dysfunction in living organisms. One study 

showed that exposure to 1 and 3 mM CuSO4 inhibited 

total AChE activity in D. melanogaster and caused 

impaired climbing ability (negative geotaxis) in adult 

flies [4]. Our study investigated the ameliorating effect 

of maleic acid (MA) and vanillic acid (VA) on CuSO4-

induced copper toxicity in flies. 

 

Maleic acid is a dicarboxylic acid that acts as a fragrance 

agent and pH adjuster in cosmetics; it is used in low 

concentrations in several cosmetic product formulations 

[27]. In a study, the effect of MA on the toxicity caused 

by Cr stress in plants was investigated. The results 

showed that MA reduced oxidative stress by increasing 

the activities of antioxidant defense system enzymes 

inhibited by Cr stress [11]. In a similar study, MA was 

found to affect oxidative stress, lipid peroxidation and 

inflammatory response at the cellular level [28].  When 

the results obtained from our study were examined, it 

was observed that SOD, CAT and GPx activities 

increased significantly in the Cu-treated group, while the 

enzyme activities in the MA-treated group reached a 

level similar to the control. When compared with the Cu 

group, it was determined that the enzyme activities in the 

MA group were close to normal, but the enzyme 

activities in the Cu+2 + MA group were closer to the Cu+2 

group (Figure 2a, 2b, 2c). When the enzyme activity 

changes in adults were examined, it was observed that 

there was a significant increase especially in SOD 

activity in the Cu+2 treated group. In the MA group, 

SOD, CAT and GPx activities approached the control 

(Figure 2e, 2f, 2g). These results showed that MA 

reduced Cu+2-induced radical formation in D. 

melanogaster and improved the antioxidant buffering 

capacity of flies. Acetylcholinesterase enzyme activity is 

an effective and widely used mechanism to assess 

toxicological effects involving the nervous system. In a 

study, it was found that 1mM CuSO4 treatment caused a 

significant inhibition of total AChE activity in flies and 

an impairment in the climbing ability (negative geotaxis) 

of adult flies [4]. In our study, it was observed that 

AChE enzyme activity decreased significantly in the Cu-

treated group in both larval and adult flies, but the 

activity increased with MA treatment and approached 

the control (Figure 2d and 2h). 
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Figure 2. Changes in SOD, CAT, GPx and AChE enzyme activities in larval and adult D. melanogaster treated with maleic acid 

 

Vanillic acid (VA, 4-hydroxy-3-methoxybenzoic acid) is 

an intermediate used in the production of vanillin from 

ferulic acid and is a phenolic derivative of edible plants. 

VA has antimicrobial activity and is an effective 

component in clearing free radicals [23]. When we 

examined the effect of vanillic acid against copper 

toxicity, it was found that SOD, CAT and GPx activities 

increased significantly in the Cu-treated group in larvae. 

In the VA-treated group, these enzyme activities were 

found to be similar to the control. In the Cu+2 and VA 

groups, enzyme activities approached the control (Figure 

3a, 3b and 3c). When the results in adult flies were 

examined, it was found that SOD activity increased 

significantly in the Cu-treated group. It was observed 

that all enzyme activities in VA and Cu+2 + VA group 

reached similar levels with the control. When all the 

results were evaluated together, it was determined that 

VA showed ameliorative effect against Cu toxicity by 

reducing oxidative stress (Figure 3e, 3f, 3g). When the 

change in AChE enzyme activity was examined, it was 

found that AChE activity decreased significantly in both 

larvae and adults in the Cu-treated group and increased 

as a result of VA treatment (Figure 3d and 3h). 

 

 
Figure 3. Changes in SOD, CAT, GPx and AChE enzyme activities in larval and adult D. melanogaster treated with vanillic acid 
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Exposure to toxic levels of Cu also causes peroxidation 

of lipids in membranes, which can damage cellular 

components [3]. In a study, it was found that GSH level 

decreased and MDA level increased in serum and liver 

in rats overloaded with Cu [29]. Reduced glutathione 

(GSH) is a non-enzymatic antioxidant. Decreased GSH 

levels in cells are an indicator of ROS accumulation and 

therefore oxidative stress [30]. In rats exposed to Cu+2 

and CuSO4 for 21 and 42 days, GSH levels decreased 

significantly and triggered oxidative stress [9].  In our 

study, Cu toxicity significantly decreased GSH levels 

and increased MDA levels in both larval and adult flies. 

When the post-treatment results were analyzed, it was 

observed that MA treatment increased GSH levels and 

decreased MDA levels in both larval and adult flies 

(Figure 4). 

 

When we examined the effect of VA on Cu toxicity, it 

was observed that VA treatment increased GSH levels 

and decreased MDA levels in both larval and adult flies 

(Figure 5). The increase in GSH level and decrease in 

MDA level after VA treatment showed that VA may 

reduce the oxidative stress caused by Cu. 

 

 
Figure 4. Changes in GSH and MDA enzyme activities in larval and 

adult D. melanogaster treated with maleic acid 

 

 
Figure 5. Changes in GSH and MDA enzyme activities in larval and 

adult D. melanogaster treated with vanillic acid 

 

4. CONCLUSION 

 

Although Cu metal is essential for the maintenance of 

many biological functions, exposure to high levels of Cu 

can damage cellular components and cause oxidative 

stress. This study showed that MA and VA reduced 

Cu+2-induced radical formation in D. melanogaster and 

improved the antioxidant buffering capacity of flies. MA 

and VA can therefore be used to treat disorders 

involving oxidative stress. However, the concentrations 

of natural compounds, their interactions and their effects 

on different biological parameters against toxicity should 

be evaluated in future studies.  
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Abstract: Friction time is one of the important parameters in friction welding. The effect of 

friction time on the mechanical and microstructural properties of the weld was investigated in the 

friction welding of AISI 304 and AISI 1040 steels. With the enhancement of friction time, the 

temperature at the welding region naturally increased. Increasing the friction time resulted in the 

formation of a stronger weld. The highest tensile strength of 755 MPa was found in the S3 weld 

sample made at the highest friction time of 9 seconds. An increase in the friction time also 

provided a significant increase in the weld tensile elongation. S2 and S3 weld samples were 

broken as ductile during the tensile test, while S1 weld sample was broken as a mixture of brittle 

and ductile. The highest microhardness value of approximately 310 HV was determined at the 

joint area of the S1 weld produced with the lowest friction time. Hardness at the weld interface 

slightly decreased with an increase in the friction time. The weld interface shape changed 

depending on the friction time. 

 

 

Farklı AISI 304 Ve AISI 1040 Çeliklerinin Sürtünme Kaynağının Araştırılması 
 

 

Anahtar 

Kelimeler 

Birleştirme, 

Farklı çelikler, 

Mikroyapı,  

Çekme mukavemeti,  

Mikrosertlik 

Öz: Sürtünme süresi sürtünme kaynağında önemli parametrelerden biridir. AISI 304 ve AISI 

1040 çeliklerinin sürtünme kaynağında sürtünme süresinin kaynağın mekanik ve mikroyapısal 

özelliklerine etkisi araştırıldı. Sürtünme süresinin artmasıyla birlikte kaynak bölgesindeki sıcaklık 

da doğal olarak artmıştır. Sürtünme süresinin artırılması daha sağlam bir kaynak oluşumuyla 

sonuçlandı. En yüksek çekme gerilmesi 9 saniyelik en yüksek sürtünme süresinde yapılan S3 

kaynak numunesinde 755 MPa olarak bulunmuştur. Sürtünme süresindeki artış, kaynağın çekme 

uzamasında da önemli bir artış sağladı. Çekme testi sırasında S2 ve S3 kaynak numuneleri sünek 

olarak kırılırken, S1 kaynak numunesi gevrek ve sünek karışımı olarak kırılmıştır. En düşük 

sürtünme süresiyle üretilen S1 kaynağının birleşim bölgesinde yaklaşık 310 HV ile en yüksek 

mikrosertlik değeri belirlendi. Kaynak arayüzündeki sertlik, sürtünme süresinin artmasıyla 

birlikte hafifçe azalmıştır. Kaynak ara yüzeyinin şekli sürtünme süresine bağlı olarak değişmiştir.  

 

 

1. INTRODUCTION 

 

Friction welding, a solid-state joining technique, 

generates heat through mechanical friction between the 

surfaces of workpieces without the use of external heat. 

When an external force is applied, the workpieces 

deform plastically, allowing materials that are similar or 

dissimilar to be joined without melting. Friction welding 

is a solid-state method as opposed to fusion welding, 

which is a melting process [1]. Since friction welding 

influences a small surface area, less stress, flaws, and 

material loss result, lowering the chance of welding 

problems and material effects [2]. Combining dissimilar 

materials would enable more efficient and economical 

constructions in many applications [3]. Many defects 

such as pores and intermetallic phases that seriously 

affect the weld quality seen in fusion welding techniques 

do not occur in solid-state welding techniques because 
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the materials are welded without melting [4]. Joining 

dissimilar materials via conventional fusion welding 

techniques is not practical because of the production of 

brittle and low melting intermetallics due to 

metallurgical incompatibility, broad melting point 

differences, thermal mismatch, etc. In these kinds of 

circumstances, friction welding is commonly used [5, 6]. 

Friction welding offers significant advantages including 

notable material savings, short manufacturing times, and 

the ability to join different metals or alloys [7]. For 

instance, even completely different AZ31B magnesium 

alloy and AISI 304 stainless steel were reported to be 

successfully welded by the solid-state technique [8, 9]. 

Friction welding parameters (friction time, rotation 

speed, friction pressure, etc.) have a significant effect on 

heat generation, material flow, microstructure, residual 

stress, and weld quality. The impact of each parameter is 

greatly affected by the materials that are joined [1]. 

Balalan and Ekinci [10] investigated the effect of 

rotation speed on the mechanical characteristics of the 

welds of the AISI 1040 parts via the friction welding 

method. They obtained the strongest weld with 400 MPa 

at 1500 rpm. Celik et al. [11] studied the joining of AISI 

304 and AISI 1040 steels by friction welding and 

reported that joint strength is proportional to friction 

pressure and these steels can be reliably joined for 

industrial applications. Paventhan et al. [12] studied 

friction welding of AISI 1040 and AISI 304 steel and 

reported that friction time significantly affects the weld 

strength. Various material combinations such as 

aluminum alloy and magnesium alloy [13], aluminum 

and copper [14], magnesium alloy and stainless steel 

[15], and stainless steel and zinc [16] have been 

successfully joined using the friction welding process. 

 

The impact of friction time, which is an important 

friction welding parameter in joining AISI 304 and AISI 

1040 steels by friction welding, on the weld's mechanical 

and microstructural properties has not been much 

researched. Therefore, in this study, AISI 304 and AISI 

1040 steels which are widely used in many applications 

were combined through the friction welding technique. 

The influence of friction time on macro and 

microstructure, tensile strength, and microhardness were 

investigated.  

 

2. MATERIAL AND METHOD 

 

The chemical composition of the materials produced by 

the cold drawing method used in the experiments is 

given in Table 1, and their mechanical properties are 

presented in Table 2. 
 

Table 1. Chemical compositions of materials (wt.%) 

Materials C Mn Cr S Ni P Mo 

AISI 1040 % 0,37-0,44 0.60-0.90 - 0.050 - 0.040 - 

AISI 304 0,042 1.47 18.25 0.032 8.09 0.032 0.30 

 
Table 2. Mechanical properties of materials 

Materials Yield Strength (MPa) Tensile Strength (MPa) Elongation (%) Microhardness (HV0.3) 

AISI 304 310 616 35 205 203 207 

AISI 1040 361 600 25 149 152 156 

 

The materials were lathe machined to 100x12mm and 

prepared for friction welding. The friction welding 

parameters used are given in Table 3. Friction welding 

processes were done on the continuously driven friction 

welding machine shown in Figure 1. Macro photography 

of welded joints is given in Figure 2. 

 
Table 3. Friction welding variables 

Experiment 

Samples 

Number of 

Revolutions (rpm) 

Friction Pressure 

(da. N/cm2) 

Friction Time (s) Upset Pressure 

(da. N/cm2) 

Upset Time (s) 

S1 2200 30 5 60 6 

S2 2200 30 7 60 6 

S3 2200 30 9 60 6 

 

 
Figure 1. Friction welding process 

 

 
Figure 2. Macro-photograph of the friction welds 

 

After the friction welding process, the tensile strength 

test samples were produced from the welded joints 

according to TS 138 EN 895 the tensile strength test 

standard in Figure 3. Tensile strength tests were carried 

out on INSTRON brand tensile device. Three of each 

sample were subjected to tensile tests. 
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Figure 3. Dimension of the tensile strength test sample 

 

 
Figure 4. Raynger 3i plus infrared temperature measurement device 

 

To detect the microstructures of the welded samples, 

cross-section areas of the welds were sanded with 

sandpapers and then polished. After that, electrolytically 

etched using 47.6% HCl + 47.6% pure water + 4.8% 

NHO3 nitric acid solution. Then optical photographs 

were taken. In the microstructure analysis studies of the 

samples, the chemical content of the phase occurring in 

the weld area was determined by EDS. JEOL JSM6510 

brand scanning electron microscope test device was 

used. To detect the intermetallic compounds formed, X-

ray diffraction patterns (XRD) analysis from the etched 

cross-sectional area was performed using a Rigaku 

Ultima IV brand device. Microhardness measurement 

was carried out to detect the hardness in heat-affected 

zone (HAZ) and weld areas. Microhardness 

measurement was measured on the Vickers 

microhardness device, model THV-1D, by applying a 

load of 300 g and a waiting time of 10 seconds, with 0.5 

mm intervals, as shown in Figure 5. 

 

 
Figure 5. Microhardness measurement taken on the weld cross-section 

 

3. RESULTS AND DISCUSSION 

 

3.1. Measuring the Temperature of The Weld Region 

and Welded Sample Dimensions 

 

Maximum temperatures measured from the welding 

areas are given in Table 4.  As the friction time 

increased, the temperature increased slightly. Therefore, 

the flash material (the amount of material protruding 

from the interface) increased. The demonstration of 

measuring flash dimensions is shown in Figure 6. Flash 

widths and lengths, and length shortenings of the welded 

samples are given in Tables 5 and 6. The temperature at 

the weld region rose with a rise in the friction time, 

resulting in larger flash formation and sample length 

reduction.   

 

 
Figure 6. Flash dimensions 

 
Table 4. Weld area maximum temperature 

Samples Maximum Temperatures (°C) 

S1 980 

S2 1000 

S3 1100 

 
Table 5. Weld samples flash dimensions 

Length Material S1 S2 S3 

Flash Width (mm) AISI 1040 5.01 6.55 7.24 

AISI 304 2.98 3.45 3.90 

Flash Length (mm) AISI 1040 18.87 20.06 20.50 

AISI 304 16.36 17.30 18.27 

 
Table 6. Length reduction amounts of the weld samples 

Samples Shortening in length (mm) 

S1 13.11 

S2 16.15 

S3 17.10 

 

3.2. Metallographic Examination 

 

Figure 7 shows the schematic demonstration of the weld 

cross-section. Four different zones were identified. The 

base material zone, heat-addected zone, deformed zone, 

and extremely deformed zone, which is within the 

deformation zone but shows structural differences. The 

heat-affected, deformed, and extremely deformed areas 

were determined to be larger on the AISI 1040 side. It is 

consistent with the literature that the size of these four 

defined regions varies depending on the process 

parameter [17]. 

 

 
Figure 7. Schematic picture of the joint cross-section in friction 

welded samples 

 

The SEM photograph of AISI 304 austenitic stainless 

steel and the AISI 1040 steel is given in Figure 8. As a 

source of austenitic stainless steel, chromium carbide 

precipitation occurs in some stainless steels such as 18/8 

steel at a temperature in the temperature range of 450-

850 °C. Since 90% of the chromium carbide formed 

consists of Cr by weight, even a very small amount of 

carbon at the grain boundary reduces the chromium level 

around the austenite grain excessively. When the 
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material remains in a corrosive area, corrosion occurs in 

the chromium-weakened grain [12]. 

 

 
Figure 8.  Microstructure SEM photographs of AISI 304 and AISI 
1040 steel 

 

SEM photographs of samples S1-S3, expressing the 

structural change, are shown in Figure 9. Structural 

changes in the weld area in the joints with different 

friction times and the effect of friction time on the 

structural change are seen. It has been observed that the 

width of the extremely deformed region at the weld 

interface in S1 and S2, due to the effect of temperature 

and pressure changes depending on the friction process. 

Microstructure grain quality is enhanced by friction 

welding. But, because of the combined influence of 

mechanical and thermal stresses, grains become thinner 

in the weld zone. It has been determined that the plastic 

deformation of austenitic-stainless steel AISI 304 has no 

effect on the friction welding variables or weld strength 

[18]. Increasing friction time can lead to the expansion 

of the high plastic deformation zone thus resulting in a 

hard zone at the joint interface [19]. Similar weld 

interfaces in Figure 9 were observed in the study of 

joining AISI 304 and AISI 1040 steels via friction 

welding conducted by [11]. 

 

 
Figure 9. Optical and SEM images of samples S1, S2 and S3 

Point EDS elemental analysis image on the weld cross-

section of sample S3 is shown in Figure 10. The 

obtained results are given in Table 7. As can be seen 

from Table 1, the main steel material AISI 1040 contains 

almost no Cr, but AISI 304 contains 18.25 percent by 

weight. As can be seen from Table 7, in region 4, which 

is the weld region close to AISI 1040, there is an 

increase in the Cr rate, and in weld region 5 close to 

AISI 304, there is a decrease in the Cr rate. This is an 

indication of the mixing and diffusing of 304 and 1040 

steels. 

 

 
Figure 10. Point EDS analysis image of Sample S3 

 

Figure 11 shows the XRD results of the S3 weld sample. 

Cr1.35Fe0.52, Cr23C6, Fe3C, and austenite phases were 

detected.  In similar studies [20-23], ferrite, retained 

austenite and chromium (Cr) phases were formed in the 

weld. It is considered that the austenite phase occurs at 

ferrite grain boundaries and within the grain. The 

absence of XRD patterns of other phases such as 

carbides in the weld region means the welding process 

did not provide sufficient time for carbide formation 

[23]. 
 

 
Figure 11. XRD graph of sample S3 

 

 

 

 

S1 
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Table 7. EDS values taken from 7 regions of the S3 sample 

Elt. Line Units 1. AISI 1040 Main Material  2. HAZ 

Area  

3. Deformed 

Area 

4.Weld 

Area 

5. Deformed 

Area 

6. HAZ 

Area 

7. AISI 304 

Main Material 

C Ka wt.% 0.000 0.000 0.000 0.000 0.000 0.000 0.000 

Si Ka wt.% 0.449 1.285 0.503 0.237 0.129 0.594 0.473 

Cr Ka wt.% 0.073 0.097 4.101 10.923 11.165 18.600 18.722 

Mn Ka wt.% 0.675 0.709 1.570 2.432 2.249 1.405 1.461 

Fe Ka wt.% 98.703 97.855 93.483 73.420 85.659 71.428 71.464 

Ni Ka wt.% 0.099 0.054 0.342 2.988 0.798 7.974 7.880 

  wt.% 100.000 100.000 100.000 100.000 100.000 100.000 100.000 

 

3.3. Tensile Strength Test Results 

 

The tensile strength diagram drawn according to the 

results obtained is shown in Figure 12. Sample S3 had 

the highest tensile strength and elongation while S1 had 

the lowest tensile strength and elongation. It has been 

observed that tensile strength and elongation increase 

with the increase in the friction time. The error bars for 

the tensile strength of the welded samples are provided 

in Figure 13. Three tensile tests were performed for each 

sample. Average tensile strengths of 661, 696 and 755 

MPa for S1, S2 and S3, respectively. Celik et al. [11] 

joined AISI 304 and AISI 1040 different steels using 

friction welding and produced the weld with the highest 

tensile strength of an average of 792.4 MPa. Paventhan 

et al. [12] also investigated friction welding AISI 1040 

and AISI 304 steels by optimizing welding parameters of 

friction time, friction pressure, forging pressure, and 

forging time. According to the results obtained, the 

strongest weld with a tensile strength of 543 MPa in 

which 6 s friction time was used. It was also concluded 

that friction time has the most effect on weld strength 

than other welding parameters. 

 

 
Figure 12. Stress-strain curves of S1, S2, S3 welded samples 

 

 
Figure 13. Tensile strength of the welded samples 

 

 
Figure 14. Tensile test broken pictures of samples S1, S2, and S3 

 

When the broken surface photographs sample S1 are 

examined in Figure 15, some dimples and cleavages can 

be seen, meaning a mix of ductile and brittle fracture 

occurred. Tensile strength test broken pictures of 

samples S1, S2, and S3 are shown in Figure 14, it can be 

seen that there is necking in S2 and S3, but almost 

straight fracture perpendicular to the load direction for 

S1. It is evident from Figure 12 and the necking fracture 

in Figure 14 that S2 and S3 fracture ductile. All the 

samples failed from the welded areas. Celik et al. [11] 

examined the friction weld tensile fracture surface of the 

1040 and 304 steels and determined the signs indicating 

brittle and ductile fractures. 

 

 
Figure 14. SEM photos taken from the left, middle, and right sides of 

the tensile fractured surface of sample S1 

 

3.4. Microhardness Test Results 

 

The results of the microhardness tests are given 

graphically in Figure 15. It was observed that the 

hardness value in the AISI 304 heat-affected region 

(HAZ) region decreased. The highest hardness values 

were in the weld areas due to deformation hardening 

with martensite formation upon sudden cooling. The 

hardness in the weld area decreased slightly with 

increasing of friction time. The hardness values at the 

weld zone of welds S1, S2 and S3 were found to be 

approximately 310, 270 and 240 HV, respectively. So, 

the lowest hardness value was obtained in the weld 

sample S3. This is probably due to the S3 having the 

highest friction time and thus heat input resulting in 

softening. Similar results were reported by [24, 25]. 

Higher friction time caused higher heat input. According 

to Ekinci and Balalan [26], higher heat input caused 
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larger grains in the microstructure, leading to softening.  

Celik et al. [11] found that the microhardness of HAZ 

regions was lower compared to the weld zones having 

microhardness values ranging between 210 and 260 HV 

for friction welding of dissimilar AISI 304 and AISI 

1040 steels. The increase in the hardness of the weld 

zone was attributed to the Cr transformation from AISI 

304 to AISI 1040 side, resulting in the formation of 

chromium-carbide by heat. In this study, Cr 

transformation was also seen in Table 7. 

 

 
Figure 15. Microhardness distribution of the samples (S1, S2 and S3) 

on the horizontal axis 

 

4. CONCLUSIONS 

 

In the joining of dissimilar AISI 304 and AISI 1040 

steels by friction welding, 3 different friction times (5, 7 

and 9 seconds) were used and the influence of friction 

time on the mechanical and microstructural properties of 

the weld was determined. Accordingly, 

 

1. It has been found that the surface temperature taken 

from the surface of welded joints increases in 

parallel with the increase of friction time.  

2. The highest tensile stress of 755 MPa was seen in 

the S3 sample having the highest friction time while 

the lowest tensile stress of 661 MPa was determined 

in the S1 sample with the lowest friction time. The 

tensile strength and also elongation of the weld 

increased by increasing friction time. 

3. Microhardness values around 310, 270 and 240 HV 

were reached at the joint areas of S1, S2 and S3 

welds, respectively. 

4. A decrease in the hardness value at the weld 

interface was observed when the friction time was 

increased.  

5. It has been observed that the width and shape of the 

excessively deformed region on both sides of the 

joint interface changed due to the effect of 

temperature and pressure depending on the friction 

time. 

6. S2 and S3 weld samples exhibited a ductile fracture 

during the tensile strength test. However, S1 weld 

sample was broken as a mixture of brittle and 

ductile. 
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Abstract: Plants are important food sources and natural therapeutics, and they are preferred as an 

alternative instead of synthetic medicines with harmful side effects in the treatment of routine 

diseases. Their unique effects are mostly attributed to specific herbal metabolites based on soil, 

climatic, and biogeography. Chenopodium species growing on barren and alkaline soils with 

nitrogen content are important candidates for unique biological effects. Due to their acceptance as 

food and wild, searching the biological activities and knowing the metabolite content are 

important. A series of in vitro biological activity tests were performed to determine the effects of 

Chenopodium spp (Cspp). First, leaf and flower samples were prepared using a Soxhlet device. 

Antioxidant tests including radical scavenging and heavy metal reduction were performed. Their 

phenolic contents were determined by LC-MS/MS to better interpreting the antioxidant results.  

Their inhibitory effects on AChE and BChE were tested and were shown to have quite significant 

total inhibition effect compared to Galantamine used as standard. Finally, their DNA protective 

effects were evaluated. In conclusion, it has been understood that phenolic content and the other 

biological effects are mostly parallel, and the samples have antioxidant effects at acceptable levels 

depending on dose. 
 
 

Fenolik İçeriğine Bağlı Olarak Chenopodium spp’nin DNA Koruma Potansiyeli, Antioksidan 

Etkileri ve Antikolinerjik Değerlendirilmesi 
 
 

Anahtar 

Kelimeler 

Antioksidan, 

DNA koruma, 

İnhibisyon, 

Fenolikler, 

LC-MS/MS 

Öz: Bitkiler önemli besin kaynakları ve doğal terapötiklerdir. Bu nedenle onlar özellikle rutin 

hastalıkların tedavisinde yan etkilere sahip olan sentetik ilaçların yerine alternatif olarak tercih 

edilirler. Bitkilerin özgün etkileri Çoğunlukla büyüdükleri biyocoğrafya, toprak türü ve iklim 

şartlarına bağlı olarak değişebilen bitkisel metabolitlerine atfedilir. Kurak ve nitrojen içeriği bol 

olan topraklarda büyüyen Chenopodium türleri özgün etkiler için önemli adaylardır. Yiyecek veya 

vahşi bitki olarak kabul edilmelerinden dolayı kullanmadan önce onların biyolojik yönden 

araştırılması ve bu etkilerin arkasındaki moleküllerin bilinmesi önem arz eder. Bu çalışmada bu 

türün kendine has biyolojik bazı etkilerini belirlemek amacıyla bir dizi in vitro biyolojik aktivite 

testi gerçekleştirilmiştir. İlk olarak Soxhlet ekstraksiyon aparatı kullanılarak bitkiden yaprak ve 

çiçek örnekleri hazırlanmıştır. Radikal süpürme ve ağır metal indirgeme testlerini içeren 

antioksidan testler gerçekleştirilmiş, ardından elde edinen verileri daha anlamlı hale getirmek 

amacıyla LC-MS/MS ile bitkinin fenolik içeriği belirlenmiştir. Daha sonra örneklerin AChE ve 

BChE enzimleri üzerindeki inhibitör etkileri test edilmiş ve numunelerin standart olarak kullanılan 

galantamine kıyasla önemli inhibisyon etkisi göstermiş olduğu anlaşılmıştır. Son olarak DNA 

koruyucu özellikleri test edilmiştir. Sonuçta, fenolik içerik ile diğer biyolojik etkilerin çoğunlukla 

paralel olduğu ve örneklerin doza bağlı olarak kabul edilebilir düzeyde antioksidan etkilere sahiptir 

 

 

1. INTRODUCTION 

 

The plants grown in wild nature have been our primary 

food for thousands of years and have been used as 

medicine because of pharmaceutical benefits [1, 2]. 

Although access to synthetic medicines with specific 

effects has become easier in today’s pharmacology, 

public awareness about the adverse effects of modern 
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medicines supports the tendency on herbal products in 

the treatment of diseases. Due to their low cost, low 

adverse effects, and known benefits, plants are used by 

approximately 80% of the world's population in the 

treatment of diseases and as the primary nutrition source 

[1, 3, 4]. In parallel with this trend, it is stated that the 

global herbal products market size will gradually 

increase in recent years [5]. Most studies state that the 

beneficial benefits of plants depend on their secondary 

metabolites with low molecular weight [5]. Alkaloids, 

glycosides, amines, steroids, flavonoids, carotenoids, 

xanthophylls, vitamins, tocopherols, phenolic acids, 

flavonoids, and lignans are known as secondary 

metabolites protecting the plants against microbes, 

herbivores, bacteria, insects, and various adverse 

environmental conditions [4, 6-9]. Also, herbal 

molecules, including alkaloids, polyphenols, and 

phytoestrogens, are promising actors for natural nutrition 

and alternative therapy based on biological effects [10]. 

Depending on the pharmaceutical effects of these 

biomolecules, they are essential for investigations that 

focus on the treatment of many diseases such as cancer 

and Alzheimer’s diseases [11, 12]. For this reason, it is 

stated that herbal and natural products should be added 

to the diet regularly, based on the positive relationship 

between diet and health [13]. 

 

The strong relationship between cognitive impairment 

depending on Alzheimer's and neurotransmitters is well 

known [10] and Alzheimer’s disease (AD) is a 

cholinergic dysfunction due to impaired neuronal 

activity and neurotoxicity with amyloid/tau 

proteinopathy  [14]. The cognition and recollection 

processes are known to greatly improve by stabilizing 

acetylcholine concentration via AChE enzyme inhibition 

[14]. Hence, the discovery of acetylcholine regulatory 

agents is great and promising to hold the progression of 

AD. Regarding this, there are some inhibitors used 

pharmaceutically such as tacrine, donepezil, and 

galantamine that are known to cause some undesirable 

side effects [15] and plants can be considered as 

anticholinergic agents. Carcinogenic molecules such as 

H2O2 can cause DNA damage. The damage in DNA has 

been associated with cardiovascular, many 

neurodegenerative diseases, and cancer [16, 17]. Plants 

can influence the fate of DNA through dose-dependent 

beneficial and lethal effects [18, 19]. 

 

The Amaranthaceae family includes 104 genera and 

more than 1400 species [6].  Chenopodium is a member 

of this family and is also known as white crow's feet. 

Chenopodium encompasses numerous species of 

perennial or annual herbaceous flowering plants that can 

be seen in continental climates in many parts of the 

world [12, 20]. Chenopodium spp has a widespread 

growth network and adaptation all over the world [12]. 

They are consumed as food in Northern India, Nepal, 

and Pakistan, as opposed to being considered wild plants 

in North America and Europe. 

 

The limited data on Chenopodium spp (Cspp), its ability 

to survive even under stressful conditions, and the 

possibility of specific secondary metabolite potential 

raises the curiosity to investigate their biological 

activities and unique contents. For this purpose, 

Chenopodium spp (Cspp) was collected from Muş-Varto 

region (latitude and longitude information; 39.1929920 

and 41.4457306) in Turkey, in vitro antioxidant activity, 

some herbal antioxidant contents, anticholinergic effects, 

and DNA protective activity were evaluated in 

Chenopodium spp. extracts. 

 

2. MATERIAL AND METHOD 

 

2.1. Plant Acquisition and Sample Preparation 

 

Chenopodium spp (Cspp) samples were collected during 

the vegetation period and stored as herbarium material in 

Muş Alparslan University, Research Laboratory of 

Technology Research Project Coordination Unit. The 

flower and leaf tissues of the herbarium material were 

separated from each other. Leaf (CsppL) and Flower 

(CsppF) samples were prepared by extraction of tissues 

in ethanol (EtOH) using a Soxhlet apparatus. The 

solvents of stock samples were completely evaporated 

and stored at +4 oC until the experimental phase. The test 

samples with different concentrations were prepared by 

diluting in the same solvent. 

 

2.2. In Vitro Antioxidant Studies 

 

2.2.1. DPPH radical scavenging assay 

 

1,1-Diphenyl 2-picrylhydrazyl (DPPH) radical 

scavenging assay was performed the method of Blois 

[21]. This method is a measurement based on the relative 

scavenging of DPPH radicals in alcohol by hydrogen 

donor molecules such as antioxidants. The absorbance 

values of samples were measured spectrophotometrically 

at 517 nm and different concentrations (15, 30, and 

45mg/mL). Butylated hydroxyanisole (BHA) and 

ascorbic acid (ACS) were used as standard antioxidants. 

DPPH radical scavenging activity (DPPHRSA) was 

calculated using the following equation (Equation 1) and 

Trolox standard curve. 

 

DPPHRSA =
(ABSControl − ABSSample)

(ABSControl)
 (1) 

 

2.2.2. ABTS radical scavenging assay 

 

ABTS radical scavenging activities were determined 

following the method of Wu [22]. According to this, the 

ABTS radical scavenging of a molecule is determined by 

measuring the colorless ABTS solution after the addition 

of the antioxidant molecule to the dark blue ABTS 

radical solution. The samples were prepared at 15, 30, 

and 45mg/mL concentrations and were incubated for 2 

hours. Butylated hydroxyanisole (BHA) and ascorbic 

acid (ACS) were used as standard antioxidants. The 

absorbance values were recorded at 734nm. ABTS 

radical scavenging activity (ABTSRSA) was calculated 

using the following Equation 2 (Equation 2) and the 

Trolox standard curve. 
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ABTSRSA =
(ABSControl − ABSSample)

(ABSControl)
 (2) 

 

2.2.3. CUPRAC assay 

 

Cupric ion reducing power (CUPRAC) assay was 

applied by following the teachings of the method 

proposed by [23].  This test is based on the 

spectrophotometric measurement of cuprous ion (Cu1+) 

with blue color formed by the reduction of cupric ion 

(Cu2+) after the treatment with reductive molecules such 

as antioxidants. The absorbance values of different 

concentrations of the samples were recorded at 450 nm. 

Butylated hydroxyanisole (BHA) and ascorbic acid 

(ACS) were used as standard antioxidants. The Cu2+ 

reducing activity was calculated using the following 

Equation 3 (Equation 3) and the curve of Trolox as a 

reference. The elements in the equation are as follows; 

ABSsample; The absorbance value of sample, Ɛ; Molar 

absorption coefficient of Trolox molecule (16700 L mol-

1.cm-1), VT; Total volume, VS; Sample volume, DF; 

dilution factor, VMS; main sample volume, and m; The 

amount of dry material in the main sample. 

 

CUPRAC =
ABSSample

Ƹ
x

VT

VS

x DF x
VMS

m
 (3) 

 

2.2.4. FRAP assay 

 

The ferric ion (Fe3+) reducing antioxidant power assay 

(FRAP) was performed using the method of Oyaizu [24]. 

FRAP assay is based on reducing capacity of an 

antioxidant to reduce a ferric salt (Fe3+) to ferrous salt 

(Fe2+) with blue color by electron transfer reaction. The 

absorbance values of the samples at 15, 30, and 

45mg/mL concentrations were recorded at 700 nm. 

Butylated hydroxyanisole (BHA) and ascorbic acid 

(ACS) were used as standard antioxidants. FRAP was 

calculated by accepting the Trolox as a reference and 

using following Equation 4 (Equation 4). The elements 

in the equation are as follows; c; sample concentration 

obtained from Trolox standard curve equation, V; 

Sample volume, DF; dilution factor, and m; Dry material 

weight [25]. 

 

FRAP = c x Vx
t

m
 (4) 

 

2.2.5. Iron chelating assay 

 

The iron chelating activity was performed according to 

the basic teachings of the method proposed by Decker,  

Welch [26]. The essence of this method is a measure of 

the binding affinity between a metal ion such as Fe2+ and 

a reagent. Butylated hydroxyanisole (BHA) and ascorbic 

acid (ACS) were used as standard antioxidants. The 

absorbances of the samples at 15, 30, and 45mg/mL 

concentrations were recorded at 562nm and converted to 

concentrations with the help of trolox standard curve, 

and  Fe2+ chelating activity was calculated by following 

Equation 5 (Equation 5). 

 

Fe2+chelating activity =
(ABSControl − ABSSample)

(ABSControl)
 (5) 

 

2.3. Chromatographic Assay 

 

Quantitative phenolic compounds were determined 

chromatographically in LC-MS/MS device (Agilent 

6460 Triple Quadrupole LC-MS/MS (Liquid 

Chromatography-Tandem Mass/Mass Spectrometer, 

Agilent Technologies) equipped with a Zorbax SB-C18 

(4.6x100mm; 3.5 Micron) column). The analyzes were 

performed in Atatürk University, Eastern Anatolia 

Advanced Technologies Research and Application 

Center (DAYTAM) laboratories. The analysis mode is a 

multiple reaction monitoring mode (MRM). The mobile 

phase was filtered with a 0.45 µm Millipore membrane 

filter before loading to LC-MS/MS. Samples were then 

maintained at a concentration level of 5 mg/mL. The 

identification of the samples was done by comparison 

with the standard samples. İnjection volume was studied 

as 5µl and working time was determined as 20 min. 

Solvent A contains 0.1% (v/v) formic acid in water and 

solvent B contains 0.1% (v/v) formic acid in acetonitrile. 
 

Table 1. Order of samples loaded into electrophoresis wells and the component amounts of the samples. 

Well No DNA(µL) H2O2(µL) DMSO(µL) Cspp extract (10µL) Water (µL) 

1 10 - - - 15 

2 10 5 - - 10 

3 10 5 10 - - 

4 10 - 10 - 5 

5 10  - CsppL (0.25 mg/ml) 5 

6 10 5 - CsppL (0.25 mg/ml) - 

7 10  - CsppL (0.5 mg/ml) 5 

8 10 5 - CsppL (0.5 mg/ml) - 

9 10  - CsppL (1 mg/ml) 5 

10 10 5 - CsppL (1 mg/ml) - 

11 10  - CsppF (0.25 mg/ml) 5 

12 10 5 - CsppF (0.25 mg/ml) - 

13 10  - CsppF (0.5 mg/ml) 5 

14 10 5 - CsppF (0.5 mg/ml) - 

15 10  - CsppF (1 mg/ml) 5 

16 10 5 - CsppF (1 mg/ml) - 
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2.4. DNA Protection Assay 

 

DNA protection assay was performed according to the 

method proposed by Siddall [27]. pUC18 plasmid DNA 

was used as mode DNA in the DNA protection assay and 

the protective effects of the samples were tested on. In 

this scope, stock samples were prepared as 200mg/ml by 

dissolving the dry extraction products in ethanol, and by 

diluting the stock samples, fresh samples were prepared 

at 0.25mg/mL, 0.5mg/mL, and 1mg/mL concentrations. 

Electrophoresis samples were incubated at 37 ºC and 

dark for 24 hours before loading. 15 µl from each sample 

were loaded into agarose gel electrophoresis and run at 

40 Volts for 2 hours. The electrophoresis product was 

visualized using the BIORAD ChemiDoc XRS imaging 

system. The component amounts of the electrophoresis 

samples are shown in Table 1. 

 

2.5. Cholinesterase İnhibition Assay 

 

Acetylcholinesterase (AChE) isolated from 

Electrophorus electricus (Electric eel) and 

butyrylcholinesterase (BChE) isolated from equine 

serum were purchased from Sigma- Aldrich (St. Louise, 

MO). Acetylthiocholine iodide (AChI) and 

butyrylcholine iodide (BChI) were used as a substrate, 

and 5′dithiobis - 2 - nitrobenzoic acid (DTNB) were used 

as Ellman's reagent in the measurement of inhibition. 

The inhibitory effects of the samples on AChE and 

BChE were evaluated by following the teachings of the 

spectrophotometric method proposed by [28]. 

Absorbance values showing the inhibition effects were 

recorded at 412 nm at 1 min intervals for 5 min. 

Inhibition effect of each sample were recorded in 3 

replications and calculations were made using the 

averages of these results. %Activity graphs were plotted 

to determine the inhibitory effects of samples and IC50 

values showing inhibition effects of the samples were 

calculated.  

 

2.6. Statistical Analyses 

 

The tests for each study were performed in at least 3 

replicates. All statistical data were represented as Mean 

± Standard Deviation (SD), and p < 0.05 was considered 

significant. In the antioxidant studies, sample results 

were compared statistically with standard results using 

One-way ANOVA followed by Dunnett’s Multiple 

Comparisons Test, and the statistical significance levels 

were represented as follows; P>0.05 (not significant, ns); 

*P<0.05 (significant); **P<0.01 (very significant); 

***P<0.001 and ****P<0.0001 (extremely significant). 

Inhibition values according to the increase in 

concentration were normalized in the range of 0-100, 

and LogIC50, IC50, and R2 values were calculated. In 

addition to this, the band intensities in the results of the 

electrophoresis study were analyzed using the ImageJ 2x 

software for windows. The band density values of the 

samples were statistically compared with the control 

values of the same study, and the stabilization effects of 

the samples on DNA were calculated as a percentage. 

Finally, compatibility between quantitative phenolic 

results and biological activity results was analyzed using 

Spearman’s correlation test. The p values and r values 

showing the direction of the correlation were calculated. 

 

3. RESULTS 

 

3.1.  In vitro antioxidant results 

 

3.1.1. Radical scavenging activities 

 

The scavenging effect of Cspp samples removing the 

half effects of DPPH and ABTS radicals were calculated 

as IC50 values, and the results were evaluated statistically 

(Figure 1 A and D). Trolox Equivalent Antioxidant 

Capacity (TEAC) values of DPPH and ABTS were 

calculated (Figure 1 B and E). In addition, heavy metal 

reduction and radical scavenging capacities were 

expressed as µM TE/g (Figure 1 C and F). IC50 values of 

Cspp samples were detected to be higher than standards 

and TEAC results were determined as lower than 

standards. 

 

3.1.2. Heavy metal reduction activities 

 

Reduction activities of Fe3+ and Cu2+ ions were 

determined using FRAP and CUPRAC methods, 

respectively. The results were shown as IC50, TEAC, and 

µM TE/g (Figure 2). In the FRAP results, the similarity 

of CsppF IC50 values to BHA results was noteworthy. 

However, the IC50 value of CsppL was found to be quite 

high compared to the standards (Figure 2A). Similarly, 

unlike CsppL, it was observed that CsppF TEAC result 

was close to the BHA result (Figure 2B). The CUPRAC 

results clearly show that the samples have a higher IC50 

and lower TEAC results compared to the standards 

(Figure 2D and 2E). Better heavy metal reduction 

activities depend on sample concentrations were 

observed however, the results at the same concentrations 

were weaker than standards (Figure 2C and 2F). The 

iron-chelating activities of Cspp samples were also 

determined. When compared with the results of 

standards, the IC50 values of iron chelation as lower and 

the TEAC values as higher were calculated (Figure 2G 

and 2H). However, interestingly, the iron chelating 

capacities of the samples were detected to be quite close 

to the standards (Figure 2I). 
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Figure 1. Radical scavenging results of the samples A) The IC50 values based on DPPH radical scavenging, B) The TEAC results of DPPH radical 

scavenging using Trolox reference (DPPH•
TEAC), C) DPPH radical scavenging levels based on sample concentration, D) The IC50 values based on 

ABTS radical scavenging, E) The TEAC results of ABTS radical scavenging using Trolox reference (ABTS•+
TEACH), F) ABTS radical scavenging 

levels based on sample concentration. 

 

 
Figure 2. The evaluation of heavy metal eliminations in the samples. A) IC50 values based on Fe3+ reduction, B) TEAC based on FRAP results using 

Trolox reference (FRAPTEAC results), C) Fe3+ reduction levels based on sample concentration, D) IC50 values based Cu2+ reduction, E) TEAC based 
on CUPRAC results using Trolox reference (CUPRACTEAC results), F) Cu2+ reduction levels based on sample concentrations, G) IC50 values based on 

Fe2+ chelating capacity, H) TEAC based on Fe2+ chelating capacity using Trolox reference (ChelatingTEAC results), and I) Fe2+ chelating levels based 

on sample concentration. 

 

3.2. Chromatographic Analysis by LC-MS/MS 

To interpret the antioxidant activities more accurately, 

the phenolic contents of the samples were determined by 

LC-MS/MS. The phenolic content of CsppF sample was 

found to be higher than CsppL sample (11.7199μg/mL 

and 21.3057μg/mL, respectively). Resveratrol as the 

lowest level (0.0004μg/mL and 0.0002μg/mL, 

respectively) and Rosmarinic acid as the highest level 

(7.2489μg/mL and 11.6250μg/mL, respectively) were 

detected in both samples and the concentration of some 

phenolics could not be determined (Table 2). 
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Table 2. LC-MS/MS results showing the phenolic concentrations of CsppL and CsppF as μg/mL 

Phenolics CsppL CsppF Phenolics CsppL CsppF 

4-OH-Benzoic Acid 0.1714 0.3793 Keracyanin Chloride 0.0015 0.0029 

Apigenin 0.0000 0.0000 Luteolin 0.0000 0.0000 

Caffeic Acid 0.0600 0.1801 Myricetin 0.0000 0.0000 

Catechin 0.0000 0.0000 Naringenin 0.0000 0.0000 
Chlorogenic Acid 0.0000 0.0460 Naringin 0.0000 0.3507 

Chrysin 0.0000 0.0000 p-Coumaric Acid 0.0872 0.1813 

Curcumin 0.0000 0.0000 Peonidin-3-o-glucoside 0.0048 0.0036 
Cyanidin-3-o-glucoside 0.0352 0.0357 Pyrogallol 0.0000 0.0000 

Ellagic Acid 0.0000 0.0340 Quercetin 0.1075 0.3373 

Epicatechin 0.2366 0.5592 Quinic Acid 0.0906 0.4604 
Epigallocatechin Gallate 0.0000 0.0000 Resveratrol 0.0004 0.0002 

Ferulic Acid 0.8641 1.8680 Rosmarinic Acid 7.2489 11.625 

Fumaric Acid 1.2148 2.4987 Sinapic Acid 0.0000 0.0000 
Galangin 0.0000 0.0000 Syringic Acid 0.0000 0.0071 

Gallic Acid 0.0000 0.0000 Taxifolin 0.0000 0.0000 

Hesperidin 1.5940 2.7309 Vanillic Acid 0.0015 0.0000 
Isorhamnetin 0.0000 0.0000 Vanillin 0.0014 0.0056 

Total Content in CsppL 11.7199 Total Content in CsppF 21.3057 

 

3.3. Anticholinergic Activity 

 

The inhibition effects of the samples were tested on 

AChE and BChE enzymes and galantamine, known as 

the commercial inhibitor, was used as the standard. It 

was understood from the results that CsppF was detected 

to have more effective inhibition compared to CsppL 

(Figure 3). The samples showed a significantly higher 

inhibitory effect on AChE compared to galantamine 

(Figure 3 A, A1, and A2). However, its inhibitory effect 

on BChE was found to be quite close to galantamine 

(Figure 3 B, B1, and B2). 

 

 
Figure 3. Inhibition effects of standard and samples on AChE and BChE enzymes. A) The inhibition effect of Galantamine on 

AChE, A1) The inhibition effects of CsppL on AChE, A2) The inhibition effects of CsppF on AChE, B) The inhibition effect of 

Galantamine on BChE, B1) The inhibition effects of CsppL on BChE, B2) The inhibition effects of CsppF on BChE. Galantamine 

(GAL) is a well-known inhibitor of AChE and BChE enzymes and was used as a standard inhibitor. 
 

3.4. DNA Protection Activity 

 

The nucleic acid protective effects of Cspp samples were 

tested on pUC18 plasmid DNA. Following the 

treatments given in Table 1, the samples were incubated 

at 36 oC for 24 hours. The samples were then loaded into 

gel electrophoresis and the fate of plasmid DNA was 

visualized (Figure 4). Following 24 hours of incubation, 

the DNA forms disappeared in wells treated with H2O2 

alone and H2O2+DMSO (Figure 4 well 2 and well 3, 

respectively), and plasmid DNA was not affected by 

DMSO alone (Figure 4, well 4). Accordingly, plasmid 

DNA forms were not affected by the different 

concentrations of Cspp samples. Interestingly, form II 

was preserved by the 0.25mg/mL CsppL (Figure 4, well 

6). However, this effect could not be displayed in other 

wells. In conclusion, Cspp could not protect the plasmid 

DNA against the scavenging effect of H2O2, and no 

significant effect on the stabilization of form I and form 

II was also observed when applied alone (Figure 4). 
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Figure 4. Electrophoresis image showing the effect of samples on pUC18 DNA in the environment with H2O2 and H2O2 free. The effect of CsppL 

was visualized in wells 5-10 and the effect of CsppF was visualized in well 11-16. H2O2 free samples were loaded into wells 5, 7, 9, 11, 13 and 15 and 
the samples with H2O2 were loaded into wells 6, 8, 10, 12, 14, and 16. 

 

 
Figure 5. Correlation of biological activities depending on phenolic content in leaf (CsspL) and Flower (CsppF) samples. A) Correlation between 

phenolic content and radical scavenging activities in Cspp samples, B) Radical scavenging activities depending on the phenolic content of the 

samples, C) Heavy metal reduction activities depending on the phenolic content of the samples. (♦); was used as the symbol for phenolic content 
(PC). The x-axis represents the change in phenolic content, and the y-axis represents the change in biological activities. r and p values were shown on 

correlation graphs. The biological changes in each of the 3 graphs was shown with different line graphs. The closeness of r to 1 indicates the same 

directional correlation and the closeness of r to -1 indicates the opposite directional correlation. 

 

3.5. Correlation of Phenolics and Biological Activities  

 

The comparative interpretation of phenolic content and 

biological activities is essential to better understand the 

heavy metal and radical elimination based on phenolics. 

The results of phenolics and biological activities were 

compared by nonparametric Spearman’s correlation test. 

The p and r values were calculated and displayed by a 

line graph (Figure 5). Accordingly, it was generally 

observed that the biological activities of flower samples 

were higher than leaf samples. These results are 

consistent with phenolic contents. However, the opposite 

situation was detected in ABTS radical scavenging 

activity. The band intensities were evaluated using the 

ImageJ 2.0 software program for Windows and these 

values were expressed as % protective activity. 

 

4. DISCUSSION AND CONCLUSION 

 

ROS can be produced by heavy metal accumulation such 

as iron and copper. The high oxidation power of ROS 

affects cell physiology negatively [14, 29, 30]. It is well 

known that excessive ROS has a lethal potential for 

cancerization and some neurodegenerative disease 

formation [14, 17, 31]. Plants are known as good 

regulators to balance the ROS and the heavy metal, and 

the biogeography of the plants is the architect of their 

unique biological character. Feeble antioxidant activities 

were demonstrated compared to the standards (Figure 1 

and Figure 2), and the phenolic results from LC-MS/MS 

supported the antioxidant activity results. Previous 

studies document that herbal samples show lower 

antioxidant activity than commercial antioxidants [32, 

33]. A lower effect is a situation expected compared to 

the commercial pure antioxidants because of the other 

molecules in plants limiting the expected effects. Even if 

their low effects, plants are highly preferred due to the 

lack of side effects and holistic beneficial effects across 

a wide range. A study emphasized that plants have low 

radical scavenging activities but are still considered good 

radical scavengers [34]. In this case, radical scavenging 

and heavy metal reduction activities are at acceptable 

levels. The higher IC50 values and the lower TEAC 

values were calculated in the iron chelating activity 

results. Accordingly, it is possible that the samples may 

be able to chelate Fe2+ effectively depending on the 

incubation time (Figure 2I). Zulfqar [35] stated that 

some Chenopodium species accumulate heavy metals in 

their leaves by absorbing them from the soil and they 

reduce some antioxidant molecules such as carotenoids. 

The results of iron chelation tests support this situation. 

That is, the Chenopodium species may have absorbed the 

iron from the soil, and this may be the reason for the low 

activities observed in antioxidant studies. Low heavy 

metal reduction was observed in FRAP and CUPRAC 

assays. This may be a result of possible chelation in 

plant metabolism using its own secondary metabolites. 

Furthermore, chromatographic results support this data. 

Phenolics known as secondary metabolites have a 

significant role in herbal antioxidant capacity [36] and 

they offer many beneficial effects such as strengthening 

the cellular defense against cancer and Alzheimer's [4, 

10, 14]. Plant biogeography has an impact on their 

unique biological characteristics [37]. Therefore, the 

determination of herbal biological activities is important 

for the development process of alternative therapy. 
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It is known that some Chenopodium species can absorb 

nickel, chromium, and cadmium from soil and 

accumulate in their leaves. Heavy metal accumulation 

may be a reason for the low phenolic amount in plant 

content. The chelation results are consistent with this 

idea. Previous studies emphasizing the high and protein 

in Chenopodium content suggests their nutritional value. 

However, nutrition and biological effects are different 

properties. 
 

Plants may be natural candidates for preventing AD 

formation by neurotransmitter regulation and the 

inhibition of AChE and BChE enzymes. Based on this, 

the inhibition potential of the samples on AChE and 

BChE was tested to reveal their importance in 

Alzheimer’s treatment, and the samples were shown to 

have a higher total inhibition effect on AChE and BChE 

compared to galantamine. Accordingly, the samples may 

be natural and strong inhibitor candidates, however, the 

background of the inhibition may be based on possible 

heavy metal accumulation in the plant body. 

 

Antioxidant activity and chromatography results 

revealed the necessity of investigating the DNA 

protective effects of the samples. DNA protective results 

largely supported the antioxidant activity and phenolic 

contents. Interestingly, form II was preserved by CsppL 

at 0.25mg concentration (Figure 4 well 6). Except for 

this, DNA forms were degraded by H2O2 in all wells. 

Comparative interpretation of biological activity results 

obtained from the different tissues is essential to better 

understand the relationship between phenolic content 

and biological activities. Apart from the chelating 

activity, a general compatibility was observed between 

the phenolic results and the biological activities. The 

chelation effect of the samples is highly similar to the 

standards (Figure 2). This strengthens the possibility of 

using phenolics for chelating purposes. The inverse 

relationship between chelation activity and phenolic 

content could be evidence of this. 

 

In summary, when thinking about the purity of the 

standards, it is clear that the samples showed quite 

sufficient heavy metal reduction and radical scavenging 

activity. Iron chelation results support the possibility of 

heavy metal accumulation in the leaves. That is, rather 

than radical scavenging and heavy metal reduction, this 

result may be assumed as evidence indicating the 

possibility of effective chelation in leaves. That is, the 

low phenolic content may be associated with the use of 

some metabolites such as carotenoids in the heavy metal 

chelation and the high iron chelation results may also be 

proof of this. Based on the study results, the samples can 

be assumed as natural AChE and BChE inhibitors. The 

study data contains valuable data supporting the 

improvements in the treatment of AD with the regulation 

of neurotransmitters. Plants can influence the fate of 

DNA against carcinogenic molecules. low antioxidant 

activity and quantitative phenolic content greatly support 

the DNA protective activity results. Despite the increase 

in sample concentration, decreases in DNA protection 

activity were noticed. This reverse effect in DNA 

protective activity may be related to the predominance of 

toxicity based on metal accumulation and thus the 

masking of antioxidant effects. 
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Abstract: Ship detection and classification in SAR images is an important and active research 

area. It provides effective surveillance by facilitating applications such as surveillance and 

tracking of commercial and military ships. In this study, SAR images were classified using 

Hessian matrix and HOG algorithm. Using the eigenvalues of the Hessian matrix, the angle and 

orientation information of the HOG method was calculated. Thus, distinctive pixel 

characteristics were coded. Our method has obtained desired results in terms of classification 

accuracy. The proposed method achieved 94.50% classification success. 
 

 

Görüntü Histogramları ve Makine Öğrenmesi Yaklaşımı Kullanarak SAR Gemi Tespiti 
 

 

Anahtar 

Kelimeler 

Uzaktan algılama, 

Sentetik 

açıklıklı radar, 

Makine öğrenmesi, 

Özdeğerler 

Öz: SAR görüntülerinde gemi tespiti ve sınıflandırması önemli ve aktif bir araştırma alanıdır. 

Ticari ve askeri gemilerin gözetimi ve takibi gibi uygulamalarda kolaylık sağlayarak etkin 

gözetim imkânı sunar. Bu çalışmada SAR görüntüleri Hessian matrisi ve HOG algoritması 

kullanılarak sınıflandırılmıştır. Hessian matrisinin özdeğerleri kullanılarak HOG yönteminin açı 

ve yönelim bilgisi hesaplanmıştır. Böylece ayırt edici piksel özellikleri kodlanmıştır. 

Yöntemimiz, sınıflandırma doğruluğu açısından istenilen sonuçlar elde etmiştir. Önerilen metot 

%94.50 sınıflandırma başarısı elde etmiştir. 

 

 

1. INTRODUCTION 

 

Ship detection and classification in remote sensing 

images is an important element in maritime surveillance, 

military missions and commercial operations. The main 

purpose of ship detection is to detect the type and 

location of ships in the images. Synthetic aperture radar 

images provide effective images in all weather 

conditions. For this reason, images taken from these 

radars are used extensively in ship detection. Important 

Synthetic Aperture Radar (SAR) satellites such as 

Sentinel-1 and TerraSAR-X provide a wide range of 

SAR data. 

 

Image processing and artificial intelligence methods are 

used effectively in studies detecting ships in SAR 

images. The most basic approach is the Constant False 

Alarm Rate (CFAR) method [1]. The CFAR method 

detects ships with the generated polarization features and 

appropriate statistical models. However, achieving the 

fabrication of handcrafted features that require extensive 

prior knowledge is a key shortcoming of CFAR-based 

methods. Huo et al. [2] use maximally-stable extremal 

region method to detect proper image regions, and 

calculate threshold for detecting ships. The attention-

guided balanced pyramid and the refined detection head 

are combined by Fu et al. [3] to identify ships using an 

anchor-free approach that aims to strike a fair balance 

between speed and accuracy. In order to enhance 

detection performance, Pan et al. [4] look into the ship's 

scattering mechanisms and suggest a unique ship 

detection technique based on the main contribution of 

scattering mechanisms. Liu aet al. [5] proposed an 

optimization filter set to detect ships. They combining a 

polarimetric whitening filter and a polarimetric matched 

filter. Thus the probability of false alarm was reduced. 

 

Successful results have been achieved with the 

traditional feature extraction methods mentioned above. 

In addition, deep learning-based ship detection methods 

have also been developed. The main motivation for 

turning to these methods is the desire to develop 
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methods that do not require hand-crafted feature 

extraction. Gao et al. [6] proposed a dualistic cascade 

convolution neural network to PolSAR image ship 

detection. They used a backbone feature calculation 

architecture by means of parallel cascade architecture. 

Thus robust geometric features and polarization features 

were fused to improve the network performance. Zhu et 

al. [7] developed a hybrid deep neural network 

architecture. Their model consists of a detection 

Network, a duplicate bilateral feature pyramid network, 

and a feature extraction network. Thus they reduced 

redundant model parameters and, they detected the 

small-scale ships. Currently, one difficulty is to maintain 

acceptable generalization performance while using a 

deep CNN model with limited training sets for PolSAR 

target identification and classification. A CenterNet++ 

deep neural network architecture was developed for 

small ship detection [8]. A feature refinement module 

was designed to detecting small ship detection. Complex 

backgrounds were eliminated using feature pyramids and 

discriminative feature of foreground. Efficient results 

have been obtained on AIR-SARShip, SSDD, and SAR-

Ship datasets. To estimate ship velocity, a multitask deep 

learning model has been developed [9]. This study does 

not require prior wake detection to estimate ship speed. 

A dateset including 30000 ship images from Sentinel-1 

SAR scenes has been constructed. Multi-scale features 

need to be extracted to detect ships of different scales. 

This prevents ships of different sizes from being 

overlooked. In a current study, an appropriate solution to 

this problem was developed by designing a Swin 

transformer [10]. In order to address the multi-scale ship 

problem, they offer a cross-level modulated deformable 

convolution (CLMD-Conv) for multi-scale feature 

fusion.  

 

Studies in the literature show that very powerful methods 

have been developed for ship detection. Methods have 

been developed using both deep learning and traditional 

hand-crafted features. It is an easy method to distinguish 

ship areas in SAR images with the help of pixel 

brightness information. However, this simple approach 

does not give good results in the presence of noise and in 

detecting ships of different sizes. In this study, a ship 

detection method has been developed by using both the 

derivative approach and the Histogram Oriented 

Gradient (HOG) approach, which is a hand-crafted 

feature extraction method. The proposed method is an 

expanded and updated version of the study presented as 

an abstract conference paper [11]. By calculating the 

Hessian matrix of SAR images, simple pixel brightness 

changes were encoded. HOG features were calculated 

using the Hessian matrix, allowing ship regions to be 

identified and classified.  

 

This paper is designed as follows: In Section 2, the 

proposed method is presented. The results obtained are 

presented in Section 3. Some conclusions are presented 

in Section 4. 

 

2. THE PROPOSED METHODOLOGY 

 

2.1 Database Construction 

 

There are different SAR ship databases in the literature. 

Developed ship detection and classification methods are 

tested using these databases. In this study, a database of 

10000 images was created using the Copernicus 

OpenAccess Hub [12] database, where SAR images are 

available for sharing free of charge. It is aimed to shed 

light on future studies for the development of new 

solutions by using Earth Observation Satellite Data and 

geospatial Information, which can be obtained free of 

charge from different sources. Images in this database 

are labeled as those with or without ships. In creating the 

database, SAR images were taken from different sea and 

port areas. The following basic steps were followed to 

create a database of images taken from the Sentinel-1 

SAR satellite: 

 

1) The raw SAR images to be obtained have a TIFF 

format. SAR images with TIFF format were 

converted to .jpg file format so that image 

processing and machine learning algorithms can 

work more accurately and interpretably. Thus, 

images can be stored with PASCAL VOC format. 

Geospatial Data Abstraction Library (GDAL) 

library was used to convert images into jpg 

extension files. 

 

2) After the raw SAR images taken from the 

Copernicus OpenAccess Hub database were 

converted to jpg format, the jpeg images, each with 

an average size of 24000x16000, were divided into 

sub-images. Literature research shows that the size 

of subimages can be between 600x600 and 900x900 

pixels. In this study, it is aimed to create sub-images 

of 800x800 size. It has been observed that many 

ship types of different sizes can be expressed with 

sufficient resolution in images of this size. It also 

makes a positive contribution to the computational 

cost. Each sub-image is divided into subparts so that 

there is no overlap. 

 

With the studies carried out, a SAR ship database 

containing 10000 images was created. Sample images in 

the database are given in Figure 1. The images are 

divided into 2 folders: with ships and without ships. 

Thus, the machine learning method will be used for two-

class data. Studies on different database construction 

models are ongoing to label images in the database for 

use in future deep learning-based studies. 
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a b 

  
c d 

Figure 1. SAR ship and sea images, (a-b-c:ship, d:sea) 

 

2.2 The Proposed Model 

 

In this study, a hybrid approach was used to detect ships 

in SAR images. The main purpose of the hybrid 

approach is to extract the distinctive features of pixel 

shadows with different characteristics in images. Figure 

1 shows SAR images containing ships. There is a 

difference in pixel brightness between shadows with and 

without ships. However, small ships can be found in 

some SAR images. In addition, under some imaging 

conditions, the brightness of ships cannot be detected 

sufficiently. In this case, some light reflections in the 

ship area and the background are mixed together. 

Derivative-based approaches give good results in 

distinguishing between light reflections on the sea 

surface and ship brightness. Starting from this point, the 

Hessian matrices of SAR images were calculated and the 

pixel change information was encoded. Based on this 

information, feature vectors of ship objects were 

calculated using the current HOG approach [13]. 

 

The Hessian matrix at the scale of any (x,y) pixel in a 

gray level image I is calculated as follows  [14]: 

 

𝐻𝜎(𝑥, 𝑦) = [
𝐷𝑥𝑥 𝐷𝑥𝑦
𝐷𝑦𝑥 𝐷𝑦𝑦

] = [
𝐼 ∗ 𝐺𝑥𝑥 𝐼 ∗ 𝐺𝑥𝑦
𝐼 ∗ 𝐺𝑥𝑦 𝐼 ∗ 𝐺𝑦𝑦

] 
(1) 

where * shows the convolution operation, 𝐷𝑥𝑥, 𝐷𝑦𝑦, 𝐷𝑥𝑦  
show the second-order derivations of image for the 

horizontal, vertical and diagonal directions, respectively. 

G_xx, G_yy, G_xy shows the Gaussian horizontal, 

vertical and diagonal derivative filters, respectively.  

 

The basic idea in calculating the eigenvalues and 

eigenvectors of the Hessian matrix is to mathematically 

reveal the basic directions and basic curvatures on the 

image surface. Therefore, the local second order 

differential structure of the image should be examined. 

By calculating the eigenvalues of the Hessian matrix, the 

behavior of the pixels in the image and the differential 

relationship of neighboring pixels with each other can be 

analyzed. Because eigenvalues contain the magnitude 

information of the basic change directions in an image. 

The eigenvalues of the Hessian matrix are called 

principal curvatures and are not affected by rotation. The 

eigenvalues of the Hessian matrix are calculated as 

follows: 

 

𝜆 = ±√
(𝐼 ∗ 𝐺𝑥𝑥 − 𝐼 ∗ 𝐺𝑦𝑦)

2

4
+ (𝐼 ∗ 𝐺𝑥𝑦)

2

+
𝐼 ∗ 𝐺𝑥𝑥 − 𝐼 ∗ 𝐺𝑦𝑦

2
 

(2) 

 

where λ shows the eigenvalues of Hessian matrix.  

 

In this paper, eigenvalue information was used instead of 

traditional gradient calculation in the HOG method. 

Gradient orientations and gradient magnitudes of the 

HOG method can be calculated using the 𝜆1  and 𝜆2 
eigenvalues matrices. 

 

In the HOG method, the gradient magnitude is calculated 

as follows [14]: 

 

𝐼𝜃𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 = √(𝜆1)
2 + (𝜆2)

2 (3) 

The gradient orientation of the HOG algorithm is 

calculated using the eigenvalue information as follows: 

 

𝜃 = 𝑡𝑎𝑛−1 (
𝜆2
𝜆1
) 

(4) 

The HOG method is used extensively in object 

recognition problems such as pedestrian detection [13]. 

It was also used in the ship detection problem discussed, 

thus enabling the method to be used in a different field. 

The calculated eigenvalue information was used to 

calculate the gradient orientation bins in the HOG 

method. Histogram labeling was done with 9 different 

angle values. In the next step of the HOG method, 

histogram divisions are defined with the help of 

eigenvalue information. Thus, feature vectors of 1x128 

size of SAR images were calculated. This feature vector 

contributes to the discrimination capacity of the 

classifier. 

 

The artificial neural network was used to classify the 

resulting feature vectors. 80% of the images were used 

as the training set and 20% as the test set. The artificial 

neural network was run 10 times to obtain robust results. 

All experimental studies were carried out in the Matlab 

environment. 

 

3. EXPERIMENTAL RESULTS  

 

In this section, the results of ship classification studies 

obtained using the SAR database created are mentioned. 

Since the developed method was tested on a new 

database, the number of methods used in the comparison 

was limited. The proposed method is compared with the 

original LBP method [15]. The LBP method is used 
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extensively in texture classification. Distinguishing ship 

regions from the background is also a type of texture 

classification problem. At this point, the LBP method 

was used with its original parameters. 

 

Four different performance metrics are used to compare 

the methods. These metrics have been explained as 

follows; 

 

• Accuracy: It is used to express the accuracy percentage 

of the prediction made. It is the ratio of correctly 

predicted values to the sum of all predicted values. 

• Precision: It helps to express how much of the positive 

predictions made are actually positive. Precision is the 

ratio of true positive predictions to all positive 

predictions. 

• Recall: It provides information about how many true 

positive values of the prediction operations resulted 

correctly. 

• F1 Score: It is the harmonic average of precision and 

recall values. 

 

The classification results of the methods are given in 

Table 1. As seen from the results, the proposed hybrid 

approach achieved higher classification results. The 

main reason for this is the use of a hybrid feature 

extraction scheme. In many SAR images, ship regions 

appear as small collections of bright pixels. While 

methods such as LBP interpret these bright regions, they 

fail due to the effects of noise. Because pixel behavior 

should be analyzed in more detail by calculating precise 

statistical properties from images. At this point, a more 

precise feature calculation should be made. In the 

proposed method, these drawbacks are prevented with a 

hybrid approach. By calculating the 

eigenvalue/eigenvector of the image, changes in the 

background were distinguished from the sea surface and 

noise. Even small pixel intensity changes have been 

detected with precise derivative calculations. 

 
Table 1. Classification results (%) 

Method Accuracy Precision Recall F1-score 

LBP method 89.00 88.82 89.05 88.73 

Our proposed method 94.50 94.23 94.98 95.09 

 

These differential calculations were effective in 

improving the object detection success of the HOG 

method. Eigenvalues were used in the gradient and 

orientation calculations of the HOG method. Thus, more 

precise derivative information was used to label the 

histogram regions. The 94.50% classification success 

achieved is satisfactory. However, it is predicted that the 

success of the method will increase, especially by 

eliminating noise components.   

 

4. CONCLUSION 

 

In this study, a new method for ship classification was 

developed using the newly created SAR ship database. 

The developed method used a hybrid approach. An 

effective feature extraction process was performed using 

the second order derivatives of the images. In the feature 

calculation of the HOG method, eigenvalue information 

was used instead of the traditional gradient. Gradient 

magnitudes and orientations calculated with eigenvalues 

increased the success of the HOG method. Thus the 

current HOG method can be used to detect ships in SAR 

images. 

 

It is planned to improve the database with future studies. 

It is also considered to develop more powerful feature 

extraction and classification methods such as deep 

learning. 
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Abstract: Temporary e-mail addresses are e-mail addresses that users can quickly create without 

signing up. These e-mail addresses are useful for privacy and to avoid spam. However, they also 

pose several serious cyber threats, including fraud, spam campaigns, and fake account creation 

In this study, a method utilizing natural language processing and machine learning techniques is 

proposed to classify real and temporary e-mail addresses. First, temporary and real e-mail 

addresses are analyzed, and features are developed to identify the differences between them. 

These features include lexical structures, broad contexts, and structural features of e-mail 

addresses. Various machine learning algorithms were then applied on the resulting feature set to 

differentiate e-mail addresses. The results were evaluated with K-fold cross-validation method 

and an accuracy rate of 96% was obtained. This success rate shows that the developed method 

can successfully distinguish between real and temporary e-mail addresses. 

 

 

Geçici ve Gerçek E-posta Adreslerinin Makine Öğrenme Teknikleriyle Sınıflandırılması  
 

 

Anahtar 

Kelimeler 

E-mail 

sınıflandırma, 

Doğal dil 

işleme, 

Yapay sinir 

ağı, 

Makine 

öğrenmesi  

 

Öz: Geçici e-posta adresleri, kullanıcıların üye olmadan hızlı bir şekilde oluşturabildikleri e-

posta adresleridir. Bu e-posta adresleri gizlilik ve istenmeyen e-postalardan kaçınmak için 

yararlıdır. Fakat bu e-postalar adreslerinin dolandırıcılığa, spam kampanyalarında kullanılma ve 

sahte hesap oluşturmaya kadar bir dizi ciddi siber tehdidi de bulunmaktadır. Bu çalışmada, gerçek 

ve geçici e-posta adreslerini sınıflandırmak için doğal dil işleme ve makine öğrenme 

tekniklerinden yararlanan bir yöntem önerilmiştir. Öncelikle, geçici ve gerçek e-posta adresleri 

analiz edilmiş ve arasındaki farkları belirlemeye yönelik öznitelikler geliştirilmiştir. Bu 

öznitelikler, e-posta adreslerinin leksik yapılarını, geniş bağlamlarını ve yapısal özelliklerini 

içermektedir. Sonrasında elde edilen öznitelik seti üzerinde, çeşitli makine öğrenme algoritmaları 

uygulanmış ve e-posta adresleri ayırt edilmeye çalışılmıştır. Elde edilen sonuçlar, K-katlı çapraz 

doğrulama yöntemiyle değerlendirilmiş ve %96 doğruluk oranı elde edilmiştir. Bu başarı oranı, 

geliştirilen yöntemin gerçek ve geçici e-posta adreslerini başarılı bir şekilde ayırt edebileceğini 

göstermektedir. 

 

1. INTRODUCTION 

 

Temporary e-mail addresses are mainly used for short-

term, anonymous e-mail communication. Such addresses 

are usually valid for periods ranging from a few minutes 

to a few days, after which they automatically disappear. 

Temporary e-mail services allow users to create e-mail 

addresses quickly and without registration. These services 

are often used during online registrations, forums, or 

various downloads over the Internet. In this way, users do 

not risk their personal or business e-mail addresses for 

such temporary activities. They are also widely used to 

avoid spam e-mails and to protect online privacy. 

 

While temporary e-mails are helpful, they also have the 

potential for misuse. For example, some users may use 

such addresses to create multiple accounts, violate terms 

of service, or engage in illegal activities. This can lead to 

security and management challenges for online platforms 

and services. Therefore, detecting and managing 

temporary e-mail addresses has become an important 

issue, especially for businesses and service providers.  
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There are not many arguments that can be used to identify 

temporary e-mail addresses other than their addresses. 

Classification based solely on e-mail addresses seems to 

be a technically simpler process when performed on the 

basis of certain criteria, but it has its own difficulties. 

Although the structure of the addresses is generally 

standardized, it is very difficult to make inferences based 

on features such as the information contained in the 

address and the domain name used. In order to develop a 

good classification algorithm, it is very important to know 

the structure of e-mail addresses. E-mail addresses can be 

structurally divided into two main parts: 

 

1. Local part: The part of the e-mail address that comes 

before the "@" sign. It may contain the user's name, 

alias, or other identifying information. The local part 

may be case-sensitive. 

 

2. Domain part: The part of the e-mail address that 

comes after the "@" sign. This part is usually 

associated with the name of a website 

(example.com, etc.) and is not case-sensitive. The 

domain part includes the Top-Level domain (TLD). 

TLDs located within the domain are used to provide 

more specific addressing. Different sub-domains 

such as ".com", ".edu", and ".gov" can be defined.  

 

The at ("@") and dot (".") Symbols are very important in 

e-mail addresses. The at sign is used to distinguish 

between the local part and the domain part. The dot can 

be used both in the local and domain parts. The dot sign 

is used in the local part to separate different words or 

sections, while in the domain it is used to separate TLDs. 

In addition to the period, signs such as underscore (_) and 

plus (+) can be used in the local part of e-mail addresses. 

However, the use of special characters in the domain part 

is very limited. 

 

There are various studies on e-mail address classification 

in the literature [1], [2], [3], [4]. It was observed that 

Enron and Spam Assassin data sets are used in the 

majority of the studies [5], [6]. Since there is limited 

information about e-mail addresses, it has been observed 

that most of the classification studies have been used with 

the content of the e-mail address. Also, it has been 

observed that in most studies, researchers focus on ham-

spam classification and security analysis (ham-phishing, 

etc.).  

 

Ham-spam e-mail classification is one of the issues that 

has attracted the attention of researchers since long ago. 

The term "ham" means "clean" or "correct" in the context 

of e-mail classification. Many important works have been 

proposed in this area. Nowadays, many models show 

excellent performance with over 90% accuracy. Most of 

the current work is carried out using deep learning-based 

approaches. In particular, Long Short-Term Memory 

(LSTM), which is a type of Recurrent Neural Network 

(RNN), and Transformer-based BERT (Bidirectional 

Encoder Representations from Transformers) approaches 

are widely used [7]. Debnath and Kar obtained 99.14% 

accuracy by using BERT, LSTM, and natural language 

processing (NLP) techniques on the Enron e-mail dataset 

[8]. In their study on the Enron dataset, Krishnamoorthy 

et al. used an LSTM-based hybrid deep learning approach 

and obtained an accuracy rate of approximately 98% [9]. 

AbdulNabi and Yaseen used BERT to demonstrate the 

effectiveness of word embedding in spam e-mail 

classification [10]. In addition to the successful results 

obtained with deep learning techniques, some traditional 

algorithms also give very successful results [2], [11], [12]. 

Dedeturk and Akay proposed a method combining 

logistic regression with artificial bee colony algorithm for 

spam detection [11]. Saidani et al. proposed a two-step 

semantic analysis for e-mail spam analysis [2]. In the first 

step, the categorization of the e-mail is performed; in the 

second step, domain-specific semantic features are 

extracted. 

 

Another important issue on e-mail classification that 

attracts the attention of researchers is the detection of 

phishing attacks. Phishing attacks are a type of cyber-

attack in which hackers aim to mislead users into 

accessing sensitive information. Attackers mostly aim to 

steal important information such as usernames, 

passwords, credit cards. Such attacks are often conducted 

through e-mails that appear legitimate but are malicious. 

Rastenis et al. created a taxonomy of e-mail-based 

phishing attacks [13]. For more detailed information, this 

study can be reviewed. 

 

An analysis of the studies in the literature shows that NLP 

and Machine Learning (ML) techniques have been 

applied to the task of ham-phishing email classification, 

as well as ham-spam classification [3]. Gholampour and 

Verma developed an enriched ham-phishing e-mail 

dataset on different phishing attacks using GPT-2 [14]. 

Kumar et al. developed a hybrid phishing detection 

system combining SVM classification and feature 

extraction [15]. Fang et al. first analyzed the e-mail 

structure and then used a special recurrent convolutional 

neural network model to model e-mails according to their 

features, such as header, body, and character level [16]. 

More details on phishing mail detection using natural 

language processing techniques can be found in the 

review by Salloum et al [17]. 

 

In this study, a model that performs the classification of 

temporary e-mail addresses and real e-mail addresses is 

proposed. Temporary e-mail addresses are services that 

have good features, such as providing anonymity to users, 

but also have the possibility of abuse (violating the terms 

of service or engaging in illegal activities, etc.). Within 

the scope of research, no previous study on this subject 

and no data set has been found in the literature. In the 

study, NLP and ML techniques, which are frequently 

studied by researchers, are utilized. The study's main 

contributions can be summarized as follows: 

 
• A model is proposed to detect temporary e-mail 

addresses using NLP and ML techniques. A hybrid 

approach is followed, and different type of feature 

categories are combined.  

• The impact of different feature types (lexical 

structures, broad contexts and structural features) on 

e-mail address classification is shown. In addition, 
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the effect of different feature pairs on classification 

is also shown. 

• A new dataset that can be used in e-mail 

classification tasks has been produced. When 

building the dataset, care was taken to ensure that the 

e-mail addresses collected were from different 

domains and TLDs. The dataset contains a close 

ratio of temporary and real e-mail addresses. 

 

The article is structured as follows: Section 2 describes 

the material and method used for problem solving. 

Section 3 presents experimental results and comments. 

Finally, Section 4 concludes and makes suggestions for 

future research. 
 

2. MATERIAL AND METHODOLOGY 

 

In this section, firstly, the material on which the presented 

methods are applied is explained, and then the general 

steps of the method are explained in detail. 

 

2.1. Material  

 

There are over 100 different temporary email providers on 

the Internet. These providers usually provide valid email 

addresses for 10 minutes with different domain addresses. 

As a result of the research carried out, a new data set was 

created since there was no publicly available data set on 

this subject before.  For this purpose, e-mail addresses 

were collected from different temporary e-mail address 

providers. Then, verified publicly available email 

addresses were collected. While collecting real email 

addresses, sample addresses were also taken from 

different institutions and organizations, such as 

universities, governments, and e-commerce sites, for a 

fair approach. In order to create a balanced data set while 

collecting email addresses, care was taken to have a close 

number of samples in each class. As a result, statistics 

about the email addresses collected are shown in Table 1. 
 

Table 1. Dataset Statistic 

Real Temporary Total 

719 765 1484 

 

2.2. Methodology 

 

The methodology aims to predict whether the e-mail is 

temporary or real based on combining different features 

extracted from e-mail addresses. The proposed approach 

consists of two main parts: Feature extraction and 

classification. 

 

 

 
Figure 1. Schematic of the proposed system 

 

2.2.1. Feature extraction 

 

In the process of classifying e-mail addresses, the 

strategic use of NLP techniques for feature extraction is 

critical. While deep learning methodologies have 

delivered impressive results in various text analysis and 

processing areas, direct deep learning-based feature 

extraction on specialized and structured data types such as 

e-mail addresses presents significant challenges due to the 

data's limited context and its specific structural properties. 

Therefore, to extract features in the proposed model, 

weighting methods such as Term Frequency-Inverse 

Document Frequency (TF-IDF), which have proven 

successful in text classification and analysis, and spelling 

control techniques such as the Levenshtein distance are 

used to extract meaningful and actionable features from e-

mail addresses.   

 

In this study, traditional NLP techniques have been 

utilized to classify between temporary and real e-mail 

addresses. A hybrid approach that combines different 

types of features has been employed for better 

classification performance. 

 

2.2.1.1. Term frequency-inverse document frequency 

(TF-IDF)  

 

TF-IDF is a statistical method used in text mining and 

information retrieval. It is used to determine the 

importance of a term in a document relative to a corpus. 

TF-IDF is frequently used for NLP tasks such as e-mail 

classification [4], [18], [19]. It comprises two 

components: Term Frequency (TF) and Inverse 

Document Frequency (IDF). 

 

Term Frequency (TF) quantifies the frequency of a term 

in a document relative to the total number of terms in that 

document. It is calculated using the formula:  

 

TF(t, d) =  
Number of occurrences of term t in the document

Total number of terms in the document
 (1) 

 

Inverse Document Frequency (IDF) measures the 

significance of a term across the corpus. It is calculated 

as:  
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IDF(t, D) =  log(
Total number of documents in the corpus

Number of documents containing term 
) (2) 

 

The TF-IDF score is obtained by multiplying the TF and 

IDF scores for each term:  

 

𝑇𝐹-𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) =  𝑇𝐹(𝑡, 𝑑) ×  𝐼𝐷𝐹(𝑡, 𝐷) (3) 

 

In this study, TF-IDF is used to extract features from e-

mail addresses. Before applying TF-IDF, e-mail addresses 

are preprocessed by removing punctuation marks (@, +, 

etc.) to standardize the representation and remove non-

informative characters. In the next step, a character-level 

approach is adopted using 1-2 n-grams. This involves 

breaking the e-mail addresses into substrings of 1 to 2 

characters and computing TF-IDF scores for these 

character n-grams. In this way, it is aimed to capture 

patterns and features in the structure of e-mail addresses 

that may not be noticeable at the word level.  

 

2.2.1.2. Top-level domain features  

 

In an e-mail address, the term "Top-Level Domain" 

(TLD) refers to the last part of the domain name, typically 

following the final dot ("."). This part of the domain name 

provides information about the type or purpose of the 

domain. Common examples of TLDs include ".com", 

".org", ".net", ".gov", and ".edu". For example, ".gov" 

indicates a government organization, ".edu" represents an 

educational institution, and ".org" often denotes a non-

profit organization.  

 

In this study, the most common TLDs in the dataset were 

compiled and the 15 most used TLDs are added to the 

model as attributes.  This process aimed to capture the 

potential influence of TLDs on the classification task. The 

inclusion of TLD-related features enhances the model's 

ability to distinguish between different types of e-mail 

addresses based on their domain structure, thereby 

improving the overall performance of the classification 

system. Table 2 shows the most common TLDs in the e-

mail addresses in the data set. 

 
Table 2. The 15 most mentioned TLDs in the data set. 

No TLDs 

1 .com 

2 .edu 

3 .org 

4 .gov 

5 .bel 

6 .net 

7 .kep 

8 .co 

9 .app 

10 .email 

11 .digital 

12 .info 

13 .site 

14 .xyz 

15 .store 

 

 

 

 

2.2.1.3. Spelling features  

 

Detecting spelling errors in the local and domain parts of 

e-mail addresses can play an important role in 

determining temporary e-mail addresses. Systems that 

provide temporary e-mail addresses often consist of 

domains with irregular structures or generate usernames 

that do not follow spelling rules. Spell checking evaluates 

the meaning and integrity of local or domain domains, and 

the domain names of real and reliable e-mail addresses 

usually have a meaningful and consistent structure. 

 

In this study, the English and Turkish dictionaries of Open 

Office, an open-source application, were used for spell 

checking [20]. The words in the dictionaries were 

compared with the local and domain parts of the e-mail 

addresses and labelled according to their presence in the 

dictionary. Non-matching parts are evaluated with 

Levenshtein distance. 

 

The Levenshtein distance, used to measure the difference 

between two sequences, is a metric announced by V. I. 

Levenshtein in 1965 [21]. It has a wide range of 

applications, including plagiarism detection, spell 

checking, and bioinformatics [22]. The Levenshtein 

distance algorithm attempts to find the minimum number 

of edits required to compare two sequences character by 

character and convert one sequence into the other. It uses 

a dynamic programming technique to calculate the 

distance between sequences of different lengths. 

 

If there are two sequences x and y and the lengths of these 

sequences are m and n respectively, the Levenshtein 

distance (L(x,y)) between the two sequences is calculated 

as follows:   

 

• If both m and n are 0, then L(x,y) = 0. 

• If m is 0 and n is not, L(x,y) is equal to n. 

• Similarly, if n  is 0 and m is not, L(x,y) is equal to 

m. 

• If both m and n are not 0. Their last characters x_(m-

1) and y_(n-1). The Levenshtein distance can be 

calculated by considering the following scenarios: 

 
1. If 𝑥𝑚−1  =  𝑥𝑛−1 , no operation is needed. In this 

case, 𝐿(𝑥, 𝑦)  =  𝐿(𝑥𝑚−2, 𝑦𝑛−2). 

2. If 𝑥𝑚−1 ≠  𝑦𝑛−1, calculate the minimum cost among 

three operations (insertion, deletion, substitution):  

 

a. Insertion:  

 

𝐿(x, 𝑦𝑛−1)  =  𝐿(x, 𝑦𝑛−2)  +  1 (4) 

 

b. Deletion: 

 

𝐿(𝑥𝑚−1, y)  =  𝐿(𝑥𝑚−2, y)  +  1  (5) 

 

c. Substitution: 

 

𝐿(𝑥𝑚−1, 𝑦𝑛−1)  =  𝐿(𝑥𝑚−2, 𝑦𝑛−2)  +  1 (6) 
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This operation is performed as the product of the 

dimensions of the two sequences (mxn). 

 

In this study, for each e-mail address in the dataset, both 

the local and domain parts of the e-mail address are 

checked for spelling separately and the Levenshtein score 

is calculated according to the close values found in the 

dictionaries and a feature vector is created. 

 

2.2.1.4. Handcrafted features  

 

In the context of machine learning and data analytics, the 

term "handcrafted features" refers specifically to features 

designed and selected by human experts from the raw data 

in the dataset.  In this study, five handcrafted features are 

used that are considered to be discriminative in classifying 

temporary and real e-mail addresses:  

 

• Check for punctuation in the local part: This 

feature checks whether the local part of the e-mail 

address contains punctuation (".", "-", "_", etc.). 

When the local parts of both types are compared, it 

is seen that very few punctuation marks are used in 

the local fields of temporary e-mail addresses. 

 

• Number of letters in the local part: This feature 

counts the number of alphabetic characters in the 

local part of the e-mail address. An examination of 

the local parts of temporary and real e-mail 

addresses shows that the number of letters in the 

local parts of temporary e-mail addresses is in most 

cases less than the number of letters in the local parts 

of real e-mail addresses. 

 

• Number of digits in the local part: This feature 

counts the number of digits in the local part of the e-

mail address. Analyses of the local parts of 

temporary and real e-mail addresses show that the 

number of digits in the local parts of temporary e-

mail addresses is in most cases higher than the 

number of digits in the local parts of real e-mail 

addresses. 

 

• Number of punctuation marks in the local and 

domain parts: This feature counts the number of 

punctuation marks in the local and domain parts of 

the email address. Analysis has shown that the 

number of punctuation marks used in temporary e-

mail addresses is lower than the number of 

punctuation marks found in real e-mail addresses. 

 

• Country-code Top Level Domain(ccTLD) 

existence check: ccTLDs are two-letter TLDs that 

represent a specific country or region. This feature 

examines whether the domain part of the e-mail 

address has a country or region representation. In the 

scans, it has been observed that the use of ccTLD in 

temporary e-mail addresses is quite low. 

 

In this study, values are generated for each e-mail address 

in the training and test sets using the five discriminative 

features mentioned above and feature vectors are created 

with the generated values. 

2.2.2. Classifiers 

 

The classifier uses extracted features to classify e-mails as 

transient or real. Depending on the selected feature pairs, 

the classifiers detect temporary e-mails from the input 

data after the training phase. 

 

2.2.2.1. Artificial neural networks (ANNs) 

 

Artificial Neural Networks (ANNs) are an advanced 

machine learning method that excels in processing 

nonlinear data inspired by the human nervous system. 

ANNs operate through two main phases: Forward 

propagation and backward propagation. Forward 

propagation refers to the process by which data moves 

from input to output layers through transformations. The 

process by which the weights and biases of the network 

are adjusted through gradient descent to minimize errors 

between predicted and actual outputs is called backward 

propagation. This cycle repeats until the network's 

performance meets the desired criteria. ANNs' ability to 

learn from data iteratively and model complex 

relationships makes them highly versatile and effective 

for various applications, from pattern recognition to 

predictive modeling. 

 

In the proposed method, a multilayer perceptron (MLP) 

based classifier model is used as the ANN classifier [23]. 

Three hidden layers are identified in the MLP model; 

There are 500 neurons in the first hidden layer, 100 

neurons in the second hidden layer and 50 neurons in the 

third hidden layer. Rectified Linear Unit (ReLU) is used 

as the activation function. Adaptive Moment estimation 

(Adam) is chosen as the optimization algorithm. 

 

2.2.2.2. Support vector machines (SVMs) 

 

Support Vector Machines (SVM) is an ML method for 

classification and regression tasks [24]. SVMs are 

designed to classify data into distinct categories by 

constructing a hyperplane in a high-dimensional space. 

This method hinges on maximizing the margin between 

the hyperplane and the nearest data points from each 

category, known as support vectors. SVM aims to find the 

optimal hyperplane that separates the classes with the 

greatest possible margin. The effectiveness of SVM lies 

in its ability to transform the original feature space into a 

higher dimensional space where a linear separation is 

feasible, thanks to the kernel trick, thereby 

accommodating complex and nonlinear relationships 

between data points. 

 

2.2.2.3. Random forest (RF) 

 

Random Forest (RF) is a powerful ensemble learning 

technique for both classification and regression tasks 

where many decision trees are trained together [25]. 

Based on the concept of bootstrap aggregation (bagging), 

RF improves the decision tree algorithm by creating a 

'forest' of trees where each tree is trained on a random 

subset of data and features, thus reducing variance and 

preventing overfitting. By combining predictions from 

multiple trees, RF can achieve higher accuracy and 
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stability than a single decision tree. RF is frequently used 

in classification problems such as spam detection. 

 

2.2.3. Evaluation metrics 

 

The evaluation metrics such as accuracy, precision, and 

recall values were measured by the proposed method. The 

formula for accuracy, precision and recall were shown in 

equations (7) – (9). 

 

In Equation 7 and the following, TP defines the number 

of instances of correctly classified temporary e-mails, 

while FP defines the number of e-mails that may be 

incorrectly classified as temporary when an e-mail is real. 

TN defines the number of instances of e-mails correctly 

classified as real e-mails. FN refers to the case where an 

e-mail that is actually temporary is mistakenly classified 

as real. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (7) 

 

Precision refers to the ratio of temporary e-mail addresses 

predicted by the model to actual temporary e-mail 

addresses. The precision formula is given in Equation 8. 

A high precision value indicates that the model keeps the 

number of false positives to a minimum and produces 

mostly correct results. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (8) 

 

Recall refers to the rate at which actual temporary e-mail 

addresses are correctly predicted. The Recall formula is 

shown in Equation 9. A high recall value means that the 

model does not miss actual temporary e-mail addresses 

and classifies most of them correctly. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

 
3. EXPERIMENT RESULT 

 

This section presents the experimental studies and 

discussion. The e-mail addresses in the dataset were first 

pre-processed with the techniques described in the 

previous section, and then the features were extracted and 

combined. The performance measurements of the 

proposed model are obtained by using the relations 

between Equations 7-9. The training and test rates were 

set as 70% and 30%, respectively. The training and test 

data of the temporary and real e-mail addresses in the 

dataset were separated according to the K-Fold technique. 

The results are shown in Table 3. 

 
Table 3. Accuracy values of the proposed model according to K Fold 

options. 

Classifier 1 2 3 4 5 Average 

ANN 0.9663 0.9494 0.9730 0.9494 0.9662 0.9609 

SVM 0.9360 0.9495 0.9428 0.9529 0.9392 0.9441 

RF 0.9495 0.9596 0.9394 0.9529 0.9493 0.9501 

 

As shown in Table 3, five different results were obtained 

with the KFold-5 technique and these results were 

averaged. When examined according to average values, it 

is seen that a test accuracy rate of 0.9609 was achieved 

with the ANN technique. It is observed that the most 

successful technique after the ANN technique is the RF 

technique with an accuracy value of 0.9501.  

 

A comparison of the performance of the ANN model 

using various feature sets on the task of ephemeral e-mail 

detection is shown as a heat map in Figure 2. 
 

 
Figure 2. Performance comparison of ANN classification based on 
various feature sets.  

 
When Figure 2 is examined, it shows that the feature sets 

used are effective in distinguishing between temporary 

and real e-mail addresses. When the features are evaluated 

individually, it is observed that the TF-IDF feature 

achieves more successful results compared to others. In 

individual evaluation, the handcrafted features are seen to 

be the most successful single feature after TF-IDF. When 

the features are evaluated in pairs with TF-IDF, it is seen 

that TF-IDF and spelling features (TF-IDF + Spelling) 

complement each other and produce more successful 

results than the others. However, in the three-group 

valuation, the results are not observed to be much 

different from those obtained with TF-IDF and Spelling 

features (TF-IDF + Spelling). 

 

It is seen that the TLDs produces the lowest results in the 

experiments. The reason for this may be the presence of 

TLDs such as ".com" in almost all e-mail addresses. In 

addition, it was observed that the TLD ".edu", which was 

thought to be distinctive in the analyses, is also found in 

some temporary e-mail addresses. This explains the 

reason for the lower success of TLD features. 

 

According to Figure 2, the "All Features" set shows the 

highest performance because it contains the most 

comprehensive information. However, the use of specific 

feature sets, such as TF-IDF and Spelling, may be 

sufficient to achieve nearly similar or better results in 

certain cases. This shows that the success of the 

classification model depends on the quality and relevance 

of the features used.  

 

The accuracy of the proposed method with various feature 

sets and classifiers is shown in Figure 3. While the TF-

IDF feature set has the highest accuracy value when used 

with the ANN model, the RF model shows higher 
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accuracy values in models where TF-IDF is not included. 

It was observed that the TLD feature was the most 

ineffective feature when considered alone, but when 

combined with other features, it improved the results. 

Although the Handcrafted feature set has low accuracy 

values when used with ANN, it is observed that its 

performance improves when used with SVM and RF 

models. 

 

 
Figure 3. Accuracy of temporary e-mail detection with various feature 

vectors and classifiers. 

 

 
Figure 4. Precision of temporary e-mail detection with various feature 
vectors and classifiers  

 
In Figure 4 and Figure 5, the precision and recall values 

of the proposed method are compared for various 

classifiers and feature sets, respectively. When the TF-

IDF feature set is used, the ANN model achieved the 

highest precision and recall values. However, when TF-

IDF and other feature sets (spelling, handcrafted, TLD) 

are used, different machine learning models also gave 

good results. In particular, the “All features” set provided 

the highest precision and recall values for the ANN 

model. When all features set is used, the precision value 

of the ANN model is approximately 0.962, while the 

precision value of the SVM model is approximately 0.945 

and the precision value of the RF model is approximately 

0.951. Similarly, when the all-feature set is used, the recall 

value of the ANN model is approximately 0.960, while 

the recall value of the SVM model is approximately 0.944 

and the recall value of the RF model is approximately 

0.950. 

 

 
Figure 5. Recall of temporary e-mail detection with various feature 

vectors and classifiers 
 

4. CONCLUSION  

 

Temporary e-mail addresses allow users to protect their 

privacy and avoid potentially harmful situations such as 

receiving spam e-mail. However, when misused, they 

bring a number of serious cyber threats ranging from 

cyber security breaches to fraud, spam e-mails, and fake 

account creation. In this study, a method using various 

feature sets and machine learning techniques is proposed 

to classify temporary and real e-mail addresses. As a 

result of the experiments, an accuracy value of 0.9606 was 

obtained for the classification of temporary and real e-

mail addresses, and the performance of different feature 

sets and machine learning models were compared in 

detail.  

 

As a result of the experiments, it is observed that 

especially the TF-IDF feature set and its combinations 

with various feature sets achieve high accuracy rates. In 

particular, the combination of TF-IDF and spelling 

features is found to produce quite adequate results for this 

task.  

 

When a comparison is made on a model basis, it is 

observed that the ANN method mostly performs the best. 

The ability of the ANN model to effectively handle the 

complexities in the dataset and the interactions between 

the features is considered to be an important factor in the 

classification success. The other methods used in the 

experiments, RF and SVM, also obtained competitive 

results, but they were not as successful as ANN. The 

robust structure and high generalization capacity of ANN 

is thought to make it prominent for this type of 

classification problems. 

 

The results obtained from the experiments show that the 

selection of the right feature sets and learning models can 

significantly affect the classification performance. It is 

thought that the findings obtained will contribute to 

research in areas such as the development of e-mail 

classification systems and the improvement of spam 

filtering techniques. Future studies are planned to 

investigate the effectiveness of different feature selection 

techniques and machine learning models in this task. 
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Abstract: The microbial quality of drinking and utility water is important for public health, 

environmental safety, and overall well-being. Contaminated water can harbor harmful 

microorganisms that can cause a wide range of diseases. Governments set standards for the 

microbiological quality of drinking water, and it is required to regularly test and monitor the 

microbial content of water to meet these standards. This study investigated the microbial quality 

of drinking and utility water in different hotels in Antalya during high season (June – July – August 

– September) in 2022 and 2023. 270 water samples for each year – 540 samples in total were 

collected from 12 different hotels. Total coliform and E. coli analyses were performed via 

membrane filtration analysis, and the results were verified by using oxidase test and indole test. 

The results showed that only 1 hotel out of 12 have met the safety criteria required in the 

legislation. All the other 11 hotels had overall microbial counts over the legal limits. In 2022, total 

coliforms were detected in 8 hotels at 29 different sample spots, and E. coli growth was found in 

the water used for washing vegetables only in 1 establishment. In 2023, total coliforms were found 

in 11 hotels at 53 different spots, and E. coli was detected in the samples taken from the ice 

machines at 3 facilities. The results concluded that microbiological contamination occurs in 

drinking and utility water, especially originated from ice machines, in tourism facilities if the 

required hygiene and sanitation criteria are not provided. 
 

 

Antalya’da Bulunan Bazı Otellerdeki İçme ve Kullanma Sularının Mikrobiyal Kalitesi 
 

 

Anahtar 

Kelimeler 

E. coli,  

Toplam koliform,  

Mikrobiyolojik 

su kalitesi,  

Turizm 

işletmeleri,  

Su hijyeni 

Öz: İçme ve kullanma suyunun mikrobiyal kalitesi halk sağlığı, çevre güvenliği ve genel refah 

açısından önemlidir. Kirlenmiş su, çok çeşitli hastalıklara neden olabilecek zararlı 

mikroorganizmaları barındırabilir. Hükümetler içme suyunun mikrobiyolojik kalitesine ilişkin 

standartlar belirlemiştir ve bu standartları karşılamak için suyun mikrobiyal içeriğinin düzenli 

olarak test edilmesi ve izlenmesi gerekmektedir. Bu çalışmada, 2022 ve 2023 yıllarında 

Antalya'daki farklı otellerde yoğun sezonda (Haziran – Temmuz – Ağustos – Eylül) içme ve 

kullanma suyunun mikrobiyal kalitesi araştırılmıştır. Her yıl için 270 su örneği – 12 farklı otelden 

toplam 540 örnek toplanmış, membran filtrasyon analizi ile toplam koliform ve E. coli analizleri 

yapıldıktan sonra sonuçlar oksidaz testi ve indol testi kullanılarak doğrulanmıştır. Sonuçlar, 12 

otelden yalnızca 1'inin mevzuatın gerektirdiği güvenlik kriterlerini karşıladığını göstermiştir. 

Diğer 11 otelin tamamında genel mikrobiyal sayımlar yasal limitlerin üzerinde çıkmıştır. 2022 

yılında 8 otelde 29 farklı numune noktasında toplam koliform tespit edilirken, sadece 1 işletmede 

sebze yıkamada kullanılan suda E. coli üremesine rastlanmıştır. 2023 yılında 11 otelde 53 farklı 

noktada toplam koliformlara rastlanırken, 3 tesisteki buz makinelerinden alınan numunelerde E. 

coli tespit edilmiştir. Sonuç olarak, turizm tesislerinde gerekli hijyen ve sanitasyon kriterlerinin 

sağlanmaması durumunda, içme ve kullanma sularında özellikle buz makinelerinden kaynaklanan 

mikrobiyolojik kirlenmelerin meydana geldiği sonucuna varılmıştır. 
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1. INTRODUCTION 

 

Water is a vital resource for humans, but its quality is 

often compromised by microbial contamination. The 

microbiological quality of drinking and utility water is a 

significant public health concern globally, as 

contaminated water can lead to various waterborne 

diseases and associated mortality [1, 2]. Vulnerable 

populations, including the elderly, immunocompromised 

individuals, and infants, are at higher risk of severe 

outcomes from waterborne infections. 

 

According to Turkish regulations, drinking and utility 

water is defined as “water that is generally used for 

drinking, cooking, cleaning and other domestic purposes; 

and for the preparation, processing, storage and marketing 

of foodstuffs and other products intended for human 

consumption; regardless of its origin, whether in its 

original or treated form, whether supplied from the spring 

or from the distribution network; and is not offered for 

sale for commercial purposes” [3]. 

 

Coliforms and fecal coliforms are key indicators used in 

the monitoring of water quality. Their presence signals 

potential contamination and the risk of waterborne 

disease, prompting necessary actions to protect public 

health. By serving as early warning indicators, these 

bacteria help ensure that water supplies remain safe for 

consumption and recreational use. Total coliforms are 

used as an initial screening tool in water quality testing 

because they can be easily detected [2, 4]. If total 

coliforms are detected, further testing is usually 

conducted to determine the presence of fecal coliforms or 

other specific pathogens. Fecal coliforms are a subset of 

the total coliform group, specifically originating from the 

intestines of warm-blooded animals, including humans 

[4]. They are more specific indicators of fecal 

contamination than total coliforms. The most well-known 

fecal coliform is Escherichia coli (E. coli), which is used 

as a primary indicator of fecal pollution. The presence of 

coliforms, and especially fecal coliforms, in water is a 

significant public health concern. It indicates the potential 

for waterborne diseases, such as diarrhea, cholera, typhoid 

fever, and hepatitis, which are caused by pathogens that 

may be present in fecal matter [1, 2, 4]. The multiple-tube 

fermentation (MTF), a.k.a. most probable number (MPN), 

and membrane filtration (MF) methods are the popular 

reference methods used for monitoring the quality of 

drinking water. MTF requires 3 to 4 days while MF 

provides results just after 24 hours [2, 5]. 

 

Membrane filtration analysis is a widely used method for 

detecting and quantifying microorganisms, particularly 

bacteria, in drinking and utility water samples. It is 

commonly used in routine water quality monitoring, 

particularly for detecting indicator bacteria such as total 

coliforms and E. coli. These bacteria are indicators of 

fecal contamination and are used to assess the safety of 

drinking water. This method is based on membrane 

filtration followed by culture on a chromogenic coliform 

agar (CCA) medium and counting the number of the 

colonies of target organisms in the sample [2, 5]. 

Antalya is one of the biggest and busiest cities in Türkiye, 

which maintains its vitality in all four seasons and has 

many tourism facilities. Antalya is the 5th most visited 

city in the world according to the statistics and has long 

been a popular beach travel destination [6]. So the city 

welcomes domestic and international visitors more than 

ten times its own population throughout summer season, 

resulting in overcrowded tourism facilities. The objective 

of this study was to investigate the microbial quality of 

drinking and utility water in different hotels in Antalya 

during high season. 

 

 2. MATERIAL AND METHOD 

 

For this study, drinking and utility water samples were 

collected from 12 different hotels which were selected 

from different districts of Antalya. One of the hotels was 

in Manavgat, 2 were in Side, 3 were in Türkler, 1 was in 

Avsallar, 3 were in Konaklı, and the remaining 3 hotels 

were in Alanya. The capacity of the hotels varied between 

60 – 490 rooms. The water samples were collected 

aseptically with the necessary precautions during high 

season summer months (June – July – August – 

September), both for 2022 and 2023. Same hotels were 

included for both years of the study. 

 

2.1. Sample Collection 

 

Sterile glass sample containers of 500 ml capacity were 

used for sampling, and the containers were filled with no 

air pockets. All water samples were taken and transported 

carefully, protected from sunlight and avoided any contact 

to prevent contamination. Each year 270 different samples 

were collected for the study, and the number of samples 

to be analyzed from the hotels were determined according 

to the capacity of the hotels. Samples were delivered to 

the laboratory within 1 hour after collection and stored at 

4±2°C. 

 

2.2. Membrane Filtration Analysis 

 

In order to determine the quality of drinking and utility 

water, all analyses were done according to the current 

Turkish regulations. TS EN ISO 9308-1:2004 standard 

method [7] was conducted by using a membrane filtration 

system (Sartorius T500, Germany). The samples were 

passed through a membrane filter with a pore size of 0.45 

µm (Membrane Solutions, USA). The membrane filter 

was then placed on Chromogenic Coliform Agar (CCA) 

(Biolife, Italy). The filter, along with the medium, is 

incubated at 37℃ for 24 hours. After the incubation 

period, colonies with a color change (pink to red is marked 

as coliform, and blue to dark purple is marked as E. coli) 

were counted as positive. 

 

2.3. Verification 

 

The colonies marked as coliform were verified by using 

oxidase test. The oxidase test helps to differentiate 

between oxidase-negative coliforms and other non-

coliform bacteria that might also be present. The colonies 

were picked from the membrane filter, and transferred on 

oxidase test strips. A positive result was indicated by a 
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color change (typically to dark purple or blue) within 20-

60 seconds, which were not taken into consideration. 

Colonies with negative oxidase test results were verified 

as coliforms. 

 

The colonies marked as E. coli were verified by using 

indole test. The indole test is particularly useful in 

distinguishing between indole-positive bacteria like E. 

coli and indole-negative bacteria. The colonies were 

picked and inoculated into a broth containing tryptophan 

(Biolife, Italy). The inoculated broth was incubated at 

37℃ for 2 to 7 days, to allow bacteria to produce indole. 

After incubation, 0.5 ml Kovac’s reagent was added to the 

broth. If indole is present, the reagent reacts with it to 

produce a red or pink color which floats on top of the 

broth. A positive indole test was indicated by this red or 

pink color change, i.e. verifying E. coli. A negative indole 

test resulted in no color change or a yellowish color, 

indicating that the bacterium did not produce indole. 

 

2.4. Calculation 

 

The number of confirmed colonies counted on the 

membrane filter was calculated based on the number of E. 

coli and coliform bacteria present in the water samples. 

Total coliform count was calculated as the sum of all 

oxidase-negative colonies plus all indole-positive 

colonies. The number of indole positive colonies was 

taken into account for the E. coli count. These counts were 

used to estimate the concentration of bacteria in the 

original water samples, expressed as colony-forming units 

per 100 milliliters (CFU/100 ml). 

 

3. RESULTS AND DISCUSSION  

 

This study was performed to explore the microbiological 

quality of drinking and utility water in the tourism 

facilities in Antalya during June – July – August – 

September of 2022 and 2023. Twelve hotels were 

inspected, and 270 water samples for each year – 540 

water samples in total were collected for microbiological 

analysis, and total coliform and E. coli analyses were 

performed via membrane filtration method. The results 

obtained from membrane filtration analysis were verified 

by using oxidase test for total coliforms and indole test for 

E. coli. The results are summarized in Table 1. 

 

The first two columns in Table 1 show the hotels and the 

number of samples taken from each hotel. The samples 

were taken from different spots at each hotel, depending 

on the size and the capacity of the hotels. Samples were 

taken from preparation areas in the kitchen, snack bars, 

pool bars, and ice machines located in different spots. The 

total coliform and E. coli counts given in the other 

columns are the sum of the results of the water samples 

per each month obtained from all different spots. 

 

The microbiological quality of drinking and utility water 

is a critical component of public health. In Türkiye, the 

legal limits of total coliform count and E. coli count for 

drinking and utility water are 0/100 ml [3]. In other words, 

no coliforms or E. coli are allowed in drinking and utility 

water. 

Table 1. E. coli and total coliform counts for drinking and utility water 

samples taken from 12 different hotels 
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Months 

2022 2023 

E. coli 

 (CFU/ 

100 ml) 

Total 

coliform  

(CFU/ 

100 ml) 

E. coli  

(CFU/ 

100 ml) 

Total 

coliform  

(CFU/ 

100 ml) 

A 18 

June 0 60 0 0 

July 0 0 0 60 

August 0 290 0 580 

September 0 280 0 840 

B 24 

June 0 0 0 280 

July 0 160 0 60 

August 0 0 0 2060 

September 0 0 0 0 

C 24 

June 0 750 0 0 

July 0 0 0 4300 

August 800 4500 0 1940 

September 0 220 0 0 

D 24 

June 0 200 0 0 

July 0 0 0 30 

August 0 0 0 390 

September 0 0 0 240 

E 24 

June 0 0 0 450 

July 0 0 0 1900 

August 0 1100 0 0 

September 0 0 0 1800 

F 15 

June 0 0 0 0 

July 0 0 0 0 
August 0 0 0 0 

September 0 0 0 0 

G 24 

June 0 0 0 1890 

July 0 0 0 0 

August 0 0 0 0 

September 0 0 0 40 

H 15 

June 0 0 0 0 

July 0 0 0 80 

August 0 0 0 0 

September 0 0 0 60 

I 24 

June 0 140 0 230 

July 0 0 0 900 

August 0 0 0 850 

September 0 610 0 60 

K 24 

June 0 800 0 0 

July 0 400 10 4070 

August 0 0 0 60 

September 0 0 0 290 

L 24 

June 0 0 20 150 

July 0 0 0 1400 

August 0 0 0 500 

September 0 0 0 300 

M 24 

June 0 0 0 350 
July 0 0 0 700 

August 0 280 0 0 

September 0 0 0 450 

 

Table 1 states that only 1 hotel (Hotel F) out of 12 have 

met the safety criteria required in the legislation. That 

hotel was a relatively small and new boutique hotel 

compared to the other facilities. The results for all the 

other 11 hotels indicated that overall microbial counts for 

those hotels were over the limits throughout summer 

season. 

 

In Hotel A, total coliform growth was observed at 6 

different spots in June – July – August and September in 

2022, while total coliform growth was observed at 10 

different spots in 2023. These spots were mainly kitchen 

(water used for washing vegetables) and several ice 
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machines at the restaurant, pool, lobby and snack bars. 

There was no E. coli growth observed for both years. 

 

The results for Hotel B showed that there was almost no 

microbial growth for June and September for both 2022 

and 2023. But all the positive counts for the other months 

came from ice machines located in lobby and beach bars. 

A total coliform count of 2000 CFU/100 ml of the total 

count (2060 CFU/100 ml) for August 2023 was from only 

one ice machine at the beach bar.  

 

Hotel C had the highest total coliform counts among all 

the hotels. Total coliform growth was detected at 9 

different spots for 2022, and at 6 different spots for 2023. 

These spots were ice machines at the snack bar and lobby 

bar, and the water used for washing vegetables and 

preparing breakfast. In August 2022, a total coliform 

count of 2600 CFU/100 ml and an E. coli count of 800 

CFU/100 ml was found in the water sample used for 

washing vegetables, while the rest of total coliform count 

comes from other sample points such as ice boxes and 

water sample used in snack bars. All water samples were 

positive for total coliforms in August 2022, indicating a 

possible problem with the water system.  

 

The microbial counts for Hotel D were relatively low, and 

the positive results were mainly from the water samples 

taken from ice machines and kitchen. There was no E. coli 

growth for both years. 

 

In Hotel E, total coliform growth was observed at 2 

different spots in 2022, while total coliform growth was 

observed at 3 different spots in 2023, but the total coliform 

counts were really high for each sample spot.  

 

Hotel F was the only hotel that has clean and safe water. 

No microbial growth was observed for both 2022 and 

2023.  

 

Hotel G also had mostly clean water, except June 2023. In 

June 2023, water samples from kitchen and ice machines 

at the pool and lobby bars were tested positive for total 

coliforms.  

 

Hotel H was a relatively small facility compared to others, 

and there were only 2 spots in 2023 where total coliform 

counts were above the legal limits. Both of these spots 

were water dispensers in the lobby and the restaurant.  

 

In Hotel I, total coliform growth was observed at 5 

different spots in June – July – August and September in 

2022 and in 2023. There was no E. coli growth observed 

for both years. These spots were mainly kitchen and 

several ice machines at the restaurant, pool, lobby and 

snack bars.  

 

Hotel K water samples were tested positive for total 

coliforms at 3 different spots in 2022, and 5 different spots 

in 2023. There was also E. coli growth at one spot in July 

2023. The water sample taken from the ice machine at the 

pool had 10 CFU/100 ml E. coli and 4000 CFU/100 ml 

total coliforms in July 2023. 

There was no microbial growth observed for Hotel L in 

2022, but in 2023 E. coli was found in one sample spot 

and total coliforms in 4 different spots. 20 CFU/100 ml E. 

coli and 150 CFU/100 ml total coliforms were found in 

the water used at the pool bar in June 2023. Other sample 

spots tested positive were the ice machines at the 

restaurant and the pool bar. 

 

The water samples taken from Hotel M were almost clean 

in 2022, there was only one sample from the kitchen tested 

positive for total coliforms. In 2023, total coliform growth 

was observed at 4 different spots, all spots being ice 

machines at the pool bars. 

 

The present study investigated the microbiological quality 

of drinking and utility water in selected tourism facilities 

in Antalya, and the results showed that the water used in 

11 out of 12 hotels was contaminated throughout the high 

season summer months. The studies in literature 

investigating the microbial water quality also stated 

similar results [8 - 10]. A study was conducted to evaluate 

water quality of several hotels in Brazil. They investigated 

15 hotels and 31 water samples, and they concluded that 

approximately 50% of the water samples were 

contaminated with total coliforms. The authors suggested 

that there is a need for stricter control of the quality of the 

water used, through monitoring the internal water 

distribution system, adapting and complying with the 

requirements of the legislation [8]. Çetin et al. [9] studied 

the microbiological quality of the water used by food 

production enterprises in Kırklareli, Türkiye. The results 

showed that 84.3% of 83 samples exceeded the legal limit 

for total coliform bacteria, 37.3% for total aerobic 

mesophilic bacteria, 27.7% for psychrophilic bacteria, 

and 10.8% for E. coli. Kireçci et al. [10] conducted a study 

to determine the microbiological quality of drinking and 

utility water used in Kars and Sarıkamış military units. As 

a result, they detected E. coli in 30% of 1469 drinking and 

utility water samples. These findings state the importance 

of regular monitoring of microbiological water quality.  

 

In 10 of the 12 different hotels, microbial growth was 

observed at the ice samples taken from different areas of 

the hotels. World Health Organization (WHO) stated that 

the water used in the production of ice that will come into 

contact with food must have the same chemical and 

microbiological quality as drinking water [11]. Microbial 

growth observed in ice machines and ice boxes used in 

hotel bars is mainly caused by inadequate hygiene and 

sanitation, placing ice shovels outside the shovel 

container in places that may cause pollution and as a result 

not ensuring hygiene and sanitation of the shovel 

container, the staff using ice shovels with dirty hands, and 

possible cross contamination during the transfer of ice 

cubes from the machine to the ice boxes. The findings 

observed in the present study regarding the 

microbiological risk of ice were in accordance with 

similar studies conducted in literature [12 - 14]. Gaglio et 

al. [12] analyzed ice cubes collected from houses, bars and 

pubs prepared with ice machines and produced in 

industrial plants, and found that almost all samples had 

members of the Enterobacteriaceae family. Hampikyan 

et al. [13] collected water and ice samples from 75 
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restaurants, 20 bars and 10 fish markets located in 

different regions of Istanbul. They showed that 13 water 

and 54 ice samples were tested positive for total 

coliforms, and 7 ice samples exceeded the limits for E. 

coli. Another study performed to determine the 

microbiological and chemical quality of ice in Georgia, 

USA, and they found that none of the manufactured ice 

had unacceptable microbial levels and 37% of the samples 

contained a high level of coliforms and 1% contained E. 

coli [14]. 

 

4. CONCLUSION 

 

In this study, 270 samples were taken in 2022 and total 

coliform and E. coli analyzes were performed. In 2022, 

total coliform growth was observed in 8 of the hotels in 

different months and at 29 different spots (10.7%), and E. 

coli growth was observed in the water used for washing 

vegetables in only 1 hotel (0.3%). In 2023, 270 samples 

were taken from the same sample spots of the hotels and 

total coliform and E. coli analyzes were performed. In 

2023, total coliform growth was detected in 11 of the 

hotels in different months and at 53 different points 

(19.6%), and E. coli was detected in the ice machines from 

2 hotels and in the pool bar drinking water in one other 

hotel (1.1%). It was revealed that the microbial counts 

obtained at these samples exceeded the legal limit of 0 

CFU/100 ml for total coliform bacteria and E. coli. The 

results concluded that microbiological contamination 

occurs in drinking and utility water in tourism facilities if 

the required hygiene and sanitation is not provided. The 

old plumping instalments, well water usage, the increase 

in the high season and the staff not paying enough 

attention to the hygiene rules were the main reasons for 

the failure to provide hygiene and sanitation. Another 

important result of this study is the most contaminated 

areas in these hotels were ice machines and ice boxes. Ice 

quality is an often overlooked but crucial aspect of food 

safety. Ensuring the microbiological safety of ice requires 

attention to the quality of the water used, the cleanliness 

of ice machines, proper storage, and handling practices. 

Regular monitoring and adherence to regulatory standards 

are essential to prevent the transmission of waterborne 

diseases and to protect public health. 
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