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ABOUT 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering (Estuscience-Se) is a peer-reviewed and refereed international journal published 

by Eskişehir Technical University. Since 2000, it has been regularly published and distributed 

biannually and it has been published quarterly and only electronically since 2016. 
 

The journal accepts only manuscripts written in English. 
 

The journal issues are published electronically in MARCH, JUNE, SEPTEMBER, and 

DECEMBER. 
 

AIM AND SCOPE 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering is an international peer-reviewed and refereed journal published by Eskişehir 

Technical University.  
 

The journal is dedicated to the dissemination of knowledge in applied sciences and engineering 

disciplines. 

 

The journal aims to publish high quality, original international scientific research articles with 

specific contributions to the literature in the field of engineering and applied sciences. The journal 

publishes research papers in the fields of applied science and technology such as Physics, 

Biology, Mathematics, Statistics, Chemistry and Chemical Engineering, Environmental Sciences 

and Engineering, Civil Engineering, Earth and Atmospheric Sciences, Electrical and Electronical 

Engineering, Computer Science and Informatics, Materials Sciences and Engineering, 

Mechanical Engineering, Mining Engineering, Industrial Engineering, Aeronautics and 

Astronautics, Pharmaceutical Sciences. 
 

The journal publishes original research articles and special issue articles. All articles are peer-

reviewed and the articles that have been evaluated are ensured to meet with researchers as soon 

as possible. 
 

PEER REVIEW PROCESS 
 

Manuscripts are first reviewed by the editorial board in terms of its its journal’s style rules 

scientific content, ethics and methodological approach. If found appropriate, the manuscript is 

then send to at least two renown referees by editor. The decision in line with the referees may be 

an acceptance, a rejection or an invitation to revise and resubmit. Confidential review reports 

from the referees will be kept in archive. All submission process manage through the online 

submission systems.  
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This journal provides immediate open access to its content on the principle that making research 

freely available to the public supports a greater global exchange of knowledge. Copyright notice 

and type of licence : CC BY-NC-ND. 
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Eskişehir Technical University Journal of Science and Technology A - Journal of Applied 
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charges (APCs) for peer-review administration and management, typesetting, and open-access. 
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ETHICAL RULES 

You can reach the Ethical Rules in our journal in full detail from the link below:  

https://dergipark.org.tr/en/pub/estubtda/policy 

 

Ethical Principles and Publication Policy 
 

Policy & Ethics 

Assessment and Publication 

 

As a peer-reviewed journal, it is our goal to advance scientific knowledge and understanding. 

We have outlined a set of ethical principles that must be followed by all authors, reviewers, and 

editors. 

 

All manuscripts submitted to our journals are pre-evaluated in terms of their relevance to the 

scope of the journal, language, compliance with writing instructions, suitability for science, and 

originality, by taking into account the current legal requirements regarding copyright 

infringement and plagiarism. Manuscripts that are evaluated as insufficient or non-compliant 

with the instructions for authors may be rejected without peer review. 

 

Editors and referees who are expert researchers in their fields assess scientific manuscripts 

submitted to our journals. A blind peer review policy is applied to the evaluation process. The 

Editor-in-Chief, if he/she sees necessary, may assign an Editor for the manuscript or may 

conduct the scientific assessment of the manuscript himself/herself. Editors may also assign 

referees for the scientific assessment of the manuscript and make their decisions based on 

reports by the referees. Articles are accepted for publication on the understanding that they have 

not been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or 

submitted for publication in another journal. 

 

The Journal; Implements the Publication Policy and Ethics guidelines to meet high-quality 

ethical standards for authors, editors and reviewers: 

 

 

 

https://dergipark.org.tr/en/pub/estubtda/policy


vii 

 
Duties of Editors-in-Chief and co-Editors 

The crucial role of the journal Editor-in-Chief and co-Editors is to monitor and ensure the 

fairness, timeliness, thoroughness, and civility of the peer-review editorial process. The main 

responsibilities of Editors-in-Chief are as follows: 

 

• Selecting manuscripts suitable for publication while rejecting unsuitable manuscripts, 

• Ensuring a supply of high-quality manuscripts to the journal by identifying important, 

• Increasing the journal’s impact factor and maintaining the publishing schedule, 

• Providing strategic input for the journal’s development, 

 
Duties of Editors 

The main responsibilities of editors are as follows: 

 

• An editor must evaluate the manuscript objectively for publication, judging each on its quality 

without considering the nationality, ethnicity, political beliefs, race, religion, gender, seniority, 

or institutional affiliation of the author(s). Editors should decline any assignment when there is 

a potential for conflict of interest. 

• Editors must ensure the document(s) sent to the reviewers does not contain information of the 

author(s) and vice versa. 

• Editors’ decisions should be provided to the author(s) accompanied by the reviewers’ 

comments and recommendations unless they contain offensive or libelous remarks. 

• Editors should respect requests (if well reasoned and practicable) from author(s) that an 

individual should not review the submission. 

• Editors and all staff members should guarantee the confidentiality of the submitted 

manuscript. 

• Editors should have no conflict of interest with respect to articles they reject/accept. They 

must not have a conflict of interest with the author(s), funder(s), or reviewer(s) of the 

manuscript. 

• Editors should strive to meet the needs of readers and authors and to constantly improve the 

journal. 

 
Duties of Reviewers/Referees 

The main responsibilities of reviewers/referees are as follows: 

 

• Reviewers should keep all information regarding papers confidential and treat them as 

privileged information. 

• Reviews should be conducted objectively, with no personal criticism of the author. 

• Reviewers assist in the editorial decision process and as such should express their views 

clearly with supporting arguments. 

• Reviewers should complete their reviews within a specified timeframe (maximum thirty-five 

(35) days). In the event that a reviewer feels it is not possible for him/her to complete the review 

of the manuscript within a stipulated time, then this information must be communicated to the 

editor so that the manuscript could be sent to another reviewer. 

• Unpublished materials disclosed in a submitted manuscript must not be used in a reviewer’s 

personal research without the written permission of the author. Information contained in an 

unpublished manuscript will remain confidential and must not be used by the reviewer for 

personal gain. 

• Reviewers should not review manuscripts in which they have conflicts of interest resulting 

from competitive, collaborative, or other relationships or connections with any of the authors, 

companies, or institutions connected to the papers. 
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• Reviewers should identify similar work in published manuscripts that has not been cited by 

the author. Reviewers should also notify the Editors of significant similarities and/or overlaps 

between the manuscript and any other published or unpublished material. 

 
Duties of Authors 

The main responsibilities of authors are as follows: 

 

• The author(s) should affirm that the material has not been previously published and that they 

have not transferred elsewhere any rights to the article. 

• The author(s) should ensure the originality of the work and that they have properly cited 

others’ work in accordance with the reference format. 

• The author(s) should not engage in plagiarism or in self-plagiarism. 

• On clinical and experimental humans and animals, which require an ethical committee 

decision for research in all branches of science; 

All kinds of research carried out with qualitative or quantitative approaches that require data 

collection from the participants by using survey, interview, focus group work, observation, 

experiment, interview techniques, 

Use of humans and animals (including material/data) for experimental or other scientific 

purposes, 

• Clinical studies on humans, 

• Studies on animals, 

• Retrospective studies in accordance with the law on the protection of personal data, (Ethics 

committee approval should have been obtained for each individual application, and this 

approval should be stated and documented in the article.) 

Information about the permission (board name, date, and number) should be included in the 

"Method" section of the article and also on the first/last page. 

During manuscript upload, the “Ethics Committee Approval” file should be uploaded to the 

system in addition to the manuscript file. 

In addition, in case reports, it is necessary to include information on the signing of the informed 

consent/ informed consent form in the manuscript.  

• The author(s) should suggest no personal information that might make the identity of the 

patient recognizable in any form of description, photograph, or pedigree. When photographs of 

the patient were essential and indispensable as scientific information, the author(s) have 

received consent in written form and have clearly stated as much. 

• The author(s) should provide the editor with the data and details of the work if there are 

suspicions of data falsification or fabrication. Fraudulent data shall not be tolerated. Any 

manuscript with suspected fabricated or falsified data will not be accepted. A retraction will be 

made for any publication which is found to have included fabricated or falsified data. 

• The author(s) should clarify everything that may cause a conflict of interests such as work, 

research expenses, consultant expenses, and intellectual property. 

• The author(s) must follow the submission guidelines of the journal. 

• The author(s) discover(s) a significant error and/or inaccuracy in the submitted manuscript at 

any time, then the error and/or inaccuracy must be reported to the editor. 

• The author(s) should disclose in their manuscript any financial or other substantive conflicts 

of interest that might be construed to influence the results or interpretation of their manuscript. 

All sources of financial support should be disclosed under the heading of “Acknowledgment” 

or “Contribution”. 

• The corresponding author(s) must ensure that all appropriate co-authors are not included in 

the manuscript, that author names are not added or removed and that the authors' address 

information is not changed after the review begins and that all co-authors see and approve the 
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final version of the manuscript at every stage of the manuscript. All significant contributors 

should be listed as co-authors. Other individuals who have participated in significant aspects of 

the research work should be considered contributors and listed under “Author Contribution”. 

 
Cancellations/Returns 

Articles/manuscripts may be returned to the authors in order to increase the authenticity and/or 

reliability and to prevent ethical breaches, and even if articles have been accepted and/or 

published, they can be withdrawn from publication if necessary. The Editor-in-Chief of the 

journal has the right to return or withdraw an article/manuscript in the following situations: 

 

• When the manuscript is not within the scope of the journal, 

• When the scientific quality and/or content of the manuscript do not meet the standards of the 

journal and a referee review is not necessary, 

• When there is proof of ruling out the findings obtained by the research, (When the 

article/manuscript is undergoing an assessment or publication process by another journal, 

congress, conference, etc.,) 

• When the article/manuscript was not prepared in compliance with scientific publication ethics, 

• When any other plagiarism is detected in the article/manuscript, 

• When the authors do not perform the requested corrections within the requested time 

(maximum twenty-one (21) days), 

• When the author does not submit the requested documents/materials/data etc. within the 

requested time, 

• When the requested documents/materials/data etc. submitted by the author are missing for the 

second time, 

• When the study includes outdated data, 

• When the authors make changes that are not approved by the editor after the manuscript was 

submitted, 

• When an author is added/removed, the order of the authors is changed, the corresponding 

author is altered, or the addresses of the authors are changed in the article that is in the 

evaluation process, 

• When a statement is not submitted indicating that approval of the ethics committee permission 

was obtained for the following (including retrospective studies): 

• When human rights or animal rights are violated, 

 

ETHICAL ISSUES 
Plagiarism 

The use of someone else’s ideas or words without a proper citation is considered plagiarism 

and will not be tolerated. Even if a citation is given, if quotation marks are not placed around 

words taken directly from other authors’ work, the author is still guilty of plagiarism. Reuse of 

the author’s own previously published words, with or without a citation, is regarded as self-

plagiarism.  

All manuscripts received are submitted to iThenticate®, which compares the content of the 

manuscript with a database of web pages and academic publications. Manuscripts are judged to 

be plagiarized or self-plagiarized, based on the iThenticate® report or any other source of 

information, will be rejected. Corrective actions are proposed when plagiarism and/or self-

plagiarism is detected after publication. Editors should analyze the article and decide whether 

a corrected article or retraction needs to be published. 

Open-access theses are considered as published works and they are included in the similarity 

checks. 

iThenticate® report should have a maximum of 11% from a single source, and a maximum of 

25% in total. 
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Financial 
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article. 
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patent interests, you may have a conflict of interest that needs to be declared. 
Other areas of interest 

The editor or reviewer may disclose a conflict of interest that, if known, would be embarrassing 
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Please note that a conflict of interest statement is required for all submitted manuscripts. If there 

is no conflict of interest, please state “There are no conflicts of interest to declare” in your 

manuscript under the heading “Conflicts of Interest” as the last section before your 
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AUTHOR GUIDELINES 
 

All manuscripts must be submitted electronically. 

You will be guided stepwise through the creation and uploading of the various files. There are 

no page charges. Papers are accepted for publication on the understanding that they have not 

been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or submitted 

for publication in another journal. We ask a signed copyright  to start the evaluation process. After 

a manuscript has been submitted, it is not possible for authors to be added or removed or for the 

order of authors to be changed. If authors do so, their submission will be cancelled. 

 

Manuscripts may be rejected without peer review by the editor-in-chief if they do not comply 

with the instructions to authors or if they are beyond the scope of the journal. After a manuscript 

has been accepted for publication, i.e. after referee-recommended revisions are complete, the 

author will not be permitted to make any changes that constitute departures from the manuscript 

that was accepted by the editor. Before publication, the galley proofs are always sent to the 

authors for corrections. Mistakes or omissions that occur due to some negligence on our part 

during final printing will be rectified in an errata section in a later issue. 

 

This does not include those errors left uncorrected by the author in the galley proof. The use of 

someone else’s ideas or words in their original form or slightly changed without a proper 

citation is considered plagiarism and will not be tolerated. Even if a citation is given, if 

quotation marks are not placed around words taken directly from another author’s work, the 

author is still guilty of plagiarism. All manuscripts received are submitted to iThenticateR, a 

plagiarism checking system, which compares the content of the manuscript with a vast database 

of web pages and academic publications. In the received iThenticateR report; The similarity 
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Uploading Articles to the Journal 

Authors should prepare and upload 2 separate files while uploading articles to the journal. First, 

the Author names and institution information should be uploaded so that they can be seen, and 

then (using the additional file options) a separate file should be uploaded with the Author names 

and institution information completely closed. When uploading their files with closed author 

names, they will select the "Show to Referee" option, so that the file whose names are closed 

can be opened to the referees. 
 

Prepatation of Manuscript 
 

Style and Format 

Manuscripts should be single column by giving one-spaced with 2.5-cm margins on all sides 

of the page, in Times New Roman font (font size 11). Every page of the manuscript, including 

the title page, references, tables, etc., should be numbered. All copies of the manuscript should 

also have line numbers starting with 1 on each consecutive page. 
 

Manuscripts must be upload as word document (*.doc, *.docx vb.). Please avoid 

uploading  texts in *.pdf format. 
 

Symbols, Units and Abbreviations 

Standard abbreviations and units should be used; SI units are recommended. Abbreviations 

should be defined at first appearance, and their use in the title and abstract should be avoided. 

Generic names of chemicals should be used. Genus and species names should be typed in italic 

or, if this is not available, underlined. 
 

Please refer to equations with capitalisation and unabbreviated (e.g., as given in Equation (1)). 
 

Manuscript Content 

Articles should be divided into logically ordered and numbered sections. Principal sections 

should be numbered consecutively with Arabic numerals (1. Introduction, 2. Formulation of 

problem, etc.) and subsections should be numbered 1.1., 1.2., etc. Do not number the 

Acknowledgements or References sections. The text of articles should be, if possible, divided 

into the following sections: Introduction, Materials and Methods (or Experimental), Results, 

Discussion, and Conclusion. 
 

Title and contact information 

The first page should contain the full title in sentence case (e.g., Hybrid feature selection for 

text classification), the full names (last names fully capitalised) and affiliations (in English) of 

all authors (Department, Faculty, University, City, Country, E-mail), and the contact e-mail 

address for the clearly identified corresponding author. The first page should contain the full 

title, abstract and keywords (both English and Turkish). 
 

Abstract 

The abstract should provide clear information about the research and the results obtained, and 

should not exceed 300 words. The abstract should not contain citations and must be written 

in Times New Roman font with font size 9. 
 

Keywords 

Please provide 3 to 5 keywords which can be used for indexing purposes. 
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Introduction 

The motivation or purpose of your research should appear in the “Introduction”, where you state 

the questions you sought to answer, and then provide some of the historical basis for those 

questions. 
 

Methods 

Provide sufficient information to allow someone to repeat your work. A clear description of 

your experimental design, sampling procedures, and statistical procedures is especially 

important in papers describing field studies, simulations, or experiments. If you list a product 

(e.g., animal food, analytical device), supply the name and location of the manufacturer. Give 

the model number for equipment used. 
 

Results 

Results should be stated concisely and without interpretation. 
 

Discussion 

Focus on the rigorously supported aspects of your study. Carefully differentiate the results of 

your study from data obtained from other sources. Interpret your results, relate them to the 

results of previous research, and discuss the implications of your results or interpretations. 

 

Conclusion 

This should state clearly the main conclusions of the research and give a clear explanation of 

their importance and relevance. Summary illustrations may be included. 

 

Acknowledgments 

Acknowledgments of people, grants, funds, etc. should be placed in a separate section before 

the reference list. The names of funding organizations should be written in full. 

 

Conflict of Interest Statement 
 

The authors are obliged to present the conflict of interest statement at the end of the article after 

the acknowledgments section. 

 

CRediT Author Statement 

 

Write the authors' contributions in detail using the specified CRediT notifications. Authors may 

have contributed in more than one role. The corresponding author is responsible for ensuring 

that descriptions are accurate and accepted by all authors. 

 

CRediT Notifications Explanation 

Conceptualization 
Ideas; formulation or evolution of overarching research goals and 
aims 

Methodology Development or design of methodology; creation of models 

Software 
Programming, software development; designing computer 
programs; implementation of the computer code and supporting 
algorithms; testing of existing code components 
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Validation 
Verification, whether as a part of the activity or separate, of the 
overall replication/ reproducibility of results/experiments and 
other research outputs 

Formal analysis 
Application of statistical, mathematical, computational, or other 
formal techniques to analyse or synthesize study data 

Investigation 
Conducting a research and investigation process, specifically 
performing the experiments, or data/evidence collection 

Resources 
Provision of study materials, reagents, materials, patients, 
laboratory samples, animals, instrumentation, computing 
resources, or other analysis tools 

Data Curation 

Management activities to annotate (produce metadata), scrub 
data and maintain research data (including software code, where 
it is necessary for interpreting the data itself) for initial use and 
later reuse 

Writing – Original 
Draft 

Preparation, creation and/or presentation of the published work, 
specifically writing the initial draft (including substantive 
translation) 

Writing – Review & 
Editing 

Preparation, creation and/or presentation of the published work 
by those from the original research group, specifically critical 
review, commentary, or revision – including pre-or post-
publication stages 

Visualization 
Preparation, creation and/or presentation of the published work, 
specifically visualization/ data presentation 

Supervision 
Oversight and leadership responsibility for the research activity 
planning and execution, including mentorship external to the 
core team 

Project 
administration 

Management and coordination responsibility for the research 
activity planning and execution 

Funding acquisition 
Acquisition of the financial support for the project leading to this 
publication 
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our journal. If necessary, at this point, the reference writings of the articles published in our 

article can be examined. 
 

Citations in the text should be identified by numbers in square brackets. The list of references 

at the end of the paper should be given in order of their first appearance in the text. All authors 

should be included in reference lists unless there are 10 or more, in which case only the first 10 

should be given, followed by ‘et al.’. Do not use individual sets of square brackets for citation 
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Abstract  Keywords 

In this article, we are going to extend the definition of literal neutrosophic random 

variables to literal refined neutrosophic random variables and we will study its 

new properties. We derive and present various concepts including refined 

neutrosophic probability distribution function in the continuous case, refined 

neutrosophic cumulative distribution function of continuous refined neutrosophic 

random variables, refined neutrosophic expected value, refined neutrosophic 

variance, refined neutrosophic standard deviation, refined neutrosophic mean 

deviation, refined neutrosophic rth quartiles, refined neutrosophic moments 

generating function, and refined neutrosophic characteristic function. 

Additionally, the paper includes many solved examples and applications. This 

paper opens the road to generalizing many concepts in neutrosophic probability 

theory specially neutrosophic reliability theory, neutrosophic stochastic 

processes, and neutrosophic queuing theory. 
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1. INTRODUCTION 
 

Neutrosophic field of reals is a generalization of classical field reals adding an indeterminacy 

element(𝐼), where 𝐼2 = 𝐼,  𝐼𝑛 = 𝐼 ;  𝑛 ∈ 𝑁 and 𝐼−1 is undefined [1, 2]. Neutrosophic has been applied in 

many areas, such as decision-making [3, 4], artificial intelligence and machine learning [5, 6], intelligent 

disease diagnosis [7, 8], communication services [9], artificial pattern recognition [10], e-learning [11], 

physics [12, 13], and more. 

 

In [14], the single-valued neutrosophic probability was introduced by F. Smarandache as a function 

𝑃𝑁: 𝑋 → [0,1]3 where 𝑋 is a space that contains indeterminant components, i.e., neutrosophic sample 

space and defined the neutrosophic probability function of event A by 𝑃𝑁(𝐴) =

(𝑇(𝐴), 𝐼(𝑛𝑒𝑢𝑡𝐴), 𝐹(𝑎𝑛𝑡𝑖𝐴)) = (𝑇, 𝐼, 𝐹) where 0 ≤ 𝑇, 𝐼, 𝐹 ≤ 1 and 0 ≤ 𝑇 + 𝐼 + 𝐹 ≤ 3. Many other 

studies depended on the definition that assumes a neutrosophic distribution function is a function whose 

parameters contain indeterminacy (see [15])  

 

Researchers have explored the foundation of neutrosophic queueing theory as a branch of neutrosophic 

stochastic modeling, as discussed in [16, 17]. Furthermore, researchers presented many concepts related 

to neutrosophic probability theory and its applications in [18]. Additionally, they have researched 

neutrosophic time series prediction and modeling in various scenarios, including neutrosophic moving 

averages, neutrosophic logarithmic models, neutrosophic linear models, and more, as presented in [19-
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21]. These studies contribute to advancing understanding and utilizing neutrosophic principles in 

stochastic modeling. 

 

Agboola proposed the idea of refined neutrosophic algebraic structures and specifically investigated 

refined neutrosophic groups in [22]. Since then, numerous researchers in the field of neutrosophic logic 

have exploredand analyzed various refined neutrosophic algebraic structures. Adeleke et al. investigated 

refined neutrosophic rings and refined neutrosophic subrings, presenting their fundamental properties 

in [23]. Additionally, in [24], Adeleke et al. studied refined neutrosophic ideals and refined neutrosophic 

homomorphisms, providing an exploration of their basic properties. 

 

In this research, by incorporating an indeterminacy component, we propose a generalization of classical 

random variables to handle imprecision, uncertainty, ambiguity, vagueness, and enigmatic aspects. This 

leads to the introduction of refined neutrosophic random variables. We explore various characteristics 

of these refined neutrosophic random variables, such as refined expected value, refined variance, refined 

standard deviation, refined moments generating function, and refined characteristic function. 

Furthermore, we investigate the properties associated with these characteristics 

 

2. PRELIMINARIES   

 

This section provides some definitions of neutrosophic logic and neutrosophic probability. Preliminaries 

Definition 2.1. [25] Let 𝑋 ≠ Φ be. A neutrosophic set 𝑁𝑆(𝐴) it can be defined by its elements with 

triples of the form {𝑥, (𝑇𝑁𝑆(𝐴)(𝑥), 𝐼𝑁𝑆(𝐴)(𝑥), 𝐹𝑁𝑆(𝐴)(𝑥)): 𝑥 ∈ 𝑋}, where 𝑇𝑁𝑆(𝐴), 𝐼𝑁𝑆(𝐴)(𝑥) 𝑎𝑛𝑑 

𝐹𝑁𝑆(𝐴)𝐴(𝑥) represent the degree of membership, degree of indeterminacy, and degree of non-

membership, respectively, of each element 𝑥 ∈  𝑋 to the set 𝑁𝑆(𝐴). 
Definition 2.2. [26] Let 𝐹 be a field, the neutrosophic field 𝑁𝑆(𝐹) is a field that is generated by 〈𝐹 ∪ 𝐼〉 
and we usually denote it by 𝑁𝑆(𝐹) = 〈𝐹 ∪ 𝐼〉. 
Definition 2.3. [27] The literal neutrosophic number has the form 𝑋(𝐼) = 𝑥 + α𝐼 where 𝑥, α are real or 

complex numbers, and 𝐼 is an algebraic element that satisfies 0 ∙ 𝐼 = 0 and 𝐼2 = 𝐼. 

Definition 2.4. [14] The single-valued neutrosophic probability of event A is 𝑃𝑁(𝐴) =

(𝑇(𝐴), 𝐼(𝑛𝑒𝑢𝑡𝐴), 𝐹(𝑎𝑛𝑡𝑖𝐴))where 𝑇, 𝐼, 𝐹 take its values in [0,1]. 

Definition 2.5. [22] Let (𝑋(𝐼1, 𝐼2), +,∙ ) be a refined neutrosophic field where + and ∙ are ordinary 

addition and multiplication respectively we call 𝐼1, 𝐼2 the split indeterminacy elements of the original 

indeterminacy 𝐼 where 𝐼 = 𝛼𝐼1 + 𝛽𝐼2 and 𝛼, 𝛽 ∈ 𝑅. Moreover, 𝐼1and 𝐼2 preserve the following: 𝐼1
2 =

𝐼1, 𝐼2
2 = 𝐼2 and 𝐼1𝐼2 = 𝐼2𝐼1 = 𝐼1.  

For any two elements, we define 

i. 𝑋(𝐼1, 𝐼2) + 𝑌(𝐼1, 𝐼2) = 𝑥 + 𝛼𝐼1 + 𝛽𝐼2 + 𝑦 + 𝛼∗𝐼1 + 𝛽∗𝐼2 = 𝑥 + 𝑦 + (𝛼 + 𝛼∗)𝐼1 + (𝛽 + 𝛽∗) 𝐼2 

ii. 𝑋(𝐼1, 𝐼2) ∙ 𝑌(𝐼1, 𝐼2) = (𝑥 + 𝛼𝐼1 + 𝛽𝐼2) ∙ (𝑦 + 𝛼∗𝐼1 + 𝛽∗𝐼2) = 𝑥 ∙ 𝑦 + (𝑥𝛼∗ + 𝛼𝑦 + 𝛼𝛼∗ + 𝛼𝛽∗ +
𝛽𝛼∗)𝐼1 + (𝑥𝛽∗ + 𝛽𝑦 + 𝛽𝛽∗) 𝐼2. 

Definition 2.6. [28] The square root of a refined neutrosophic positive real number can be computed 

and defined as follows:  

√𝑋(𝐼1, 𝐼2) = √𝑥 + 𝛼𝐼1 + 𝛽𝐼2 = √𝑥 + (√𝑥 + 𝛼 + 𝛽 − √𝑥 + 𝛼) 

 

3. ON THE REFINED NEUTROSOPHIC RANDOM VARIABLES 

 

In this section, we are going to generalize the previous definition of neutrosophic random variables to 

the concept of refined neutrosophic random variables taking into consideration that 𝐼 is split into 𝐼1 and 

𝐼2. 

Definition 3.1. Refined Neutrosophic Random Variable 

Take the classical random variable 𝑋 defined on Ω the events space as follows: 

𝑋: Ω → 𝑅 

We will define refined-neutrosophic random variable 𝑁𝑋 as follows: 
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𝑁𝑋: Ω → 𝑅(𝐼1, 𝐼2) 

and 

𝑁𝑋 = 𝑋 + 𝛼𝐼1 + 𝛽𝐼2 

where 𝐼1 and 𝐼2 are the split components of the original indeterminacy 𝐼. 

Theorem 3.2. PDF and CDF of Refined Neutrosophic Random Variables  

We here prove that NCDF(Neutrosophic Cumulative distribution function) of a refined-neutrosophic 

random variable and NPDF( Neutrosophic Probability Density Functions), respectively, are as follows: 

𝐹𝑁𝑋(𝑥) = 𝐹𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) 

𝑓𝑁𝑋(𝑥) = 𝑓𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) 

PROOF. 

𝐹𝑁𝑋(𝑥) = 𝑃(𝑁𝑋 ≤ 𝑥) = 𝑃(𝑋 + 𝛼𝐼1 + 𝛽𝐼2 ≤ 𝑥) = 𝑃(𝑋 ≤ 𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) = 𝐹𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) 

and taking the derivative to the last equation concerning 𝑥 we find: 

𝑓𝑁𝑋(𝑥) =
𝑑𝐹𝑁𝑋(𝑥)

𝑑𝑥
=

𝑑𝐹𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2))

𝑑𝑥
∙

𝑑(𝑥 − (𝛼𝐼1 + 𝛽𝐼2))

𝑑𝑥
 = 𝑓𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) 

 

 

Theorem 3.3. The Expectation of Refined-Neutrosophic Random Variable 

The expectation of refined-neutrosophic random variable 𝑁𝑋 = 𝑋 + 𝛼𝐼1 + 𝛽𝐼2 is: 

𝐸(𝑁𝑋) = 𝐸(𝑋) + 𝛼𝐼1 + 𝛽𝐼2 

PROOF. 

Here, in the continuous case, we have: 

𝐸(𝑁𝑋) = 𝐸(𝑋 + 𝛼𝐼1 + 𝛽𝐼2) 

 
= ∫(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)𝑓(𝑥)𝑑𝑥

 

𝑥

 

 
= ∫ 𝑥𝑓(𝑥)𝑑𝑥 + (𝛼𝐼1 + 𝛽𝐼2) ∫ 𝑓(𝑥)𝑑𝑥

 

𝑥

 

𝑥

 

 = 𝐸(𝑋) + 𝛼𝐼1 + 𝛽𝐼2 

where ∫ 𝑓(𝑥)𝑑𝑥 =
 

𝑥
1.  

In discrete case: 

𝐸(𝑁𝑋) = 𝐸(𝑋 + 𝛼𝐼1 + 𝛽𝐼2) 

 = ∑(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)𝑓(𝑥)

𝑥

 

 = ∑ 𝑥𝑓(𝑥)

𝑥

+ (𝛼𝐼1 + 𝛽𝐼2) ∑ 𝑓(𝑥)

𝑥

 

 = 𝐸(𝑋) + 𝛼𝐼1 + 𝛽𝐼2 

where ∑ 𝑓(𝑥)𝑥 = 1. 

Preposition 3.4.  

i. 𝐸(𝑎𝑁𝑋 + 𝑏 + 𝛼𝐼1 + 𝛽𝐼2) = 𝑎𝐸(𝑁𝑋) + 𝑏 + 𝛼𝐼1 + 𝛽𝐼2 ; 𝑎, 𝛼, 𝛽 ∈ 𝑅 

ii. If 𝑁𝑋, 𝑁𝑌 are two refined-neutrosophic random variables, then 

𝐸(𝑁𝑋 ± 𝑁𝑌) = 𝐸(𝑁𝑋) ± 𝐸(𝑁𝑌) 

iii. 𝐸[(𝑎 + 𝛼𝐼1 + 𝛽𝐼2 )𝑁𝑋] = 𝐸(𝑎𝑉 + (𝛼𝐼1 + 𝛽𝐼2) 𝑁𝑋) = 𝐸(𝑎𝑁𝑋) + 𝐸((𝛼𝐼1 + 𝛽𝐼2) 𝑁𝑋) 

                                             = 𝑎𝐸(𝑁𝑋) + (𝛼𝐼1 + 𝛽𝐼2) 𝐸(𝑁𝑋) ; 𝑎, 𝛼, 𝛽 ∈ 𝑅 

iv. |𝐸(𝑁𝑋)| ≤ 𝐸|𝑁𝑋| 
PROOF. 

If 𝑁𝑋 is continuous: 

|𝐸(𝑁𝑋)| = |∫(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)𝑓(𝑥)𝑑𝑥

 

𝑥

| ≤ ∫|(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)|𝑓(𝑥)𝑑𝑥

 

𝑥

= 𝐸|𝑁𝑋| 

where |𝑓(𝑥)| = 𝑓(𝑥) since it is a positive function. If 𝑁𝑋 is discrete: 

https://statisticsbyjim.com/probability/probability-density-function/
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|𝐸(𝑁𝑋)| = |∑(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)𝑓(𝑥)

𝑥

| ≤ ∑|(𝑥 + 𝛼𝐼1 + 𝛽𝐼2)|𝑓(𝑥)

𝑥

= 𝐸|𝑁𝑋| 

 

Definition 3.5. The Variance of a refined-neutrosophic random variable 

A variance of refined-neutrosophic variables is: 

𝑉(𝑁𝑋) = 𝑉(𝑋) 

Here, we can always write: 

𝑉(𝑁𝑋) = 𝐸[𝑁𝑋 − 𝐸(𝑁𝑋)]2 = 𝐸[𝑋 + 𝛼𝐼1 + 𝛽𝐼2 − 𝐸(𝑋) − (𝛼𝐼1 + 𝛽𝐼2)]2 = 𝐸[𝑋 − 𝐸(𝑋)]2 = 𝑉(𝑋) 

Example 3.6. Let 𝑋 be a classical random variable defined by its pdf as follows: 

𝑓𝑋(𝑥) = 2𝑥 ; 0 ≤ 𝑥 ≤ 1 

i. Find a PDF of 𝑁𝑋 = 𝑋 + 𝛼𝐼1 + 𝛽𝐼2 and prove that it’s a density function. 

𝑓𝑁𝑋(𝑥) = 𝑓𝑋(𝑥 − (𝛼𝐼1 + 𝛽𝐼2)) = 2(𝑥 − (𝐼1 + 𝐼2)); 0 ≤ 𝑥 − (𝛼𝐼1 + 𝛽𝐼2) ≤ 1 

𝑓𝑋𝑁
(𝑥) = 2𝑥 − 2(𝛼𝐼1 + 𝛽𝐼2) ;  𝛼𝐼1 + 𝛽𝐼2 ≤ 𝑥 ≤ 1 + 𝛼𝐼1 + 𝛽𝐼2 

Prove that 𝑓𝑁𝑋(𝑥) is a density function 

∫ (2𝑥 − 2(𝛼𝐼1 + 𝛽𝐼2))𝑑𝑥

1+(𝛼𝐼1+𝛽𝐼2)

(𝛼𝐼1+𝛽𝐼2)

 = [𝑥2 − 2(𝛼𝐼1 + 𝛽𝐼2)𝑥] |(𝛼𝐼1+𝛽𝐼2)
1+(𝛼𝐼1+𝛽𝐼2)

 

 

= (1 + 𝛼𝐼1 + 𝛽𝐼2)2 − 2(𝛼𝐼1 + 𝛽𝐼2)(1 + 𝛼𝐼1 + 𝛽𝐼2)
− (𝛼𝐼1 + 𝛽𝐼2)2 

 +2(𝛼𝐼1 + 𝛽𝐼2)2 

 

= 1 + (𝛼𝐼1 + 𝛽𝐼2)2 + 2(𝛼𝐼1 + 𝛽𝐼2)  − 2(𝛼𝐼1 + 𝛽𝐼2)
− 2(𝛼𝐼1 + 𝛽𝐼2)2 

 −(𝛼𝐼1 + 𝛽𝐼2)2 + 2(𝛼𝐼1 + 𝛽𝐼2)2 

 = 1 

ii. Find the refined expected value of 𝑁𝑋. 

𝐸(𝑁𝑋) = 𝐸(𝑋) + 𝛼𝐼1 + 𝛽𝐼2 = ∫ 2𝑥2𝑑𝑥

1

0

+ 𝛼𝐼1 + 𝛽𝐼2 =
2

3
+ 𝛼𝐼1 + 𝛽𝐼2 

iii. Find the refined variance of 𝑁𝑋. 

𝑉(𝑁𝑋) = 𝑉(𝑋) = ∫ (𝑥 −
2

3
)

2

2𝑥𝑑𝑥 =
1

18

1

0

 

 

Theorem 3.7. The Mean deviation of a refined-neutrosophic random variable 

The mean deviation of refined-neutrosophic random or 𝑀. 𝐷(𝑁𝑋) is: 

𝑀. 𝐷(𝑁𝑋) = 𝑀. 𝐷(𝑋) = 𝐸|𝑋 − 𝐸(𝑋)| 
PROOF. 

𝑀. 𝐷(𝑁𝑋) = 𝐸|𝑋𝑁 − 𝐸(𝑁𝑋)| 
 = 𝐸|𝑋 + 𝛼𝐼1 + 𝛽𝐼2 − 𝐸(𝑋 + 𝛼𝐼1 + 𝛽𝐼2)| 
 = 𝐸|𝑋 + 𝛼𝐼1 + 𝛽𝐼2 − 𝐸(𝑋) − 𝛼𝐼1 + 𝛽𝐼2| 
 = 𝑀. 𝐷(𝑋) 

Definition 3.8. The rth quartile of a refined-neutrosophic continuous random variable: 

The rth quartile of a refined-neutrosophic random variable or 𝑄𝑁
𝑟  is: 

∫ 𝑓𝑋𝑁
(𝑥)𝑑𝑥

𝑄𝑁
𝑟

−∞

=
𝑟

4
; 𝑟 = 1,2,3 

We call 𝑄𝑁
1 , 𝑄𝑁

2  and 𝑄𝑁
3  the on refined neutrosophic first, second, and third quartiles, respectively. 
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Example 3.9. Let 𝑁𝑋 be the refined-neutrosophic random variable defined in Example 3.6 and find its 

three quartiles. We have 

𝑓𝑁𝑋(𝑥) = 2𝑥 − 2(𝛼𝐼1 + 𝛽𝐼2) ; (𝛼𝐼1 + 𝛽𝐼2) ≤ 𝑥 ≤ 1 + (𝛼𝐼1 + 𝛽𝐼2) 

Therefore,  

∫ (2𝑥 − 2(𝛼𝐼1 + 𝛽𝐼2))𝑑𝑥

𝑄𝑁
𝑟

𝛼𝐼1+𝛽𝐼2

=
𝑟

4
; 𝑟 = 1,2,3 

For 𝑟 = 1, we get: 

∫ (2𝑥 − 2(𝛼𝐼1 + 𝛽𝐼2))𝑑𝑥

𝑄𝑁
1

𝛼𝐼1+𝛽𝐼2

=
1

4
 

[𝑥2 − 2(𝛼𝐼1 + 𝛽𝐼2)𝑥]
𝛼𝐼1+𝛽𝐼2

𝑄𝑁
1

=
1

4
 

𝑄𝑁
1 2

− 2(𝛼𝐼1 + 𝛽𝐼2)𝑄𝑁
1 − (𝛼𝐼1 + 𝛽𝐼2)2 + 2(𝛼𝐼1 + 𝛽𝐼2)2 =

1

4
 

𝑄𝑁
1 2

− 2(𝛼𝐼1 + 𝛽𝐼2)𝑄𝑁
1 + (𝛼𝐼1 + 𝛽𝐼2)2 −

1

4
= 0 

Dealing with a previous refined-neutrosophic equation concerning 𝑄𝑁
1  we obtain: 

Δ = 𝑏2 − 4𝑎𝑐 = 4(𝛼𝐼1 + 𝛽𝐼2)2 − 4 ((𝛼𝐼1 + 𝛽𝐼2)2 −
1

4
) = 1 

(𝑄𝑁
1 )1 =

−𝑏 − √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) − 1

2
= 𝛼𝐼1 + 𝛽𝐼2 −

1

2
 

And this solution is ejected because 𝛼𝐼1 + 𝛽𝐼2 ≤ 𝑥 ≤ 1 + 𝛼𝐼1 + 𝛽𝐼2. 

(𝑄𝑁
1 )2 =

−𝑏 + √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) + 1

2
= 𝛼𝐼1 + 𝛽𝐼2 +

1

2
 

And this solution is accepted because 𝛼𝐼1 + 𝛽𝐼2 ≤ 𝑥 ≤ 1 + 𝛼𝐼1 + 𝛽𝐼2. 

For 𝑟 = 2, we get: 

𝑄𝑁
2 2

− 2(𝛼𝐼1 + 𝛽𝐼2)𝑄𝑁
2 + (𝛼𝐼1 + 𝛽𝐼2)2 =

2

4
=

1

2
 

Dealing with a refined-neutrosophic equation concerning 𝑄𝑁
2  we obtain: 

Δ = 𝑏2 − 4𝑎𝑐 = 4(𝛼𝐼1 + 𝛽𝐼2)2 − 4 ((𝛼𝐼1 + 𝛽𝐼2)2 −
1

2
) = 2 

(𝑄𝑁
2 )1 =

−𝑏 − √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) − √2

2
= 𝛼𝐼1 + 𝛽𝐼2 −

√2

2
 

Rejected. 

(𝑄𝑁
2 )2 =

−𝑏 + √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) + √2

2
= 𝛼𝐼1 + 𝛽𝐼2 +

√2

2
 

Accepted. 

For 𝑟 = 3, we get: 

𝑄𝑁
3 2

− 2(𝛼𝐼1 + 𝛽𝐼2)𝑄𝑁
3 + (𝛼𝐼1 + 𝛽𝐼2)2 =

3

4
 

Dealing with a refined-neutrosophic equation concerning 𝑄𝑁
3  we obtain: 

Δ = 𝑏2 − 4𝑎𝑐 = 4(𝛼𝐼1 + 𝛽𝐼2)2 − 4 ((𝛼𝐼1 + 𝛽𝐼2)2 −
3

2
) = 6 

(𝑄𝑁
3 )1 =

−𝑏 − √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) − √6

2
= 𝛼𝐼1 + 𝛽𝐼2 −

√6

2
 

Rejected. 

(𝑄𝑁
3 )2 =

−𝑏 + √Δ

2𝑎
=

2(𝛼𝐼1 + 𝛽𝐼2) + √6

2
= 𝛼𝐼1 + 𝛽𝐼2 +

√6

2
 

Accepted. 
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Theorem 3.10. MGF of a refined-neutrosophic random variable 

Take into account the refined-neutrosophic random 𝑁𝑋 = 𝑋 + 𝛼𝐼1 + 𝛽𝐼2 then its corresponding MGF 

will be: 

𝑀𝑁𝑋(𝑡) = 𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝑀𝑋(𝑡) 

PROOF. 

𝑀𝑁𝑋(𝑡) = 𝐸(𝑒𝑡𝑁𝑋) 

 = 𝐸(𝑒𝑡(𝑋+𝛼𝐼1+𝛽𝐼2)) 

 = 𝐸(𝑒𝑡𝑋𝑒𝑡(𝛼𝐼1+𝛽𝐼2)) 

 = 𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝐸(𝑒𝑡𝑋) 

 = 𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝑀𝑋(𝑡) 

Preposition 3.11.  

i. 𝑀𝑁𝑋(0) = 1 

ii. 
𝑑𝑀𝑁𝑋(0)

𝑑𝑡
= 𝐸(𝑁𝑋) 

PROOF. 
𝑑𝑀𝑁𝑋(𝑡)

𝑑𝑡
|𝑡=0 =

𝑑𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝑀𝑋(𝑡)

𝑑𝑡
|𝑡=0 

 
=

𝑑𝑒𝑡(𝛼𝐼1+𝛽𝐼2)

𝑑𝑡
𝑀𝑋(𝑡)|𝑡=0 +

𝑑𝑀𝑋(𝑡)

𝑑𝑡
𝑒𝑡(𝛼𝐼1+𝛽𝐼2)|𝑡=0 

 = (𝛼𝐼1 + 𝛽𝐼2)𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝑀𝑋(𝑡)|𝑡=0 + 𝑀′𝑋(𝑡)𝑒𝑡(𝛼𝐼1+𝛽𝐼2)|𝑡=0 

 = (𝛼𝐼1 + 𝛽𝐼2)𝑀𝑋(0) + 𝑀′𝑋(0) 

 = (𝛼𝐼1 + 𝛽𝐼2) + 𝐸(𝑋) 

 = 𝐸(𝑁𝑋) 

Theorem 3.12. CF of Refined-Neutrosophic Random Variables 

Let us consider the refined-neutrosophic random 𝑁𝑋 = 𝑋 + 𝛼𝐼1 + 𝛽𝐼2 then its CF will be: 

φ𝑁𝑋(𝑡) = 𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)𝜑𝑋(𝑡) ; 𝑖 = √−1 

PROOF. 

 φ𝑁𝑋(𝑡) = 𝐸(𝑒𝑖𝑡𝑁𝑋) 

 = 𝐸(𝑒𝑖𝑡(𝑋+𝛼𝐼1+𝛽𝐼2)) 

 = 𝐸(𝑒𝑖𝑡𝑋𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)) 

 = 𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)𝐸(𝑒𝑖𝑡𝑋) 

= 𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)𝜑𝑋(𝑡) 

 

Preposition 3.13.  

i. φ𝑁𝑋(0) = 1 

ii. |φ𝑁𝑋(𝑡)| ≤ 1, which means that CF always exists. 

PROOF. 

|φ𝑁𝑋(𝑡)| = |𝐸(𝑒𝑖𝑡𝑁𝑋)| ≤ 𝐸|𝑒𝑖𝑡𝑁𝑋| = 𝐸|cos 𝑡𝑁𝑋 + sin 𝑡𝑁𝑋| = 𝐸|1| = 1 

 

iii. 
𝑑φ𝑁𝑋(𝑡)

𝑑𝑡
|𝑡=0 = 𝑖𝐸(𝑁𝑋) 

PROOF. 
𝑑φ𝑁𝑋(𝑡)

𝑑𝑡
|𝑡=0 =

𝑑𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)𝜑𝑋(𝑡)

𝑑𝑡
|𝑡=0 

 
=

𝑑𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)

𝑑𝑡
𝜑𝑋(𝑡)|𝑡=0 +

𝑑𝜑𝑋(𝑡)

𝑑𝑡
𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)|𝑡=0 

 = 𝑖(𝛼𝐼1 + 𝛽𝐼2)𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)𝜑𝑋(𝑡)|𝑡=0 + 𝜑′𝑋(𝑡)𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)|𝑡=0 

 = 𝑖(𝛼𝐼1 + 𝛽𝐼2) + 𝑖𝐸(𝑋) 

 = 𝑖(𝛼𝐼1 + 𝛽𝐼2 + 𝐸(𝑋)) 
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 = 𝑖𝐸(𝑁𝑋) 

 

iv. 
𝑑𝑛φ𝑋𝑁

(𝑡)

𝑑𝑡𝑛 |𝑡=0 = 𝑖𝑛𝐸(𝑁𝑋)𝑛 

v. φ𝑁𝑋(𝑡) = 𝑀𝑁𝑋(𝑖𝑡) 

Example 3.14. Let 𝑁𝑋 be the refined-neutrosophic random variable defined in Example 3.6. 

i. Find 𝑀𝑁𝑋(𝑡). 

𝑀𝑁𝑋(𝑡) = 𝑒𝑡(𝛼𝐼1+𝛽𝐼2)𝑀𝑋(𝑡), but: 

𝑀𝑋(𝑡) = ∫ 𝑒𝑡𝑥2𝑥𝑑𝑥

1

0

=
2(𝑡𝑒𝑡  −  𝑒𝑡  +  1)

𝑡2
 

Therefore: 

𝑀𝑁𝑋(𝑡) = 𝑒𝑡(𝛼𝐼1+𝛽𝐼2) 2(𝑡𝑒𝑡  −  𝑒𝑡  +  1)

𝑡2
= 2

𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) − 𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + 𝑒𝑡(𝛼𝐼1+𝛽𝐼2)

𝑡2
 

ii. Depending on the properties of 𝑀𝑋𝑁
(𝑡) find 𝐸(𝑁𝑋). 

𝑀′𝑁𝑋(𝑡)

= 2
𝑡2 (𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (1 + 𝛼𝐼1 + 𝛽𝐼2)𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2)𝑡 − (1 + 𝛼𝐼1 + 𝛽𝐼2)𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (𝛼𝐼1 + 𝛽𝐼2)) − 2𝑡(𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) − 𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + 𝑒𝑡(𝛼𝐼1+𝛽𝐼2))

𝑡4

= 2
𝑡(𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (1 + (𝛼𝐼1 + 𝛽𝐼2))𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2)𝑡 − (1 + (𝛼𝐼1 + 𝛽𝐼2))𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (𝛼𝐼1 + 𝛽𝐼2)𝑒𝑡𝐼) − 2(𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) − 𝑒𝑡(1+(𝛼𝐼1+𝛽𝐼2)) + 𝑒𝑡(𝛼𝐼1+𝛽𝐼2))

𝑡3

= 2
𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (1 + 𝛼𝐼1 + 𝛽𝐼2)𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2)𝑡2 − (1 + 𝛼𝐼1 + 𝛽𝐼2)𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + (𝛼𝐼1 + 𝛽𝐼2)𝑡𝑒𝑡(𝛼𝐼1+𝛽𝐼2) − 2𝑡𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) + 2𝑒𝑡(1+𝛼𝐼1+𝛽𝐼2) − 2𝑒𝑡(𝛼𝐼1+𝛽𝐼2)

𝑡3
 

𝑀′𝑁𝑋(0) =
2

3
+ 𝛼𝐼1 + 𝛽𝐼2 = 𝐸(𝑁𝑋) 

iii. Conclude φ𝑁𝑋(𝑡) formula. 

φ𝑁𝑋(𝑡) = 𝑀𝑁𝑋(𝑖𝑡) = 2
𝑖𝑡𝑒𝑖𝑡(1+𝛼𝐼1+𝛽𝐼2) − 𝑒𝑖𝑡(1+𝛼𝐼1+𝛽𝐼2) + 𝑒𝑖𝑡(𝛼𝐼1+𝛽𝐼2)

−𝑡2
 

 

4. DISCUSSION FOR BENEFITS AND FUTURE APPLICATIONS OF REFINED 

NEUTROSOPHIC RANDOM VARIABLES 

 

Some phenomena in nature may consist of three independent categories of data which can be modeled 

as a random variable that follows a certain probability distribution, and therefore it can be represented 

as a single random variable of the type of refined neutrosophic, which facilitates calculations and 

arriving at predictions and results related to this phenomenon through the laws and mathematical 

formulas that we have proven in this research paper. 

 

On the other hand, merging processes through one process contributes to reducing the cost of algorithms 

and reducing the number of large calculations in a clear and tangible way. This helps computers carry 

out this study and produce results more easily and without consuming computer hardware. 

 

5. POSSIBLE CHALLENGES AND LIMITATIONS 
 

The biggest challenge facing the application of the results of this study in the future is for computers to 

be introduced to the number system of refined neutrosophic numbers, and for it to be entered 

programmatically into the computer. 

 

Therefore, before these results can be applied in statistical studies, computers must be introduced to this 

type of random variables and the mathematical formulas that we have proven must be introduced in 

order to provide the basic benefit from them in improving traditional algorithms and reducing their 

programming and computational costs. 
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4. CONCLUSION  

 

In this paper, we have presented a generalized definition of what is known by refined-neutrosophic 

random variables, and we have successfully introduced the main concepts of its characteristics, 

including PDF and CDF. Our focus was on the refined-neutrosophic representation, and we proved 

several properties associated with it. Additionally, we demonstrated the applicability of these results in 

various domains, including quality control, stochastic modeling, reliability theory, queueing theory, 

electrical engineering, and more. In future researches, we will study the effectiveness of this 

generalization to many fields of probability theory, especially in stochastic processes and their 

applications and we will study the ability to generalize this definition to the plithogenic sets concept.  
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Abstract  Keywords 

Research on new-generation materials to meet the energy needs has begun to 

attract attention. Recetly, energy storage in materials has become the most 

researched area. As a result of the reaction of the MAX phase 312 Ti3SiC2 

powder with hydrofluoric acid, a new 2D nanosized layered powder called 

MXene, similar to graphene, was obtained. MXenes, which have been studied in 

various sectors, especially energy, have attracted the attention of researchers 

owing to their multilayered structures. When Ti3SiC2 powder was treated with 

hydrofluoric acid (HF), an accordion-like two-dimensional Ti3C2Tx MXene 

structure was formed. In MXenes, surface coatings such as –O,–OH, and –F 

groups, which determine and affect various aspects of 2D materials, such as 

conductivity, constitute the application area. In this study, Ti3C2(OH)2–O 

and/or–OH surface terminations were examined using density functional theory 

(DFT) with the effect of the hydrofluoric acid etching time. Quantum Espresso 

program was used for DFT calculation. X-ray diffraction (XRD) and scanning 

electron microscopy (SEM and FESEM) were used to examine the MXene-

phase Ti3C2Tx powder and first-principles calculations were performed. The 

structural and electronic properties of MAX and MXene compounds were 

determined. The spin-orbit effect (SOI) was examined in the electronic structure 

of MXene. The total and partial densities of states (DOS) with and without spin 

orbit were calculated. 
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1. INTRODUCTION 
 

In 2011, a team led by Drexel University's Yury Gogotsi and Michel W. Barsoum discovered that 

selective etching of the MAX phase could yield a novel 2-dimensional transition metal carbide phase. 

The removal of the A layer from the MAX phase (MX) and its similarity to graphene (ene) resulted in 

the formation of MXene, a novel 2-dimensional carbide/nitride phase transition metal. Selective etching 

of Al was achieved by immersing Al-containing MAX phases in hydrofluoric (HF) acid, resulting in 

two-dimensional (2D) materials called MXenes [1], [2], [11]–[14], [3]–[10]. MXenes, the most 

researched materials, have been used in lithium-ion batteries, electrochemical capacitors, and fuel cells. 

Furthermore, the rich chemistry of MXenes, along with their ability to modify the composition, even 

along a single atomic plane, provide intriguing qualities for "temporary" battery designs, where the 

electrode can operate depending on the material used [15]–[17]. By integrating Li-ions into MXene 

layers, MXene appears to be a good candidate for electrode materials for Lithium-ion batteries (LIBs) 

and supercapacitors. MXene reveals that it has the potential to be an excellent high-capacity anode 

material [15], [18]–[21]. 

 

MAX phases are carbides or nitrides with three layers, and their theoretical formula is Mn+1AXn (n = 1, 

2, 3). Where M is an early transition metal, A is a group A element, and X is either carbon or nitrogen. 

MAX Phases have good electrical and thermal conductivities (e.g., metals), easy machinability, 

flexibility, good thermal shock resistance (e.g., ceramics), high strength, toughness, high temperature, 

and thermal and chemical stability. It is a fantastic material that combines the qualities of metals and 

ceramics [22]–[25]. MXene is a two-dimensional (2D) transition metal carbide and nitride nanomaterial 

with the chemical formula Mn+1XnTx. Tx represents the surface group. Tx surface terminations include 

fluorine (–F), hydroxyl (–OH), and oxygen (–O) [26]–[32].  

 

MXenes are used in a wide range of applications. Field effect transistors [7], [33]–[36], biomaterial [6], 

[37], [38], suitable substrate for paints [13], [35], electromagnetic interface screensavers [32], [39], 

electrodes [7], [8], [26], [40], [41], catalyst [28], [32], [42], optical [32], [43], batteries [26], [44]–[47], 

composites [26], [32], reactor [30], [48], [49], sensor (gas sensor, biosensor, pressure sensor, strain 

sensor) [6], [8], [26], [50]–[52], water treatment  [6], [8], [14], [26], [50], super capacitor [28], [32], 

transparent conductors [6], [32] is used. Finishing processes for MXene production (–F, –O, and/or –

OH); 

 

                      𝑀𝑛+1𝐴𝑋𝑛 + 3𝐻𝐹     →  𝐴𝐹3 +  
3

2
𝐻2 +  𝑀𝑛+1𝑋𝑛                   (1) 

                        𝑀𝑛+1𝑋𝑛 + 2𝐻2𝑂    →  𝑀𝑛+1𝑋𝑛(𝑂𝐻)2 + 𝐻2                                  (2) 

                            𝑀𝑛+1𝑋𝑛 + 2𝐻𝐹 →   𝑀𝑛+1𝑋𝑛𝐹2 + 𝐻2                                          (3) 

 

 

The supernatant (AF3) and 3/2H2 were removed from the MAX phase when combined with hydrofluoric 

acid (Equation 1) to produce Mn+1Xn. MXene is produce when the Mn+1Xn phase combines with either 

water (Equation 2) or hydrofluoric acid (Equation 3). The surface termination in Equation 2 is oxygen 

(–O) and/or hydroxyl (–OH). The surface termination in Equation 3 is fluorine (–F) [34], [53]. The 

surface-finishing processes of Ti3SiC2 are presented in Tables 1 [29], [50], [54], [55].  The Tx component 

of Ti3C2Tx formed as a result of these reactions can be –F (Ti3C2F2), –O (Ti3C2O2), or –OH (Ti3C2(OH)2) 

[56]–[60]. 
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Table 1. Different surface finishing processes of Ti3SiC2 [61]–[63]. 

 

Step 1 Step 2 

Ti3SiC2 + 3HF = Ti3C2 + SiF3 + 3/2H2 

    Ti3C2 + 2HF   =  Ti3C2F2 + H2 

    Ti3C2 + O2       =  Ti3C2O2 

    Ti3C2 + 2H2O =  Ti3C2(OH)2 + H2 

 

Owing to their ceramic properties, MXenes are chemically and mechanically stable. MXenes have 

various shapes and sizes, including single- and multilayered structures. It can be made as a complex 

material from a mix of light and heavy transition metals, allowing the number of valence electrons and 

relativistic spin-orbit coupling to be adjusted. This improved the electronic performance and mechanical 

stability of the devices. Thus, the thickness of the MXene layer can be changed. MXene surfaces can be 

functionalized with various chemical groups, allowing surface state engineering. Some MXenes exhibit 

massless Dirac dispersions in bands close to the Fermi level. This broadens the scope of dirac-based 

physics and its applications. These characteristics distinguish MXene from other compounds. The 

electrical properties of MXenes, such as conductivity, band gap, and operational function, are 

determined by their terminal groups and X-elements, which determine whether they are metallic or 

semiconducting [32], [64]. 

 

MAX-phase bonding generally involves metallic, covalent, and ionic interactions. A strong M - X link 

is covalent, metallic, and ionic, whereas an M - A bond is metallic. The weak ionic-covalent connections 

between M and X are too strong to break easily. They were separated into three groups: 2 (211), 3 (312), 

and 4 (413), corresponding to the M layer, depending on the number of M layers separating the A layers. 

MAX phases have structures that are composed of several metals. Ionic M-A bonds are connected by 

weak covalent M-X bonds. Consequently, the atoms of element A are far more reactive than those of 

elements M and X. The most basic principle for accessing MXenes is selective etching; using an acidic 

fluoride solution, removing A element layers without damaging the M-X bonds is possible. MAX phases 

have high binding strength owing to their metallic, ionic, and covalent bonds. Because the metallic link 

between Ti and Si is weaker than the covalent bond between Ti and C, HF etching selectively eliminates 

the Si layer from Ti3SiC2. The Ti3C2 layers were joined with Si atomic layers, which acted as mirror 

planes in Ti3SiC2. Si-Ti bonds are weak, but Ti-C bonds are significantly more durable. Ti3SiC2 exhibits 

exceptional mechanical characteristics and chemical stability at high temperatures. The structure 

combines metallic and ceramic characteristics with layered crystalline metallic (M-A) and covalent (M-

X) links. The MAX phases are good thermal and electrical conductors. M-X bonds are among the most 

powerful in nature [14], [15], [42], [52]. 

 

The addition of metal ions or organic molecules and the combination of inorganic particles and MXene 

layers control and optimize the MXene properties [50]. MXene (Ti3C2Tx) layers can be intercalated in 

various ways owing to the weak bonds between the Mn+1Xn layers [6], [34]. The number of hydrogen 

bonds and/or the bonds between the Van der Waals Ti3C2Tx layers decreased after joining dimethyl 

sulfoxide (DMSO) [65], [66]. Inorganic molecules (metal cations and water) can easily combine with 

MXene, widening the space between layers [6], [34], [67]. MXenes with these molecules, followed by 

mechanical vibration or sonication in water, form colloidal monolayers and multilayer MXenes [26]. 

After intercalation, single or few layers of Ti3C2Tx were split into layers (nanosheets/flakes) by direct 

handshaking or mechanical vibration (bath sonication stage), and a stable colloidal solution was formed 

[34], [65], [68], [69]. 
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2. EXPERIMENTAL PROCEDURES 

 

MAX phase powder-mixing ratio was used for MXene synthesis. The MAX-phase powder was mixed 

with 10 mL of acid solution [2], [55], [61]–[63], [70], [71]. In the experiments, Teflon Magnetic Fish 

(PTFE) and plastic beakers did not react. The mixture was stirred using a magnetic stirrer with Teflon 

magnetic fish in a plastic bottle [45], [72].  

 

MAX-phase Ti3SiC2 powder with a 200-mesh size and 98 per cent purity (2% TiC) was obtained from 

Forsman Scientific (Beijing) Co., Ltd. For 1 g of Ti3SiC2 powder, 10 ml of acid solution was used.Acid 

(50 per cent) was used as an acid. The powder was slowly added to the solution owing to the exothermic 

reaction. The resultant solution was mixed for 8 h and 32 h in a fume hood with a magnetic stirrer set at 

750 rpm. Table 2 lists the codes for the sample samples prepared based on the mixing time. 

 
Table 2. Mixing times of Ti3SiC2 and Ti3C2Tx powders. 

 

       Sample  Acid/Solution Hours Code 

Sample 1 - - Ti3SiC2 

Sample 2 HF 8 HF-8 

Sample 3 HF 32 HF-32 

Sample 4 HF+HF 8+8 HF-HF-8 

Sample 5 HF+HF 32+32 HF-HF-32 

Sample 6 HF+HF+DMSO 8+8+18 HF-HF-DMSO-8 

Sample 7 HF+HF+DMSO 32+32+18 HF-HF-DMSO-32 

 

The PTFE was placed in a beaker to mix the plastic. The powders obtained after HF treatment were 

subjected to HF (HF-HF) treatment. Centrifugation with deionized water was rounded off in MXene 

manufacturing to neutralize the acidic environment caused by the reaction of MAX-phase particles with 

acid. A link exists between the pH level and the mixing process. The pH of the supernatant determines 

the time required for centrifugation. The pH value of the supernatant solution is 4-6 [6], [8], pH value 

is between 5-6 [18], [29], [34], [42], [65], [69], pH value is between 6-7 [15], [35], [46]. In some studies, 

the pH was considered sufficient to achieve neutrality [9], [36]. More centrifugation was required to 

achieve an appropriate pH shift, which was directly affected by centrifugation the HF reactions. 

Numerous elements influence the MXene production. Many factors alter the physical and chemical 

properties of MXenes, which, in turn, affect their quality. The solution ratio, mixing duration, acid 

variety, organic chemicals, temperature, pressure, and surface finishing are the most critical variables. 

One of the most important factors that determines the quality and yield of MXenes is the solution ratio. 

The chemical stability of MXene increases as the number of layers increases. Ti3C2Tx has 50 per cent 

HF and 100 per cent efficiency, whereas Ti2CTx has 60 per cent efficiency with only 10% HF [20]. For 

MXenes, the mixing time is effective for surface finishing. Increasing the-O terminations while lowering 

the HF concentration lowers the-F terminations [14]. Some XRD peaks may vanish, whereas others may 

return because of mixing time. The processing time increased with HF to attain higher angle values. 

This indicates that when the processing time with HF increases, the d-distances of the planes decrease 

[73]. The increased mixing time reduces the particle size, resulting in a faster transition from the MAX 

phase to the MXene phase. Although there was no notable change in the mixing after a short period, the 

MXene phase was created with alterations in the MAX phase structure over long mixing times [52]. The 

mixing time decreased with an increase in the temperature of the mixture. Temperature and time showed 

an inverse relationship. For example, mixing for 48 h at 35 °C is comparable to mixing for 24 h at 60 

°C [1].   

 

The Al layers were replaced with surface terminal groups presumed to be –O,–OH, and/or –F during the 

chemical etching of the MAX phases to form the MXene phases. According to DFT calculations, surface 

terminations can directly or indirectly modify the electronic characteristics of MXenes from 
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semiconductors with small bandgaps to semiconductors with wide bandgaps. Termination causes 

variations in the bandgap. The capacity of oxygen-terminated MXenes was calculated to be higher than 

those of hydroxyl- and F-terminated MXenes [14]. Centrifugation is necessary for manufacturing 

MXenes. After combining with acid, the centrifugation speed and time helped the solution to become 

neutral (pH 5-6). Although the centrifuge speed varied, it was typically set to 3500 rpm [34]–[36], [69]. 

The fluid and powder were mixed using a magnetic stirrer and transferred to a centrifuge tube. 

Centrifugation was performed at 3500 rpm for 5 min [62], [63]. pH measurements were performed in 

the supernatant of the centrifuge tube before it was emptied. The pH meter was washed with distilled 

water for each particle size. Centrifugation was performed for 5 min until the pH level reached 5-6. 

After centrifugation, the pH of the MXene powder increased logarithmically. There was a proportionate 

variance between the time spent mixing with HF and the time spent centrifuging (Fig.1). 

 

 
 

Figure 1. pH change in the powder produced with hydrofluoric acid (HF) by centrifugation. 

 

Filtering removes the MXene particle solution from deionized water. A mud (clay)-like structure was 

formed after filtration [33], [36], [42], [52], [74], [75]. After mixing, the supernatant was filtered using 

a filter. The liquid waste portion of the supernatant was emptied into other containers. Following 

centrifugation of the solution obtained by mixing it with HF, the supernatant-colored turquoise was 

obtained. The amount of silicon in the supernatant was determined by chemical analysis. The layers 

generated by breaking the Van der Waals bonds between the layers were split into further layers by 

sonication after intercalation with an organic solvent (e.g. dimethyl sulfoxide). This enables mechanical 

vibration or hand shaking to open layers [26], [34], [66].  

 

Ethyl alcohol (40 mL) was poured into a glass beaker. The sonicator was sonicated for 6 hours in 1-hour 

chunks. Each hour, four cycles were completed at 15-minute intervals, with sonication creating 5-second 

pulses.  

 

Each cycle included a 5-minute rest time after the warm-ups. The mixture was submerged in an 

ultrasonic bath for one hour. For one gramme of MXene particles, 500 ml of deionized water was placed 

in an ultrasonic bath at a frequency of 37 kHz. The MXene particles broke and were delaminated in both 

the ultrasonic treatments. The layered MXene structures were mixed with DMSO for 18 h at room 

temperature. To 1 g of MXene, 20 ml DMSO was used [42], [52], [64], [65], [76]. The mixture was 

centrifuged at 4000 rpm for 10 min to separate the DMSO from the mixture. This phenomenon is known 

as delamination [14], [15], [21], [67]. After centrifugation, the mixture was filtered through a 200 nm 

porous membrane filter. It was then dried in a vacuum oven at 70 °C for 24 h [15], [34], [35], [67], [77]. 

Figure 2 shows the MXene phase. 
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Figure 2. MXene production steps 

 

After centrifugation and filtration, a moist, clay-like texture was observed. The powders were dried in a 

vacuum oven for 24 hours at a temperature of 70-80 oC [34], [65], [66], [78]. To filter the clay (mud) 

from the powder and separate it from the liquid, vacuum filtration was conducted for approximately one 

hour. Subsequently, it was dried in a vacuum oven at 70 °C for 24 h. Table 3 lists the chemical methods 

used for the powders. 

 
Table 3. Processes used in the manufacture of MAX Phase Ti3SiC2 powders using MXene. 

 

Code Etching Delamination Sonication Intercalation 

Ti3SiC2 - - - - 

HF-8 + + - - 

HF-32 + + - - 

HF-HF-8 ++ ++ + - 

HF-HF-32 ++ ++ + - 

HF-HF-DMSO-8 ++ ++ + + 

HF-HF-DMSO-32 ++ ++ + + 

 

There are losses in the powder production when MXene is produced from the MAX phase. One gram 

of Ti3SiC2 contained 0.140852 g silicon. The loss of silicon or the amount of silicon in the supernatant 

was determined using EDX analysis. The amount of silicon in the supernatant was measured.  

 

The silicon ratio in the supernatant solution is measured in ppm using the Spectro Arcos FHE16 model 

Inductively Coupled Plasma (ICP)-Optical Emission Spectrometer (OES) equipment (Figure 3). First, 

reference silicon standard solutions were prepared. The silicon content in the model (supernatant) was 

determined by comparing the ratio of the sample to the standard solution (Figure 3). Because of the 

reaction with HF, the MAX phase powders removed Si from the atmosphere; however, some Si 

remained in the powder. 
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Figure 3. MXene synthesis from the MAX phase resulted in a percentage weight loss of silicon in Ti3C2Tx powder. 

 

Because of the fluorine ratio in HF etching, a lower HF acid ratio results in more oxygen. In the etching 

process with 10% HF, more oxygen and less fluorine are observed than in the etching process with 50% 

HF. The most important factor in surface finishing is acidity [26], [42]. Because the etching process 

involves an exothermic reaction, vigilance should be exercised and the reaction vessel should be 

thoroughly ventilated [9], [50]. Owing to the risk associated with of HF, other acids can be used as 

alternative corrosives. The MXene layer developed flaws because of HF's high etching ability of HF 

[32], [50]. The functional groups in the generated MXenes impart hydrophilicity to surface terminations 

[68].     
 

2.1. Theoretical Calculations 

 

This study was carried out using the Quantum-Espresso [79], [80] simulation package based on density 

functional theory. The electron–electron interaction was processed by GGA using the existing Perdew-

Burke-Ernzerhof [81]. Coulomb interactions between valence electrons and ionic nuclei were described 

using full and scalar relativistic ultrasoft pseudopotentials to determine the effects of spin–orbit 

interaction (SOI) on the physical properties of all compounds studied. The maximum plane-wave cutoff 

energy was set at 60 Ry, whereas the electronic charge density was expanded on a basic cutoff basis up 

to 600 Ry. Self-consistent solutions of the Kohn-Sham equations were determined using Monkhorst-

Pack special k-points [82] within the Brillouin zone (BZ). While the total energy calculations for all 

compounds examined were performed on a (12×12×12) k-point network, this network was increased to 

(24×24×24) for electronic measurements. 

 

2.2. Structural and Electronic Properties 

 

The studied Ti3SiC2 and its MXene-phase Ti3C2(OH)2 compounds crystallized in a hexagonal p63/mmc 

(Wyckoff number of 194) structure, as shown in Figure 4. As shown in Figure 4 (a), the polyhedral was 

formed into an octahedral pyramid, with the Ti atom placed at its center. Some of the C atoms from the 

neighboring unit cells are also shown to better understand these polyhedra and bonds. Crossing Ti atoms 

formed six bonds with neighboring C and Si atoms. For Ti3C2(OH)2, polyhedra occur between Ti and C 

atoms and have a triangular pyramid shape. The coordinates of the Ti atoms were 2a (0.00,0.00,0.00), 4f 

(1/3, 2/3, zTi), Si atoms were 2b (0.00, 0.00, 1/4), C atoms were 4f (1/3, 2/3, zC), O atoms were 4e (0.00, 

0.00, zO), and H atoms were 4e (0.00, 0.00, zH). The lattice parameters of Ti3SiC2 were obtained from a 

previous experimental study [82]. Structural relaxation calculations were performed for Ti3C2(OH)2; 

structural relaxation calculations were performed, and the obtained values for its lattice parameters were 

𝑎 = 3.21 Å, and 𝑐 = 22.38 Å. The inner parameters for atoms are 𝑧𝑇𝑖 = 0.6122,  𝑧𝐶 = 0.5746, 𝑧𝑂 =
0.4133, and 𝑧𝐻 = 0.2151 for Ti3C2(OH)2. The C atoms formed three bonds with O atoms and one bond 

with a Ti atom, with a total of four bonds. The bond length between Ti-C in Ti3C2(OH)2 is 2.088 Å, which 

is longer than the corresponding value of 2.081 Å in Ti3SiC2. Because the electronegativities of the atoms 
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are different in both compounds, we can say that the bonding in the studied compounds is an admixture 

of covalent, ionic, and metallic behaviors. 

 

The calculated electronic band structure of the MAX Phase Ti3SiC2 compound is presented in Figure 5 

along with the high-symmetry directions of the Brillouin region of the hexagonal system. The Fermi 

level was set to 0 eV and is indicated by dashed blue lines with significantly high symmetry points. 

Because several bands cross the Fermi level along all symmetry directions, it was concluded that this 

compound exhibits a metallic behavior. These results agree with those of previous studies of this 

compound [83]. While the red dashed lines are obtained by including the SOI, the dashed black lines 

represent the electronic structure without the SOI. As shown in Figure 5., the SOI had almost no effect 

on the electronic band structure of the compound.  

 

 
Figure 4. Crystal structures of a)Ti3SiC2, b)Ti3C2(OH)2 compounds, and (c) high-symmetry points of the hexagonal structure 

 

 
 

Figure 5. Electronic structures of Ti3SiC2 with (red dashed lines) and without (solid black lines) spin-orbit interactions 
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However, the electronic structure of Ti3C2(OH)2 exhibits features different from those of its MAX phase, 

as shown in Figure 6. Splitting due to the SOI increases the electronic bands that cross the EF and 

enhances the free electrons near this energy level. The highest splitting between the energy bands due 

to SOI is about 0.3 eV at high-symmetry points. Therefore, it is crucial to include SOI when calculating 

the MXene phase of Ti3C2(OH)2. 

 
 

Figure 6. Electronic structures of Ti3C2(OH)2 with (red dashed lines) and without (solid black lines) spin-orbit interactions 

 

The high-symmetry points and Fermi surface (FS) sheets of the Ti3SiC2 compound are presented in 

Figure 7, and are consistent with previous results [83]. Because SOI is not effective for this compound, 

the FS sheets with SOI are not shown in Figure 7. Six electronic bands crossed the EF, forming six 

different FS. The first four FS had simple nesting around the Γ point. First, the FS enclosed the Γ-point 

in a spherical shape. The other three have a cylindrical shape, which also circles the Γ point. The fifth 

FS has more complex nesting than the first four FS. Although it rotates at the Γ point, it has a flower-

like shape. The last FS has an enclosed shape around the K high-symmetry point. All the FS had both 

hole and electron pocket characteristics. 

 

The FS sheets for Ti3C2(OH)2 differ from the MAX phase owing to the effectiveness of the SOI. When 

the SOI is not considered, only two electronic bands cross the EF and form two FS sheets, as shown in 

the left panel of Figure 8. The first one forms a flower-like nesting away from the zone center. The 

second has a similar shape away from the zone center, but also has two closed shapes around the Γ high-

symmetry point. 
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Figure 7. The Fermi Surface sheets for Ti3SiC2 compound 

 

The number of FS sheets increased when the SOI was included. The shape of the first FS does not 

change owing to the SOI, but the second one seems to be split into two different FS sheets that enhance 

the number of free electrons near the EF. Nesting along the Γ − H direction can increase the scattering 

of electrons, which can increase the electron-phonon interaction. While the first FS with SOI had mainly 

hole-pocket features, the second and third FS sheets had electron-pocket features within the hexagonal 

MXene Ti3C2(OH)2. 

 

 
 

Figure 8. Fermi Surface sheets for Ti3C2(OH)2. While the left column shows the sheets obtained without SOI, 

the middle and right columns correspond to the Fermi surface sheets obtained with SOI 

 

The total and partial densities of state (DOS) of Ti3SiC2 are shown in Figure 9. Because all atoms in the 

compound contribute to the DOS at the Fermi level (N(EF)), we can say that it exhibits a 3D-metallic 

electronic behavior. No gaps are observed in the valence bands of this compound. The N(EF) value 

mainly consists of Ti 3d orbitals contributing to C 2p and Si 3p hybridization. The N(EF) value for 

Ti3SiC2 was calculated as 10.7 States/eV. The Ti 3d shell contributes approximately %65 (6.95 

States/eV), the C 2p shell contributes around %17 (1.82 States/eV), and the Si 3p shell contributes to 

the N(EF) around %15 (1.61 States/eV) of the Ti3SiC2 compound. Although the d-orbital dominates the 

Fermi energy level, because the mass of the compound is relatively low, the SOI is not as effective as 
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that in a heavier mix. Hybridization occurred between the d- and p-orbitals in all energy regions. This 

hybridization is more distinctive in the valence region, suggesting solid bonding between Ti, C, and Si 

compounds. As the electronic structure implies, the SOI has a negligible effect on the electronic 

properties of this compound. Hence, only the DOS without the SOI is shown in Figure 9. The DOS and 

partial DOS features of Ti3C2(OH)2 with and without SOI are shown in Figure 9. It can be seen that the 

multilayer structure is slightly disturbed after mixing with dimethylsulfoxide (Fig. 9). 

 

 
 

Figure 9. The total and partial density of states in Ti3SiC2 orbitals 

 

In Figure 10 (a), the DOS features of this compound are calculated using the SOI. Between -8.5 eV and 

-4.2 eV, O 2p shell makes the largest contribution the DOS features of the valence band. After this 

energy level to -2.5 eV, both Ti 3d and C 2p orbitals contribute equally to the DOS value. Near EF, the 

Ti 3d shell dominated the electronic properties of Ti3C2(OH)2. A similar observation was made for the 

DOS properties calculated without an SOI, as shown in Figure 10 (b). The DOS features of Ti3C2(OH)2 

with and without SOI are shown in Figure 10. In Figure 10 (a), the DOS features of this compound were 

calculated using the SOI. Between -8.5 eV and -4.2 eV, the O 2p shell makes the most significant 

contribution to the DOS features of the valence band. After this energy level to -2.5 eV, the Ti 3d and 

C 2p orbitals contribute equally to the DOS value. Near EF, the Ti 3d shell dominated the electronic 

properties of the Ti3C2(OH)2 compound. A similar observation can be made for the DOS properties 

calculated without the SOI, as shown in Figure 10 (b). The main difference between these two graphs is 

the N(EF) values. The N(EF) value with SOI was calculated as 8.0 States/eV, whereas the corresponding 

value without SOI was obtained as 7.2 States/eV. This enhancement due to SOI can be explained by the 

gathering of split bands around EF. The contribution of the Ti 3d shell to N(EF) was approximately %74 

with the SOI and %76 without the SOI. The C and O 2p orbitals contributed equally to N(EF) in both 

calculations. We can say that even though the mass of the compound does not change significantly from 

the MAX phase to the MXene phase, because of the changing bonding features and contribution rates, 

SOI is much more effective in the MXene phase. 



Ekici et al. / Estuscience – Se , 25 [3] – 2024 

 

352 

 
 

Figure 10. The density of states in Ti3C2(OH)2 compounds (a) with and (b) without SOI  

 

3. RESULTS AND DISCUSSION 
 

The MAX phase starting powder broke the titanium-silicon bonds. Strong bonds existed between 

titanium and carbide, whereas weak bonds existed between titanium and silicon. In the Ti3C2Tx layers 

formed, MXenes exhibited weak Van der Waals bonds. The particles formed after hydrofluoric acid 

exfoliation were then exfoliated. Exfoliation results in an accordion-like shape [42], [52], [67]. The 

powders were coated with 80% gold and 20% palladium prior to SEM using Quorum Q150R ES brand 

coating equipment and a Polaron Range SC7620 Mini Sputter Coater. The researchers used a JEOL 

JSM-6060LV scanning electron microscope (SEM). Figure 11 shows SEM images of the Ti3SiC2 MAX 

phase powder, which is referred to as the primary material. 
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Figure 11. SEM images of Ti3SiC2 MAX phase powder. 

 

The samples were coded based on their operation. Hydrofluoric acid (HF) and dimethyl sulfoxide 

(DMSO) were used for coding. The mixing time with the acids was indicated by the sample code 

numbers (8 and 32 h). If treated with hydrofluoric acid, it is referred to as HF. It is classified as HF-HF 

if it has previously been treated with hydrofluoric acid and chemically treated with hydrofluoric acid. It 

was labelled with DMSO after treatment with acids and then combined with dimethyl sulfoxide. The 

powders were aggregated and the forms were more spherical, as shown in the SEM image of the basic 

material. The structures in which the stacked layers were best observed were the samples treated with a 

high mixing time, as shown by the SEM morphologies of the MXene powders (Figure 12). 
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Figure 12. MXene structure (Ti3C2Tx) powders a) HF-8, b) HF-32, c) HF-HF-8, d) HF-HF-32, e) HF-HF-DMSO-2,  f) HF-

HF-DMSO-32, SEM pictures 

 

The powders acquired after 32 h of mixing were used to create SEM images, which clearly showed a 

layered structure (Figure 13). Field Emission Scanning Electron Microscopy (FE-SEM, FEI Quanta 

FEG 450) was used to characterize the materials. Figure 14 shows FE-SEM images of the MAX-phase 

Ti3SiC2 sample used as the starting powder [63].  
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Figure 13. SEM images of HF-32 sample in MXene structure (Ti3C2Tx) 

 

 

 
 

Figure 14. FE-SEM images of Ti3SiC2 MAX phase powder. 

 

Figure 15 shows FE-SEM EDX pictures of the MAX phase Ti3SiC2 sample. According to the EDX 

images, the Ti content is approximately 70%. A layered structure was not observed in the initial powder. 
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Figure 15. FE-SEM EDX images of Ti3SiC2 MAX phase powder 

 

Figure 16 shows the FE-SEM images of the samples prepared by mixing the MAX phase powder with 

hydrofluoric acid (HF) and then dimethyl sulfoxide (DMSO) for 8 and 32 h. The layered structures were 

formed after 32 h. At higher mixing speeds, the paper-like 2D structures, known as MXenes, became 

more dominant (Figure 17). Delamination is observed in the SEM and FE-SEM images as overlapping 

layers, which appear to have been sliced sharply with a metal blade [20]. The effect of the hydrofluoric 

acid mixing period was apparent in the HF-32 (Figure 16) [63] and HF-HF-32 (Figure 17) samples, 

where the layered structure was preserved, weak bonds were destroyed, and new layers were generated. 

The layered structures of HF-HF-DMSO-8 and HF-HF-DMSO-32 (Figure 16) with dimethyl sulfoxide 

were not entirely visible after mixing with hydrofluoric acid for 8 and 32 h, respectively.  
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Figure 16. Powders with MXene structure (Ti3C2Tx) a) HF-8, b) HF-32, c) HF-HF-8, d) HF-HF-32, e) HF-HF-DMSO-8, and 

f) HF-HF-DMSO-32, FE-SEM images 

 

 
 

Figure 17. FE-SEM images of HF-HF-32 sample 
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At four points selected from different locations in the SEM-EDX point analysis of the HF-HF-32 sample, 

there was a considerable drop in Si compared with the initial powder (Figure 18). Breaking Ti-Si bonds 

and eliminating Si from the environment are the main reasons for this. 

 

 
 

Figure 18. SEM EDX Spot Analysis of HF-HF-32 sample 

 

Changes in Ti, Si, and C are visible in the SEM-EDX line analysis of the HF-HF-32 sample (Figure 19). 

The rate of silicon difference between the layers varied significantly. A linear relationship is observed 

between titanium and carbon. The elimination of Si from the environment due to reactions at specific 

locations is one of the most prominent reasons for this.  

 

 
 

Figure 19. SEM EDX Line Analysis of HF-HF-32 sample 

 

XRD analyses were performed using a RIGAKU D/MAX/2200/PC equipment and a Cu-supplied X-ray 

tube (= 1.54056). The only MXene that has been successfully delaminated in substantial quantities is 

Ti3C2Tx [34]. XRD and EDS analyses confirmed the conversion of the MAX phase into MXene [8]. 

XRD studies of MAX-phase Ti3SiC2 powder revealed similar characteristics [73]. Figure 20 shows XRD 

images of the MAX-phase Ti3SiC2 sample used as the starting powder. The Ti3SiC2 peak at 39.779, was 

the highest (104). The d value of this peak is 2.2642 Å [63]. 
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In general, XRD can identify intercalation because the interlayer spacing changes as a result of 

intercalation, which increases the c-lattice parameter (c-LP) and shifts the corresponding peak at two 

coordinates to the left [42]. The weakening or removal of all X-ray diffraction (XRD) peaks from the 

preceding MAX phase indicates effective etching from a crystallographic standpoint [15]. As the mixing 

temperature and duration were increased, d decreased. The XRD model will only have (000l) peaks 

(showing material loss in non-basal directions) if the MAX phase is completely converted to MXene, 

and all other heights will weaken or disappear. The (000l) elevations were initially broad and then 

narrowed as the angle decreased, suggesting that the lattice parameter increased [8]. The (002) and (004) 

peaks were split into two when the etching time was increased [1]. Figure 21 shows an XRD comparison 

of the MAX phase starting powder with MXene-based powders. 

 

 
 

Figure 20. XRD Analysis of MAX phase Ti3SiC2 sample 

 

 

 
 

Figure 21. XRD analysis of MAX phase starting powder and other samples 

 

The first (002) peak of the MAX phase shifted downward for Ti3C2Tx generated by direct HF exfoliation 

[13]. The (002), (004), and (006) planes of MXene are assigned to Ti3C2Tx. The (002) peak was 

considerably displaced in the spectra of the modified Ti3C2Tx and MXene. The high-order (004) and 
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(006) peaks behaved similarly. The lattice parameters of the modified samples illustrate the expansion 

of the c-plane distance [84]. (002), (004), (006), (008), and (009) are the XRD patterns of MXenes (110). 

With the addition of DMSO to MXene and sonication, the (002) pattern was exfoliated [64]. The peaks 

of the Ti3SiC2 sample are displaced to the left by those of the hydrofluoric-acid-treated samples. Some 

of the peaks are smaller (Figure 22). The peaks at 39.8o, 41o, and 42.7° showed an apparent shift. 

Compared to the initial powder, the peaks appeared to shift to the left. 

 

 
 

Figure 22. XRD analysis of MAX phase starting powder and other samples 

 

After exfoliation, XRD analysis of the Ti3C2Tx sample revealed typical (0001) peaks, indicating that a 

layered structure was well formed. Dispersion and ultrasonication in ethanol and DMSO increased the 

intensity of the (002) peak [5]. Peaks (001), such as (002), (004), and (0010), on the other hand, 

expanded, lost intensity, and shifted to lower angles than their pre-processing positions [55]. MXene 

peaks are typically seen at 9o and 19° [1], [34], [78]. The XRD analysis of the HF-32 [63] and HF-HF-

32 samples revealed MXene production (Figure 23).  

  

 
 

Figure 23. XRD analysis of Starting Powder and other samples 
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4. CONCLUSIONS 

 

The production of MXene is affected by the long mixing period with hydrofluoric acid. The Si 

concentration in the powder decreased after being treated twice with hydrofluoric acid. It is clear that 

MXene conversion occurred at high mixing speeds, resulting in silicon loss. An increase in the mixing 

time resulted in the formation of multilayer structures. Stratified structures did not form after 8 h of 

mixing. The inclusion of spin-orbit interaction in the theoretical calculations shows that even though the 

mass of the compound does not change significantly from the MAX phase to the MXene phase, because 

of the change in bonding features and density of states contribution rates, SOI is significantly more 

effective in the MXene phase. The effect of mixing time was observed in obtaining MXene. The 

structure formed after 32 h of mixing was more stable and two dimensional. This structure provides a 

positive change in the electronic properties. This is in agreement with the theoretical calculations. New 

generations of MXene materials are expected to be pioneers in electronic studies. Future studies on 

MXene compounds will focus on understanding the impact of various surface terminations and 

intercalations on the electronic, magnetic, and catalytic properties of these materials. . Research will 

continue to enhance the photocatalytic performance of Ti3C2(OH)2 for applications such as hydrogen 

production, CO2 reduction, and pollutant degradation. This includes the development of novel Ti3C2-

based composites with materials like TiO2 to improve charge separation and photocatalytic efficiency. 
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In this study, chitosan-based hydroxyapatite/chitosan (HAP/CHI), cellulose/chitosan 

(CEL/CHI) and montmorillonite/chitosan (MMT/CHI) composites were synthesized 
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acid (ASA) was used as a drug for loading and desorption studies to determine the 
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down and became more controlled for all three composites. At the end of the release, 

the highest releasing capacity was found with the CEL/CHI composite, with 96.05% 

ASA release. A total drug release of 93.26% was achieved with HAP/CHI and 84.89% 
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1. INTRODUCTION 
 

Recently, biopolymer composite minerals have attracted considerable research interest for biomedical 

and pharmaceutical applications [1]. Compared to synthetic polymers, natural polymers have benefits 

like biocompatibility, biodegradability, and biologically identifiable components that promote cellular 

functions [2]. Chitosan (CHI), one of the biopolymers, is a potential option for creating artificial bone 

scaffolds because of its superior hemostasis, adsorptive qualities, biocompatibility, and antibacterial 

activity. These qualities are widely used in biomedical, cosmetic, and water treatment applications [3-

5]. Although chitosan has advanced the development of safe and effective drug delivery systems [6], 

its properties, including adsorption capacity, weak mechanical strength, irregular size, lack of process 

repeatability and chemical resistance need to be enhanced. Consequently, in order to produce chitosan 

beads, microspheres, films, or fibers with a stable size and enhanced mechanical qualities, physical 

and chemical modifications have been suggested [7].  
 

According to recent research, clay minerals such magnesium aluminum silicate, montmorillonite, and 

laponite enhance chitosan's mechanical and thermal resilience as well as its rate of drug release and 

encapsulation. This is mostly because of their advantageous characteristics, which include mechanical 

stability, high specific surface areas, biocompatibility, huge pore volumes, and chemical inertness [1]. 

The inorganic calcium phosphate substance known as hydroxyapatite (HAP) is a crucial part of human 

bones and teeth. HAP can be obtained from natural sources or through chemical synthesis and is a 

biodegradable material with very good bioactive properties. Due to its numerous beneficial properties, 

including excellent biocompatibility, bioactivity, osteo conductivity, and anti-inflammatory properties, 

HAP has been extensively studied for biomedical applications [8,9]. Considering these properties, 

HAP, which can be obtained synthetically using a suitable calcium and phosphate source, is used as a 

good adsorbent for many substances such as proteins, antitoxins, antibiotics and growth factors. 
 

Montmorillonite (MMT) supports drug release by strongly adsorbing to the drug molecules and 

improves the bioavailability and dissolution rate of hydrophobic drugs [10]. Because of their great 

adsorption capacity, high specific surface area, swelling ability, and ability to create appropriate 

particle sizes for embolization, MMT particles are perfectly suited for the creation of drug carrier 

embolization agents [11]. 
 

The most prevalent biopolymer in nature is cellulose (CEL), which may be dissolved and transformed 

into regenerated useful materials in a variety of shapes and sizes, including films, hydrogels, 

microspheres, and fibers. However, the lack of antimicrobial activity and poor bioactivity of cellulose 

restricts its use in antibacterial packaging and biomaterials. In order to address this issue and optimize 

cellulose's use, it is typically combined or altered with other polymers [4]. 
 

Aspirin, which was chosen as the model drug in this study, obtained by the acetylation of salicylic 

acid, has a long history as an antipyretic and analgesic drug. Acetylsalicylic acid (ASA) is a nonsteroidal 

drug with anti-inflammatory, analgesic, and antipyretic effects. Furthermore, taking a large amount of 

ASA orally can have unfavorable side effects such as ulcers, bleeding in the stomach, and tinnitus. 

Consequently, it would be preferable if the medications containing ASA, and its controlled release 

feature were combined. This would allow the ASA to be released gradually and create the proper drug 

concentration in plasma. Consequently, a great option for the polymeric drug to generate the controlled 

release of ASA would be to combine the chitosan drug carrier with the ASA drug [12]. To our 

knowledge, there are no other studies using chitosan composites for the release of acetylsalicylic acid. 
 

In this study, chitosan-based composites hydroxyapatite/chitosan (HAP/CHI), cellulose/chitosan 

(CEL/CHI) and montmorillonite/chitosan (MMT/CHI) were synthesized to improve the resistance and 

drug delivery properties of chitosan for pharmaceutical systems, and the loading capacity and release 

behavior of acetylsalicylic acid in phosphate buffer solution (PBS) and gastric environment (GJ) 

medium were investigated. 
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2. MATERIALS AND METHODS 
 

2.1. Materials 
 

The following materials were used without further purification: Calcium nitrate (Ca (NO3)2) (98%) 

from Carlo Erba. Phosphoric acid (H3PO4) (85%) from J.T. Baker. Ammonia solution (NH4OH) 

(25%), sodium chloride (NaCl) and cellulose (CEL) from Merck. Potassium phosphate monobasic 

(KH2PO4) and sodium phosphate dibasic heptahydrate (Na2HPO4.7H2O) from Riedel-de Haën. 

Acetylsalicylic acid (ASA) (99%) from Alfa Aesar. Cetyltrimethylammonium bromide (CTAB), 

montmorillonite (MMT) and chitosan (CHI) (high molecular weight) from Sigma-Aldrich. 
 

2.2. Synthesis of Hydroxyapatite (HAP) 

 

The HAP samples were synthesized by the chemical precipitation technique. The surfactants were 

used at an estimated yield of 1% (w/w) HAP after being dissolved in water. The target Ca/P ratio was 

1.67. While the H3PO4 solution (0.72 M) was added dropwise, the Ca (NO3)2 (1.2 M) solution was 

stirred constantly. A pH of 10 was maintained with NH4OH (25%) [13]. At this point, the solution 

became milky and for surface modification 0.1 mM CTAB solution was added, and it was stirred for 

30 min before being allowed at room temperature for a day. After filtration, the HAP samples 

underwent washing with distilled water, followed by drying in oven, and finally calcined at 550 °C for 

6 hours, with a heating rate of 2 °C/min. 
 

2.3. Preparation of Composites 

 

All of the composites were synthesized with chitosan solution which is prepared same methodology 

that given below. 

 

10 mL of 1% (v/v) acetic acid (CH3COOH) and 100 mg of chitosan were stirred on a magnetic stirrer at 

1000 rpm for 30 min until it became transparent, and then treated in an ultrasonic water bath for 5 min.  
 

100 mg of HAP, CEL, MMT and 100 mL of distilled water were added and then placed in an ultrasonic 

water bath for 30 min. Composite suspensions were added to the prepared chitosan solution and then 

stirred on a magnetic stirrer at 1500 rpm for 24 hours. Then 2M NaOH solution was added dropwise 

with a syringe and stirred on a magnetic stirrer at 500 rpm. After 24 h, the samples were centrifuged at 

4000 rpm for 20 min and washed with distilled water until pH neutral. The samples were collected and 

dried at 60 ˚C for 24 hours. After 24 hours, the samples were completely dried and the composites 

were collected, stored for further analysis and labeled as HAP/CHI, CEL/CHI and MMT/CHI. 

 

2.4. ASA Loading  

 

To investigate ASA's adsorption capability on the chitosan-based composites, 50 mg of acetylsalicylic 

acid was dissolved in 100 mL of distilled water, and 300 mg of each composite (HAP/CHI, CEL/CHI, 

and MMT/CHI) was submerged in a 500 mL ASA solution (0.5 mg/mL) for 24 hours at 25 °C in a 

shaking water bath. On the chitosan-based composites, the adsorption capability was ascertained. 

Following the adsorption procedure, the liquid phase was filtered, and a UV spectrophotometer 

(Shimadzu UV-1800) set to 275 nm was used to measure the concentration of ASA in the solution. 
 

The amount of ASA adsorbed per gram of composite, qe (mg/g), was calculated according to Equation 1. 
 

𝑞𝑒 =  𝑉 ×
(𝐶𝑜−𝐶𝑡) 

𝑚
                                                            (1) 
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Where V is the solution volume (L), Co is the initial concentration of ASA (mg/L), Ct is the 

concentration of ASA at a given time, and m is the amount of composite (g). 
 

2.5. In vitro Drug Release Studies 
 

To investigate the ASA release, 10 mL of phosphate-buffered saline (PBS) (pH = 7.4) and GJ (pH = 

1.2) were mixed with approximately 20 mg of the samples loaded with ASA HAP/CHI, CEL/CHI, and 

MMT/CHI. To make the PBS solution, distilled water was mixed with KH2PO4, Na2HPO4.7H2O, and 

NaCl. To make GJ solution, 0.01 M HCl solution with pH 1.2 was used. The experiments were 

conducted in a shaking bath at 37 °C and 50 rpm. A sample was taken from solution, and it was 

measured with the UV spectrophotometer at a prearranged time interval. The system was then 

replenished with fresh solution in order to maintain a steady volume. The total amount of ASA 

released within each time interval was determined based on the absorbance values, allowing for the 

calculation of the concentration and subsequent mass of ASA released [14,15]. 
 

2.6. Characterizations of Composites 
 

For characterization studies of composites, FT-IR, SEM and TGA analyzes were used. 

Thermoscientific Nicolet IS10 FT-IR, which is outfitted with a universal ATR sample adapter, was 

utilized for conducting FT-IR analyses. 64 scans of ATR-FT-IR spectra were obtained at a resolution 

of 4 cm-1, covering the spectral range of 4000-650 cm-1. Using a HITACHI TM 3030 Plus SEM 

apparatus, pictures were captured to gather data on the materials' surface morphology. The produced 

samples were subjected to a Thermogravimetric Analysis in nitrogen atmosphere (N2) using a TGA 

instrument (TGA 4000, Perkin Elmer) from 40 to 800 °C at a heating rate of 10 °C/min. 
 

3. RESULTS AND DISCUSSION 
 

3.1. Characterization of Composites 
 

The synthesized HAP/CHI, CEL/CHI, and MMT/CHI samples were characterized by FT-IR, TGA and 

SEM analysis. The sample’s functional groups were ascertained by FT-IR analysis. All of the synthetic 

composites' spectra showed characteristic bands at about 3570 cm-1, which corresponded to the distinct 

stretching vibration modes of the OH- groups. (Figure 1). According to the HAP/CHI spectra, the 

bands at 3343 and 1654 cm-1 belong to adsorbed water, which could be OH- groups present in HAP 

dust and reacting with atmospheric carbon dioxide [16]. A strong band appeared at 3568 cm-1, which 

was due to (PO4)3- ions. The bands at 1028 cm-1 were characteristic of phosphate stretch vibrations, 

and the bands observed at 603 cm-1 and 568 cm-1 were due to phosphate bending vibrations The peaks 

around 1400 cm-1 in the FTIR spectra indicate the (CO3)2- groups. The peaks at about 1600 cm-1 and 

2800 show the spectral features of the -NH groups and -CH group of chitosan [17, 18]. 

 

 
Figure 1. FTIR spectra of HAP, CHI, CEL, MMT, HAP/CHI, CEL/CHI and MMT/CHI 
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According to the CEL/CHI spectra, the strong vibrational band at 3330 cm-1 is considered to be O-H 

stretching. The band at 2901 cm-1 corresponds to the C-H stretching of the aliphatic groups. The 

vibrational bands at 1656 cm-1 and 1457 cm-1 in the FTIR spectrum of the cellulose/chitosan 

composite are expressions of the vibrations associated with the O-H and the N-H group, respectively. 

Although the molecular structure of chitosan and cellulose is quite similar, the main difference 

between them can be explained by the spectra of NH stretching at 3330 cm-1 and 1457 cm-1, which 

arise from the NH groups that chitosan possesses [19]. 

 

The 3352 cm-1 peak in the MMT/CHI composite seen in the FTIR spectrum in Figure 1 is considered 

to be the vibrational band combined with the N-H stretching vibrational band and the O-H stretching 

vibrational band. The spectra of the N-H stretching created by the amine groups of chitosan may both 

account for the peak at 1581 cm-1. While the aliphatic C-H stretching was observed at peaks of 2930 

cm-1, the C-H bending was observed at peaks of 1379 cm-1 and the C-O stretching at peaks of 1151 

cm-1. The peaks for the amide I and amide II bands bending were observed at 1655 cm-1 and 1581 cm-

1. The peaks at 1013 cm-1 which represent the middle OH bending, CO, NH (amine) and NH2 (amino), 

respectively, are comparable to those seen in chitosan [12, 20, 21]. 

 

                                       a                                                                                 b 

 

c 
Figure 2. SEM images of HAP/CHI (a) CEL/CHI (b) and MMT/CHI (c) 

 

c) 
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The SEM images of HAP/CHI, CEL/CHI and MMT/CHI are shown in Figure. 2. As can be seen in the 

SEM images, HAP/CHI shows a relatively smooth surface with some agglomerates. On the other 

hand, the surface of MMT/CHI exhibits deep voids and non-uniform pores characterized by long, non-

uniform hollow bodies. As we can see MMT/CHI has more pores than the other two composites. It 

means that using MMT in CHI composites increased the porosity. This increased porosity is the reason 

why clay adsorbents are preferred for the adsorption process. The CEL/CHI surface shows an irregular 

and dense morphology with a high pore density and heterogeneity together with reinforced and clearly 

visible pores. 

 

 
 

Figure 3. TGA profiles of HAP/CHI, CEL/CHI and MMT/CHI 

 

TGA analyses were performed to observe the thermal behavior of the produced HAP/CHI, CEL/CHI 

and MMT/CHI materials. As can be seen in Figure 3, the highest mass loss and degradation at high 

temperatures were observed for CEL/CHI. For the CEL/CHI composite, a rapid mass loss of 60% was 

observed between 200-400 °C in a single step. From 400 °C to 1000 °C, a mass loss of 10 % was 

observed. Similarly, for the HAP/CHI composition, a rapid mass loss of 20 % was observed between 

200-300 °C in a single step and then a mass loss of 40 % from 300 °C to 1000 °C. For the MMT/CHI 

composition, the mass loss occurred rapidly in 2 steps. The first step was observed between 200-300 

°C and the second step between 450-750 °C. A mass loss of 20 % was observed in the first step and 25 

% in the second step. The mass loss of all three composites began to accelerate after 200 °C The first 

stage (30–200 °C) is associated with the loss of absorbed and bound water and acetic acid residues. 

The second stage (200–400 °C) is due to the degradation of chitosan [22]. 

 

3.2. Loading of ASA 

 

The maximum adsorption capacities (qe) were 251.5 mg/g, 197.7 mg/g and 288.95 mg/g for the 

composites HAP/CHI, CEL/CHI and MMT/CHI, respectively (Figure 4.). The amount of adsorbed 

ASA increased with time in both composites. The maximum amount of qe was obtained with the 

composite MMT/CHI. This is related to the functional groups and structural properties of MMT/CHI, 

which were evaluated in the characterization section. 
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Figure 4. ASA adsorption capacity on the different composites (0.2 mg/mL ASA at 25 °C in 60 min) 

 

3.3. In vitro Release of ASA  
 

3.3.1. In the PBS medium 
 

The release investigations used ASA-loaded HAP/CHI, CEL/CHI and MMT/CHI that were achieved 

at maximum ASA loading, as mentioned in the section 'Loading with ASA'. Prolonged release in PBS 

medium was achieved with the composites obtained (Figure 5.). In the study, 1 gram of HAP/CHI, 

CEL/CHI and MMT/CHI contained 251.5 mg, 197.7 mg and 288.95 mg of the active substance 

(ASA), respectively. The controlled release of the active substance lasted 72 hours (4320 minutes), 

with a sudden release observed in the first 5 minutes for all composites. 19.16%, 47.15% and 37.32% 

of the active substance of HAP/CHI, CEL/CHI and MMT/CHI were released in the first 5 minutes. 

After 5 minutes, the release slowed down and became more controlled for all three composites. At the 

end of the release, the composite CEL/CHI was the one with the highest release with 95.77% ASA 

release. A total release of 87.48% was achieved with MMT/CHI and 87.37% with HAP/CHI. When 

investigating the release profiles, it was assumed that HAP/CHI is more suitable for controlled release 

due to its less explosive release and more controlled release compared to the other two systems. 

 

 

 
Figure 5. ASA released in the PBS medium with the HAP/CHI, CEL/CHI and MMT/CHI composites. 
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3.3.2. In the GJ medium 

 

Since the presence of an acidic solution and pepsin in the simulated gastric juice allows the 

acetylsalicylic acid released from the drug-loaded particles to break down into salicylic acid, both 

acetylsalicylic acid and salicylic acid were found at pH 1.0, and only acetylsalicylic acid at pH 6.8. As 

a result of our studies, prolonged release was achieved with the obtained composites in both GJ and 

PBS medium (Figure 5 and Figure 6). In the study, 1 gram of the composites HAP/CHI, CEL/CHI and 

MMT/CHI contained 251.5 mg, 197.7 mg and 288.95 mg of active substance (ASA), respectively. The 

controlled release of the active substance lasted 72 hours (4320 minutes), whereby a sudden release 

was observed for all composites in the first 5 minutes. 52.51%, 72.30% and 44.87% of the active 

substance of HAP/CHI, CEL/CHI and MMT/CHI were released in the first 5 minutes. After 5 minutes, 

the release slowed down and became more controlled for all three composites. At the end of the 

release, the composite CEL/CHI was the one with the highest release with 96.05% ASA release. A 

total release of 93.26% was achieved with HAP/CHI and 84.89% with MMT/CHI. Examination of the 

release profiles revealed that MMT/CHI was more suitable for controlled release due to its less 

explosive release and more controlled release compared to the other two systems. The reason for the 

higher explosive release and more uncontrolled release compared to the PBS environment is that 

chitosan dissolves at low pH and does not tend to dissolve at high pH. Due to this property, the 

chitosan will dissolve quickly in the GJ environment and the active component in the composite will 

be released faster and uncontrolled into the environment. 

 

 

Figure 6. ASA released in the GJ medium with the HAP/CHI, CEL/CHI and MMT/CHI composites. 

Compared to similar studies in the literature, the MMT/CHI composite was found to have a more 

controlled and prolonged release and a higher loading efficiency than many other studies (Table 1). In 

the release studies, it is evident that most of the studies in the literature were conducted with PBS 

medium. Although a cumulative release of 100% was achieved in PBS in the study by Gou and Jiaou 

[27], the duration of this release was considered insufficient for the drug to exert its therapeutic effect. 

A longer duration of controlled release is important to reduce side effects and improve bioavailability. 

Therefore, the total release achieved with MMT/CHI at 87.48% and CEL/CHI at 95.77% in PBS 

medium at the end of 72 hours exceeds that in similar studies in the literature. In GJ medium, a release 

of 84.89% was achieved with MMT/CHI, which is significantly more successful than in the studies in 

the literature. In addition, controlled and long-term release was also achieved in studies conducted in 

gastric medium. Compared to other studies, our study achieved the most suitable release system for 

ASA in both gastric and intestinal medium. 
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Table1. Selection of results from studies on the use of ASA-loaded systems 

Material Drug loading 

capacity 

Drug release 

medium 

Release 

time 

Total drug 

release (%) 

References 

MMT/CHI 288.95 mg/g PBS 72 hours 87.48 Our study 

GJ 84.89 

HAP/Cetyltrimethylammoniu

m Bromide 

280.27 mg/g PBS 50 hours 73.91 [13] 

Sporopollenin microcapsules 53.4% (270 

mg/g) 

PBS 10 hours 81.1 [23] 

0.1 M NaOH 66.9 

GJ 51.7 

CHI/sodiumtripolyphosphate 90.4% PBS 24 hours 88.3 [24] 

MCM-41 350 mg/g Degassed water ̴ 16 hours 100 [25] 

Dextran-layered double 

hydroxide 

28.2% PBS 1 hour 100 [26] 

 

4. CONCLUSION 

 

In this study new drug delivery systems based on chitosan were developed that can achieve long-term 

controlled release in both the stomach and the intestine. In these systems, particles modified with 

chitosan, cellulose, montmorillonite and hydroxyapatite were effectively synthesized and validated 

using advanced analytical techniques. In this study, the synthesized composites were investigated for 

the adsorption and controlled release of acetylsalicylic acid. The adsorption and release profiles of 

ASA-loaded HAP/CHI, CEL/CHI and MMT/CHI samples were compared. In addition, studies were 

conducted using SEM, FTIR and TGA analysis methods to better investigate the particle structures 

and chemical interactions. 

 

The results have shown that the best drug carrier system in terms of adsorption or, in other words, drug 

loading capacity, is the MMT/CHI particles with 288.95 mg/g. The drug release studies showed that 

all three drug carriers had a more controlled release profile in the intestinal environment (PBS). On the 

other hand, a prolonged release of up to 2 days was achieved in both release environments, and at the 

end of release, the CEL/CHI composite was observed to have a higher drug release in the intestine and 

stomach than the other composites. However, release spurts were observed for all composites in both 

release environments. The SEM images showed the irregular morphologies of the beads, which could 

be effective for the adsorption of metal ions. It can be said that HAP/CHI has a relatively smooth 

surface except for some clusters, while the surface of MMT/CHI is characterized by long, irregular, 

hollow structures with deep voids and uneven pores. The increased porosity observed here emphasizes 

the preference for clay adsorbents in adsorption processes. On the other hand, the surface morphology 

of CEL/CHI shows an irregular and dense structure characterized by clearly visible pores, together 

with high pore density and heterogeneity. FTIR revealed the main functional groups of pure chitosan, 

pure cellulose and chitosan–cellulose beads. 

 

The results of these studies indicate that these chitosan-based composites could be a good candidate 

for advanced drug delivery systems due to their excellent adsorption capacity and release behavior. 
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1. INTRODUCTION 
 

Möbius transformations are very useful tool for understanding patterns in Euclidean space. Especially 

in extended complex plane many kind of curves can be modelled. Möbius transformations also in use 

tesellations and calculations of distances in hyperbolic geometry. Also it maps circles to circles and 

preserves cross-ratio, angles and symmetry [1]. Since the angles preserved, Möbius transformation is a 

conformal map. Moreover, one can compose the Möbius transformations by basic type transformations 

like translation, rotation, scaling and inversion. Möbius transformations are connected to non-Euclidean 

geometries (in some models of hyperbolic geometry (e.g. Poincare’s disk), isometries are represented 

by Möbius transforms) and these transformations are connected to Einstein’s theory of relativity (via 

Lorenz transforms) [1]. Closely related to spherical geometry is the geometry of Möbius transformations 

on the extended complex plane ℂ∞ = ℂ ∪ {∞}. This connection is provided by the stereographic 

projection map 𝜋: 𝑆2 → ℂ∞ [2]. Many geometricians have studied on Möbius transformation in order to 

tesellations and create patterns by using different kind of approaches [3,4]. On the other hand, the 

Lambert azimuthal equal-area projection is one of the normal cylindrical projection who defined by the 

Swiss mathematician and cartographer Johann Heinrich Lambert [5]. 

 

Let us imagine a tangent plane to the unit sphere with center 𝑂(0,0,0) at some point 𝑆 south pole (see, 

Figure 1). Let 𝑃 be any point on the sphere differ from antipodal of 𝑆 and 𝑑 be the Euclidean distance 

between 𝑆 and 𝑃 in three-dimensional space. Then, the Lambert azimuthal equal-area projection sends 

point 𝑃 to only one point 𝑃′ on the plane that is a distance 𝑑 from 𝑆. Hence, the Lambert projection 

maps point 𝑃 to 𝑃′ at equal distance to 𝑆, i.e. |𝑃𝑆| = |𝑃′𝑆|. In the general case 𝑃′ lies on open disk of 

radius 2 centered at the origin (0,0) in the plane. Moreover, it lies on circle of radius √2 centered at 

mailto:emre.ozturk@mku.edu.tr
https://orcid.org/0000-0001-6638-3233
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(0,0) when 𝑃 lies on equator. Notice that, while the Lambert projection preserves the area, it is not 

conformal, i.e. angles are not preserved under the projection. For more details, we refer [6-8].  

In the present study, we use the polar aspect of Lambert azimuthal equal-area projection. We choose the 

projection center as 𝑆(0,0, −1) on unit sphere. In section 3, we give the proofs which characterize the 

important properties of the projection. In the last section, under the inverse Lambert projection, we give 

some visualizations rely on fixed points of the Möbius transformation. 

 

Figure 1: The Lambert azimuthal equal-area projection. 

 

2. PRELIMINARIES 

 

In this section, some basics related with the Möbius transformation are given.  

Definition 2.1 Any mapping of the form 

ℳ(𝑧) =
𝑎𝑧 + 𝑏

𝑐𝑧 + 𝑑
, 𝑎, 𝑏, 𝑐, 𝑑 ∈ ℂ 

where 𝑎𝑑 − 𝑏𝑐 ≠ 0, is called a Möbius transformation. If 𝑐 = 0, ℳ(𝑧) is defined for all 𝑧 ∈ ℂ; if 𝑐 ≠ 0 

it is defined for all 𝑧 ≠ −𝑑/𝑐. We can avoid this dichotomy by extending ℳ to a map on the extended 

complex plane 𝐶∞ = 𝐶 ∪ {∞}, ℳ(∞) = ∞ if 𝑐 = 0, ℳ(−𝑑/𝑐) = ∞, ℳ(∞) = 𝑎/𝑐 if 𝑐 ≠ 0 [9]. 

If 𝑎𝑑 − 𝑏𝑐 = 0 then ℳ is constant. Note that ℳ is conformal, i.e., it preserves angles. 

The coefficients of ℳ are not unique. For any 𝜆 ≠ 0 real number ℳ(𝑧) =
(𝜆𝑎)𝑧+𝜆𝑏

(𝜆𝑐)𝑧+𝜆𝑑
. Let the Möbius 

transformation is not constant. Then, 𝜆 =
1

√𝑎𝑑−𝑏𝑐
 gives 

ℳ(𝑧) =
𝑎′𝑧 + 𝑏′

𝑐′𝑧 + 𝑑′
, 

such that 𝑎′𝑑′ − 𝑏′𝑐′ = 1. In this case, ℳ is in normalized form [9]. 

Lemma 2.2 Let ℳ be a Möbius transformation in normalized form, i.e., 𝑎𝑑 − 𝑏𝑐 = 1. Then the fixed 

points of ℳ are, 

𝜉1,2 =
(𝑎 − 𝑑) ∓ √(𝑎 + 𝑑)2 − 4

2𝑐
. 

In particular, |𝑓𝑖𝑥(ℳ)| = 1 if and only if 𝑎 + 𝑑 = ∓2. Otherwise, |𝑓𝑖𝑥(ℳ)| = 2 when ℳ ≠ 𝑖. ∞ ∈

𝑓𝑖𝑥(ℳ) if and only if 𝑐 = 0.  

Proof. Obviously, 𝑧 ∈ 𝑓𝑖𝑥(ℳ) if and only if  
𝑎𝑧+𝑏

𝑐𝑧+𝑑
= 𝑧 which yields the following: 

 𝑐𝑧2 + (𝑑 − 𝑎)𝑧 − 𝑏 = 0. (2.1) 
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Complex roots of the Eq. (2.1) as follows 

𝑧 =
(𝑎 − 𝑑) ∓ √(𝑎 − 𝑑)2 + 4𝑏𝑐

2𝑐
. 

Since (𝑎 − 𝑑)2 + 4𝑏𝑐 = (𝑎 + 𝑑)2 − 4, we get  

                                                    𝑧 =
(𝑎 − 𝑑) ∓ √(𝑎 + 𝑑)2 − 4

2𝑐
.                                                    (2.2) 

Hence 𝑧 ∈ 𝑓𝑖𝑥(ℳ) if and only if 𝑧 is written by Eq. (2.2). Remain of the proof is obvious.  

 

Let ∞ ∈ 𝑓𝑖𝑥(ℳ) or 𝑐 = 0. In this case, the Möbius transformation ℳ can be written by 

                                                           ℳ(𝑧) = 𝜔𝑧 + Ω,                                                                          (2.3) 

where 𝜔 = 𝑎/𝑑, Ω = 𝑏/𝑑. By the help of Eqs. (2.1) and (2.3), the following table can be given: 

Table 1. Möbius transformation and its fixed points depends on coefficients. 

 
𝛀 𝝎 𝓜(𝒛) 𝒇𝒊𝒙(𝓜) 

Ω ≠ 0 𝜔 = 1 ℳ(𝑧) = 𝑧 + Ω translation on ℂ {∞} 

Ω = 0 |𝜔| = 1 ℳ(𝑧) = 𝑒𝑖𝜃𝑧 rotation on ℂ {0, ∞} 

Ω = 0 𝜔 = 𝑟 ∈ ℝ ℳ(𝑧) = 𝑟𝑧 expansion on ℂ {0, ∞} 

Ω = 0 𝜔 = 𝑟𝑒𝑖𝜃 ∈ ℂ ℳ(z) = 𝑟𝑒𝑖𝜃𝑧 spiralization on ℂ {0, ∞} 

 

 

3. LAMBERT AZIMUTHAL EQUAL-AREA PROJECTION  

 

In this section, we give the proofs which characterize the Lambert azimuthal equal-area projection.  

Theorem 3.1 The Lambert azimuthal equal-area projection maps points (𝑥, 𝑦, 𝑧) of unit sphere to the 

points (𝑋, 𝑌) of plane  such that 

𝑋 = √
2

1 − 𝑧
𝑥, 𝑌 = √

2

1 − 𝑧
𝑦. 

On the other hand, the inverse of Lambert projection maps points (𝑋, 𝑌) of plane to the points (𝑥, 𝑦, 𝑧) 

of unit sphere with centre 𝑂(0,0,0) such that 

𝑥 = √1 −
𝑋2 + 𝑌2

4
𝑋, 𝑦 = √1 −

𝑋2 + 𝑌2

4
𝑌, 𝑧 = −1 +

𝑋2 + 𝑌2

2
, 

where 𝑋2 + 𝑌2 < 4 and 𝑧 ≠ 1.  

Proof. In order to calculations, we utilize from Figure 2 (see, [1, p.250]). Notice that the notations we 

use 𝑥, 𝑦, 𝑧 for coordinates of sphere, and capital letters 𝑋, 𝑌 for coordinates of plane. Let us consider the 

tangent plane 𝜋 of unit sphere 𝕊2(1) with center 𝑂(0,0,0) at point 𝑆 (south pole). Since the plane is 

tangent to sphere at 𝑆(0,0, −1), it is more useful to consider 𝜋 as 𝑧 = −1. Thus, all 𝑃′ ∈ 𝜋 points can 

be written as 𝑃′ = 𝑃′(𝑋, 𝑌, −1). Note that 𝑃 and 𝑃′ lie on the same arc with center 𝑆. Therefore, |𝑃𝑆| =
|𝑃′𝑆| which yields 

 𝑋2 + 𝑌2 = 𝑥2 + 𝑦2 + (𝑧 + 1)2. (3.1) 
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Moreover, 𝑃 ∈ 𝕊2(1), that is 

 𝑥2 + 𝑦2 + 𝑧2 = 1. (3.2) 

 

 
 

Figure 2: Lambert azimuthal equal-area projection 

By Eqs. (3.1) and (3.2) we obtain 𝑧 = −1 +
𝑋2+𝑌2

2
. On the other hand, well-known cosine theorem in 

𝑃𝑂𝑆
△

 gives |𝑃𝑆|2 = 2 − 2cos𝜃 = 4𝑠𝑖𝑛2 𝜃

2
. Thus, |𝑃′𝑆|2 = |𝑃𝑆|2 = 4𝑠𝑖𝑛2 𝜃

2
 and it follows 

                                                        cos
𝜃

2
= √1 −

𝑋2 + 𝑌2

4
,                                                          (3.3) 

where 0 < 𝜃 < 𝜋. Now we orthogonal project 𝑃 to [𝑆𝑃′] at corresponding point 𝐾(𝑥, 𝑦, −1) on this 

segment (see Figure 3). Since 𝑃𝑂𝑆
△

 is isosceles triangle and [𝑁𝑆] orthogonal to [𝑆𝑃′], we obtain 

𝑚(𝑃𝑆𝑃′̂) =
𝜃

2
. Hence, 

                                           cos
𝜃

2
=

|𝐾𝑆|

|𝑃𝑆|
=

√𝑥2 + 𝑦2

|𝑃𝑆|
.                                                                  (3.4) 

Since |𝑃𝑆| = |𝑃′𝑆| = √𝑋2 + 𝑌2, Eqs. (3.3) and (3.4) gives 

                                  𝑥2 + 𝑦2 = (𝑋2 + 𝑌2) (1 −
𝑋2 + 𝑌2

4
).                                                      

Now, we consider triangle 𝑃𝑆𝑃′
△

 (triangle with 𝑃, 𝑆, 𝑃′ vertexes). From cosine theorem it is written, 

|𝑃𝑃′|2 = |𝑃𝑆|2 + |𝑃′𝑆|2 − 2|𝑃𝑆||𝑃′𝑆|cos
𝜃

2
. If sub |𝑃𝑃′|2 = (𝑋 − 𝑥)2 + (𝑌 − 𝑦)2 + (𝑧 + 1)2, |𝑃𝑆| =

|𝑃′𝑆| = 2 𝑠𝑖𝑛
𝜃

2
, and 𝑧 + 1 =

𝑋2+𝑌2

2
 in equation of cosine theorem, it follows 

                      (𝑋 − 𝑥)2 + (𝑌 − 𝑦)2 + (
𝑋2 + 𝑌2

2
)

2

= 8 𝑠𝑖𝑛2
𝜃

2
(1 − cos

𝜃

2
).                        (3.5) 

From Eq. (3.3), it is easily seen 𝑋2 + 𝑌2 = 4 𝑠𝑖𝑛2 𝜃

2
. If we expand the left-hand side of Eq. (3.5) we 

obtain 
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𝑋2 − 2𝑥𝑋 + 𝑥2 + 𝑌2 − 2𝑦𝑌 + 𝑦2 +
(𝑋2 + 𝑌2)2

4
= 8 𝑠𝑖𝑛2

𝜃

2
(1 − cos

𝜃

2
) 

and 𝑋2 + 𝑌2 = 4 𝑠𝑖𝑛2 𝜃

2
 gives 

     4 𝑠𝑖𝑛2
𝜃

2
+ 4 𝑠𝑖𝑛4

𝜃

2
− 2𝑥𝑋 + 𝑥2 − 2𝑦𝑌 + 𝑦2 = 8 𝑠𝑖𝑛2

𝜃

2
(1 − cos

𝜃

2
).                         (3.6) 

Now we recall the projection point 𝐾. 
 

 
 

Figure 3: Orthogonal projection of 𝑃(𝑥, 𝑦, 𝑧) onto segment [𝑆𝑃′]. 
 

Since |𝑃𝑆| = 2 𝑠𝑖𝑛
𝜃

2
, it is obvious from Figure 3 that |𝐾𝑆| = 𝑠𝑖𝑛𝜃. Also, |𝐾𝑆| = √𝑥2 + 𝑦2. Then, we 

have 𝑥2 + 𝑦2 = 𝑠𝑖𝑛2𝜃. Let sub this identity in Eq. (3.6) we get 

4 𝑠𝑖𝑛2
𝜃

2
+ 4 𝑠𝑖𝑛4

𝜃

2
− 2𝑥𝑋 − 2𝑦𝑌 + 𝑠𝑖𝑛2𝜃 = 8𝑠𝑖𝑛2

𝜃

2
− 8𝑠𝑖𝑛2

𝜃

2
cos

𝜃

2
. 

By straightforward calculations we obtain 

2𝑥𝑋 + 2𝑦𝑌 = 4𝑠𝑖𝑛
𝜃

2
𝑠𝑖𝑛𝜃 + 𝑠𝑖𝑛2𝜃 − 4 𝑠𝑖𝑛2

𝜃

2
+ 4 𝑠𝑖𝑛4

𝜃

2
. 

Since −4 𝑠𝑖𝑛2 𝜃

2
+ 4 𝑠𝑖𝑛4 𝜃

2
= −𝑠𝑖𝑛2𝜃, the last equation gives 

                                        2𝑥𝑋 + 2𝑦𝑌 = 4𝑠𝑖𝑛
𝜃

2
𝑠𝑖𝑛𝜃 =

2𝑠𝑖𝑛2𝜃

𝑐𝑜𝑠
𝜃
2

.                                                    (3.7) 

By 𝑥2 + 𝑦2 = 𝑠𝑖𝑛2𝜃, and Eq. (3.7) it follows 

                                             𝑥𝑋 + 𝑦𝑌 =
𝑥2

𝑐𝑜𝑠
𝜃
2

+
𝑦2

𝑐𝑜𝑠
𝜃
2

.                                                                    (3.8) 

Eq. (3.8) is true if and only if  

                                          𝑋 =
𝑥

𝑐𝑜𝑠
𝜃

2

 and 𝑌 =
𝑦

𝑐𝑜𝑠
𝜃

2

.                                                                         (3.9) 

It follows from Eqs. (3.3), (3.9), and the identity 𝑧 = −1 +
𝑋2+𝑌2

2
 that 

𝑋 = √
2

1 − 𝑧
𝑥, 𝑌 = √

2

1 − 𝑧
𝑦. 
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Hence, we get the Lambert azimuthal equal-area projection. On the other hand, from Eqs. (3.3) and 

(3.9) we obtain 

𝑥 = √1 −
𝑋2 + 𝑌2

4
𝑋, 𝑦 = √1 −

𝑋2 + 𝑌2

4
𝑌,    𝑧 = −1 +

𝑋2 + 𝑌2

2
. 

Thus, we get the inverse projection, and this completes the proof. 

 

By the help of [8, p.27-28], the following Cauchy-Riemann like condition can be given: 

Lemma 3.2 A map projection of the sphere to be equal-area if and only if 

                                                     
𝜕𝑦

𝜕𝜑

𝜕𝑥

𝜕𝜆
−

𝜕𝑦

𝜕𝜆

𝜕𝑥

𝜕𝜑
= 𝑠𝑐𝑜𝑠𝜑,                                                            (3.10) 

where 𝑠 is constant. Here, 𝜑 represents latitude, 𝜆 represents longitude and 𝑥 and 𝑦 are the projected 

coordinates for a given (𝜑, 𝜆) pair. 

In spherical coordinates (𝜓, 𝜃) on the sphere with 𝜓 the colatitude (complement of the latitude) and 𝜃 

the longitude, and polar coordinates (𝑅, Θ) on the disk, the map and its inverse are given by [8]: 

                (𝑅, Θ) = (2𝑐𝑜𝑠
𝜓

2
, −𝜃)  and (𝜓, 𝜃) = (2𝑎𝑟𝑐𝑐𝑜𝑠

𝑅

2
, −Θ).                                        (3.11) 

By Eqs. (3.10) and (3.11), the following theorem can be given: 

Theorem 3.3 The Lambert azimuthal projection preserves the area. Furthermore, the constant 𝑠 = 1 in 

Eq. (3.10). 

Proof. Let the first deal with the notations by mentioned above. Here, we show the latitude by 𝜑 and 

longitude by 𝜆 in the Lambert projection. By Eq. (3.11), the polar coordinates correspond to 

(2𝑐𝑜𝑠
𝜓

2
, −𝜃) on the plane which gives us the cartesian coordinates as 

                                 𝑥 = 2𝑐𝑜𝑠
𝜓

2
cos (−𝜃) and 𝑦 = 2𝑐𝑜𝑠

𝜓

2
sin(−𝜃).                                        (3.12)  

Since 𝜓 is the colatitude, and 𝜆 = 𝜃, we have 

𝑥 = 2𝑐𝑜𝑠 (
𝜋

4
−

𝜑

2
) 𝑐𝑜𝑠 𝜆 ,       𝑦 = −2𝑐𝑜𝑠 (

𝜋

4
−

𝜑

2
) 𝑠𝑖𝑛 𝜆.                                         

If sub 𝑥 and 𝑦 in Eq. (3.10), after the simplifying some calculations, we obtain the following: 

     
𝜕𝑦

𝜕𝜑

𝜕𝑥

𝜕𝜆
−

𝜕𝑦

𝜕𝜆

𝜕𝑥

𝜕𝜑
= 𝑠𝑖𝑛 (

𝜋

2
− 𝜑) = 𝑐𝑜𝑠𝜑. 

Hence, the Lambert azimuthal projection satisfies Eq. (3.10) with constant 𝑠 = 1. Thus, the map 

preserves the area and is equal-area projection. 

Proposition 3.4 Let 𝑃1(𝑥1, 𝑦1, 𝑧1) and 𝑃2(𝑥2, 𝑦2, 𝑧2) be the points on unit sphere and the corresponding 

points under the Lambert azimuthal equal-area projection be 𝑃1′ and 𝑃2′ on the plane. Then the following 

reads: 

𝜃′′ = ∓𝜃′ + 2𝑘𝜋, 𝑘 ∈ ℤ, 

where 𝜃′ is angle between 𝑃1′ and 𝑃2′, and 𝜃′′ is angle between the orthogonal projection points 

𝑃1′′(𝑥1, 𝑦1, 0) and 𝑃2′′(𝑥2, 𝑦2, 0). 

Proof. By Theorem 3.1, it is easily seen that 



Öztürk / Estuscience – Se , 25 [3] – 2024 

 

386 

                                                 𝑐𝑜𝑠𝜃′ =
𝑥1𝑥2 + 𝑦1𝑦2

√(𝑥1
2 + 𝑦1

2)(𝑥2
2 + 𝑦2

2)
.                                             (3.13) 

On the other hand, from the orthogonal projection points we have, 

                                            𝑐𝑜𝑠𝜃′′ =
𝑥1𝑥2 + 𝑦1𝑦2

√(𝑥1
2 + 𝑦1

2)(𝑥2
2 + 𝑦2

2)
.                                                 (3.14) 

From the Eqs. (3.13) and (3.14), we get the intended. 

Theorem 3.5 The Lambert azimuthal equal-area projection is not conformal. 

Proof. Let us consider two different points 𝑃1(𝑥1, 𝑦1, 𝑧1) and 𝑃2(𝑥2, 𝑦2, 𝑧2) on unit sphere with center 

𝑂, and assume that the Lambert azimuthal projection is conformal. At least one of 𝑧1 and 𝑧2 differ from 

zero. Since 𝑃1 and 𝑃2 are unit vectors, it follows: 

                                     𝑃1 • 𝑃2 = 𝑐𝑜𝑠𝜃 = 𝑥1𝑥2 + 𝑦1𝑦2 + 𝑧1𝑧2,                                                   (3.15) 

where 𝜃 is angle between 𝑂𝑃1 and 𝑂𝑃2, and “• " is Euclidean inner product. On the other hand,  

                                       𝑐𝑜𝑠𝜃′ =
𝑥1𝑥2 + 𝑦1𝑦2

√(𝑥1
2 + 𝑦1

2)(𝑥2
2 + 𝑦2

2)
,                                                       (3.16) 

where 𝜃′ is angle between projected points 𝑆𝑃1′ and 𝑆𝑃2′, 𝑆 is the projection center. From Eqs. (3.15) 

and (3.16) it follows: 

                                   𝑐𝑜𝑠𝜃 = √(1 − 𝑧1
2)(1 − 𝑧2

2) 𝑐𝑜𝑠𝜃′ + 𝑧1𝑧2,                                            (3.17) 

where 𝑥1
2 + 𝑦1

2 + 𝑧1
2 = 𝑥2

2 + 𝑦2
2 + 𝑧2

2 = 1. From assumption and Eq. (3.18), 𝜃 = 𝜃′ and so 

𝑧1𝑧2 = 0 and (1 − 𝑧1
2)(1 − 𝑧2

2) = 1. 

The last condition implies 𝑧1 = 𝑧2 = 0 which is contradiction. This completes the proof. 

 

4. EXAMPLES 

 

In this section, by the help of Eq. (2.3) and inverse Lambert equal-area projection, we illustrate some 

samples of surface. 

Example 4.1 Recall Eq. (2.3). If Ω ≠ 0, 𝜔 = 1, then we can write Ω = Ωr + Ωi where Ωr and Ωi are 

real and imaginer part of Ω, respectively. If we take Ωr = Ωi = 1 then, inverse Lambert equal-area 

projection maps points (𝑋, 𝑌) ∈ 𝑀(𝑧) to the following points on unit sphere: 

 (𝑥, 𝑦, 𝑧) = (√1 −
(𝑋+1)2+(𝑌+1)2

4
(𝑋 + 1), √1 −

(𝑋+1)2+(𝑌+1)2

4
(𝑌 + 1), −1 +

(𝑋+1)2+(𝑌+1)2

2
). 

This transformation forms Figure 4.  

If we take Ωr = −1,    Ωi = 1 then, inverse Lambert equal-area projection maps points (𝑋, 𝑌) ∈ ℳ(𝑧) 

to the following points on unit sphere: 

 (𝑥, 𝑦, 𝑧) = (√1 −
(𝑋−1)2+(𝑌+1)2

4
(𝑋 − 1), √1 −

(𝑋−1)2+(𝑌+1)2

4
(𝑌 + 1), −1 +

(𝑋−1)2+(𝑌+1)2

2
). 

This transformaton forms Figure 5. 
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Figure 4: Lines on leaf surfaces of sphere 

 

Remark. Figure 4 and Figure 5 gives us a clue about that not only translations forms family of parallel 

of lines in plane but also it forms family of parallel circular arcs on the sphere, under the inverse Lambert 

azimuthal equal-area projection. 

 

 

 

 

 

 

 

Figure 5: Arcs on fluffy patches 

 

Example 4.2 Ω = 0, and |ω| = 1. Then, ℳ(𝑧) = 𝑒𝑖𝜃𝑧 or explicitly ℳ(𝑧) = 𝑟𝑒𝑖(𝜃1+𝜃2) where 𝜃 = 𝜃1,

𝑧 = 𝑟𝑒𝑖𝜃2. Thus, inverse Lambert projection maps points (𝑋, 𝑌) ∈ ℳ(𝑧) to the following points: 

 (𝑟, 𝜙) = (𝑟√1 −
𝑟2

4
𝑐𝑜𝑠𝜙, 𝑟√1 −

𝑟2

4
𝑠𝑖𝑛𝜙, −1 +

𝑟2

2
), (3.14) 

where 𝜙 = 𝜃1 + 𝜃2. Depend on (𝑟, 𝜙), Eq. (3.14) represents the parts of sphere. 

 

 

  
(𝑟, 𝜙): 0 ≤ 𝑟 ≤ 2, 0 ≤ 𝜙 ≤ 2𝜋 (𝑟, 𝜙): 0 ≤ 𝑟 ≤ 1, 0 ≤ 𝜙 ≤ 𝜋; 

 

Figure 6: Hemisphere and quarter part 
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Remark.  Figure 6 gives us a clue such that the rotations in the plane corresponds to circles on the 

sphere 𝕊2, under the inverse Lambert azimuthal equal-area projection.  

Example 4.3 Let us consider the points 𝑃1(
2

7
,

3

7
,

6

7
) and 𝑃2(−

3

√17
, −

2

√17
,

2

√17
) on unit sphere. It is 

easily seen that 𝑂𝑃1 • 𝑂𝑃2 = 0 where • is inner product of Euclidean space. Thus, 𝑂𝑃1 ⊥ 𝑂𝑃2. 
Lambert projection sends points 𝑃1 and 𝑃2 to  

𝑃1′(
2√14

7
,

3√14

7
) and 𝑃2′ (−3√

2

221
(17 + 2√17), −2√

2

221
(17 + 2√17)) 

respectively. It is obvious that 𝑃1′ is not orthogonal to 𝑃2′. That is, Lambert projection is not conformal. 

 

5. CONCLUSION 

 

In the recent literature, there is not enough paper about Lambert azimuthal equal-area projection. 

However, a few papers in cartography, especially in [7] and [8] some basic theorems about the projection 

are given. In this study, we give elementary and differential geometric proofs of theorems related with 

the projection. We discuss the projection by using south pole projection. Moreover, the fundamental 

properties of the projection are examined. On the other hand, by using Möbius transformation and the 

Lambert azimuthal equal-area projection, some patterns on the sphere are given. We hope that this paper 

will be useful for further studies about the projection. Also, it will fill a void in the literature. 
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Abstract  Keywords 

In this study, the production of activated carbon from wheat bran was carried out 

using the chemical activation method. ZnCl2 was used as the chemical agent in 

the chemical activation. The impregnation ratio was used as 2:1, and the 

activation temperature was set to 500 °C. The activated carbon (WB-500)  was 

used to remove the deep red dye substance from aqueous solutions. The outcome 

of the adsorption studies revealed that the highest adsorption capacity was 

attained when the adsorbent was exposed for 24 hours, maintained at a 

temperature of 45°C, and a pH of 2.17. The adsorption process effectively 

removed 95.238 mg with 1 g WB-500. Adsorption study was determined to 

follow the pseudo-second-order kinetic model and Langmuir isotherm. 

According to the second order, the adsorption rate increased from 1.22.10-4 to 

3.43.10-4 with the increase in temperature from 25 °C to 45 °C. According to 

adsorption thermodynamics, adsorption is endothermic (ΔH0, 41.08 kj mol-1)  and 

occurs physically and chemically forces. Activated carbon produced from wheat 

bran can effectively remove the Deep red dye substance from wastewater. 
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1. INTRODUCTION 

 

The dyes used in the textile industry's colouring fabrics, produced synthetically in different chemical 

structures and compositions, can reach the environment with wastewater and, from there, to living things 

[1]. The dyes used in the textile industry differ according to the type of fabric such as cotton dyes, dyes 

used for denim fabrics, fluorescent-coloured dyes, dyes used to dye linen and leather. Deep red (DR) 

(CAS:3564-22-5)  belongs to the category of azo dyes, it is a synthetic organic compound that includes 

one or more azo groups (–N=N–).The structure of the DR is given in Figure 1. The presence of the azo 

group also plays a crucial role in the dyeing process, as it allows the dye to form strong covalent bonds 

with the substrate. The IUPAC name,  Color Index (CI), molecular formula and molecular weight is 

(4Z)-4-[(4-methyll-2-nitrophenyl)hydrozinlidin]-N-(3-nitrophenyl)-3-oxynaphthalene-2-carboxyamide 

,12350, C24H17N5O6, 471.42 g/mol, respectively [2]. Around 10,000 different textile colours are 

introduced to the market annually, and these dyes' wastewater is partially treated and discharged into 

the receiving waters. Therefore, dyes cause toxic, mutagenic and carcinogenic effects on aquatic animals 
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and humans. Textile products are the product group that has the most relationship with the human body 

after foodstuffs. Paint residues and chemicals on our clothes penetrate our bodies through sweat and 

respiration and affect our health at least as much as the chemicals in foodstuffs. According to some 

studies, some of these chemicals cause allergies and carry a risk of cancer [3]. The limits of the amount 

of paint that can be found in wastewater in Turkey are determined by environmental legislation. The 

central legislations in Turkey include the Environmental Law [4], a regulation ensuring the prevention 

of water pollution to protect the potential of the country's underground and surface water resources and 

ensure their best use [5], the Wastewater Treatment Regulation and the Wastewater Discharge 

Regulation. According to these regulations, the amount of paint found in wastewater is determined 

depending on the type of paint and the area of use.  

 

Single or hybrid processes are used to remove pollutants in water. There are various methods to purify 

water, such as reverse osmosis. This method operates by removing large molecules like dissolved salts 

and bacteria. Another method is Ion Exchange, which attracts different water ions to a solid surface with 

a charged structure. Beneficial ions are then released into the water [6,7]. Chemical precipitation is 

another water purification method [8]. Ultrafiltration and nanofiltration are used to purify water [9,10]. 

Flocculation, which is the process of forming aggregates of particles, is another method [11]. These 

methods have drawbacks, including high cost, maintenance, energy requirements, and management 

difficulties.  

 
 

Figure 1. Molecular strucrure of deep red 

 

Process; the equipment can be set up easily, and the hybrid systems can be easily adjusted to integrate with 

other treatment techniques. This method requires adsorbent material with a high affinity for contaminants. 

Adsorption is a technique known for its high effectiveness in removing pollutants from wastewater and 

ease of use. This approach has been widely utilized and has consistently yielded successful results [12]. 

Additionally, the adsorbent material can be regenerated through an appropriate desorption process, 

allowing it to be reused without losing its exceptional pollutant removal capabilities [13–15]. 

 

Activated carbon can retain various pollutants thanks to its porous structure with a surface area of 1800-

2000 m2 per gram. Due to its structure, it can selectively act as a sieve with different pore sizes and keep 

a wide variety of oxygenated functional groups bound on its surface. It can bind foreign substances on 

its surface and remove them from water. However, researchers continue to focus on the search for cheap 

raw materials to reduce production costs [16,17].  

 

The consumption of naturally occurring biomass resources is a green method that has significant 

implications in many areas when used to derive functional porous carbons that are considered 

environmentally friendly, economical and sustainable [18]. Biomass is a renewable source of bio-

organic-inorganic energy produced by natural and human-induced processes. The benefits of using 

biomass include easy processability, economic benefit and recyclability. The advantages of biomass 

over other carbon precursors are that it is naturally abundant, renewable, environmentally friendly and 

sustainable.  
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Examples of commonly used biomass include coconut shells [19], palm kernel shells [20], lotus stones 

[21], palm kernels [22], rise husk [23] leaves [24], sugarcane waste [25], rice husk [26], algae [27]. 

Renewable carbon sources such as glucose [28], chitin [29], chitosan [30], gelatin [31] and starch [32] 

can also be used as biopolymers. The characteristics of a carbon-based material, such as pore sizes, 

surface area, and grain size, can differ based on the raw biomass source. Additionally, the biomass 

source used can impact the quantity and variety of active sites on the material's surface. These active 

spots can capture a range of different types of molecules. The preparation of activated carbon from 

biomass consists of two main steps; first, the biomass is treated with a chemical agent. It is then 

carbonised in an oxygen-free environment and simultaneously improved by activating the 

microstructural properties of the carbon [33]. In this study, wheat bran was chosen as the starting 

material for synthesising the carbon-based adsorbent and the chemical activation method was used in 

the production process. 

 

2. EXPERIMENTAL 

 

2.1. Chemicals  

 

Wheat bran (WB) was utilized as a carbon source, and Zinc chloride (ZnCl2- reagent grade, ≥98%) 

served as the chemical activation agent in the chemical activation of WB. Sodium chloride (NaCl- ACS 

reagent, ≥99.0%) is employed in studies to determine the point of zero charge of active carbon. 

Hydrochloric acid (HCl- ACS reagent, 37%) and sodium hydroxide (NaOH- pellets for analysis 

EMSURE®) were employed to adjust the solutions to the desired pH. 

2.2 Carbonisation Of Wheat Bran 

 

In the synthesis of carbon-based adsorbents, chemicals are used to obtain a porous structure. Pre-

treatment is carried out by impregnating the raw material in various proportions. For this purpose, wheat 

bran and ZnCl2 were mixed. In a ratio of 2:1 by mass (ZnCI2 g/raw material g), the chemical agent was 

mixed under a back cooler in a heated magnetic stirrer at 80 °C for 6 hours with 20 g of wheat bran. 

After the wheat bran absorbed the chemical, the filtration process was performed, and the soft and wet 

sample with cake structure was taken into drying containers and dried at 85 °C for 24 hours. The sample 

that had absorbed ZnCl2 was then subjected to carbonisation. Remove some structures from the 

impregnated sample in Carbolite brand TZF 12/75/700 tube furnace at 500 °C for 1 hour in nitrogen 

atmosphere (100 cm3 min-1 flow rate), starting from the laboratory temperature. After the sample was 

cooled, it was weighed and first washed in a 0.5 M hydrochloric acid (HCl), then filtered, and the sample, 

which was brought into contact with hot water repeatedly, was purified from the excess ZnCl2 contained 

in it.  The prepared sample was named WB-500.  

 

2.3. Studies Of Deep Red Adsorption With WB-500 

 

In the adsorption studies, the Thermo Electron AquaMete brand UV-vis spectrophotometer (UV-vis) 

device was used to determine the amount of deep red at 621 nm. A measure of the effectiveness of 

adsorbents is the magnitude of adsorption per gram of porous material. This is expressed in qt (mg g-1) 

and calculated using Eq.1. The percentage expression of the amount of deep red removed from the 

solution by adsorbing by the WB-500 was calculated by Eq.2. 

 

𝑞𝑡 =
(𝐶0 − 𝐶𝑡). 𝑉

𝑊
                                                                            (1) 

 

𝑅𝑒𝑚𝑜𝑣𝑎𝑙 % =
(𝐶0 − 𝐶𝑒)

𝐶0
. 100                                                                     (2) 
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C0 (mg L-1) is the amount of deep red contained in 1 litre of water before treatment; Ce (mg L-1) is the 

amount of deep red in 1 litre of water after treatment. The concentration of deep red in the water during 

treatment is represented by Ct (mg L-1); V is the volume of deep red solution used during treatment (L); 

W is the mass (g) of WB-500 brought into contact with contaminated water.  

 

2.4. Determination of the Effect of the pH Value of Deep Red Solution  

 
The pHPZC value of the WB-500 sample was determined using the acid-base titration method. 0.1 g WB-

500 and 50 ml of 0.02 M NaCl solution were placed in the conical flask and solutions were prepared 

with different pH values (pHi). After 24 hours of agitation, the final pH values of the solutions were 

measured (pHf).  The ΔH=pHf-pHi value was graphed and the pHPZC value was determined. 

 

Necessary amounts of 0.1 M hydrochloric acid (HCl) or 0.1 M sodium hydroxide (NaOH) were added 

to the solutions to adjust the pH value of the deep red solution before treatment. For each experiment, 

0.1 g of WB-500, 50 mL, 100 mg L-1 deep red solution were combined and placed in the flasks. The pH 

values of the solutions were adjusted with a pH meter to 2.14, 3.12, 4.06 (original), 5.04, 5.92, 7.14, 

8.03 and 9.12. For 0.1 g of WB-500 remove the deep red in the solution by adsorption, the flasks were 

shaken in a water bath at 25°C for 24 hours. 

 

2.5. Determination Of The Effect Of The Amount Of WB-500 

 

For kinetics and isotherm studies, 50 mL of deep red water at 100  mg L-1 was used to determine the 

optimum amount of activated carbon. 0.025 g, 0.05 g, 0.1 g and 0.15 g WB-500 were contacted with 

polluted water at 25 °C in a shaking water bath heated at both initial pH (4.06) and pH 2.14 for 24 hours. 

 

2.6. Kinetics And Equilibrium Experiments 

 

In kinetic and equilibrium studies, 0.15 g WB-500 was brought into contact with 50 mL of deep red 

solution containing 100  mg L-1 deep red at a pH of 2.14. During the treatment process, kinetic studies 

were carried out at three different temperatures: 25, 35 and 45 °C. Non-adsorbed concentrations were 

measured by UV-vis, taking samples at regular intervals. 

 

Equilibrium studies were conducted with solution containing different amounts of deep red (100, 150, 

200, 250, 300, 350, 400 and 450 mg L-1). In equilibrium studies, the initial pH of the solutions was 

adjusted to 2.14 and 0.15 g of WB-500 was used. The data obtained from equilibrium and kinetic studies 

were applied to the kinetic and isotherm models to understand the nature and mechanism of adsorption. 

All results were evaluated with an error of 5%. The results of the experiment were expressed in graphs 

using values calculated with 5% error. (Yj=Yi±(Yi*0.05) where Yi is experimental results.) For the 

result obtained experimentally, two values are derived, taking 1.05 times and 0.95 times the 

experimental value. Using these two values, the error bar is plotted. This is done for each experimental 

outcome.  

 

3. RESULTS 

 

3.1. pH Effect  

 

Activated carbon is an amphoteric solid because of the positive and negative groups that form the 

adsorption points attached to its surface. The zero point charge (pHPZC) refers to the pH value where the 

net loads on the inner and outer surfaces of the porous material are zero. When the pH is bigger than 

pHPZC, the activated carbon surface is negatively charged and suitable for adsorbing cations. When the 

pH is smaller than pHPZC, the surface is positively charged and suitable for adsorbing anions [34]. Figure 

2 shows the pHPZC graph of deep red.  
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Figure 2. pHPZC graph (WB-500: 0.1 g, V: 50 mL, C0: 100 mg L-1, T:25 °C, Time:24 h) 

 

The value of the pHPZC point is 5.9. The original pH of the deep red solution is about 4.06. In this case, 

when the pH value of the deep red solution is not changed without using any chemicals, the pHPZC value 

is bigger than the pH value of the deep red solution. In water containing deep red, the surface of WB-

500 is positively charged and tends to adsorb anions. In most adsorption studies, pH has been found to 

affect the adsorption process significantly [35]. Figure 3 shows the graph showing the effect of solution 

pH.  

 

As a result of the studies carried out with deep red solutions with different pH values, WB-500 adsorbed 

94% of the deep red in the solution at pH 2.14. As the pH value rises towards 9, the removal seems to 

decrease. This shows us that the adsorption capacity decreases at increasing pH values.  It is observed 

that the removal does not change much between pH 4-6. Deep red dyestuff is a reactive dyestuff. The 

reactive end of the deep red dyestuff is negatively charged. Derici explained the high dark red removal 

at low pH values by replacing the hydrogen ions on the surface of the porous material with anionic dye 

molecules in the solution [36]. For this reason, the pH value was continued in the following studies by 

setting it to about 2.0. Derici et al. conducted studies on the adsorption of the Deep red dyestuff of 

activated carbon produced with kidney bean shells and reached the highest removal at pH 2 [36].  

 

 
 

Figure 3. The effect of pH on deep red adsorption on WB-500 (WB-500: 0.1 g, V: 50 mL, C0: 100 mg L-1, T:25 °C, 

Time:24 h) 
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3.2. Effect of The Amount of WB-500  

 

The increased amount of adsorbent leads to increased adsorption as it provides more adsorption centres, 

allowing more paint to be adsorbed to the surface [35]. In Figure 4, the % deep red adsorbed by different 

amounts of WB-500 at pH 2.14 and 4.06 and the amount of deep red removed per unit adsorbent are 

graphically expressed. 

 

 
 

Figure 4. Amount of adsorbed Deep red per unit adsorbent in equilibrium against varying amounts of adsorbent 

and % amount of adsorption in equilibrium (V: 50 mL, C0: 100 mg L-1, T:25 °C, Time:24 h) 

 

During dark red adsorption at pH 2.14, 0.05 g of WB-500 removed 67.65% of the dark red in the 

solution, while 0.15 g of WB-500 removed 96.33%.While the amount of WB-500 in contact with deep 

red increased to 0.20 g, WB-500 adsorbed 97.27% of the deep red in the solution. A similar change was 

observed at pH 4.06, and 0.15 g of WB-500 removed 86.76% of the deep red, and 0.20 g of WB-500  

removed 91.05% of the deep red from the solution. As the amount of WB-500 in the solution increases, 

the probability of the adsorption active sites coming into contact with the deep red molecules increases. 

Thus, it is possible to remove more pollutants from the water. Using 0.15 g of WB-500 was appropriate in 

kinetic and balance studies. A slight increase in removal was observed when WB-500 increased from 0.15 

g to 0.20 g at both pHs. In addition, since the increase in the amount of WB-500 is greater than the increase 

in the amount of adsorbed deep red, the qe value decreases. This shows that the increased amount of 

WB-500 will not be reflected in the amount of pollution removal from the water at the same rate.  

 

3.3. Interaction Time  

 

For this purpose, Figure 5 shows the change over time in the amount of deep red adsorbed by WB-500. 

Additionally, Figure 6 shows the graph showing the removal (%) amounts of deep red according to 

contact time. During the first 8 hours at all studied temperatures, deep red adsorption occurred rapidly, 

and the amount of adsorption increased continuously. At the end of 8 hours, 78.28% of deep red at 25 

°C, 81.86% at 35 °C and 88.76% at 45 °C were removed from the aqueous solution. Since active sites 

of WB-500 in the solution were covered mainly with deep red molecules at the end of 8 hours, the 

increase in the amount of deep red adhered to the surface slowed down as the contact time increased. At 

all temperatures, adsorption reached equilibrium at 19 hours. After 19 hours, the active sites in the WB-

500 absorbed 93.33 % of the dark red at 45°C. 
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Figure 5. qe (mg g-1) values against contact time (WB-500: 0.15 g, V: 50 mL, C0: 100 mg L-1, T: 25, 35 and 45 

°C, pH: 2) 

 

 
 
Figure 6. Deep red removal (%) values against contact time (WB-500: 0.15 g, V: 50 mL, C0: 100 mg L-1, T: 25, 

35 and 45 °C, pH: 2) 

 

The kinetic data obtained by using the amounts of dyes removed from the deep red property over time 

to examine the adsorption mechanism were applied to the Pseudo-First-Order (Pse. Fst. Or.) (Eq. (3) 

and Figure 7), Pseudo-Second-Order ((Pse. Sec. Or.)) (Eq. (4) and Figure 8) and Intra-Particle Diffusion 

kinetic models (Eq. (5) and Figure 9.). Table 1 gives the kinetic model parameters of deep red 

adsorption. 

 

 

The pseudo-first-order : log(𝑞𝑒 − 𝑞𝑡) = 𝑙𝑜𝑔𝑞𝑒,1 −
𝑘1𝑡

2.303
                             (3) 

The pseudo-second-order: 
𝑡

𝑞𝑡
=

1

𝑘2𝑞𝑒,2
2 +

𝑡

𝑞𝑒,2
                                                       (4) 

Intra-particle diffusion model  

𝑞𝑡 = 𝑘𝑖𝑡0.5 + 𝐶                                                             (5) 
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Where qe,1 and qe,2 are the maximum magnitude of the amount of adsorption per gram of WB-500 based 

on the pseudo-first-order kinetic model and pseudo-second-order kinetic model, respectively. k1 is the 

first-order rate constant in units of min-1, and ki is the intraparticle diffusion constant in units of mg g-1 

min-0.5. C is proportional to the boundary layer thickness, and k2 is the pseudo-second-order rate constant 

in units of g mg-1 min-1 [37, 38].  
 

 
 

Figure 7. The PFO kinetic model of deep red adsorption. 

 

 
 

Figure 8. PSO kinetic model of deep red adsorption. 

 

 
 

Figure 9. Intra-particle diffusion model of deep red adsorption. 
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Table 1. Kinetic model parameters of deep red adsorption. 

First-order kinetic model 

 25 °C 35 °C 45 °C 

qe,1(mg g-1) 22.53 23.64 20.33 

k1 (min-1) 2.53.10-3 3.45.10-3 4.14.10-3 

R2 0.95 0.94 0.96 

Second-order kinetic model 

 25 °C 35 °C 45 °C 

qe,2 (mg g-1) 34.96 34.60 33.44 

k2 (g mg-1.min-1) 1.22.10-4 1.77.10-4 3.43.10-4 

R2 0.97 0.99 0.99 

Intra-particle diffusion model 

 25 °C 35 °C 45 °C 

kid (mg g-1 min-0.5) 0.96 0.77 0.52 

C 5.21 10.66 17.39 

R2 0.98 0.93 0.85 

 

They were comparing the Pse. Sec. Or. kinetic and Pse. Ft. Or. kinetic models, the Pse. Sec. Or. kinetic 

model better represents the kinetic data based on the time that WB-500 removes deep red by adsorption 

in all three temperatures. The rate constants of the Pse. Sec. Or. kinetic model shows that the reaction 

occurs slowly and that the adsorption rate increases with the increase in temperature. The experimental 

value of qe is 30.12 mg g-1.  

 

The shape of the graph of the intraparticle diffusion model can give information about the adsorption 

mechanism. Suppose the deep red molecules attached to the WB-500 surface reach the pores or the 

surface by film diffusion due to the water covering the WB-500 surface. In that case, the graph consists 

of 3 parts, and the graph does not pass through the origin and has a C value. The graph's second part is 

formed if the deep red molecules reach the adsorption points by intraparticle diffusion and advance in 

the activated carbon's pores. The third part of the graph represents the adsorption step. [39].  The intra-

particle diffusion pattern appears to occur in three phases. This shows us that the adsorption process 

takes place gradually. The kid value is decreased from 0.96 mg g-1 min-0.5 to 0.52 mg g-1 min-0.5. As the 

temperature increased, the effect of film diffusion on adsorption increased, while the effect of intra-

particle diffusion decreased. The temperature increase increased the C value from 5.21 to 17.39. This 

shows us that the temperature increase causes the film layer thickness, where film diffusion occurs, to 

increase. 

 

3.4. Equilibrium Experiments 

 

How molecules or ions interact with the solid surface can be explained by adsorption isotherms that 

provide information about the equilibrium states of an adsorption system. The main objective in 

expressing the data obtained during the adsorption process of the dye molecules of different initial 

concentrations with isotherms is to show the equilibrium conditions of the porous material and porous 

material relationship and to reveal the deposition mechanism of the substances on the surface [40].  

Equilibrium data of the adsorption of deep red were obtained by performing experiments in deep red 

solutions at 3 different temperatures and different initial concentrations, and the data are presented in 

Figure 10. The conformity of the obtained data to four different isotherms was examined. Linear forms 

of isotherms are given in Eq. (6-9). The Langmuir isotherm model describes adsorbed molecules on a 

homogeneous surface containing adsorption points with similar attractive forces and in which the 

molecules are adsorbed in a single layer. At the same time, according to the Langmuir model, all active 

sites are considered to have the same energy and equal interest in the molecules to be adsorbed. The 
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isotherm plots and constants of deep red adsorption are given in Figure 11 and Table 2, respectively. 

[35,41].  

 

Langmuir 
𝑞𝑒 =

qLK𝐿 Ce

1 + K𝐿 Ce
 

Ce

qe
=

1

qLK𝐿
+

Ce

qL
 

(6) 

 

 

     

Freundlich qe = KFCe
1/n

 log(qe) = logKF +
1

n
log Ce 

(7) 

 

 

     

Temkin 
𝑞𝑒 =

𝑅𝑇

𝑏𝑇
𝑙𝑛(𝐾𝑇𝐶𝑒) 

𝑞𝑒 = 𝐵1 𝑙𝑛𝐾𝑇 + 𝐵1 𝑙𝑛𝐶𝑒⬚
 (8) 

 

 

     

 

Dubinin–Radushkevich (D–R) 

 𝑙𝑛𝑞𝑒 = 𝑙𝑛𝑞𝑚 − 𝛽𝜀2 (9)  

 

• qL: Langmuir adsorption capacity of the WB-500 (mg g-1)  

• KL: Langmuir adsorption constant (dm3 mg-1)  

• KF and n are Freundlich constants  

• bT: Temkin constant (j mol-1) 

• KT: The equilibrium binding constant (L g-1)  

• qm: Theoretical monolayer saturation capacity (mg g-1) 

• ε,  The Polanyi potential, 𝜀 = 𝑅𝑇𝑙𝑛(1 − 1/𝐶𝑒)  

• T: Temperature (K) 

• R: The universal gas constant (8,314 J mol-1K-1) 

• β: Dubinin–Radushkevich constant (mol2 J-2)  

• E: The average free energy of adsorption (kJ mol-1), 𝐸 =
1

(2𝛽)1/2 

 

 
 

Figure 10. The effect of temperature on deep red adsorption. (WB-500: 0.15 g, V: 50 mL, T: 25, 35 and 45 °C, 

Time: 24 h, pH: 2) 

 

There is a relationship of qe (45 °C) > qe (35 °C) > qe (25 °C) between the qe values obtained in all 

studies performed in deep red solutions with different initial concentrations. The temperature increase 

positively affected the adsorption capacity of WB-500 under equilibrium conditions. The adsorption 

nature of deep red is thermodynamically endothermic. 
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(a) (b) 

  
(c) (d) 

 

Figure 11. Isotherm models’ graphs Langmuir (a), Freundlich (b), Temkin (c) and The Dubinin– Radushkevich 

(D–R) (d)  

 

When the isotherm graphs drawn using data obtained from studies conducted at different temperatures 

were compared, the experimental data in the Freundlich model deviated from the model line. Due to the 

homogeneity of WB-500 produced from wheat bran, the adsorbing behaviour of deep red is suitable for 

the Langmuir type. The 1/n values are close to zero, and the surface of the activated carbon is 

homogeneous. 

 

Deep red's maximum monolayer adsorption capacities were calculated according to the Langmuir model 

in Table 2. The qL values for 25, 35 and 45 °C are 87.71, 93.45 and 95.23 mg g-1, respectively. As can 

be seen, the Langmuir adsorption capacities increased as the temperature increased. The Temkin model 

is the adsorption isotherm, which considers the interactions between adsorbed substances.  The Temkin 

equation states that as the adsorbed molecules adhere to the surface of the porous material, the active 

adsorption points decrease, and a linear decrease in the adsorption energy occurs [42]. According to the 

Temkin isotherm equation, the heat of adsorption at 25 °C is obtained as 162.12 j mol-1, while for 45 

°C, it is obtained as 156.7 j mol-1. As the temperature increased, the amount of coating of the adsorbed 

increased, and therefore the adsorption heat decreased.  

 

The Dubinin–Radushkevich model is more general than the Langmuir model. The Dubinin-

Radushkevich model does not assume that adsorption occurs on a homogeneous surface. The E value 

explains whether the adsorption mechanism occurs by the ion exchange mechanism or by the effect of 
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van der Waals forces [39]. According to the D-R model, one mole of deep red is adsorbed to the active 

points of WB-500 at 25, 35 and 45 °C with an adsorption energy of 7.07, 8.45 and 4.08 kj, respectively. 

Since these values are close to 8 kj and less than 8 kj, the deep red molecules may have been held onto 

the surface by van der Waals forces.  
 

Table 2. Isotherm model parameters of deep red adsorption. 

 

Langmuir Isotherm model 

 qL (mg g-1) KL (L mg-1) R2 

25 °C 87.71 0.025 0.97 

35 °C 93.45 0.043 0.99 

45 °C 95.23 0.072 0.99 

Freundlich Isotherm model 

 1/n Kf  R2 

25 °C 0.30 3.23 0.98 

35 °C 0.33 3.34 0.97 

45 °C 0.29 3.77 0.92 

Temkin Isotherm model 

 bT KT R2 

25 °C 162.12 0.54 0.94 

35 °C 143.2 0.61 0.98 

45 °C 156.7 1.23 0.97 

The Dubinin–Radushkevich (D–R) Isotherm model 

 E (kj mol-1) qm (mg g-1) R2 

25 °C 7.07 81.19 0.89 

35 °C 8.45 89.85 0.98 

45 °C 4.08 153.74 0.96 

 

3.5. Adsorption Thermodynamics 

 

Gibbs free energy (Eq.10), entropy and enthalpy parameters were examined to examine the 

thermodynamics of studies with deep red adsorption. Using the KL values obtained from the Langmuir 

equation, the lnKL values against 1/T were graphed and given in Figure 12 The thermodynamic values 

of ΔHo and ΔSo were calculated by Eq. 11.  

 

∆𝐺 0 = −𝑅𝑇𝑙𝑛𝐾𝐿 (10) 

 

∆𝐺𝑜 = ∆𝐻0 − 𝑇∆𝑆0 (11) 

                                                                                                                               

The free energy change (ΔGo) in the adsorption of dark red was calculated to be approximately -23.28, 

-25.43 and -27.59 kj mol-1 at 25, 35 and 45 °C. Generally, the change of free energy for physisorption 

is between -20 and 0 kJ mol-1, the physisorption together with chemisorption is at the range of -20 to -

80 kJ mol-1 and chemisorption is at a range of -80 to -400 kJ mol-1 [43]. According to the free energy 

exchange results, the adsorption process occurred under the influence of physical and chemical forces 

[44]. ΔHo value of 41.08 kj mol-1 indicates the system must receive heat for adsorption. The ΔSo value 

was calculated as 215.86 j mol-1 K-1, and the positive value of entropy indicates an increase in 

randomness and irregularity at the solid/solution interface. This indicates that adsorption occurs with 

increased entropy [45,46].   
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Figure 12. 1/T versus lnKL exchange of deep red adsorption. 

 

4. CONCLUSIONS 

 

In this study, wheat bran was recycled, and activated carbon production with economic value was 

realised. The deep red adsorption capacity of the activated carbon produced was determined. The nature 

of adsorption was determined by performing kinetic and equilibrium studies. Deep red's maximum 

monolayer adsorption capacities were calculated according to the Langmuir model as are 87.71, 93.45 

and 95.23 mg g-1 for 25, 35 and 45 °C, respectively. Based on the Temkin isotherm, as temperature 

increased, the quantity of adsorbed coating rose, leading to a decrease in the heat of adsorption 162.12 

j mol-1 to 156.7 j mol-1. According to the results of the kinetic study, deep red adsorption on WB-500 

increased from 1.22.10-4 to 3.43.10-4 g mg-1.min-1 as the temperature dropped from 25 °C to 45 °C. The 

adsorption process takes place gradually according to the intra-particle diffusion modal. The kid value is 

decreased from 0.96 mg g-1 min-0.5 to 0.52 mg g-1 min-0.5. The Langmuir model has a better correlation 

coefficient than other mathematical models at all temperatures examined in the current study. The 

resulting single-layer adsorption capacity value was obtained at 95.23 mg g-1 45 °C. In conclusion, the 

results show that activated carbon produced from wheat bran can be effectively applied to remove deep 

red from wastewater. 
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1. INTRODUCTION 
 

Let (𝐹𝑛)𝑛≥0 and (𝐿𝑛)𝑛≥0 be the nth terms of the Fibonacci and Lucas numbers, which can be produced 

by utilizing the recurrence relation 𝐹𝑛+1 = 𝐹𝑛 + 𝐹𝑛−1 and 𝐿𝑛+1 = 𝐿𝑛 + 𝐿𝑛−1 for all integers 𝑛 ≥ 1 with 

the initial conditions (𝐹0, 𝐹1) = (0, 1) and (𝐿0, 𝐿1) = (2, 1), respectively. It can be observed that the 

Fibonacci and Lucas numbers are a second-order integer sequence that satisfies the algebraic equation 

𝑥2 − 𝑥 − 1 = 0. By considering this algebraic equation with the mentioned initial conditions, one can 

develop their Binet's formulae for all 𝑛 ∈ ℕ:  

𝐹𝑛 =
𝛼𝑛−𝛽𝑛

𝛼−𝛽
  and 𝐿𝑛 = 𝛼𝑛 + 𝛽𝑛  (1) 

where 𝛼 =
1+√5

2
 and 𝛽 =

1−√5

2
. More detail can be referenced to [1-3].  

 

It can be stated immediately that the above integer sequences are the most beloved subject of 

mathematics and are paid great attention by almost all branches of modern sciences. Today, the 

respective results and discussions are expanding to an exciting aspect: finding all possible solutions to 

Diophantine equations, including special integer sequences, i.e., Fibonacci, Lucas, Pell, or Jacobsthal 

numbers, etc. In [4], Marques investigated the Fibonacci numbers that can be expressible in terms of the 

generalized Cullen and Woodall numbers. In [5], Chaves and Marques determined all terms of 

generalized Fibonacci numbers, which are the sum of the powers of the consecutive generalized 

mailto:ahmetemin@karabuk.edu.
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Fibonacci sequence. In [6], Bravo and Gómez considered k-generalized Fibonacci numbers that are the 

Mersenne numbers. In [7], Pongsriiam found all the Fibonacci and Lucas numbers, which are one away 

from the product of an arbitrary number of the Fibonacci or Lucas numbers. In [8], Ddamulira et al. 

solved the Pillai-type problem with k–generalized Fibonacci numbers and powers of 2 for k > 3. In [9], 

Kafle et al. dealt with finding all solutions to the Pell equations related to the product of two Fibonacci 

numbers. In [10], Qu and Zeng investigated all Lucas numbers that are concatenations of two repdigits. 

In [11], Şiar et al. found all Fibonacci or Lucas numbers that are products of two repdigits in base b. In 

[12], Alan and Alan discovered the Mersenne numbers that can be written in terms of the products of 

two Pell numbers. In [13], Rihane and Togbé obtained terms of k-Fibonacci numbers in the arrays of 

the Padovan or Perrin numbers.  

 

In the open literature, there are a few more specific papers that study the Diophantine-type equations 

concerning the Fibonacci numbers or other integer sequences. However, both the above brief literature 

survey and other source works show that integer sequences in the right-hand side and the left-hand side 

of problems under consideration are of different characteristic algebraic equations. For example, 

Fibonacci or Lucas number vs. Pell number by Alekseyev [14], Fibonacci number vs. Pell number by 

Ddamulira et al. [15], generalized Fibonacci number vs. generalized Pell number by Bravo et al. [16], 

Fibonacci number vs. Jacobsthal number by Erduvan and Keskin [17], and Leonardo number vs. 

Jacobsthal number by Bensella and Behloul [18]. Motivated by the results of the current literature, in 

this paper, we address finding problem of all possible solutions to the following Diophantine equations 

for positive integers k, m, and n according to the famous Matveev's theorem and the Dujella-Pethő 

lemma: 

 

𝐹𝑘 = 𝐿𝑚𝐿𝑛  (2) 

and 

𝐿𝑘 = 𝐹𝑚𝐹𝑛  (3) 

 

Here, due to multiplicative symmetry, it is sufficient that the case where 𝑘 ≥ 1 and 1 ≤ 𝑚 ≤ 𝑛 is 

considered. However, our equations consist of the Fibonacci and Lucas numbers that have the same 

characteristic equation. This makes the application of the Dujella-Pethő lemma impossible because some 

parameters disappear unlike the solution processes in the current literature. One of the novelties of the 

paper is to display a new approach to this issue. 

 

It should be noted that in [19], Carlitz considered the same problems the first time by employing 

divisibility properties and some elementary identities. However, the author's results are either incorrect 

or incomplete. More precisely, the author asserted that while the unique solution of equation (2) is 
(𝑘, 𝑚, 𝑛) = (8,4,2) for 1 < 𝑛 ≤ 𝑚, Equation (3) has no solution for 2 < 𝑛 ≤ 𝑚. Further, in [20], based 

on the elementary properties and inequalities, Wang et al. stated that while Equation (3) has no solution, 

the triple (𝑘, 𝑚, 𝑛) = (4,2,1) is one solution to Equation (2). As can be seen, the results of both studies 

are also contradictory to each other. The results of our paper will both eliminate this deficiency and will 

end this debate. 

 

2. BASIC TOOLS 

 

This section introduces essential tools and definitions, lemmas, and theorems required in the rest of the 

paper. Our proof process is based on the Matveev's theorem, which uses the linear forms in logarithms 

to limit the variables of the problem, and the Dujella-Pethő lemma, which allows us to reduce the bounds. 

 

Let 𝜂 be an algebraic number of degree d with the minimal polynomial 
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𝑓(𝑥): = ∑ 𝑎𝑗𝑥𝑑−𝑗 = 𝑎0𝑥𝑑 + 𝑎1𝑥𝑑−1 + ⋯ + 𝑎𝑑 = 𝑎0 ∏(𝑥 − 𝜂(𝑖))

𝑑

𝑖=1

𝑑

𝑗=0

∈ ℤ[𝑥] 

 

where 𝑎0 > 0 is the leading coefficient, 𝑎𝑗’s are integers, and 𝜂(𝑖) is the ith conjugate of 𝜂. The 

logarithmic height, denoted by ℎ(𝜂) of 𝜂 is defined by  

 

ℎ(𝜂) =
1

𝑑
(𝑙𝑜𝑔 𝑎0 + ∑ 𝑙𝑜𝑔(𝑚𝑎𝑥{|𝜂(𝑖)|, 1})

𝑑

𝑖=1

). 

 

Let 𝜂1, 𝜂2, ⋯ , 𝜂𝑠 be positive algebraic numbers in the real number field ℱ of degree D and let 𝑏1, 𝑏2, 

⋯ , 𝑏𝑠  be nonzero rational numbers. Introduce the notations 

 

Λ ≔ 𝜂1
𝑏1𝜂2

𝑏2 ⋯ 𝜂𝑠
𝑏𝑠 − 1 and B ≔ 𝑚𝑎𝑥{|𝑏1|, |𝑏2|, ⋯ |𝑏𝑠|}. 

 

Let 𝐴1, 𝐴2, ⋯ , 𝐴𝑠 be the positive real numbers such as 

 

𝐴𝑗 ≥ 𝑚𝑎𝑥{𝐷ℎ(𝜂𝑗), |𝑙𝑜𝑔𝜂𝑗|, 0.16} for all 𝑗 = 1,2, ⋯ 𝑠. 

 

In this case, we can give the famous Matveev's theorem [21] and the Dujella-Pethő lemma [22]. 

 

Theorem 1 (Matveev [21]) The following inequality holds for non-zero 𝛬 over real field ℱ: 

  

 𝑙𝑜𝑔𝛬 > −1.4 × 30𝑠+3 × 𝐷2 × (1 + 𝑙𝑜𝑔𝐷) × (1 + 𝑙𝑜𝑔 𝐵) × 𝐴1 × 𝐴2 × ⋯ × 𝐴𝑠. 
 

Lemma 2 (Dujella and Pethő [22]) Let 𝑀 be a positive integer, 
𝑝

𝑞
 be a convergent of the continued 

fraction of the irrational 𝜏 such that 𝑞 > 6𝑀, and let 𝐴, 𝐵, 𝜇 be some real numbers with 𝐴 > 0 and 𝐵 >
1. Let 𝜀 ≔ ‖𝜇𝑞‖ − 𝑀‖𝜏𝑞‖, where ‖. ‖ is the distance from the nearest integer. If 𝜀 > 0, then there is 

no integer solution (𝑥, 𝑦, 𝑧) of inequality 

 

0 < 𝑥𝜏 − 𝑦 + 𝜇 < 𝐴𝐵−𝑧 

with 

𝑥 ≤ 𝑀 and 𝑧 ≥
𝑙𝑜𝑔(𝐴𝑞/𝜀)

𝑙𝑜𝑔𝐵
. 

 

The following lemmas will be used later.  

 

Lemma 3 Let 𝑛 be a positive integer. Then, 

 

𝛼𝑛−2 ≤ 𝐹𝑛 ≤ 𝛼𝑛−1 , (4) 

𝛼𝑛−1 ≤ 𝐿𝑛 ≤ 2𝛼𝑛 , (5) 

|𝛽|−(𝑛−2) ≤ 𝐹𝑛 ≤ |𝛽|−(𝑛−1) , (6) 

and 

|𝛽|−(𝑛−1) ≤ 𝐿𝑛 ≤ |𝛽|−(𝑛+1) . (7) 

 

Proof. The proof can be made by using the induction method on 𝑛.  
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Lemma 4 (Ddamulira et al. [15]) For all 𝑥 ∈ (−
1

2
,

1

2
) , |𝑥| < 2|𝑒𝑥 − 1| is satisfied.  

 

3. MAIN RESULTS 

 

In this section, we will present all solutions to Equations (2) and (3) and will prove our results. 

 

Theorem 5 Let k, m, and n be a positive integer. Then, 

 

• Equation (2) is satisfied only for the triples of 

(𝑘, 𝑚, 𝑛) ∈ {(1,1,1), (2,1,1), (4,1,2), (8,2,4)} . (8) 

• Equation (3) holds only for the triples of 

(𝑘, 𝑚, 𝑛) ∈ {(1,1,1), (1,1,2), (1,2,2), (2,1,4), (2,2,4), (3,3,3)} . (9) 

 

Proof. Here, to reduce the size of the paper, we will only share a detailed proof for Equation (2), 

neglecting that of Equation (3).  

 

From Equation (2) and Lemma 3, we can write  

 

𝛼𝑘−2 ≤ 𝐹𝑘 = 𝐿𝑚𝐿𝑛 ≤ |𝛽|−𝑛−𝑚−2 

 

and naturally 

(𝑘 − 2)𝑙𝑜𝑔𝛼 ≤ −(𝑛 + 𝑚 + 2)𝑙𝑜𝑔|𝛽| ⇒ 2 − (𝑛 + 𝑚 + 2)
𝑙𝑜𝑔|𝛽|

𝑙𝑜𝑔𝛼
⇒ 𝑘 < 4𝑛. 

 

Considering Binet's formulas in Equation (1) and the fact that 𝛼 = −𝛽−1, we can arrange Equation (2) 

as follows: 

 

Λ1 ≔ |𝛼−𝑘|𝛽|𝑛+𝑚√5 − 1| <
8

𝛼2𝑚
 . (10) 

In this case, we can consider the case 𝑠 = 3, 𝜂1 = 𝛼, 𝜂2 = |𝛽|, 𝜂3 = √5, 𝑏1 = −𝑘, 𝑏2 = 𝑛 + 𝑚 and 

𝑏3 = 1 in Theorem 1. To be clear, 𝜂1, 𝜂2, 𝜂3 ∈ ℚ(√5) and ℱ = ℚ(√5) of degree 𝐷 = 2. Here, since 

𝛼𝑘 |𝛽|−𝑛−𝑚 = √5 is not satisfied when computing the square of its both sides, Λ1 ≠ 0. In addition, 

 

ℎ(𝜂1) = ℎ(𝜂2) =
1

2
𝑙𝑜𝑔𝛼, ℎ(𝜂3) = 𝑙𝑜𝑔√5, 𝐴1 = 𝐴2 = 𝑙𝑜𝑔𝛼, and 𝐴3 = 2𝑙𝑜𝑔√5. 

 

Further, for 𝐵 =  4𝑛, 𝐵 ≥ 𝑚𝑎𝑥{|−𝑘|, 𝑛 + 𝑚, 1}. Then, with these values, Theorem 1 implies that 

 

𝑙𝑜𝑔(Λ1) > −3.62 × 1011 × (1 + 𝑙𝑜𝑔4𝑛) . (11) 

 

Also, with Equation (10), we obtain 

 

𝑙𝑜𝑔(Λ1) < 𝑙𝑜𝑔8 − 2𝑚 𝑙𝑜𝑔𝛼 . (12) 

 

As a result, we get 
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𝑚 < 3.77 × 1011 × (1 + 𝑙𝑜𝑔4𝑛) . (13) 

 

Further, coming back to Equation (2), after some mathematical arrangements, we can write 

 

Λ2 ≔ |𝛼−𝑘|𝛽|𝑛(√5𝐿𝑚) − 1| <
33

𝛼𝑛
  (14) 

 

which implies that 𝑠 = 3, 𝜂1 = 𝛼, 𝜂2 = |𝛽|, 𝜂3 = √5𝐿𝑚, 𝑏1 = −𝑘, 𝑏2 = 𝑛 and 𝑏3 = 1. Here, 

𝜂1, 𝜂2, 𝜂3 ∈ ℚ(√5) and ℱ = ℚ(√5) of degree 𝐷 = 2. On the other hand, one can prove that Λ2 ≠ 0 by 

applying the same procedure above. As a result,  

 

ℎ(𝜂1) = ℎ(𝜂2) =
1

2
𝑙𝑜𝑔𝛼, and 𝐴1 = 𝐴2 = 𝑙𝑜𝑔𝛼. 

 

Further, since 𝜂3 is the root of the polynomial 𝑥2 − 5𝐿𝑚
2 , ℎ(𝜂3) = 𝑙𝑜𝑔(√5𝐿𝑚)  and 𝐴3 = 6𝑚𝑙𝑜𝑔𝛼. In 

addition, 𝐵 ≥ 𝑚𝑎𝑥{|−𝑘|, 𝑛, 1} for 𝐵 =  4𝑛. From Theorem 1, we can write  

 

𝑙𝑜𝑔(Λ2) > −6.49 × 1011 × 𝑚 × (1 + 𝑙𝑜𝑔4𝑛) . (15) 

 

Solving Equations (13) and (15) together, we get 

 

𝑙𝑜𝑔(Λ2) > −2.45 × 1023 × 𝑚 × (1 + 𝑙𝑜𝑔4𝑛)2 . (16) 

 

Also, from Equation (14), we obtain 

 

𝑙𝑜𝑔(Λ2) < 𝑙𝑜𝑔33 − 𝑛 𝑙𝑜𝑔𝛼 . (17) 

 

Considering Equations (13), (16) and (17), we find  

 

𝑛 < 2.18 × 1027 . (18) 

 

After applying a similar process into Equation (3), we determine the bounds 

 

𝑚 < 7.52 × 1011 × (1 + 𝑙𝑜𝑔4𝑛) and 𝑛 < 2.25 × 1027. (19) 

 

Summing up, it is sufficient that we consider the following lemma in order to complete the proof. 

 

Lemma 6 Both Equations (2) and (3) are satisfied for all the ordered triples of (𝑘, 𝑚, 𝑛) over the ranges 

𝑘 < 4𝑛, 1 ≤ 𝑚 ≤ 𝑛, and 𝑛 < 2.25 × 1027. 

 

According to Lemma 6, there is a finite number of solutions. But, the bounds are huge, and thereby, we 

must obtain a more favorable condition. To do this, we will use Dujella-Pethő lemma for two different 

cases. 

 

Case I: Introducing the notation 
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Γ1 ≔ −𝑘𝑙𝑜𝑔𝛼 + (𝑛 + 𝑚)𝑙𝑜𝑔|𝛽| + 𝑙𝑜𝑔√5. 
 

we can write 

Λ1 = |𝑒𝑥𝑝(Γ1) − 1| <
8

𝛼2𝑚
. 

 

From Lemma 4, we obtain 

 

0 < |𝑘
𝑙𝑜𝑔𝛼

𝑙𝑜𝑔|𝛽|
− (𝑛 + 𝑚) +

𝑙𝑜𝑔(1/√5)

𝑙𝑜𝑔|𝛽|
| < |

16

𝛼2𝑚𝑙𝑜𝑔|𝛽|
| <

34

𝛼2𝑚
. 

 

When applying Dujella-Pethő lemma into the last inequality by considering 𝑀 = 9.1 × 1027 (𝑀 >

4𝑛 > 𝑘) and 𝜏 =
𝑙𝑜𝑔𝛼

𝑙𝑜𝑔|𝛽|
, computing the continued fraction expansions of 𝜏 yields. 

 
𝑝47

𝑞47
=

13949911361108065346183311454

92134223612043233793615516979
. 

 

This means that 6𝑀 < 𝑞47 = 92134223612043233793615516979. As a result, we obtain 

 

𝜀: = ‖𝜇𝑞47‖ − 𝑀‖𝜏𝑞47‖, 𝜀 > 0.486, and 𝜇 =
𝑙𝑜𝑔(1/√5)

𝑙𝑜𝑔|𝛽|
.  

 

In this case, taking 𝐴: = 34, 𝐵: = 𝛼2, and 𝑧: = 𝑚 in Lemma 2, we conclude that 𝑚 ≤ 73.  
 

Case II: Assume that 5 < 𝑚 ≤ 73. Considering 

 

Γ2 ≔ −𝑘𝑙𝑜𝑔𝛼 + 𝑛𝑙𝑜𝑔|𝛽| − 𝑙𝑜𝑔 (
1

√5𝐿𝑚

), 

 

we have 

Λ2 = |𝑒𝑥𝑝(Γ2) − 1| <
33

𝛼𝑛
. 

From Lemma 4, we can write 

 

0 < |𝑘
𝑙𝑜𝑔𝛼

𝑙𝑜𝑔|𝛽|
− 𝑛 +

𝑙𝑜𝑔(√5𝐿𝑚)

𝑙𝑜𝑔|𝛽|
| < |

66

𝛼𝑛𝑙𝑜𝑔|𝛽|
| <

138

𝛼𝑛
. 

 

For the case where 𝑀 = 9.1 × 1027 (𝑀 > 4𝑛 > 𝑘) and 𝜏 =
𝑙𝑜𝑔𝛼

𝑙𝑜𝑔|𝛽|
, computing the continued fraction 

expansions of 𝜏 gives. 

 
𝑝47

𝑞47
=

13949911361108065346183311454

92134223612043233793615516979
. 

 

This means that 6𝑀 < 𝑞47 = 92134223612043233793615516979. In this case 

 

𝜀𝑚: = ‖𝜇𝑚𝑞47‖ − 𝑀‖𝜏𝑚𝑞47‖, 𝜀 > 0.034, and 𝜇𝑚 =
𝑙𝑜𝑔(√5𝐿𝑚)

𝑙𝑜𝑔|𝛽|
, 
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As a result, taking where 𝐴: = 138, 𝐵 ≔ 𝛼, and 𝑧: = 𝑛 in Lemma 2, we obtain that 𝑛 ≤ 156. 
 

It should be noted that applying a similar investigation into Equation (3), we obtain the bounds in which 

𝑚 ≤ 75 and 𝑛 ≤ 153. Then, we can compose a unique looping in Mathematica© over the range 𝑚 ≤
75 and 𝑛 ≤ 156 to determine all possible solutions to both Equations (2) and (3). So, running our Pc 

algorithm validates Theorem 5. This exhausts the proof. 

 

A simple observation of the outcomes of Theorem 5 reveals the following inferences. 

 

Corollary 7 All common terms of the Fibonacci and Lucas numbers are 1 and 3. 

 

Proof. For the case where 𝑚 = 1, Equation (2) is reduced to 𝐹𝑘 = 𝐿𝑛. In this case, the result follows 

from Theorem 5. 

 

Corollary 8 The only Lucas-square Fibonacci numbers are 𝐹1 = 𝐿1
2 = 1 and 𝐹2 = 𝐿1

2 = 1. 
 

Proof. When 𝑚 = 𝑛, Equation (2) is reduced to 𝐹𝑘 = 𝐿𝑛
2 . From Theorem 2, the result can be drawn. 

 

Corollary 9 The only Fibonacci-square Lucas numbers are 𝐿1 = 𝐹1
2 = 1,  𝐿1 = 𝐹2

2 = 1  and 𝐿3 =
𝐹3

2 = 4. 
 

Proof. Taking 𝑚 = 𝑛 in Equation (3) into account, the proof is easily obtained. 
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Abstract  Keywords 

The productivity and efficiency of universities were analysed in this study. The 

data and results of the Entrepreneurial and Innovative University Index-EIUI, 

which is calculated by TÜBITAK every year by considering various information 

for universities, were used. The study aimed to discuss the index, productivity, 

and efficiency results comparatively. Four-year data (2019-2022) and the index 

values were used. Balanced panel data analysis was performed on universities 

consistently included in the list each year. In the calculation of the index, a 

weighted sum of values standardized by the min-max method was taken into 

account. This is available in the calculation methodology of the index. Total 

factor productivity and stochastic frontier model methods were used for the 

analysis of productivity and efficiency, respectively. Universities that enter the 

index list every year and are at the top are effective, but they could not increase 

their productivity in the previous years. Universities established before 1992 may 

have approached the saturation level in terms of the input-output relationship, but 

it can be said that they can maintain their effectiveness. Some public and private 

universities that were established in 1992 and later have raised their productivity 

and efficiency. Although the index value and efficiency values overlapped to a 

certain extent, the significant differences in productivity were remarkable. While 

the studies in the literature focused on the meta-analysis of the index and the 

efficiency analysis of universities with various methods, this study presented an 

inclusive and comparative analysis in terms of index, productivity, and efficiency 

with panel data analysis. 
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1. INTRODUCTION 
 

Efficiency and productivity are often used interchangeably and confused in literature. Although they 

overlap, they have different meanings. Productivity is referred to as the ratio of outputs to inputs of a 

production process; efficiency represents the comparison between observed and optimal inputs - outputs 

[1]. For the measurement of productivity and efficiency, detailed research was carried out and the 

process related to the analysis was associated with three criteria. The basic criteria are macro/micro; 

frontier/non-frontier and deterministic/econometric [2]. These criteria are also presented as frontier/non-

frontier, parametric/nonparametric (and semi-parametric), and stochastic/deterministic [3]. For a 

detailed reading, an introduction to efficiency and productivity analysis can be examined [4].  

 

The activities of institutions and organizations can be examined, but the efficiency and productivity of 

higher education can be considered one of the most critical issues. The efficiency of higher education 

units has been investigated with multilevel frontier analysis. [5]. The 2018 performance of the top 10 
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Entrepreneurial and Innovative Turkish universities has been examined through multiple-criteria 

decision making methods [6]. Data envelopment analysis and Malmquist total factor productivity index 

have been used for the efficiency analysis of Turkish universities [7]. The productivity and efficiency 

of 43 state universities in Türkiye for the 2014–2015 academic year using data envelopment analysis 

and super efficiency models have been evaluated and followed by Tobit and beta regression analysis to 

identify factors affecting efficiency [8]. The efficiency of ten research universities and five candidate 

research universities in Türkiye, established in 2017 have been investigated using 2017 input and output 

data. The findings indicated that the number of scientific research projects negatively impacts efficiency, 

while citation rates per publication and the rate of PhD graduates per PhD program positively influence 

efficiency [9]. A two-stage DEA model to measure the efficiency of Turkish state universities has been 

employed focusing on graduate education and scientific research competency, confirming efficiency 

rankings aligned with criteria set by the Council of Higher Education [10]. 

 

In a similar but broader perspective, this study aims to draw attention to and analysis the terms 

productivity and efficiency for innovation in universities. The productivity and efficiency of universities 

directly affect the innovation process. In addition to efficiency and productivity, the emphasis on 

innovation, another important term, is on the world agenda. The impact of higher education has been 

examined for entrepreneurship and innovation [11]. In this case, a different perspective can be presented 

to the industry-technology-university-innovation quartet with productivity and efficiency measures. 

When the context expressed is examined, it overlaps with a term in the literature. The triple helix model 

of innovation concept is the interaction between academia, industry, and government to promote 

economic and social development in the system where concepts such as knowledge economy and 

knowledge society are defined [12]. The triple helix model of innovation is a conceptualization that is 

used as a basis for innovation and is frequently used in the literature. However, this situation has not 

been addressed for universities in Türkiye in the literature. The efficiency of regional innovation 

ecosystems was examined within the framework of the Triple-Helix Model for 81 provinces in Türkiye 

and the period 2011-2015, and it was concluded that the contribution of universities and public supports 

differ at the regional level [13]. According to the Triple Helix model, Türkiye's capacity to create 

innovation has been examined. It has been seen that the Triple Helix approach is not valid for Türkiye 

within the scope of the examined period [14]. As can be seen from the literature, the concepts of 

efficiency, productivity, and innovation index have not been discussed cumulatively for universities, 

which are the source of innovation, and these concepts have not been examined separately in depth. 

 

In this context, the general motivation of this study is to analyze the productivity and efficiency of 

universities with a different approach to the triple helix model of innovation. When the literature is 

examined, efficiency analyses on this subject are grouped under certain methods. The special motivation 

is to evaluate the efficiency and productivity from the perspective of Türkiye by using data from Turkish 

universities. Because universities are one of the sources of innovation in Türkiye, as well as all over the 

world. Moreover, the existence of a system that supports the triple helix model of innovation for Türkiye 

can be seen. For instance, it is seen that the Ministry of Industry and Technology of the Republic of 

Türkiye follows The Scientific and Technological Research Council of Türkiye - TÜBİTAK's study, 

closely1. There are also important collaborations between the Ministry of Industry and Technology of 

the Republic of Türkiye and TÜBİTAK. 

 

From another perspective, the literature-based theoretical comparison for the criteria of the TÜBİTAK 

Entrepreneurial and Innovative University Index (EIUI) has been carried out in terms of the prominent 

operational areas of the entrepreneurial university in higher education journals [15]. In this context, it 

aims to comparatively discuss the index, productivity, and efficiency using EIUI data in this study. In 

 
1 https://www.sanayi.gov.tr/medya/haber/deneme2 
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other words, the study aims to deal with the index, productivity, and efficiency analysis cumulatively 

with the help of EIUI data regularly shared by TÜBITAK.  

 

The study is designed as follows: In the second part of this study, the theoretical and computational 

methods used in the study were presented. In the third part, the results of the analysis were shared. In 

the last section, all the findings were discussed. 

 

2. DATA 

 

The data and results of the EIUI were used. The EIUI is announced annually by the TUBITAK, and fifty 

universities are listed. The EIUI has been calculated by TÜBITAK every year by considering various 

information for universities. Although the index was calculated with five components for the first time 

in 2012, it has been calculated by reducing it to four components since 2018. The four relevant 

components are economic and social contribution / cooperation and interaction / intellectual property 

pool / scientific and technological research competence. Twenty-three sub-components are 

quantitatively measured values that constitute the relevant four main components. All of the sub-

components in EIUI are as follows: i) Number of Scientific Publications, Number of Citations, Number 

of Projects, Amount of Funds Obtained from Projects Number of National and International Science 

Awards, Number of PhD Graduates. ii) National Patent Document Number, Number of National Utility 

Model Certificates, Number of International Patent Applications, Number of International Patent 

Documents. iii) Number of Projects Done with Industry Cooperation, Amount of Funds Obtained from 

Projects Done with Industrial Cooperation, Number of Projects Done with International Cooperation, 

Amount of Funds Obtained from Projects Done with International Cooperation, Number of Teaching 

Staff / Students in Circulation, Number of Students Registered in the Industrial Doctorate Program. iv) 

Number of Academician Companies, Number of Student / Graduate Companies, Net Sales Income of 

Academic Companies, Net Sales Revenue of Student/Graduate Companies, Number of Licensed Patents 

/ Utility Models / Industrial Designs, Number of Bigg Companies, 4004-4005 Number of Projects. In 

this study, analysis was conducted only for the first component: scientific and technological research 

competence [16]. In other components, the abundance of empty cells and the fact that the imputation 

rate would be very high if filled was seen as an obstacle. Using the balanced panel data analysis 

methodological framework within the scope of the study can be considered as another important reason 

for conducting analyses through the first component. 

 

4-year data (2019-2022) and index values were used. The 4-component index offered by TUBITAK was 

used, the 5-component index presented before 2019 was not taken into account. The weights of the sub-

dimensions of the index considered have changed as of 2019. This is the reason why 2018 and earlier 

was not included in the analysis. The 2023 data has not been released yet. As a result, a data for 4 years 

was compiled. The top 50 universities are listed in the index result document. Universities included in 

the relevant list each year were included in the analysis. Thus, balanced panel data analysis was 

performed. 

 

In calculation of the EIUI, weighted sum of values standardized by min-max method was considered. It 

is available in the calculation methodology of the relevant index. This information was last presented as 

a footnote in the 2020 data announced in 2021 [17]. 4-year data and index values were accessed from 

TÜBİTAK (for 2019, 2021, and 2022 years) and Yeditepe University (for 2020 year) websites as public 

data2. Ratio data, one of the data types, was conducted in this analysis. Since TUBITAK data were 

prepared by considering the weighted sum of the values standardized with the min-max method, these 

 
2 https://www.tubitak.gov.tr/sites/default/files/gostergebazliveri_tablo.pdf 

https://tubitak.gov.tr/sites/default/files/gyue2021.pdf 

https://tubitak.gov.tr/sites/default/files/18842/2020-gyue-2020-print.pdf 

https://tto.yeditepe.edu.tr/sites/default/files/2019_gyue.pdf 
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data were used for analysis without the need for any other transformation. This introduces phenomena 

such as categories, rank order, true zero, and equal intervals between data. It can be clearly stated that 

ratio data is superior to nominal, ordinal, and interval data according to the characteristics of the values. 

 

In addition, the year 1992 was taken as the border in the study. In this context, the type (the abbreviations 

pu and pr represent public and private universities, respectively.) and establishment years of the 

universities used in the study are presented in Table 1. 20 of the 38 universities were founded before 

1992, and only 1 of them is a private university. The number of universities established in 1992 and 

later is 18, and 11 of them are private universities. 

 
Table 1. Type and Establishment of Universities Used in the Study 

 
Universities Year Public/State-

Private 

Universities Year Public/State-Private 

ISTANBUL U. 1933 PU IZM. INST OF TECH   1992 PU 

ISTANBUL TECH U.   1944 PU GEBZE TECH U. 1992 PU 

ANKARA U.  1946 PU KOCAELİ U.   1992 PU 

EGE U.  1955 PU SAKARYA U.  1992 PU 

KARADENIZ TECH U.   1955 PU PAMUKKALE U.   1992 PU 

ATATURK U.   1957 PU S. DEMIREL U.   1992 PU 

MIDD EAST TECH U.   1959 PU KOC U.  1993 PR 

HACETTEPE U.  1967 PU SABANCI U.   1996 PR 

BOGAZICI U.  1971 PU YEDITEPE U.   1996 PR 

CUKUROVA U.   1973 PU ATILIM U.   1997 PR 

BURSA ULUDAG U.  1975 PU BAHCESEHIR U.   1998 PR 

SELCUK U.   1975 PU IST. OKAN U.   1999 PR 

FIRAT U.   1975 PU YAŞAR U.   2001 PR 

ERCIYES U.  1978 PU TOBB ETU   2003 PR 

YILDIZ TECH U.   1982 PU ÖZYEĞİN U. 2007 PR 

GAZI U.  1982 PU H. KALYONCU U.   2008 PR 

DOKUZ EYLÜL U.  1982 PU IST. MEDIPOL U.   2009 PR 

AKDENİZ U.   1982 PU A. GUL U.   2010 PU 

MARMARA U.  1982 PU    

İ.D. BILKENT U.   1984 PR    

 

3. METHODS 

 

3.1. Total Factor Productivity 

 

The total factor productivity (TFP) model was used to analysis productivity in this study. Based on the 

basic definition, TFP can be written as: 

 

𝑇𝐹𝑃𝑛𝑡 =
𝑌𝑛𝑡

𝑋𝑛𝑡
             (1) 

 

where 𝑋𝑛𝑡 and 𝑌𝑛𝑡 are the aggregate input – output of the 𝑛𝑡ℎ firm in period 𝑡, respectively. TFP changes 

are specified as being the ratio of the index (output quantity index/input quantity index) [18]. Such index 

numbers can be represented as multiplicatively complete [19]. Among the multiplicatively complete 

indices, the Hicks-Moorsteen TFP index is one of the multiplicatively complete indices and it can be 

estimated without requiring price data (Arjomandi et al., 2015). Hicks-Moorsteen TFP index is 

represented as: 

 

𝑇𝐹𝑃𝐻𝑀
𝑡,𝑡+1 = √[(

𝐷𝑜
𝑡+1(𝑥𝑡+1,𝑦𝑡+1)𝐷𝑜

𝑡(𝑥𝑡,𝑦𝑡+1)

𝐷𝑜
𝑡+1(𝑥𝑡+1,𝑦𝑡)𝐷𝑜

𝑡(𝑥𝑡,𝑦𝑡)
) (

𝐷𝐼
𝑡+1(𝑥𝑡,𝑦𝑡+1)𝐷𝐼

𝑡(𝑥𝑡,𝑦𝑡)

𝐷𝐼
𝑡+1(𝑥𝑡+1,𝑦𝑡+1)𝐷𝐼

𝑡(𝑥𝑡+1,𝑦𝑡)
)]    (2) 

  

where 𝐷𝐼(𝑥, 𝑦) and 𝐷𝑂(𝑥, 𝑦) are input – output distance functions, respectively.  
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3.2. Stochastic Frontier Model 

 

The stochastic frontier model (SFM) was used for the analysis of efficiency. In fact, the SFM is obtained 

by adding statistical information to the deterministic model which is: 

 

𝑦𝑖 = 𝑓(𝑥𝑖; 𝛽)𝑇𝐸            (3) 

 

𝑦𝑖 and 𝑥𝑖 are the observed scalar output of the producer and the vector of 𝑁 inputs used by the producer, 

respectively. 𝑓(𝑥𝑖; 𝛽) is the frontier production function. 𝑇𝐸 denotes the technical efficiency and is 

defined as the ratio of observed output to maximum feasible output. The maximum producible output 

expressed as technical inefficiency cannot be obtained from Eq. 3. An alternative models including 

shocks [one-sided [20] and modification for one-sided [21] are presented in Eq. 4-5 as the model 

included statistical information. 

 

𝑦𝑖 = 𝑓(𝑥𝑖; 𝛽) + 𝜀𝑖            (4) 

 

𝑦𝑖 = 𝑓(𝑥𝑖; 𝛽) + 𝑣𝑖 + 𝑢𝑖           (5) 

 

In fact, the error term (𝜀𝑖) in Eq. 4 is accepted as 𝜀𝑖 = 𝑣𝑖 + 𝑢𝑖. In this way, Eq.5 is obtained. 𝑣𝑖 and 𝑢𝑖 
represent random effects (statistical noise, measurement errors, random factors outside the firm's control 

and random variables that are not included in the production function) and technical efficiency (non-

negative random variable representing inefficiency), respectively. 

 

4. RESULTS 

 

The sub-components of Component-1 (scientific and technological research competency - STRCI) have 

been focused on the analysis of the activities of the universities in the index list. The first of the four 

components was represented with STRCI, and it was the main component discussed in the research. 

Balanced panel data analysis was performed and the universities that were included in the list each year 

for the 4 years examined in the research were obtained with the help of a pivot table.  

 

Thirty-eight universities were included in the analysis, and the universities were presented in Table 2. 

In calculating the Total Index, the weighted sum of the values of each sub-component standardized by 

the min-max method has been considered. STRCI is obtained from the first component’s sub-

components. The ranking has been based on the ranking averages on the list for 4-year data. In addition, 

the index averages of the universities included in the list for 4-year data have been presented in Table 2.  

 

The first column (Universities) was created by taking into account the general ranking numbers of the 

universities in the EIUI for every year. It can be considered as a general ranking. The second column 

(Total Index) shows the average of the index values. The third column (STRCI) presents the averages 

according to the Component-1. The ranking presented in parentheses represents the order to be created 

according to these column values for both. 

 

Depending on the number of personnel and the high occupancy rate of the cells for each university, 

productivity and efficiency have been examined in this context. The number of academic staff and 5 

sub-components of the STRCI have been accepted as input and output, respectively. TFP and SFM were 

used to analysis productivity and efficiency. Productivity and efficiency values for thirty-eight 

universities have been presented in Table 3 as Pro and Eff. All results have been shown in Table 3.  
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Table 2. General Ranking and EIUI- STRCI average Values and Rankings (in parenthesis) of Universities 

 

 

  

Universities Total Index STRCI 

MIDDLE EAST TECHNICAL U. 83,0775 (1) 12,4725 (1)  

SABANCI U. 76,9275 (2) 10,3150 (6) 

ISTANBUL TECHNICAL U. 73,9425 (3) 11,3075 (5) 

İHSAN DOĞRAMACI BILKENT U. 72,3000 (4) 11,4950 (3) 

YILDIZ TECHNICAL U. 68,0375 (5)  9,2950 (10) 

BOGAZICI U. 67,5925 (6)  9,5775 (9) 

KOC U. 65,8850 (7) 11,6850 (2) 

GEBZE TECHNICAL U. 63,0150 (8)  8,8425 (14) 

ÖZYEĞİN U. 61,5150 (9)  6,1100 (28) 

IZMIR INSTITUTE OF TECHNOLOGY 61,2150 (10)  9,2675 (11) 

HACETTEPE U. 60,0450 (11) 11,4675 (4) 

EGE U. 58,5575 (12)  9,1500 (13) 

ERCIYES U. 56,3925 (13)  8,1050 (16) 

ANKARA U. 54,7850 (14)  9,9525 (8) 

ISTANBUL U. 54,4100 (15) 10,0550 (6) 

GAZI U. 53,8725 (16)  9,2000 (12) 

TOBB ETU 52,1975 (17)  5,9125 (29) 

DOKUZ EYLÜL U. 51,2800 (18)  8,1850 (15) 

BURSA ULUDAG U. 48,5425 (19)  6,4600 (25) 

KOCAELİ U. 45,8175 (21)  5,5800 (33) 

AKDENİZ U. 46,0425 (20)  6,9075 (22) 

MARMARA U. 44,4825 (24)  7,4550 (18) 

SAKARYA U. 45,2075 (22)  6,4750 (24) 

SELCUK U. 44,6675 (23)  7,1350 (21) 

ATILIM U. 44,4125 (26)  5,7200 (31) 

YEDITEPE U. 44,4150 (25)  5,7775 (30) 

ISTANBUL MEDIPOL U. 42,6725 (27)  5,6700 (32) 

CUKUROVA U. 41,9775 (28)  6,4425 (26) 

BAHCESEHIR U. 40,0525 (32)  5,0800 (35) 

KARADENIZ TECHNICAL U. 41,6800 (29)  7,2925 (19) 

HASAN KALYONCU U. 40,4550 (30)  3,8500 (37) 

ATATURK U. 39,5200 (34)  7,4650 (17) 

ABDULLAH GUL U. 39,7275 (33)  7,1825 (20) 

FIRAT U. 39,4625 (35)  6,8925 (23) 

YAŞAR U. 40,4275 (31)  4,6250 (36) 

PAMUKKALE U. 38,1550 (37)  5,1175 (34) 

SULEYMAN DEMIREL U. 38,7350 (36)  6,1875 (27) 

ISTANBUL OKAN U. 35,9975 (38)  3,4350 (38) 
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Table 3. Productivity and Efficiency Results and Rankings of Universities 

 
Ranking  Universities Pro. Universities Eff. 

1  AJ Uni, Pr, 92 or Post-92 1,2711 G Uni, Pu, Pre-92 0,9988  

2  AF Uni, Pr, 92 or Post-92 1,1755 AA Uni, Pr, 92 or Post-92 0,9368 

3  M Uni, Pu, Pre-92 1,1448 U Uni, Pr, Pre-92 0,9216 

4  AG Uni, Pr, 92 or Post-92 1,1285 H Uni, Pu, Pre-92 0,9194 

5  AE Uni, Pr, 92 or Post-92 1,1172 B Uni, Pu, Pre-92 0,9065 

6  J Uni, Pu, Pre-92 1,1020 AB Uni, Pr, 92 or Post-92 0,8270 

7  Y Uni, Pu, 92 or Post-92 1,0867 A Uni, Pu, Pre-92 0,8061 

8  T Uni, Pu, Pre-92 1,0854 C Uni, Pu, Pre-92 0,7979 

9  X Uni, Pu, 92 or Post-92 1,0851 I Uni, Pu, Pre-92 0,7678 

10  Z Uni, Pu, 92 or Post-92 1,0756 O Uni, Pu, Pre-92 0,7452 

11  AK Uni, Pr, 92 or Post-92 1,0640 V Uni, Pu, 92 or Post-92 0,7430 

12  F Uni, Pu, Pre-92 1,0575 P Uni, Pu, Pre-92 0,7376 

13  AI Uni, Pr, 92 or Post-92 1,0563 D Uni, Pu, Pre-92 0,7336 

14  AB Uni, Pr, 92 or Post-92 1,0558 AL Uni, Pr, 92 or Post-92 0,7089 

15  N Uni, Pu, Pre-92 1,0544 R Uni, Pu, Pre-92 0,6562 

16  S Uni, Pu, Pre-92 1,0454 N Uni, Pu, Pre-92 0,6498 

17  K Uni, Pu, Pre-92 1,0452 F Uni, Pu, Pre-92 0,5985 

18  W Uni, Pu, 92 or Post-92 1,0422 T Uni, Pu, Pre-92 0,5977 

19  AL Uni, Pr, 92 or Post-92 1,0325 E Uni, Pu, Pre-92 0,5846 

20  C Uni, Pu, Pre-92 1,0306 W Uni, Pu, 92 or Post-92 0,5758 

21  L Uni, Pu, Pre-92 1,0281 L Uni, Pu, Pre-92 0,5720 

22  O Uni, Pu, Pre-92 1,0271 S Uni, Pu, Pre-92 0,5538 

23  E Uni, Pu, Pre-92 1,0262 M Uni, Pu, Pre-92 0,5526 

24  AH Uni, Pr, 92 or Post-92 1,0261 Y Uni, Pu, 92 or Post-92 0,5191 

25  Q Uni, Pu, 92 or Post-92 1,0233 K Uni, Pu, Pre-92 0,5179 

26  D Uni, Pu, Pre-92 1,0205 J Uni, Pu, Pre-92 0,5165 

27  AA Uni, Pr, 92 or Post-92 1,0201 Q Uni, Pu, 92 or Post-92 0,4960 

28  P Uni, Pu, Pre-92 1,0200 AI Uni, Pr, 92 or Post-92 0,4898 

29  AC Uni, Pr, 92 or Post-92 1,0185 AH Uni, Pr, 92 or Post-92 0,4740 

30  AD Uni, Pr, 92 or Post-92 1,0096 AC Uni, Pr, 92 or Post-92 0,4632 

31  V Uni, Pu, 92 or Post-92 1,0032 AD Uni, Pr, 92 or Post-92 0,4586 

32  R Uni, Pu, Pre-92 1,0013 AK Uni, Pr, 92 or Post-92 0,4546 

33  B Uni, Pu, Pre-92 0,9938 X Uni, Pu, 92 or Post-92 0,4473 

34  H Uni, Pu, Pre-92 0,9856 Z Uni, Pu, 92 or Post-92 0,4103 

35  I Uni, Pu, Pre-92 0,9827 AE Uni, Pr, 92 or Post-92 0,4072 

36  G Uni, Pu, Pre-92 0,9807 AG Uni, Pr, 92 or Post-92 0,3708 

37  U Uni, Pr, Pre-92 0,9788 AJ Uni, Pr, 92 or Post-92 0,3086 

38  A Uni, Pu, Pre-92 0,9730 AF Uni, Pr, 92 or Post-92 0,2754 

    

 

5. DISCUSSION 

 

The harmony between the General Ranking (Column 1 in Table 2) and the Total Index Ranging (Column 

2 in Table 2) deteriorates at certain intervals after the twentieth university. STRCI Ranking (Column 3 

in Table 2) differ significantly from the Total Index Ranking. The top 10 universities for the Total Index 
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Ranking are as follows: Middle East Technical University, Sabancı University, Istanbul Technical 

University, İhsan Doğramacı Bilkent University, Yıldız Technical University, Boğaziçi University, Koç 

University, Gebze Technical University, Özyeğin University, İzmir High Technology Institute. 

According to the STRCI Ranking, the top 10 universities are listed as follows: Middle East Technical 

University, Koç University, İhsan Doğramacı Bilkent University, Istanbul Technical University, 

Sabancı University, Boğaziçi. University, Yıldız Technical University. The universities in the top 10 in 

both rankings are as follows: Middle East Technical University, Sabancı University, Istanbul Technical 

University, İhsan Doğramacı Bilkent University, Yıldız Technical University, Boğaziçi University, Koç 

University.  

 

Three universities (Hacettepe University, Istanbul University, Ankara University) are not in the top 10 

according to STRCI ranking. Three Universities established in 1992 and later (Gebze Technical 

University, Özyeğin University, İzmir High Technology Institute) are not in the top 10 according to the 

Total Index, but they are in the STRCI top 10 rankings. 

 

In the efficiency analysis, the top 10 universities are listed as follows: G Uni, Pu, Pre-92 - AA Uni, Pr, 

92 or Post-92 - U Uni, Pr, Pre-92 - H Uni, Pu, Pre-92 - B Uni, Pu, Pre-92 - AB Uni, Pr, 92 or Post-92 - 

A Uni, Pu, Pre-92 - C Uni, Pu, Pre-92 - I Uni, Pu, Pre-92 - O Uni, Pu, Pre-92. On the other hand, 

considering the productivity ranking, the top 10 universities are listed as follows: AJ Uni, Pr, 92 or Post-

92 - AF Uni, Pr, 92 or Post-92 - M Uni, Pu, Pre-92 - AG Uni, Pr, 92 or Post-92 - AE Uni, Pr, 92 or Post-

92 - J Uni, Pu, Pre-92 - Y Uni, Pu, 92 or Post-92 - T Uni, Pu, Pre-92 - X Uni, Pu, 92 or Post-92 - Z Uni, 

Pu, 92 or Post-92.  

 

The remarkable result is that there is no university in the top 10 on either list. When the lists are examined 

in detail, it is seen that the productivity values of universities with high-efficiency values are low, and 

vice versa. 

 

  
(a) (b) 

 
Figure 1. (a) Triple Helix Interactions in a Developing Country (Silo Confinement); (b) Beginning of Triple Helix 

Strategic Interactions in a Middle Income Country (Push-Pull) (Kimatu, J.N., 2016) [22] 

 

 

There are three basic components in the triple helix model of innovation. Although a mathematical Venn 

diagram representation is very common in the literature (as shown in Figure 1a for LMICs), the 

representation in Figure 1b for DCs offers a more transitional structure with borders not separated by 

red lines. While the terms low- and middle-income countries (LMICs) and developing countries (DCs) 

can be used interchangeably, this study does not delve into their terminological differences. However, 

Türkiye's situation appears more suitable for Figure 1b. The primary reason for preferring Figure 1b in 

this research is the existence of notable points specific to Türkiye in the triangle of academia, industry, 

and government. For example, TUBITAK is an organization of the Ministry of Industry and Technology 



Yenilmez / Estuscience – Se , 25 [3] – 2024 

 

423 

and has strong cooperation with universities. Assigning it to a specific cluster in a Venn diagram might 

overlook its multifaceted roles. Similarly, the Union of Chambers and Commodity Exchanges of 

Türkiye (abbreviated in Türkish as TOBB) is a professional organization with a legal personality and 

the nature of a public institution, which might not fit neatly into an industrial cluster alone. The last but 

not-to-be-forgotten example is that Technology Transfer offices (TTO) are a formation derived from in 

the triple helix model of innovation. This organization, which is often located within universities, is a 

bridge in collaboration with the industry. It may be insufficient to belong only to the academy cluster.  

 

Considering all these analyses, the literature, and Türkiye's dynamics, the adaptation of the Triple Helix 

Model and interactions for Türkiye is proposed within the scope of this study in Figure 2. 

 

 
 

Figure 2. Triple Helix Model and interactions for Türkiye 

 

The visual relationship presented in Figure 2 can be schematized as the 4T's for Innovation in Türkiye. 

Due to the lack of sharp lines, the Venn diagram is not given in an intersecting manner. This can be 

considered as an advantage rather than a disadvantage. However, according to [22], there are 

intersections in the developed country innovation diagram, in addition to those presented in Figure 1. 

Considering Türkiye as a developing country and considering that the interaction between relevant 

institutions and organizations will relate to protocols in the future, this scheme can be revised and a 

more comprehensive scheme in the context of the Quadruple and Quintuple Innovation Helix 

Framework can be presented in the future. 

 

Study limitations and their explanations can be summarized as follows: i) Focusing only on the sub-

components of Component-1 (scientific and technological research competency) of the components. 

The main cause is presented in the Data. ii) Although the use of panel data analysis, which contains 

more information and variability compared to time series and cross-sectional data, is an advantage, the 

use of short panels with many individuals and few time periods can be considered a limitation. This is 

because the date of disclosure of the data by TÜBİTAK is not very old and the calculation method has 

changed. iii) Since there were 4 observations for each university and relatively close values, the average 

was used. In case there are more observations and values that are far from each other, that is, values 

with high deviation, more robust statistics can be used against outliers such as median. iv) Analyses 

were conducted for twenty-three sub-components for thirty-eight universities. In addition, it is a 

constraint to evaluate universities' only outputs in terms of their innovation roles as "scientific and 

technological research competence". It may be possible to consider other variables in the EIUI as 

innovation indicators. For this, a data set with data collected for a longer period and fewer missing cells 

is needed. v) In the literature, the total budget used to measure the efficiency and effectiveness of 

universities is the number of staff, number of students, number of programs/departments, purchase of 
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goods and services, education expenses, research expenses, etc. inputs are available. In future studies, a 

more comprehensive analysis will be conducted if the relevant data is available for all universities. 

 

6. CONCLUSION 

 

It aimed to discuss the index, productivity, and efficiency results comparatively. Balanced panel data 

analysis was conducted with thirty-eight universities included in this list for 4-year data. Total factor 

productivity and stochastic frontier model methods were used for the analysis of productivity and 

efficiency, respectively. While the studies in literature focused on the meta-analysis of the index and the 

efficiency analysis of universities with various methods, this study presented an inclusive and 

comparative analysis in terms of index, productivity, and efficiency with panel data analysis. Data 

envelopment analysis (DEA) was used for Hicks Moorsteen type TFP in this study. DEA-based Hicks 

Moorsteen TFP was used due to various calculation conveniences and assumption structures. The 

reasons for using this method in the productivity analysis of universities have been discussed in detail, 

and DEA-based Hicks Moorsteen TFP has been applied to Malaysian public universities to measure 

productivity change in higher education [18]. On the other hand, the SFM, a parametric method based 

on various assumptions and used in different disciplines [23], has been applied to higher education data 

in the context of efficiency analysis [16]. Since 1992, a significant milestone in Turkish university 

history, notable developments and the establishment of numerous universities have marked a 

transformative period. This pivotal year serves as a reference point in research, particularly evident in 

studies directly focusing on this period. For instance, a comparative analysis of the strategic plans of 23 

state universities established in Türkiye in 1992 has been conducted following the implementation of 

performance-based budgeting under the 2006 Public Financial Management and Control Law, 

examining their missions, visions, goals, and objectives [24]. 

 

The findings from this study can be summarized as follows: 

• Universities established before 1992 that enter the index list every year and rank at the top are 

efficient, but their productivity has not improved in the same direction.  

• Some public and private universities have been able to increase their productivity and efficiency. 

Although the index value and efficiency values overlap to a certain extent for certain 

universities, serious differences in productivity in general are striking. 

• Compared to previous years, productivity appears to be upward for new (established in 1992 

and later) and private universities. On the contrary, effective universities established before 

1992 cannot increase their productivity rapidly compared to previous years. This may be 

because the relevant universities are close to saturation. It can be associated with the level of 

relevant inputs and outputs. 

• The index points in a similar direction to efficiency. However, productivity can proceed in a 

different direction from efficiency and the index. 

 

The fact that universities established before 1992 may have approached the saturation level (in the 

context of the input-output relationship) may prevent them from making serious progress in efficiency 

every year, but it can be said that they can maintain their effectiveness. Although the efficiency of private 

and new universities (established in 1992 and later) is not high, their productivity may show positive 

development compared to previous years.  

 

The innovation term, which fundamentally affects the world and is accelerated by universities, can be 

perceived as self-evaluation and self-criticism by evaluating universities in the context of the innovation 

term. With the results obtained from here, more productive and effective universities will be the source 

of more innovative universities. 

 

 

 



Yenilmez / Estuscience – Se , 25 [3] – 2024 

 

425 

DISCLAIMER STATEMENT 
 

The analysis results of this study have been presented with labels, excluding information that is publicly 

accessible to everyone. Comments are provided with general statements based on two groups: post-1992 

(1992 and later) and pre-1992 (before 1992). The analyses in this study were conducted using publicly 

available data related to universities. However, it has been noted by the peer reviewer that some 

universities may prefer their names to remain confidential for the results of the analyses. Therefore, the 

names of universities in this study have been labeled, and these labels do not contain any specific 

judgment or evaluation towards any university. No ethical approval was required for this study because 

publicly available data were used, and university names were labeled in the analyses presented. 

 

CONFLICT OF INTEREST 

 

The author stated that there are no conflicts of interest regarding the publication of this article. 

 

CRediT AUTHOR STATEMENT 

 

İsmail Yenilmez: Conceptualization, Methodology, Software, Validation, Formal analysis, 

Investigation, Resources, Data Curation, Writing – Original Draft, Writing – Review & Editing, 

Visualization, Supervision, Project administration, Funding acquisition. 

 

REFERENCES 

 

[1] Fried HO, Lovell CAK, Schmidt SS. Efficiency and productivity. In: Fried HO, Lovell CAK, 

Schmidt SS, eds. The Measurement of Productive Efficiency and Productivity Change. Oxford 

University Press; 2008:1-106. 

 

[2] Del Gatto M, Di Liberto A, Petraglia C. Measuring productivity. Working Paper CRENoS 

200818, Centre for North South Economic Research, University of Cagliari and Sassari, Sardinia; 

2008. 

 

[3] Pieri F. Essays on Productivity and Efficiency Analysis [PhD dissertation]. University of Trento; 

2010. 

 

[4] Coelli TJ, Rao DSP, O'Donnell CJ, Battese GE. An Introduction to Efficiency and Productivity 

Analysis. 2nd ed. Springer; 2005. 

 

[5] Naderi A. Efficiency measurement of higher education units using multilevel frontier analysis. J 

Prod Anal. 2022;57:79-92. 

 

[6] Oğuz S. Evaluation of the entrepreneurial and innovative universities in Turkey through multiple-

criteria decision making methods. Kastamonu Eğitim Dergisi. 2022;30(2):353-361. 

 

[7] Saygın Karagöz Ö, Deveci Kocakoç İ, Üçdoğruk Ş. Girişimcilik ve yenilikçilik faaliyetleri 

odağında Türkiye’deki üniversitelerin etkinlik analizi. İzmir İktisat Dergisi. 2020;35(4):713-723. 

 

[8] Türkan S, Özel G. Efficiency of state universities in Turkey during the 2014–2015 academic year 

and determination of factors affecting efficiency. Educ Sci. 2017;42(191):307-322. 

 

[9] Mammadov R, Aypay A. Efficiency analysis of research universities in Turkey. Int J Educ Dev. 

2020;75:102176.  

 



Yenilmez / Estuscience – Se , 25 [3] – 2024 

 

426 

[10] Kocak E, Orkcu HH. Measuring the efficiency of Turkish state universities based on a two-stage 

DEA model. Gazi Univ J Sci. 2021;34(4):1210-1220. 

 

[11] Portuguez Castro M, Ross Scheede C, Gómez Zermeño MG. The impact of higher education on 

entrepreneurship and the innovation ecosystem: A case study in Mexico. Sustainability. 

2019;11(20):5597. 

 

[12] Etzkowitz H. Innovation in innovation: The triple helix of university-industry-government 

relations. Soc Sci Inf. 2003;42(3):293-337. 

 

[13] Erkul A, Kırankabeş MC. Türkiye’de bölgesel inovasyon ekosistemi: Üçlü-sarmal modeli 

çerçevesinde bir değerlendirme. Verimlilik Dergisi. 2020;(1):55-81. 

 

[14] Mert N, Cengiz S. Üçlü sarmal yaklaşımına göre Türkiye’nin yenilik yaratma kapasitesi. Bus 

Econ Res J. 2020;11(4):1001-1012. 

 

[15] Uslu B, Çalıkoğlu A, Seggie FN, Seggie SH. TÜBİTAK girişimci ve yenilikçi üniversite endeksi 

kriterlerinin girişimci üniversitelerde öne çıkan faaliyetler açısından değerlendirilmesi. 

Yükseköğretim Dergisi. 2020;10(1):1-11. 

 

[16] Yenilmez İ, Mert Kantar Y, Arık İ. Efficiency measurement of Turkish universities using the 

stochastic frontier model. In: EGE 7th International Conference on Applied Sciences; December 

24-25, 2022; İzmir, Türkiye. Proceedings. p. 1017-1023. ISBN: 978-605-72197-9-4. 

 

[17] TÜBİTAK. 2020 yılı girişimci ve yenilikçi üniversite endeksi sonuçları (2020 entrepreneurial and 

innovative university index results). Available from: 

https://tubitak.gov.tr/sites/default/files/18842/2020-gyue-2020-print.pdf. Accessed August 7, 

2023. 

 

[18] Arjomandi A, Salleh MI, Mohammadzadeh A. Measuring productivity change in higher 

education: An application of Hicks–Moorsteen total factor productivity index to Malaysian public 

universities. J Asia Pac Econ. 2015;20(4):630-643. 

 

[19] O'Donnell CJ. An aggregate quantity framework for measuring and decomposing productivity 

change. J Prod Anal. 2012;38(3):255-272. 

 

[20]  Schmidt P. On the statistical estimation of parametric frontier production functions. Rev Econ 

Stat. 1976;58:238-239. 

 

[21] Aigner D, Lovell C, Schmidt P. Formulation and estimation of stochastic frontier production 

function models. J Econom. 1977;6(1):21-37. 

 

[22] Kimatu JN. Evolution of strategic interactions from the triple to quad helix innovation models for 

sustainable development in the era of globalization. J Innov Entrep. 2016;5:16. 

doi:10.1186/s13731-016-0056-8. 

 

[23] Kantar M, Yenilmez I. Technical efficiency assessment of Turkish banks using stochastic frontier 

method. In: Proceeding Book of the I. International Symposium on Economics, Finance, and 

Econometrics; Istanbul, Türkiye. 

 

[24] Günay A, Dulupçu MA. Türkiye'de 1992 yılında kurulan devlet üniversitelerinin stratejik 

planlarının karşılaştırmalı bir analizi. Yükseköğretim ve Bilim Dergisi. 2015;14(1):236-254. 

https://tubitak.gov.tr/sites/default/files/18842/2020-gyue-2020-print.pdf


 
 ESKİŞEHİR TECHNICAL UNIVERSITY JOURNAL OF SCIENCE AND TECHNOLOGY  

 A- APPLIED SCIENCES AND ENGINEERING  

 

 Estuscience – Se,  2024, 25 [3]  pp. 427-441, DOI: 10.18038/estubtda.1466349 

*Corresponding Author: evin.sahin@dpu.edu.tr 

 

RESEARCH ARTICLE 

 

MULTI-LEVEL CLASSIFICATION BASED ON DEEP LEARNING FOR ACCURATE RISK 

STRATIFICATION OF ARRHYTHMIAS 
 

 

Evin ŞAHİN SADIK1,*,   

 
1 Kütahya Dumlupınar University, Electrical and Electronics Enginnering Department, Kütahya, Turkey 

evin.sahin@dpu.edu.tr  -   0000-0002-2212-4210 
 

Abstract  Keywords 

Arrhythmias, also known as irregular heartbeats, are important health problems that 

must be accurately identified to diagnose and treat cardiovascular disease. Within the 

scope of this study, a network for classifying arrhythmias, which are important in the 

diagnosis and treatment of cardiovascular diseases, was proposed by using one-

dimensional convolutional neural network (1D CNN), one of the deep learning 

techniques. With the proposed 1D-CNN architecture, arrhythmia types and normal 

rhythm ECGs were subjected to a more detailed examination from general to specific 

according to urgency situations. In the classifications made, first of all, a binary 

classification was made and an evaluation was made as whether there was a life risk 

or not. In triple, quadruple and six-fold classification, the detection of arrhythmia 

status is detailed. More complex classifications have helped to define different types 

of arrhythmias in more detail. This study proposes a deep learning network for 

automatic identification and classification of arrhythmias and shows that different 

arrhythmia conditions can be diagnosed with a single network model by applying the 

proposed network structure to multi-class arrhythmia disorders. 
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1. INTRODUCTION 
 

The heart is the most vital organ for humans, and diseases that affect the heart and blood vessels are 

called cardiovascular diseases [1]. The term cardiovascular disease refers to a wide range of conditions 

that affect the heart and blood vessels [2]. According to the World Health Organization, 17.9 million 

deaths occurred from cardiovascular diseases in 2016. This number is expected to increase to 23.6 

million in 2030 [3]. The heart's continuous electrical activity is essential for assessing its health and 

function. A medical procedure called an electrocardiogram (ECG) is used to observe and record the 

electrical activity of the heart. ECG is very important for diagnosing and following up heart diseases as 

it quickly evaluates the electrical rhythm and structure of the heart non-invasively. 

 

Additionally, using ECG, diseases such as arrhythmia [4], coronary artery [5], myocardial infarction 

[6], pericarditis [7], cardiomyopathy [8], hypertrophic cardiomyopathy [9] and pulmonary embolism 

[10] can be diagnosed. Arrhythmia, being among these ailments, manifests in various forms, including 

AF, atrial flutter, ventricular tachycardia, bradycardia, supraventricular tachycardia (SVT), ventricular 

fibrillation, and premature atrial or ventricular contractions. Occasionally, arrhythmias cannot be 

diagnosed immediately using ECG alone [11]. Additionally, 20% of atrial fibrillation cases occur 

without any symptoms [12]. In such cases, doctors resort to additional methods such as Diagnostic 

Holter monitor, event monitor, stress test, electrophysiological test or echocardiogram [13]. When 

arrhythmias are not diagnosed and treated early, they can lead to serious health problems such as heart 

failure, stroke, cardiac arrest or cause symptoms that reduce the quality of life such as dizziness, fainting, 
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shortness of breath, chest pain and depression [14]. Early diagnosis and appropriate treatment can reduce 

the risk of complications from arrhythmia and significantly improve a patient's quality of life [15]. 

 

Nowadays, detecting arrhythmia from ECG signals using artificial intelligence techniques is a Machine 

Learning (ML) and Deep Learning (DL) techniques are employed to detect arrhythmias. A review of 

these research studies, focusing on work from the past twelve years, reveals that out of 40 studies, 29 

(or 72.5%) utilized DL methods, nine (22.5%) applied ML methods, and two studies integrated both 

approaches for arrhythmia prediction [16]. Traditional methods for diagnosing arrhythmias with 

computer assistance rely on established medical rules but exploring artificial intelligence approaches 

can provide doctors with highly precise tools for diagnosing arrhythmias. Artificial intelligence 

algorithms could be embedded in smart ECG devices to help more people screen for arrhythmias early 

[17]. In classifications made using ML algorithms, the feature extraction part usually varies significantly 

in the success of the study, so different approaches are used for feature extraction [18]. One of the most 

essential features extracted is peak detection [19], [20]. Some of the other methods used are empirical 

mode decomposition, Pan Tompkins Algorithm, Hilbert and Wavelet Transform [21]–[23]. 

 

Literature reviews on the efficacy of deep learning (DL) algorithms versus traditional ML in diagnosing 

arrhythmias from electrocardiograms (ECGs) indicate that DL algorithms demonstrate enhanced 

performance in detecting and classifying ECG arrhythmias, surpassing the capabilities of conventional 

ML techniques. Deep learning methods offer superior performance with automatic feature selections 

without requiring manual feature selection and extraction [24]. DL algorithms are known to be effective 

in detecting conditions such as AF and Premature Ventricular Contraction (PVC), which rely on single 

heartbeats and require the identification of patterns between multiple beats [25]. Studies have been 

conducted in the literature using different DL methods to detect arrhythmia from ECGs [26], [27]. 

Studies have shown that artificial intelligence and DL techniques are increasingly used in ECG-based 

arrhythmia detection and that the use of DL algorithms in the healthcare sector is developing. Increasing 

success in the methods significantly reduces the pressure on doctors to analyze ECGs, resulting in 

significant advances in arrhythmia diagnosis. 

 

Evaluation of existing methods does not show any significant difference in arrhythmia classification 

based on ECG signals. Most existing methods use multilayered and complex deep learning models. This 

leads to overfitting on limited and unbalanced data sets. Additionally, models trained on specific datasets 

have difficulty generalizing across different patient populations and varying ECG signal characteristics. 

The high computational requirements and long processing time of deep models limit timely decision 

making in clinical environments. Traditional methods often rely on manual feature extraction. Since it 

is not known which features perform best on the model, it can be time-consuming and may not 

effectively capture all relevant signal features. This study aims to address these gaps and proposes a 

simplified CNN architecture with two convolutional layers. The architecture is restricted to two 

convolutional layers, achieving a balance between model complexity and performance and reducing the 

risk of overfitting. When the simpler model structure is combined with regularization techniques such 

as batch normalization and dropout, the model's generalization ability across different datasets is 

enhanced. The reduced computational burden of the model makes it more suitable for real-time 

applications in clinical settings. By leveraging the automatic feature extraction capabilities of CNN, our 

approach eliminates manual intervention and is able to capture signal features more comprehensively. 

 

Within the scope of this study, the data were subjected to four different classifications. In the first 

classification, arrhythmia types were classified as life-threatening arrhythmias and less dangerous 

conditions. These two categories differ markedly in terms of potential health risks and the need for 

immediate intervention. In addition, the data were examined in three and four classes to examine it more 

thoroughly. Finally, the performance metrics of the model were examined by classification for six 

different situations. 
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The proposed study aims to offer a layered approach according to the severity or urgency of arrhythmias 

and develop an auxiliary artificial intelligence system to help manage situations requiring rapid 

intervention more effectively. 

 

It is aimed to prevent the development of a new model for each problem by applying the same network 

structure to different classification types. In this part of the study, a controversial analysis of the literature 

was made. In the remaining sections, information about the dataset in the material and method is given, 

the proposed method is mentioned, arrhythmia classification is mentioned and evaluation metrics are 

explained. The classification results were examined with graphs and tables in the evaluation results 

section. In the Conclusion section, a general evaluation of the study was made. 

 

2. MATERIALS AND METHODS 

 

In this study, a series of processing steps were applied to classify ECG signals. First, the raw ECG signal 

was divided into 2-second segments. The segmented data transformed into the frequency domain using 

the Fast Fourier Transform (FFT) method. The frequency spectra obtained from FFT were processed 

with a 1D Convolutional Neural Network (1D CNN), a DL based classification model. Figure 1 gives 

the implementation steps of the proposed model. Starting from the segmentation of the ECG signal, FFT 

application, processing with the CNN model and finally the classification results steps are visualized in 

the figure. This process shows how the model distinguishes different types of rhythms and how results 

are obtained for each classification group. 

 

 
Figure 1. Application steps of the proposed model. 

The classification process was performed in different scenarios based on clinical significance. The visual 

showing the classification scenarios and the data in these groups is given in Figure 2. The first of these 

classification scenarios is to divide the data into two groups: life-threatening arrhythmias and less 

dangerous or normal rhythms. Secondly, the data were divided into three groups. These are ventricular 

arrhythmias (more dangerous), potentially dangerous arrhythmias, supraventricular and normal 

rhythms. In another classification, the data is divided into four groups. In this classification, very 

dangerous ventricular arrhythmias, threatening ventricular arrhythmias, potentially dangerous 

arrhythmias, low-risk ventricular arrhythmias, and supraventricular and normal rhythms are discussed 

separately. In the final classification scenario, six groups were classified. Here, the entire ECG data set 

is divided into six separate groups and each group is classified within itself. Metrics like recall, 

specificity, F1 score, accuracy and the ROC curve were utilized to assess the performance of each 

classification scenario. These metrics were used to measure the potential effectiveness and reliability of 

our model in clinical practice. The model used in our study is CNN. In this model, the hyperparameters 

of the model were adjusted for each classification scenario and the model was classified into four 

different scenarios to provide the highest validation set performance. 
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Figure 2. Diagram showing classification groups. 

The figure shows how the classification scenarios are separated in our study. Binary classification aims 

to distinguish between life-threatening arrhythmias and less dangerous or normal rhythms. This 

distinction is critical to prioritizing emergency medical attention in clinical settings. Binary 

classification ensures that the model can accurately distinguish between critical categories. This allows 

patients requiring urgent treatment to be quickly identified. 

 

The three-class classification scenario, in contrast to the two-class classification, categorizes ECG 

signals into normal rhythms, potentially dangerous and supraventricular arrhythmias, and ventricular 

arrhythmias. It helps prioritize patients according to the severity of their condition. Unlike binary 

classification, triple classification also classifies potentially dangerous arrhythmias. 

 

Four-class and six-class classification scenarios aim to provide more detailed information for diagnosis 

and treatment by simultaneously classifying different arrhythmia types, capturing the entire spectrum of 

arrhythmia diversity. 

 

2.1. Dataset 
 

The first version of the arrhythmia dataset used in the study was the MIT-BIH Malignant Ventricular 

Ectopia Database (MVED) [28]. This database collected 48 half-hourly 2-channel ECG recordings from 

47 people. The data in the MVED dataset was divided into 2-second segments and labeled according to 

arrhythmia types by expert cardiologists. It became the High-Risk Labeled ECG Fragment dataset in 

PhysioNet [29], [30].  

 

The data contains ECG signals consisting of 6 different classes, one class containing normal and the 

other arrhythmia types.  There are a total of 1016 ECG records in the data set presented in PhysioNet. 

Each recording is presented in 4 different ways. The first of these is recorded as 2-second fragments, 

while the second, the version used in this study, is the full spectrum of the 2-second signal containing 

the range 0-180 Hz in 0.5 Hz steps. The third signal is the smoothed spectrum signal called 15_2, from 

which 15 features are extracted in 1 Hz steps in the 0-15 Hz range. The fourth and last recording method 

is the signal containing 10 features extracted in 1.5 Hz steps from 0-15 Hz. Since the process was carried 

out with a deep learning model within the scope of the study, the entire spectrum of the 2-second signal 

was used. Since there was an unbalanced distribution between classes in the data set, the SMOTE 

algorithm was used to balance the data set. 
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2.2. Arrhythmia Classification 

 

In this study, (1) Dangerous Arrhythmia, (2) The Early Form of Life-Threatening Arrhythmia, (3) Life-

Threatening Ventricular Arrhythmia, (4) Potentially Dangerous Ventricular Arrhythmia, (5) 

Supraventricular Arrhythmia and (6) Normal Rhythm classification has been made. It is as given in 

Figure 3. 

 

 
 

Figure 3. Types of ECG waves used for classification 

 

The heart rhythm of healthy people is a regular ECG, known as normal sinus rhythm. Dangerous 

Arrhythmias are Arrhythmias that are Dangerous and Require Urgent Intervention. These arrhythmias 

have two subsections: Ventricular Flutter (VFL) and Ventricular Fibrillation (VF). In VFL, the lower 

chambers of the heart (ventricles) beat too fast and irregularly, resulting in the heart's inability to pump 

blood effectively. VF is an emergency condition in which the ventricles contract irregularly and 

ineffectively, requiring cardiopulmonary resuscitation (CPR) and defibrillation. (2) The Early Form of 

Life-Threatening Arrhythmia (TdP) is a special type of ventricular tachycardia. It is associated with 

prolongation of the QT interval and is potentially dangerous. (3) Life-Threatening Ventricular 

Arrhythmia (VT), Ventricular tachycardia, is the ventricles beating in an abnormal and rapid rhythm. 

Fast heartbeats can lead to the inability to pump blood effectively. (4) Potentially Dangerous Ventricular 

Arrhythmia, these rhythms are divided into Ventricular Bigeminy (B), High Grade Ventricular Ectopic 

Activity (HGEA) and Ventricular Escape Rhythm (VER). B: It is the occurrence of a premature 

ventricular contraction (PVC) after each normal beat. This creates a regular pattern. HGEA is a high 

degree of abnormal ventricular activity, such as frequent ventricular extrasystoles or consecutive PVCs. 

VER, A condition in which the ventricles beat in an abnormally slow rhythm. It usually occurs when 

the sinus node or AV node cannot produce a rhythm fast enough. (5) Supraventricular Arrhythmia is 

divided into these rhythms as Atrial Fibrillation (AFIB), Supraventricular Tachyarrhythmia (SVTA), 

Sinus Bradycardia (SBR), First Degree Heart Block (BI) and Nodal Rhythm (NOD). AFIB is irregular 

and rapid beating of the atria (upper chambers of the heart). It may increase the risk of blood clots and 

stroke. SVTA is a fast heart rhythm originating from the atrium or AV node. SBR is a slower-than-

normal heart rate originating from the sinus node. BI is when each beat is delayed in passing through 

the AV node, but no beats are missed. NOD is the rhythm originating from the AV node and is usually 

slow. (6) These are divided into two in Normal Rhythm. Normal Sinus Rhythm (N) and Normal Rhythm 

with Extrasystole (Ne). N are heartbeats originating from the sinus node and occurring at normal 



Şahin Sadık / Estuscience – Se , 25 [3] – 2024 

 

432 

intervals. The Ne is the normal rhythm but with occasional extra beats (extrasystoles). Table 1 shows 

the classes in the ECG Database and the number of records in the classes. 

 
Table 1. Classes in the ECG Database and the number of records in the classes. 

 

Type Record 

Class 1 (VFL, VF) 337 

Class 2 (VTTdP) 72 

Class 3 (VTHR) 169 

Class 4 (VTLR, B, HGEA, VER) 132 

Class 5 (AFIB, SVTA SBR, BI, NOD) 106 

Class 6 (BBB, N, Ne) 200 

Total 1016 

 

2.3. Proposed Model 

 

In our study, the CNN architecture used to classify ECG data is shown in detail in Figure 4. In the first 

step, ECG signals were given as input to the CNN. The convolution layer contains two consecutive 

convolution layers to extract features from ECG data. Each convolution layer performs feature 

extraction on the data using 5x5 filters. The purpose of this process is to detect important signal patterns 

in the ECG data. Regularization Layers, following convolution layers, a dropout layer is implemented 

to prevent overlearning and increase model generalization ability. The dropout rate was set to 0.5, 

meaning half of the neurons were randomly disabled at each training step. After the pooling layer, the 

size of the feature maps was reduced using a max pooling layer. Using a 2x2 window, it selects the 

maximum values from each feature map, thus reducing the data size. The outputs of the flattening and 

fully connection pooling layer were flattened and then transferred to a fully connected layer containing 

200 neurons. This layer takes the flattened features and creates the final feature vector for classification. 

 

 
Figure 4. Structure of the proposed 1D-CNN Network. 

 
The model was trained and evaluated for different classification scenarios. Each classification scenario 

corresponds to ECG signal classes that represent specific medical conditions. Model performance was 

evaluated using various metrics such as precision, recall, accuracy F1 score and Matthews Correlation 

Coefficient (MCC).  

 

For the task at hand, which involves classifying ECG signals, we found that a simpler architecture with 

fewer layers was sufficient to achieve high accuracy. Adding more convolutional layers can lead to 

increased computational complexity and longer training times without significantly improving 

performance for such data. With limited training data, deeper networks are more prone to overfitting. 

While designing the CNN architecture chosen within the scope of the study, this architecture was 

preferred because a good balance between performance and calculation was not achieved in multi-layer 

networks. Using only two convolution layers, we aimed to balance model complexity and generalization 

ability. In our study, the hyperparameters used in the CNN architecture to classify arrhythmias from 

ECG data are learning rate, batch size, epoch size, dropout rate and optimizer. 0.001 was chosen as the 

learning rate. This value was found by performing a grid search to find the optimal value that effectively 

minimizes the loss function. 32 was used as a batch size. By balancing the batch size used, batch size, 

training speed and model performance, it was ensured that the gradient descent steps were neither too 

large nor too small. The model was trained with 150 epochs. This number is determined by where the 

training and validation losses meet. Thus, the data in the model was learned sufficiently and did not 

show overfitting. Additionally, a 50% dropout rate was applied to prevent overfitting. This value was 

chosen based on standard practices. RMSprop optimizer was used as the optimizer. This optimizer was 
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chosen for its efficient handling of sparse gradients and adaptive learning rate features, which helped in 

faster convergence. These hyperparameters were selected by a combination of grid search and manual 

tuning, considering the model's computational efficiency and generalization ability. In classifying ECG 

signals, we found that a simpler architecture with fewer layers was sufficient to achieve high accuracy. 

Adding more convolution layers can increase computational complexity and training times without 

significantly improving performance for this type of data. 

 

Since ECG signals are time series, the 1D-CNN method was chosen to process these signals in this 

study. Compared to other machine learning methods, 1D-CNN automatically extracts the features for 

classification. The model provides high accuracy with its simplicity and high performance, and it 

prevents overfitting. Thus, it stands out as a suitable network model for clinical studies. 

 

2.4. Performance Evaluation Metrics 

 

In our study, seven basic metrics were used to evaluate the performance of the CNN model used in 

classifying ECG signals. These are, respectively, confusion matrix [31], accuracy, precision, recall, F1 

Score, MCC, and ROC Curve. Accuracy is calculated is given in Equation (1). Here, TP represents the 

number of true positives, that is, those that are positive and predicted as positive by the classifier, and 

FP represents the number of positives that are positive but not predicted as positive by the classifier. FN 

refers to the number of false negatives, that is, it shows the number of those that were not predicted as 

negative by the classifier when they were negative. It shows the situations that are negative in the 

classification given by FP but are predicted as positive by the classifier. The precision metric measures 

how many of the cases classified as positive are actually positive. This indicates the accuracy of the 

positive predictions produced by our model and is calculated by the formula given in Equation (2). 

Recall indicates how much of all true positive cases are correctly classified. It is calculated as given in 

Equation (3). F1 score is the harmonic mean of precision and recall and combines both metrics in a 

balanced manner. How it is calculated is given in Equation (4). It evaluates how well the model performs 

overall. MCC is a metric that measures the quality of a classification performance by considering all 

four confusion matrix values. Both binary and multiple classifications can be used. How it is calculated 

is given in Equation (5). 

 

TP TN
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TN TN FP FN
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+ + +
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(5) 

 

3. FINDINGS AND DISCUSSION 

 

Four different classifications were made within the scope of the study. With the help of CNN network, 

arrhythmias were classified according to different conditions. Figure 5 shows the training process and 

losses of classification models with different numbers of groupings. Figure 5 a) shows the training and 

loss graph for binary classification. While the accuracy of the model increased over time, the loss value 
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decreased. It is seen that the model showed a steady improvement during the training process and 

reached a high accuracy rate without overfitting at the end of approximately 150 epochs. Figure 5 b) 

shows the training and loss graph for classifying ECG signals belonging to 3 different groups with the 

CNN network. In this graph, accuracy increased and loss decreased as the number of epochs increased. 

However, fluctuations in the loss graph may indicate that the model is starting to overfit the training 

data at specific points. Training and loss for 4 Group Classification in 5 c) the accuracy rate fluctuates 

slightly but generally increases. The loss rate is in a downward trend but decreasing more slowly. Given 

in Figure 5 d) Training and Loss for 6 Group Classification. This model has a lower accuracy rate and 

a higher loss value than others. This suggests that the model faces a more complex classification task 

and may need more training epochs or model tuning. Each graph tracks both accuracy and loss values 

throughout training to measure the model's performance. Such graphs are an important tool in 

understanding the training process of the model and adjusting the hyperparameters. 

 

 

Figure 5. Training and loss graphs a) For 2-class classification b) For 3-class classification c) For 4-class 

classification d) For 6-class classification. 

Separate confusion matrices were calculated for four different situations with different class numbers 

and are given in Figure 6. Figure 6 shows the confusion matrices that visualize the performance of the 

model for classification tasks with 2 classes in (a), 3 classes in (b), 4 classes in (c) and 6 classes in (d). 

Each matrix shows how well the model predicts for each class. In figure 6 (a), the predictions for Class 

0 and Class 1 are largely correct. For Class 0, there are 161 correct predictions and 8 false negatives, 

and for Class 1, there are 173 correct predictions and 5 false positives. This indicates high accuracy and 

recall rates. In figure 6 (b), Class 0 showed high accuracy with 162 correct and 4 incorrect predictions. 

Class 1 demonstrated very good performance with 183 correct predictions and minimal confusion (1 

false positive and 1 false negative). Class 2 also performed well with 151 correct predictions, but some 

confusion is seen with 12 false negatives and 4 false positives. In figure 6 (c), the model performs 

relatively well for Class 0 and Class 3, with 87 and 84 correct predictions, respectively. However, it 

experiences more confusion (false positives and false negatives) for Class 1 and Class 2. Specifically, 

Class 0 has 23 false positives, and Class 1 has 4 false negatives. In figure 6 (d), high accuracy is observed 

in Class 0 and Class 5, with 87 and 81 correct predictions, respectively. However, significant confusion 

exists among other classes. For example, Class 0 has 16 false negatives, and Class 1 has 10 false 
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negatives, while Class 4 has 7 false negatives and 5 false positives. The number of false positives and 

false negatives, especially in Classes 2, 3, and 4, is notable. 

It has been observed that there is a general decrease in the performance of the model as the number of 

classes in the confusion matrices increases. This shows that the difficulty of the classification task 

increases as the number of classes increases and the model finds it difficult to manage the complexity. 

High rates of false positives and false negatives indicate that the model may confuse certain classes with 

other classes, which may indicate that the boundaries between classes are unclear or have insufficient 

representation in the training data set. Since the data distribution in this dataset is unbalanced, it is 

thought that it does not show high success in multiple classification. 

 

 
 

 
 

Figure 6. Confusion matrices for four different classification results: a) For 2-class classification b) For 3-clas 

classification c) For 4-class classification d) For 6-class classification. 

We also assess our model's performance using the ROC curve, which illustrates the correlation between 

the true positive rate (TPR) and the false positive rate (FPR) across various possible threshold settings 

of the model. The area under the curve (AUC) numerically expresses how well the model performs. In 

Figure 7, separate ROC curves are drawn for the 4 different classification cases performed in this study. 

When the graphs are examined, Figure 7 shows the ROC curve of the model for a classification task. 

The AUC value is 0.99 and the model showed very high performance. Figure 7 b) contains the ROC 

curves for a three-class task. There is a separate curve for each class, and each has high AUC values, 

meaning that the model appears to discriminate all classes well. Figure 7c shows AUC values for four 
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classes and shows high-performance curves for each class. Figure 7 d) shows ROC curves and AUC 

values for six different classes. This task is more complex and models generally perform less well with 

more classes, but the model shown here has quite high AUC values. 

 

Figure 7. ROC curves for different classifications. a) For 2-class classification b) For 3-class classification c)For 

4-class classification and d) 6-class classification. 

When the metrics of each classification results are evaluated, the results of the two-class classification 

are given in Table 2. When the results are evaluated, it clearly shows that the model has high 

performance. Precision, Recall, F1-score, AUC, Accuracy and MCC values are all quite high, showing 

that the model works successfully for both classes. These results show that the model detects true 

positives well and the false positive rate is low. Overall, the performance of the model is near perfect 

and can be used safely in classification tasks. 

Table 2. Classification metrics for two-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.97 0.95 0.96 0.99 
0.96 0.93 

Class1 0.96 0.97 0.96 0.99 

 

Both classes in the binary classification exhibit equally high F1-scores, demonstrating the model's 

balanced and effective performance in distinguishing between the two classes. Three-class classification 

results are given in Table 3. When the table is examined, it is clearly seen that the model has high 

performance. Precision, Recall, F1-score, AUC, Accuracy and MCC values are all quite high, showing 

that the model works successfully for all three classes. Especially high recall and F1-score values for 

Class 1 show that the model is quite effective in this class. Overall, the performance of the model is 

close to perfect and it can be used safely in classification tasks. 
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Table 3. Classification metrics for three-class classification. 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.97 0.96 0.96 0.99 

0.95 0.93 Class1 0.92 0.99 0.95 0.99 

Class2 0.97 0.90 0.94 0.99 

 

The high F1-scores across all classes in the three-class classification indicate that the model is well-

calibrated and performs consistently across different classes, with minimal performance degradation. 

The four-class classification results are given in Table 4. The overall performance of the model is quite 

high. Precision, Recall, F1-score, AUC, Accuracy and MCC values are high, showing that the model 

works successfully for all four classes. However, some metrics for Class 0 and Class 1 appear to be 

slightly lower than other classes. Especially the recall value for Class 0 being 0.78 shows that there are 

more false negatives in this class. These results show that the overall performance of the model is quite 

good, but it may need improvement in some classes. 

 
Table 4. Classification metrics for four-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.93 0.78 0.85 0.98 

0.89 0.86 
Class1 0.78 0.93 0.85 0.97 

Class2 0.92 0.98 0.95 0.99 

Class3 0.98 0.88 0.93 0.99 

 

The six-class classification results are given in table 5. When the model results are examined, it can be 

seen that it generally performs well. This model, where most of the Precision, Recall, F1-score, AUC, 

Accuracy and MCC values are high, shows that it works successfully in all six classes. It can be seen 

that some metrics for Class 0 and Class 2 are slightly lower than other classes. Especially the low 

precision and F1-score values for Class 0 indicate that there are more false positives in this class. These 

results show that the overall functioning of the model is good, but it may need improvement in some 

classes. 

 
Table 5. Classification metrics for six-class classification 

 
Classes Precision Recall F1-score AUC Accuracy MCC 

Class0 0.72 0.84 0.78 0.98 

0.87 0.84 

Class1 0.96 0.89 0.92 0.99 

Class2 0.81 0.84 0.82 0.97 

Class3 0.91 0.87 0.89 0.98 

Class4 0.92 0.87 0.89 0.98 

Class5 0.91 0.87 0.89 0.98 

 

A detailed evaluation of the average key metrics for each classification group is provided in Table 6. It 

is clearly seen that the performance of the model in classification tasks decreases as the number of 

classes increases. In two- and three-class classifications, the model exhibits near-perfect performance 

with high accuracy, precision, sensitivity, F1-Score and MCC values. However, these metrics drop 

slightly in four- and six-class classifications. This shows that as the number of classes increases, the 

model's ability to distinguish classes becomes more difficult and the complexity increases. Nevertheless, 

the overall performance of the model across all classification groups is satisfactory, indicating that the 

model is reliable and consistent. These results show that the model performs reasonably even on more 

complex classification tasks. 
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Table 6. Comparative table showing average metrics for all classification groups. 

 

 Accuracy Precision     Recall   F1-Score MCC 

For 2 Class 0.96 0.96 0.96 0.96 0.93 

For 3 Class 0.95 0.95 0.95 0.95 0.93 

For 4 Class 0.89 0.90 0.89 0.89 0.86 

For 6 Class 0.87 0.87 0.86 0.87 0.84 

 

When the results obtained in the study were compared with other studies in the literature, the results in 

Table 7 were obtained. When the table is examined, studies compare the results obtained using different 

databases and methods for classifying ECG signals. The results show that the proposed methodology 

provides high accuracy rates compared to existing methods. The high accuracy rates obtained especially 

in two-class and three-class classification reveal that this approach is a potentially effective classification 

method. 
 

Table 7. Comparison table with other existing methods. 

 

Study Database Class Method Accuracy(%) 

Acharya et al. 

(2013)  [37]  

MIT-BIH arrhythmia database, MIT-BIH 

malignant ventricular arrhythmia database, 

Creighton University ventricular 

tachyarrhythmia database 

2 CNN 93.18 

Mathews et al. 

(2018) [32] 
MIT-BIH Arrhythmia Database 2 RBM & DBN 93.78 

Yao et al.,(2018) 

[34] 
China Physiological Signal Challenge 9 TI-CNN 77.3 

Tripaty et al., 

(2018) [36] 

Creighton university ventricular tachy-

arrhythmia database (CUDB) and  

MIT-BIH malignant ventricular arrhythmia 

database 

2  LS-SVM 89.81 

Ebrahimzadeh et al. 

(2019) [38] 

MIT-BIH Sudden Cardiac Death Holter and 

Sudden Cardiac Death Holter 
2 

Mixture of 

Experts (ME) 
82.85 

Yao et al., (2020) 

[35] 
China Physiological Signal Challenge 9 ATI-CNN 81.2 

Prabhakararao et al. 

(2021) [33]  

PhysioNet/CinC-2017 3 
DMSCE 

88 

PTBXL-2020 5 85.65 

Popadina et al. 

(2023) [39] 

MIT-BIH Malignant Ventricular Ectopy 

Database (MVED) 
2 1D CNN 95 

This Study 
MIT-BIH Malignant Ventricular Ectopy 

Database (MVED) 

6 1D CNN 87 

4 1D CNN 89 

3 1D CNN 95 

2 1D CNN 96 

 

4. CONCLUSIONS AND RECOMMENDATIONS 

 

Within the scope of this study, we focused on proposing a CNN architecture and classifying different 

arrhythmia types according to their risk level. The effectiveness of the CNN architecture in the study in 

classifying cardiac arrhythmias was examined in detail. Our results show that CNN-based models 
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provide significant accuracy in identifying and classifying cardiac arrhythmias. Accuracy rates of 96% 

in binary classification, 95% in triple classification, 89% in quadruple classification and 87% in six-fold 

classification were achieved. These results show that overall accuracy decreases as the complexity of 

the model increases, but high levels of accuracy are still maintained. 

 

The high performance at the binary classification level reveals that the CNN can effectively distinguish 

basic arrhythmia types. On the other hand, more detailed levels of classification allow specific types of 

arrhythmias to be recognized in more detail. Study results highlight the potential of CNN-based DL 

models in automatic identification and classification of cardiac arrhythmias and encourage the use of 

these technologies in the field of cardiology. 

 

In conclusion, this study demonstrates the feasibility and effectiveness of deep learning techniques in 

cardiac arrhythmia classification. These approaches may play an important role in the diagnosis and 

treatment of cardiovascular diseases in the future and may support clinical decision-making processes. 

However, additional studies on larger and more diverse data sets will help further develop these models 

and find broader applications in clinical settings. 
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Abstract  Keywords 

This paper introduces an automatic music transcription model using Deep 

Neural Networks (DNNs), focusing on simulating the "trained ear" in music. 

It advances the field of signal processing and music technology, particularly 

in multi-instrument transcription involving traditional Turkish instruments, 

Qanun and Oud. Those instruments have unique timbral characteristics with 

early decay periods. The study involves generating basic combinations of 

multi-pitch datasets, training the DNN model on this data, and demonstrating 

its effectiveness in transcribing two-part compositions with high accuracy 

and F1 measures. The model's training involves understanding the 

fundamental characteristics of individual instruments, enabling it to identify 

and isolate complex patterns in mixed compositions. The primary goal is to 

empower the model to distinguish and analyze individual musical 

components, thereby enhancing applications in music production, audio 

engineering, and education. 
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1. INTRODUCTION 

 

End-to-end music transcription is a highly challenging subject, captivating those in signal processing 

research, musicians, and the people involved in music technology[1]. This field initially took shape with 

advancements in multi-instrument music transcription, rooted in Blind Source Separation (BSS) [2], [3] 

regarding signal processing and linear system methods like Non-Negative Matrix Factorization[4]. 

However, the landscape evolved[5] significantly with the advent of accessible processing capabilities 

and breakthroughs in Deep Neural Networks (DNN)[6]–[8]. These developments have expanded the 

interest in BSS to researchers focused on Data Learning. Beyond mere source separation, the domain 

has diversified to include various methodologies, such as extracting instruments from music 

compositions[5], segregating music and voices through 2D Fourier Transform techniques[9], and 

isolating monaural speech[10] further enriching the research literature. 

 

The human auditory system can discern distinct patterns and separate acoustic sources, such as different 

musical instruments or vocals. However, a crucial aspect of this capability is that it often requires some 

degree of familiarization or training[11]. Individuals lacking exposure to a particular musical genre or 
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unfamiliar with specific types of instruments may find it challenging to isolate and recognize distinct 

components within the music. 

 

For instance, someone with no background in classical Indian music might struggle to identify patterns 

in Indian Raga or Sargam music. These compositions, rich in their unique structure and rhythm, could 

seem intricate and elusive to an untrained ear. Similarly, Western classical music, known for its complex 

harmonies and arrangements, might appear as a series of perplexing patterns to an adolescent unfamiliar 

with this style. In another scenario, a person who has spent considerable time immersed in Western 

Classical music might find metal music overwhelming or even disturbing. Often characterized by its 

intense and heavily distorted guitar riffs, metal music starkly contrasts Western Classical music's more 

structured and melodic nature. This divergence can make it difficult for someone accustomed to the 

latter to comprehend and appreciate the former's musical themes, nuances, and even instruments. 

 

Overall, the ease with which a person can recognize and separate elements within a musical piece 

significantly depends on their prior exposure and understanding of the specific musical style. This 

highlights the importance of cultural and experiential factors in shaping our auditory perception and 

appreciation of music. The main focus in this context is the trained ear and how this phenomenon is 

modeled.  

 

The concept of a "trained ear" in music pertains to the ability to discern and identify specific instruments 

and the music played by them. This skill, often developed over time through exposure and practice, 

involves a deep understanding of the distinct characteristics of various instruments[12]. The process of 

acquiring such a nuanced auditory ability is both elaborate and complex, reflecting the intricate nature 

of musical perception and appreciation[13]. The concept of "training," particularly in the context of 

music separation, represents a significant milestone in the field of music analysis. This training refers to 

the process of developing systems that can identify specific patterns within a mixed musical piece, which 

is effectively treated as a signal in this context. Various methodologies have been explored to achieve 

this, as noted in the works of [14], [15]    

 

In the context of using models, such as Deep Neural Networks (DNNs)[16], to replicate or assist in this 

process of music separation and identification, the starting point often involves understanding the basic 

characteristics of individual instruments. By training the model with these fundamental traits, it can 

begin to recognize and isolate the complex patterns specific to each instrument. This approach involves 

feeding the model with data that encapsulates the unique acoustic signatures of different instruments. 

As the model learns these characteristics, it becomes increasingly adept at identifying these instruments 

within a mixed musical composition. 

 

The goal is to enable the model to not only recognize an instrument but also to isolate the music played 

by that instrument from a composition featuring multiple instruments. This ability to discriminate and 

analyze individual components of a musical piece is valuable for various applications, including music 

production, audio engineering, and even in enhancing music education and research. It is a testament to 

how combining human auditory skills and advanced technological models can lead to a deeper and more 

precise understanding of music. 

 

This study aims to explore the differentiation of instruments and their music within composite audio 

data, focusing on recognizing distinct, well-defined signatures of individual instruments. Specifically, 

the Turkish plucked instruments, Qanun and Oud, have been selected for analysis in this model. A DNN 

model has been developed and trained to utilize the fundamental characteristics of the amalgamated 

sounds from these instruments. The trained model is then employed to distinguish polyphonic music 

compositions involving these instruments. The outcomes of this approach have been notably 

satisfactory. 
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One of the most significant contributions of this study is the development of a system that enables the 

separation of complex musical data consisting of two or more sounds, using only the fundamental 

composite data characteristics of the acoustic instruments to be separated, independently of the 

instrument databases used in previously trained models. Moreover, it is noteworthy that this study 

successfully applies such a separation to Turkish music instruments, which have not been studied in the 

world literature before. The successful results obtained demonstrate that this approach can also be 

applied to Turkish music. 

 

The paper’s organization is structured as follows: Chapter Two presents a comprehensive description of 

the model utilized for transcribing two-part music. This chapter will detail the preparation of the dataset 

used for training, as well as the features involved. Chapter Three is devoted to an in-depth discussion of 

the results derived from this study. Conclusively, Chapter Four offers a summation and final thoughts 

of the paper. 

 

2. AUTOMATIC MUSIC TRANSCRIPTION MODEL 

 

In this detailed section, we delve into the complexities of the model architecture, the generation of 

training data, and the signal processing techniques employed for feature extraction, all of which are 

integral to our research study. The framework is given in  Figure 1.  

 
Figure 1. The framework of the two-part music transcription 

 

 

Training Data Generation: 

 

The primary objective of constructing this model is to facilitate the understanding of the mechanism 

behind the ear training phenomena by scrutinizing the fundamental instrumental combinations in music 

creation. This research employs a blend of music incorporating Turkish Qanun and Oud instruments, 

aiming to generate a multi-instrument, multi-pitch dataset. A critical step in this process is the 

disentanglement of the musical pieces, which necessitates capturing the distinct multi-timbral 

characteristics of these two instruments playing concurrently. 

The concept of a "well-trained ear" in this context signifies proficiency in precisely discerning, 

identifying, and interpreting sounds, especially within music. This ability is greatly esteemed among 

musicians, audio engineers, and music lovers. The most crucial element of such a trained ear is the 
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recognition of pitches in polyphonic music. This study investigates whether such training can be 

mimicked through the note combinations of two simultaneously played instruments. The methodology 

adopted is straightforward: while the Oud plays a single note (e.g., C3), the Qanun explores various 

notes spanning three octaves, and all possible combinations are systematically recorded. 

 

Figure 2 exemplifies the training data for the A4 note on the Qanun. In this illustration, the Qanun plays 

the A4 note while the Oud progresses in chromatic from C3 to A5. Notably, this method also can 

accommodate training for microtonal intervals. In this work, they are omitted. For each note, a 56-

second sample of mixed music is captured for training purposes. The predicted output of 56 seconds 

data truly considered as A4.  In total, thirty-seven distinct datasets were compiled for the Qanun, 

covering chromatic notes from C3 to A5. Therefore, the corpus for Qanun consists of total 2072 seconds 

long data with 37 different predicted outputs to span the notes C3 to A5. An additional dataset was added 

to the Qanun corpus to represent musical pauses, where only the Oud is audible or there is silence. This 

resulted in 37 diverse datasets dedicated to identifying Qanun phrases within the mixed music. Here 37 

different outputs are C3, C3#, D3, D3#, … A5, and Rest for Qanun, which are equally probably 

distributed. The same methodology was replicated for compiling the Oud data. This systematic approach 

ensures a thorough coverage of the musical spectrum, enabling the study to capture the intricacies of 

pitch variation and harmonic relationships between the two instruments. By focusing on the combination 

of notes from two distinct instruments, the study paves the way for advanced understanding and 

modeling of complex musical interactions. 

 

 
Figure 2. A4 training data for Qanun with Oud spanning the scale in 3 octaves. 

 

Feature Extraction 

 

The features are generated using Short Time Fourier Transform (STFT), Constant Q Transform (CQT), 

Spectral Centroid (ST) and Band Energy Ratio (BER) combinations of music signal. In music analysis, 

the STFT [17] is a key tool for tasks like pitch detection, note mapping, and timing. It is effective because 

it analyzes music in both time and frequency, providing a detailed view of musical pieces. STFT helps 

break down complex polyphonic compositions into simpler parts, making it easier to understand the 

structure of the music. However, it is important to mention that while the STFT is good for 

understanding the sound qualities of instruments, it is not the best at picking up the finer details of 

musical notes, especially in the 64 Hz to 1.5 kHz frequency range. The CQT [18] is a better tool for this 

purpose. Its bins are arranged in line with musical notes, especially useful in Western music where an 

octave is divided into 12 semitones, as denoted in Equation (1).  

  𝑓𝑚 = 𝑓𝑚𝑖𝑛2
𝑚

12∗𝑏 (1) 

   

Here 𝑓𝑚𝑖𝑛 is the minimal frequency in analysis, and b is the number of bins per semi-tone. The CQT 

can be derived with a quality factor 𝑄 =
𝑓𝑚

𝑓𝑚+1− 𝑓𝑚
= 1/(2

1

12𝑏 − 1) 

 𝐹𝐶𝑄𝑇[𝑚, Λ] =
1

𝑁𝑚
∑ 𝑥[𝑘 + Λ𝑅]𝑤𝑚[𝑘]𝑒

(−𝑖
2𝜋𝑄𝑘

𝑁𝑚
)

𝑁𝑚−1

𝑘=0

 (2) 
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To accurately identify both the exact frequencies of musical notes and the unique sound qualities of 

instruments, a feature set combining the STFT and the CQT has been developed. For the STFT, a 2048-

point Fast Fourier Transform (FFT) is used, focusing on the first 500 frequency components from 0 Hz 

to 9 kHz. At the same time, the CQT uses 80 bins to cover the range of musical notes from the C in the 

first octave to the C in the eighth octave, between 32.7 Hz and 4186 Hz. This combined use of STFT 

and CQT provides a thorough and detailed representation of the music, capturing both the frequencies 

of notes and the distinct sound characteristics of various instruments across a wide frequency range. 

 

The Spectral Centroid [19] shown in Equation (3) is a pivotal feature in music analysis, serving as a 

quantitative measure that denotes the 'center of gravity' of the spectrum for each analyzed bin. This 

metric is crucial in discerning the musical texture and timbral qualities of different instruments within a 

composition. It effectively indicates the concentration of energy across the spectrum, providing insights 

into the brightness or dullness of the sounds. 

 𝑆𝐶𝑘 =
∑ 𝑚𝑘(𝑛)𝑛𝑁

𝑛=1

∑ 𝑚𝑘(𝑛)𝑁
𝑛=1

 (3) 

 

Like the Spectral Centroid, the BER is another critical audio feature that can be extracted for in-depth 

music analysis. This parameter is calculated for each window of the audio signal, as detailed in Equation 

(4). The BER quantifies the energy distribution within specific frequency bands of the audio spectrum, 

thereby providing a nuanced understanding of the spectral characteristics of the sound. This 

measurement is essential for tasks such as identifying the dominant frequency bands in a piece of music, 

understanding the textural components of sound, and distinguishing between different types of sounds 

or instruments based on their energy distribution across the spectrum. 

  𝐵𝐸𝑅𝑘 =
∑ 𝑚𝑘(𝑛)2𝐹−1

𝑛=1

∑ 𝑚𝑘(𝑛)2𝑁
𝑛=𝐹

=  
𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 𝑙𝑜𝑤𝑒𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠

𝑚𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 𝑜𝑓 ℎ𝑖𝑔ℎ𝑒𝑟 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠
 (4) 

 

Training the DNN Model 

 

The study employs a comprehensive dataset derived from the multipitch characteristics of the Qanun 

and Oud instruments, covering octaves ranging from C3 to B5. From this dataset, the features are 

extracted and utilized as the foundational data for training a sophisticated 7-layer Deep Neural Network 

(DNN). The architecture of this DNN is thoughtfully designed, with the input layer comprising 586 

nodes for the FFT components, CQT bins, Spectral Centroids, and BER features to identify the mixture 

components of two instruments.   

 

The model is a deep neural network built using the Keras Sequential API, designed for multi-class 

classification. It consists of five hidden layers with 586, 400, 200, 400, and 200 neurons, each utilizing 

the ReLU activation function to introduce non-linearity and enhance the network's ability to learn 

complex patterns. The output layer comprises 37 neurons with softmax activation, producing a 

probability distribution across 37 different musical notes that span the 3 octaves. Compiled with the 

categorical cross-entropy loss function and the Adam optimizer, the model is optimized for efficient 

training and effective convergence. The accuracy metric evaluates performance throughout the training 

and testing phases, ensuring the model's effectiveness in classifying data into multiple categories. The 

model is trained using 67% of the data and tested on the remaining 33%, providing a more thorough 

evaluation of its classification capabilities. 

 

Transient Detection and Onset Analysis  

 

Music transcription fundamentally involves recognizing temporal changes within a musical piece, such 

as variations in notes played by instruments or their intermittent silences. These fluctuations, termed as 

transients, are particularly pronounced during the attack phase of an instrument's note. In the context of 
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this study, which focuses on plucked instruments like the Oud and Qanun, these transients are distinctly 

identifiable. To accurately track these transients and thereby detect structural shifts within the time series 

of the music, both the energy envelope and zero crossings are utilized. Concurrently, frequency-domain 

features, including the spectral centroid, spectral skewness, and spectral kurtosis, are employed to 

provide a more granular understanding of potential onset points. Figure 3 exemplifies this process, 

showcasing onset detection in a recording featuring both the Oud and Qanun, with illustrations in both 

time and frequency domains. This comprehensive approach allows for a precise music transcription, 

capturing the dynamic and nuanced interplay of these instruments. 

 
Figure 3. Onset times of music played by Qanun and Oud 

 

The Music Transcription 

 

After completing the model's training process, a two-part musical composition is processed through the 

trained DNN. The output from this DNN comprises potential notes that form the basis of the musical 

piece. Concurrently, onset analysis is employed to identify and track the potential transients of notes 

and the intervals of silence (rests) within the music. 

 

In conducting a comparative analysis of original melodies and their transcriptions, a methodology was 

utilized to reduce them into smaller constituent elements. This was achieved by transforming the 

duration of each note and rest within the compositions into an equivalent duration represented by 

sixteenth notes. The decomposition of these melodies into increments of sixteenth notes allowed for a 

uniform and exact measure of temporal divisions. This standardization was crucial in representing 

rhythmic patterns consistently, and it facilitated an accurate examination of nuanced differences, 

including syncopations and articulations, within the musical pieces.  

 

3. RESULTS 

 

The trained model with data of simple combinations of Oud and Qanun is used to separate and transcribe 

two-part music. We evaluated the model's efficiency using an originally composed piece, as detailed in 

Figure 4. This composition, featuring both instruments, was recorded in a CD-quality at a tempo of 60 

beats per minute (bpm) and endured 1 minute and 38 seconds.  
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Figure 4. The Composition 1 for Qanun and Oud Music 

To evaluate the model’s performance, the entire musical composition was segmented into precise 

segments, each corresponding to a duration of sixteenth notes. This structured division allowed for a 

detailed analysis of the model's accuracy and F1 measure in recognizing and transcribing each note 

segment. The F1 measure is a special metric that combines precision (how often we were right when we 

thought we were) and recall (how many of the right things we caught) into one score. Those are 

calculated as :  

  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  ∑
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒[𝑛]

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 [𝑛] + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 [𝑛]

𝑁

𝑛=1

 (5) 

   

  𝑅𝑒𝑐𝑎𝑙𝑙 =  ∑
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒[𝑛]

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 [𝑛] + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 [𝑛]

𝑁

𝑛=1

 (6) 

   

  𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  ∑
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒[𝑛]

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 [𝑛] + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 [𝑛] + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 [𝑛]

𝑁

𝑛=1

 (7) 

   

  𝐹1 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (8) 

 

The Qanun Transcription of the music is given in Figure 5. Figure 6 shows the Confusion Matrix 

corresponding to Qanun's transcription. Here, it is noted that NO represents the rest.  
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Figure 5. Transcription of Extracted Qanun from Composition 1 

 

In this confusion matrix of Qanun of Composition 1:  

 

The Accuracy: 0.6538461538461539, F1 Score: 0.6636862141708085 are calculated. 

 
Figure 6. Confusion matrix of Transcribed Qanun part 

The experiment conducted to transcribe qanun music yielded an accuracy of approximately 0.65, and 

the F1 score is 0.66, which, upon examination of the confusion matrix and results, was found to be 

implausible. Notably, a significant number of rests were transcribed instead of notes, primarily due to 
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the distinctive pitch characteristics of the qanun instrument. The limited sustain inherent to the qanun 

often renders the related sound imperceptible, leading to its transcription as a rest. Nevertheless, it is 

crucial to highlight that despite this limitation, the qanun music's transcribed sections successfully 

capture the melody's progression, which remains the most critical aspect in this context. The 

transcriptions effectively preserve the descriptive elements associated with the melody's development 

and trajectory. However, it is essential to acknowledge that the accuracy metric of 0.65 may not fully 

encompass the transcription's overall quality, particularly when a specific instrument or music-specific 

attributes have not been adequately accounted for.  

 

The primary objective of the transcription process is to accurately track the progression of the melody 

and capture the temporal changes in notes. Figure 7 illustrates that, despite successfully identifying the 

overall melody progression in both measure 1 and measure 2, there are discrepancies in specific note 

durations.  

 
 

Figure 7. Extract from the Qanun music. 

 

In measure 1, for instance, the sustained C#4, which lasts for 16 sixteenth notes, is transcribed as 8 

sixteenth notes followed by 8 rests. This transcription fails to represent the continuous nature of the 

note's duration accurately. Similarly, at the beginning of the second measure, the sustained E♭5, which 

endures 8 sixteenth notes, is transcribed in the correct time position. It is shown in the second box in 

Figure 7. However, it is represented as 3 sixteenth notes instead of the intended 8. This discrepancy 

disregards the sustained quality of the note and fails to capture its full duration.  

 
As mentioned before, in the case of qanun music, the characteristic pitch of the instrument may lead to 

the transcriptions incorrectly identifying rests due to the lack of sustain in the instrument. Since the 

sustain is insufficient to sustain the sound, it is transcribed as a rest. 

 
The primary focus of melody transcription lies in accurately capturing the progression of the melody. 

The events presented in Figure 7, while not impacting the recognition of the melody itself, significantly 

affect metrics such as the confusion matrix, as well as satisfaction measures like Accuracy and F1 scores. 

A specialized heuristic has been developed to solve this issue. At the core of this heuristic is a decision-

making process based on probability metrics, particularly when determining the musical notes at the 

output layer in DNN. Here, the algorithm meticulously evaluates the likelihood of each possible note. 

The one with the highest probability score is typically selected as the most appropriate note value. 

However, the heuristic introduces a nuanced twist in scenarios where the output indicates a rest, which, 

in musical terms, means a pause or silence. Instead of automatically accepting this rest, the algorithm 

delves deeper, examining the probability value associated with the note immediately preceding the 

supposed rest. If this preceding note's probability value is found to be higher than that of any other 

outputs except the rest, the heuristic dynamically adjusts its decision. In this case, it opts to consider the 

preceding note as being more representative of the intended musical expression rather than the rest. The 

example illustrated in Figure 7 within the red box shows a probability value of 0.82 at the end of the 

duration of the quarter note for C3. Subsequently, the rest probabilities are 0.47, 0.52, 0.57, and 0.48, 

which are higher than all other note possibilities. Meanwhile, C3 exhibits probability values of 0.26, 

0.26, 0.21, and 0.20 during this time, making them the second-highest probabilistic values identified by 
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the algorithm. Since the previous note value aligns with these second most probable notes over time, the 

algorithm decides to continue the note instead of replacing it with a rest value. 
 

This heuristic evaluates whether rests are present in the music, considering the rapid decay attributes of 

the qanun instrument. This assessment is done without compromising the transcription accuracy of 

individual notes. After implementing this heuristic, the transcribed music played on the qanun has been 

regenerated and is displayed in Figure 8. Although the musical characteristics remain unchanged, there 

has been a notable improvement in both the F1 score and overall accuracy. 
 

 

Figure 8. Transcription of Extracted Qanun from Composition 1 

In this transcription:  

The Accuracy : 0.9846153846153847 F1 Score : 0.9873858802696013 are calculated. 

The confusion matrix is given in Figure 9 

 
Figure 9. The Confusion matrix recalculated using heuristics. 
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The Oud part's transcription results exhibit a similar quality level as depicted in Figure 10. The evaluation 

of these results includes the calculation of Accuracy and F1 score metrics, which are considered 

impressive for assessing the performance of the transcription model. In this transcription: The Accuracy 

: 0.9894736842105263 F1 Score : 0.9918660287081339 are calculated. 

 

The same experiments have been repeated randomly generated compositions and the results are shown 

in Table 1 

 
Table 1. Quality Metrics of Transcription of Qanun and Oud in different compositions 

 
 Qanun Oud 

 Accuracy F1 Measure Accuracy F1 Measure 

Composition 1 0.984 0.987 0.989 0.991 

Composition 2 0.991 0.990 0.987 0.989 

Composition 3 0.989 0.991 0.994 0.997 

 

 
 

Figure 10. Comparison of Original and Transcribed Oud of Melody 1 

 

To evaluate the effectiveness of the proposed model, we examined and trained the current state-of-the-

art automatic music transcription models. One of the most significant challenges is that these models 

heavily rely on corpora based on Western music and Western instruments. For example, the 

commercially available Automatic Music Transcription software, AnthemScore 5 [20] attempted to 

transcribe the music shown in Figure 4, resulting in a highly inaccurate transcription, as depicted in 

Figure 11. In this software, the guitar is the closest instrument to the qanun and oud. 
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Figure 11. AnthemScore 5 output of Composition 1 For Qanun and Oud 

 

Another well-known Automatic Music Transcription model, based on probabilistic latent component 

analysis using matrix factorization, developed by [21], was tested on the music shown in Figure 4. The 

output was a time series of probabilities for 80 different notes in matrix form. This matrix was then 

resolved, and the notes were configured. However, the model failed to separate the two instruments, and 

for each time sample, the most probable two note signatures were considered. The accuracy of this 

approach for the qanun was calculated as 0.342, and the F1 measure was calculated as 0.57, both of 

which are significantly lower than the proposed model. 

 

4. CONCLUSION 

 

In this research, an end-to-end automatic music transcription solution based on learning basic trained 

patterns has been formulated. The underlying motivation is to simulate the trained ear on specific 

instruments or combinations of instruments. Here, the test bench has been developed using the 

traditional Turkish instruments Qanun and Oud. The DNN has been trained by the basic combinations 

of those two instruments. Those multipitched and plucked instruments are highly susceptible to the early 

decay periods; however, an algorithm has also been devised to grasp the true melodic formations.  

 

Recent developments in machine learning-based algorithms for automatic music transcription 

predominantly involve models trained on specific data structures. These models have been effectively 

applied to the analysis of Western music and the separation of Western instruments. However, the 

literature lacks a comprehensive corpus for authentic instruments such as the Qanun, Oud,  Tambour, 

etc, The proposed work aims to address this gap by creating a dedicated corpus for these instruments 

and utilizing it for music transcription. Nonetheless, a notable limitation of the model is its dependency 

on the corpus for introducing and separating the instruments. Consequently, a model trained on a corpus 

created for instruments like the Qanun and Oud would not be applicable to the separation of other 

instruments. 

 

In this research, different compositions with very complicated combinations of those instruments have 

been generated in polyphonic scope, and the transcription of two-part music related to two instruments 

has been obtained in a very satisfactory manner. Here, this approach is the fundamental step to identify 

a much more complex pattern regarding the Maqam, which depends on microtonal structures.  In Maqam 

music, the whole interval has been separated into 5 to 9 microtones, and a half interval is divided into 4 

microtonal intervals. This proposed approach will be improved to transcribe classical Turkish music. 
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The proposed approach, currently successful in transcribing complex Western music patterns, is 

expected to evolve and become capable of handling the sophisticated structures of classical Turkish 

music. This progression is not just a technical achievement but also an important cultural one. By 

improving the transcription of Maqam and other traditional Turkish music forms, this technology plays 

a vital role in preserving and promoting the understanding of Turkey's rich musical heritage. The ability 

to accurately transcribe and study these complex musical forms could open new avenues for 

musicological research and appreciation, bridging the gap between traditional musical art forms and 

modern technological advancements. 
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Abstract  Keywords 

In a Multi Criteria Decision Making (MCDM) problem, it is rarely possible to 

optimize all objectives simultaneously, since they can be contradictory, ambiguous or 

may involve other types of inconsistencies or uncertainties. Therefore, when trying to 

choose from a number of available alternatives, a decision maker is expected to assign 

weights to attributes whose values are utilized to evaluate the alternative under 

consideration for ranking. Attributes can be qualitative or quantitative, and their 

weights can be assigned by the decision maker in a somewhat subjective manner or 

algorithmically. In this paper, the impact of attribute weighting approaches on the 

ranking results across a number of widely used MCDM methods are discussed. That 

is, it examines how different weighting methods affect the results on the same multi-

criteria decision-making methods when making a rating. In doing so, consider five 

MCDM methods, namely, Evamix, Aras, Topsis, Vikor, Waspas, under three different 

objective attribute weight assignment procedures, namely, Critic, Entropy, and 

Standart Deviation (SD). Results indicate that, in some cases, the employed attribute 

weight-assignment mechanism influences the rating results more heavily than the 

MCDM method itself. In other words, different MCDM methods tend to yield similar 

results under the same weight assignment method whereas, the same method produces 

more distinguishable results under different weighting schemes. 
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1. INTRODUCTION 

 

Decision making has been becoming an increasingly more complex process in today's social and 

business environments where information and technology keep changing rapidly, thus, giving rise to 

more challenging problems across many diverse fields of study. Decision makers (DMs) who want to 

find the most effective option among a number of available alternatives need to consider multiple criteria 

that characterize an alternative for evaluation against the others. In doing so, a DM usually employs the 

following basic steps of decision analysis; defining the problem, listing all possible options, constructing 

the decision table showing the results of each option for each event, choosing a decision model, applying 

the model, and finally, choosing an option [47]. A decisive step in this process is the determination of 

the degree of importance of each criterion, since the ranking of the alternatives is heavily influenced by 

them. For this reason, a DM first should look at the nature of the problem in order to specify the most 

appropriate criteria and then determine the importance levels of the criteria by assigning weights to 

them. Basically, there are two ways to assign weights to criteria (also called attributes); the DM either 

assigns them drawing upon his personal experience and preferences, or uses an algorithm for the task. 

The first type of approaches is called subjective methods for obvious reasons. In contrast, the second 
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type of so-called objective methods does not need any direct input from the DM, assuming that the 

required information to assign weights already exists in the decision matrix.  

 

In this paper, when making a rating, it is examined how different weighting methods affect the results 

in the same multi-criteria decision-making methods. As the weight ratios and ranking methodology 

change, changes to the rankings are discussed. Three well-known objective weighting methods are used 

to assign weights to the selection criteria, namely CRITIC, Entropy and standard deviation (SD) 

methods. Then, using these weights, EVAMIX, ARAS, TOPSIS, VIKOR, and WASPAS methods are 

utilized for ranking the available alternatives. The data in the article are taken from Raymond Bissdorf's 

study titled "The Euro 2004 Best Poster Award (EBPA): Choosing The Best Poster in a Scientific 

Conference" [8]. This article is structured as follows: Section 2 and Section 3 briefly introduce the 

methods used in the study. Section 4 presents the Case study. Finally, Section 5 includes a discussion 

of the results and conclusions. 

 

2. OBJECTIVE WEIGHT ASSIGNMENT METHODS  

 

Before going into the details of the methods, first  discuss what makes a criterion more important 

compared to the others. Intuitively, a criterion is more valuable to the DM if it helps her to remove a 

larger uncertainty towards a solution and, this happens only when the attribute values are well dispersed. 

Let us give an example to illustrate this point better. Suppose that you want to buy a house and your 

real-estate agent presents you with five alternatives, with price tags (all expressed in thousands of 

dollars) given as A =  (900, 700, 500, 300, 100). Depending on your budget, this set of values helps you 

a great deal (removes a lot uncertainty) in your analysis towards a decision. Now, assume that the price 

tags are presented as B = (900, 895, 905, 910, 890). Since the values are not so much different, you 

obviously want to have a closer look at the values of the other attributes (number of rooms, number of 

bathrooms, distance to your work, distance to city center, quality of the district, etc.) before making a 

decision. In other words, the price attribute values of B do not remove as much uncertainty as the price 

attribute values of A. In general, all the objective weight assignment methods addressed in this paper, 

and most others, uses the capacity of the attribute to remove uncertainty (measured one way or the other) 

to assign weights; the higher the uncertainty removal capacity, the higher the weight. Note that, in the 

following we always use the normalized attribute values, so that commensurability holds to an 

acceptable degree across different value ranges. 

 

Standard Deviation (SD) is a simple method that tries to measure the uncertainty removal capacity of a 

given attribute using standard deviation of the values, the expectation is being that a set of values with 

higher standard deviation values have a wider spread. Consequently, it assigns smaller weights to 

attributes with smaller standard deviation values. However, this expectation is not always justified and, 

its violation may lead to unexpected consequences, as we will demonstrate shortly. 

 

Entropy was first defined by Rudolf Clausius in 1965 as a measure of disorder and uncertainty in a 

system [57].Entropy is used to measure the amount of useful information provided by existing data [53]. 

The main feature of the entropy method is that it can make an objective weighting that can be acted 

upon directly on the data without the need for the judgments of the decision makers. However, it may 

not be as robust as expected.  

 

CRITIC (The Criteria Importance Through Intercriteria Correlation) method was first introduced in [24]. 

It calculates weights by scaling the standard deviation of the attributes with the linear correlation 

coefficient between the alternatives in a multiplicative aggregation formulation. Despite its popularity, 

it is not a silver-bullet solution for all cases either. We will not discuss this subject here any further, but 

simply indicate that it extends the weight assignment problem beyond the sole domain of a single 

attribute to a more holistic level where correlation is involved.  
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Going back to our house-buying example, let us discuss further cases to demonstrate certain weaknesses 

in SD and Entropy methods. Note that, the formulation of entropy, as stated in the communication 

theory, uses only the probability of occurrences, not the actual values themselves, and, since in both 

cases there are five distinct values, their entropy will be the same. The dispersion characteristics of the 

actual values simply cannot be captured by this definition the entropy. For this reason, MCDM methods 

use normalized attribute values, instead of probability of occurrences. Consequently, 

 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 ([ 0.36  0.28   0.20   0.12   0.04)]

= −
1

𝑙𝑛 5
(0.36 × 𝑙𝑛0.36 + 0.28 × 𝑙𝑛0.28 + 0.20 × 𝑙𝑛0.20 + 0.12 × 𝑙𝑛0.12 + 0.04 × 𝑙𝑛0.04)

=   0.88807

 

 

In the same manner, we calculate Entropy(B)= 0.99998. Since weights are calculated according to (1 – 

Entropy) values, the highest weight goes to case A, as expected. Using the SD method, we calculate 

std(A)=0.11314 and std(B)= 0.0015713, indicating that the case A deserves much more weight; a result 

which complies with our expectations.  

 

However, consider another case C = (900, 905, 500, 110, 100). A human quickly recognizes three groups 

in the data, which offers actually three choices; two homes approximately at 900, one home at 500 and 

two homes around 100 price range. Therefore, she can easily surmise that the case C is more helpful 

than case B but less so than case A. Consequently, we expect that the highest weight to be assigned to 

the attribute at case A, a lesser weight at case C and even lesser weight at case B. However, since the 

standard deviation of case C is std(C)= 0.14182, the highest weight goes to the case C. On the other 

hand, it is not a completely unexpected result if you are aware of the following fact from statistics: for 

bimodal distributions with two peaks, the standard deviation will increase as the spacing between peaks 

increases and, this is exactly what we did in case C. Similarly, Entropy(C) = 0.82066, again assigning 

the highest weight to the case C. Both results simply contradict the basic premise of understanding of 

the uncertainty removal capacity; the higher the weight, the better the dispersion. 

 

The point of this discussion is to re-emphasize the fact that weighting is a difficult problem, which 

involves controversy and uncertainty [15]. So far, no overarching solution method has been proposed 

that can deliver optimum results in all possible cases. To address this issue, some authors have proposed 

hybrid or integrated approaches that combine the preferences of DMs with a decision matrix for 

obtaining the criteria weights, in order to take advantage of both method types. Others advocated solving 

MCDM scenarios initially without weights, and employing them only when the DM reckons that they 

are necessary in some criteria [38]. In any case, they seem to be claiming that the intervention of a DM 

is compulsory since the weight assignment process is an overly complex task, which cannot be fully 

automated.  

 

3. MCDM METHODS 

 

In this section, the five MCDM methods used in this article will be briefly introduced. Some references 

are provided to their various applications and refer the interested reader to Alinezhad’s book where their 

mathematical formulations and numerical examples are conveniently provided in a single source [1]. 

 

EVAMIX (The EVAluation of MIXed data) method, introduced in 1982 by Voogd, has been applied to 

a diverse set of MCDM problems ever since [52]. Qureshi et al. [41] established a model for 

environmental and natural resource management using weighted total, expected value and EVAMIX 

methods. [34], Hajkowicz and Higgins [27] and Chung and Lee [20] analyzed water resources 

management projects with the EVAMIX method. Andalecio [2] evaluated seven different fishing 

strategies proposed by the municipality in the Philippines using Regime and EVAMIX methods. 

Chatterjee et al. [11] used COPRAS and EVAMIX methods in the complex material selection problem. 
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Dosal et al. [25] used EVAMIX, weighted total, ELECTRE II and Regime methods in site selection for 

recycling businesses. Chatterjee and Chakraborty [13] applied the EVAMIX method to select the non-

traditional manufacturing process. Darji and Rao [21] used AHP and EVAMIX methods for appropriate 

material selection. Darji and Rao [22] solved the material selection problem in the sugar industry with 

the improved TODIM, ARAS, OCRA and EVAMIX methods. Chatterjee and Chakraborty [14] selected 

the best flexible manufacturing system for a manufacturing company with six MCDM methods, 

including EVAMIX.  

 

ARAS (The Additive Ratio ASsessment) introduced by Zavadskas et al. [54] who modeled location 

selection problem for ports using Analytical Hierarchy Process (AHP) and Fuzzy ARAS methods. 

Medineckiene et al. [37] evaluated the sustainability of the buildings with ARAS. Stanujkic et al. [45] 

conducted studies with TOPSIS, VIKOR, MOORA, SAW, Gray Relational Analysis, COPRAS and 

ARAS methods. Turskis and Zavadskas [49] extended the ARAS method with Gray System Theory. 

Chatterjee and Chakraborty [12] handled the material selection decision problem using COPRAS and 

ARAS methods in their study. Reza and Majid [42] evaluated the use of Reliable Online Banking at the 

scale of financial institutions, using ARAS and Analytical Network Process (ANP) methods. Bakshi and 

Sarkar [6] used AHP and ARAS methods in their project selection performance evaluation decision 

problem. Ghadikolaei and Esbouei [26] used Fuzzy AHP and Fuzzy ARAS methods together for 

financial performance evaluation in their studies. Baležentis et al. [3] evaluated the sectors in the 

Lithuanian economy on the scale of financial ratios by using Fuzzy VIKOR, Fuzzy TOPSIS and Fuzzy 

ARAS methods. Sliogerience et al. [44] dealt with the problem of analysis and selection of energy 

production alternatives using AHP and ARAS methods. Shariati et al. [43] modeled the ARAS method 

for waste dump site selection in their study. They solved the decision problem by integrating fuzzy logic 

into a model named GARAS. Baležentis and Streimikienė [5] used TOPSIS and ARAS methods to 

determine the priorities of sustainable growth strategies for Lithuania. Kaklauskas et al. [29] developed 

a knowledge-based model for a standard home renovation and used the ARAS method to select the most 

ideal renovation project. Keršulienė and Turskis [30] used the Fuzzy ARAS method in the accounting 

department chief selection process for a business. Balezentiene and Kusta [4] determine the fuel type 

that will provide the most ideal gas emission for green houses by using the ARAS method. Stanujkic 

and Jovanovic [46] used the ARAS method for faculty web page quality measurement and evaluation.  

 

TOPSIS (Technique of Order Preference by Similarity to the Ideal Solution) method is one of the most 

common methods among the MCDM, which has been applied for; evaluating the organizational 

performance of banks in capital management [16], multi-purpose inventory planning [17], evaluating 

the performance of insurance companies [28], the evaluation of the service quality of the banking sector 

[35], evaluating the service quality of hotel businesses [7], data mining [23] and, determining the facility 

location selection [18].  

 

VIKOR (VlseKriterijuska Optimizacija I Komoromisno Resenje) method was first proposed by 

Opricovic and Tzeng [39] for multi-criteria optimization of complex systems. Tzeng et al. [51] used 

TOPSIS and VIKOR methods to evaluate bus fuels to be used in public transportation in Taiwan. Chu 

et al. [19] compared three methods: simple weighted average method (SAW), TOPSIS and VIKOR and 

discussed the applicability of these methods in group decision analysis in information societies. 

Opricovic and Tzeng [40] compared the extended VIKOR method with the TOPSIS, PROMETHEE 

and ELECTRE methods. Tong et al. [48] proposed the VIKOR method, which can take into account the 

variation in quality losses, for the optimization of multi-response processes. Liu and Yan [32] consider 

the VIKOR method to evaluate construction project proposals.  

 

WASPAS (The Weighted Aggregates Sum Product Assessment) method has been applied in the 

solution of many decision-making problems due to its convenience. Zolfani et al. [58] proposed an 

integrated method based on SWARA and WASPAS methods for shopping mall location evaluation. 

Zavadskas et al. [56] evaluated the facade alternatives of four public and commercial buildings with 
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WASPAS and ratio method, reference point method and MOORA (Multi-Objective Optimization on 

the basis of Ratio Analysis) method based on multiplicative system. Madic et al. [33] made a multi-

criteria economic analysis of various machine processes with WASPAS. Lashgari et al. [31] listed the 

outsourcing strategies in health care and selected the best of these strategies with the Quantitative 

Strategic Planning Matrix and WASPAS methods. Chakraborty and Zavadskas [10] have solved eight 

real selection problems that arise in production with the WASPAS method. Turskis et al. [50] combined 

fuzzy set theory with WASPAS. Chakraborty et al. [9] solved the parameter selection problems of non-

traditional machine processes with the WASPAS method. Zavadskas et al. [55] solved the site selection 

problem for the waste incineration plant with a method called WASPAS-SVNS. Mathew et al. [36] used 

the WASPAS method in the selection of industrial robots 

 

4. CASE STUDY 

 

In this section, the effect of weighting methods in MCDM methods is discussed. The problem definition 

and relevant input data are taken from a study where 13 posters {P1, P2, P3, …, P12, P13} are evaluated 

against four criteria {Scientific Quality (SQ), Contribution to OR Theory and/or Practice (TP), 

Originality (OR), Presentation Quality (PQ)} by five jury members {J1, J2, J3, J4, J5} for choosing the 

best poster in a scientific conference [8]. The scores given by the jury members are presented in Table 

1. Note that, some scores are unevaluated by the jury members, which are denoted by a dash in the table 

 
Table 1. The evaluation sheet used by the jury members. 

 

Poster 

ID 

Scientific Quality 

(SQ) 

Contribution to Theory 

and/or Practice (TP) 

Originality  

(OR) 

Presentation Quality 

(PQ) 

j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 

P1 4 7 5 5 3 4 7 6 5 3 4 6 6 7 3 4 7 5 6 2 

P2 - 1 6 2 - - 1 7 3 - - 1 8 3 - - 3 9 7 - 

P3 6 6 7 6 2 8 9 7 6 4 6 7 7 7 5 6 6 9 7 5 

P4 8 9 9 8 6 7 8 6 7 4 8 8 7 7 4 8 6 7 7 6 

P5 8 6 8 7 2 8 7 9 7 0 8 5 7 7 2 8 8 8 6 5 

P6 5 5 5 6 2 5 7 5 5 0 5 5 5 6 2 5 7 6 5 5 

P7 6 5 6 6 - 7 8 7 6 - 6 5 5 6 - 8 8 5 3 - 

P8 4 - 5 6 2 4 - 5 6 0 4 - 7 5 2 7 - 10 5 4 

P9 - - 5 3 - - - 5 3 - - - 7 3 - - - 10 3 - 

P10 9 9 8 8 4 9 9 9 7 6 9 9 9 7 7 9 10 10 8 7 

P11 6 9 8 7 5 6 8 6 6 5 6 9 7 8 5 8 9 8 7 3 

P12 4 5 7 5 - 4 5 7 5 - 4 3 7 5 - 4 5 3 3 - 

P13 4 8 8 8 8 4 8 8 7 10 4 6 7 7 8 4 9 9 8 10 

 

Based on the evaluation sheet by the jury members, the author creates the decision matrix given in Table 

2. An order of importance of the criteria was taken into consideration (SQ=0.4. TP=0.3. OR=0.2. 

PQ=0.1) and the score given by each jury member to each criterion is multiplied by these numbers. For 

the unevaluated values in Table 1, the arithmetic average of the scores given to each criterion by the 

other jury members  is taken. Note that, this a decision matrix in which scores are already weighted. 

After an elaborate evaluation process, the author presents the ranking result as a partially ordered set 

(poset) in which p10 is the best , p9 is the worst and, the posters in the same equivalence class are 

denoted in curly braces: (p10, {p3, p4, p5, p12, p13}, p7, {p1, p6, p8, p11}, p2, p9).  
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Table 2. Decision Matrix 
 

Poster 
ID 

Scientific Quality Contribution to Theory 
or Practice of OR 

Originality Presentation Quality 

j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 j1 j2 j3 j4 j5 

P1 1,6 2,8 2 2 1,2 1,2 2,1 1,8 1,5 0,9 0,8 1,2 1,2 1,4 0,6 0,4 0,7 0,5 0,6 0,2 
P2 0,72 0,4 2,4 0,8 0,72 0,66 0,3 2,1 0,9 0,66 0,48 0,2 1,6 0,6 0,48 0,24 0,3 0,9 0,7 0,24 
P3 2,4 2,4 2,8 2,4 0,8 2,4 2,7 2,1 1,8 1,2 1,2 1,4 1,4 1,4 1 0,6 0,6 0,9 0,7 0,5 
P4 3,2 3,6 3,6 3,2 2,4 2,1 2,4 1,8 2,1 1,2 1,6 1,6 1,4 1,4 0,8 0,8 0,6 0,7 0,7 0,6 
P5 3,2 2,4 3,2 2,8 0,8 2,4 2,1 2,7 2,1 0 1,6 1 1,4 1,4 0,4 0,8 0,8 0,8 0,6 0,5 
P6 2 2 2 2,4 0,8 1,5 2,1 1,5 1,5 0 1 1 1 1,2 0,4 0,5 0,7 0,6 0,5 0,5 
P7 2,4 2 2,4 2,4 1,84 2,1 2,4 2,1 1,8 1,68 1,2 1 1 1,2 0,88 0,8 0,8 0,5 0,3 0,42 
P8 1,6 1,36 2 2,4 0,8 1,2 0,9 1,5 1,8 0 0,8 0,72 1,4 1 0,4 0,7 0,5 1 0,5 0,4 
P9 0,64 0,64 2 1,2 0,64 0,48 0,48 1,5 0,9 0,48 0,4 0,4 1,4 0,6 0,4 0,2 0,2 1 0,3 0,2 

P10 3,6 3,6 3,2 3,2 1,6 2,7 2,7 2,7 2,1 1,8 1,8 1,8 1,8 1,4 1,4 0,9 1 1 0,8 0,7 
P11 2,4 3,6 3,2 2,8 2 1,8 2,4 1,8 1,8 1,5 1,2 1,8 1,4 1,6 1 0,8 0,9 0,8 0,7 0,3 
P12 1,6 2 2,8 2 1,68 1,2 1,5 2,1 1,5 1,26 0,8 0,6 1,4 1 0,76 0,4 0,5 0,3 0,3 0,24 
P13 1,6 3,2 3,2 3,2 3,2 1,2 2,4 2,4 2,1 3 0,8 1,2 1,4 1,4 1,6 0,4 0,9 0,9 0,8 1 

 

At this stage, the ready weighted decision matrix is taken and the importance weights of the criteria for 

each jury member are calculated using Standard Deviation (SD), Entropy and Critic methods (Table 3).  
 

Table 2. Decision Matrix 
 

  j1 j2 j3 j4 j5 

SD 

SQ 0,91182 1,06725 0,57467 0,73867 0,78665 

TP 0,69621 0,82323 0,41324 0,41602 0,85928 

OR 0,43155 0,50442 0,21363 0,31622 0,39416 

PQ 0,23706 0,23669 0,22560 0,18327 0,22983 

Entropy 

SQ 0,27135 0,28248 0,22080 0,30439 0,18288 

TP 0,2631 0,27351 0,19886 0,18331 0,50303 

OR 0,22672 0,27885 0,11777 0,21219 0,15524 

PQ 0,23881 0,16515 0,46255 0,30010 0,15883 

CRITIC 

SQ 0.16316 0.22459 0.27536 0.16951 0.25211 

TP 0.25408 0.2525 0.26064 0.19844 0.19686 

OR 0.17441 0.23028 0.16456 0.19165 0.20837 

PQ 0.40835 0.29263 0.29944 0.4404 0.34266 

 

Table 3. Importance weights of criteria by objective methods. 
 

At this point, recall the basic operating principle of all objective weight assignment methods; objective 

methods are utilized to prevent human-made instabilities and obtain results that are more realistic. The 

objective methods use mathematical models and only data within the decision matrix assuming that all 

the required information to assign weights properly already exists in the decision matrix, thus without 

needing to consider the preferences of decision makers. While the decision matrix is constructed, an 

order of importance of the criteria is imposed upon the alternatives. Therefore, when weights are 

assigned to attributes using the Standard Deviation, Entropy and Critic methods, one would expect the 

already imposed importance pattern (SQ > TP > OR > PQ) to emerge more clearly in the result. Table 

4 which summarizes the results in Table 3, shows that this is not always the case. 
 

Table 4. Order of importance according to the three objective weighting methods 

 

 j1 j2 j3 j4 j5 

SD 
SQ > TP > OR > 

PQ 

SQ > TP > OR > 

PQ 

SQ > TP > OR > 

PQ 

SQ > TP > OR > 

PQ 

TP > SQ > OR  > 

PQ 

Entropy 
SQ > TP > PQ > 

OR 

SQ > OR > TP  > 

PQ 

PQ > SQ > TP > 

OR   

SQ > PQ > OR  > 

TP 

TP > SQ > PQ  > 

OR 

CRITIC 
PQ > TP > OR > 

SQ 

PQ > TP > OR  > 

SQ 

PQ > SQ > TP > 

OR 

PQ > TP > OR  > 

SQ 

PQ > SQ > OR  > 

TP 
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The Standard Deviation, Entropy and Critic methods have quite different indicators about the relative 

importance of the four criteria. Whatever importance information already present in the raw data or 

imposed by the multiplication operation seemed to be caught only by the SD method in a consistent 

manner. The minor discrepancy observed for J5 (TP and SQ switched places) can be attributed to the 

fact J5 did not specify any scores for many attributes and those are replaced by the averages. For Entropy 

method, three of the four criteria are indicated by the scores of different jurors as the most important 

one, with the exception of OR. Critic method has the greatest consistency, regarding the most important 

criterion, which is indicated as PQ by all five jurors. Since multiplication coefficient for PQ was the 

smallest (0.1), It is suspected that there must be a strong correlation between the alternatives for such a 

result to occur. Now  apply the five MCDM methods, for a discussion of the magnitude of possible 

effects of weighting on them. First starts with no weighting condition (in fact, all four criteria are 

assigned a weight of 0.25 equally to avoid duplicating the code). 
 

Table 5. Ranking of alternatives with no weights 

 

          Order 

Method           
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

EVAMIX P8 P2 P10 P9 P6 P11 P3 P5 P1 P13 P4 P7 P12 

ARAS P10 P13 P4 P11 P3 P5 P7 P1 P6 P12 P8 P2 P9 

TOPSIS P10 P13 P4 P11 P5 P3 P7 P1 P6 P8 P12 P2 P9 

WIKOR P10 P13 P4 P11 P5 P3 P7 P1 P6 P8 P12 P2 P9 

WASPAS P10 P13 P4 P11 P3 P5 P7 P1 P6 P12 P8 P2 P9 

 

In this case, all methods seem to be in complete agreement, with the exception Evamix method. In fact, 

they are exactly the same if allow only two of them to switch the places of the 5th and 6th posters, and 

places of the 10th and 11th posters. Recall the ranking poset that was produced by Bisdorff, which was 

(p10, {p3, p4, p5, p12, p13}, p7, {p1, p6, p8, p11}, p2, p9). Reordering the posters in the equivalence 

classes as (p10, {p13, p4, p5, p12, p3}, p7, {p1, p6, p8, p11}, p2, p9. You  see that the first three and 

last two posters are the same.  At this point It can be state that four out of five MCDM methods give 

very close results, and any inconsistencies that may arise later can be attributed to the feature weighting 

method used, which will be discussed in the next section. 

 

First, apply the SD method (Table 6). 

 
Table 6. Ranking of alternatives by SD method 

 

          Order 

Method           
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

EVAMIX P13 P10 P1 P4 P3 P11 P5 P2 P7 P12 P6 P8 P9 

ARAS P10 P13 P4 P11 P5 P3 P7 P1 P12 P6 P8 P2 P9 

TOPSIS P10 P13 P4 P11 P5 P3 P7 P12 P1 P6 P8 P2 P9 

WIKOR P10 P13 P4 P11 P5 P3 P7 P12 P1 P6 P8 P2 P9 

WASPAS P10 P13 P4 P11 P5 P3 P7 P1 P6 P12 P8 P2 P9 

 

The SD method increased the uniformity among the results of the four methods even further. Now we 

have a complete match in 10 places out of 13. Even the Evamix agrees about last place. In short, SD 

method served to diminish the differences between methods. 

Next, apply the Entropy method (Table 7). 
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Table 7. Ranking of alternatives by the Entropy method 

 

          Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

EVAMIX P10 P13 P4 P11 P5 P3 P7 P1 P8 P6 P12 P2 P9 

ARAS P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

TOPSIS P10 P13 P11 P4 P3 P5 P7 P1 P6 P8 P12 P2 P9 

WIKOR P10 P13 P11 P4 P3 P5 P7 P1 P6 P8 P12 P2 P9 

WASPAS P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

 

The overall agreement between the results becomes even more pronounced. Aras-Waspas and Topsis-

Vikor pairs exhibit a complete match between themselves. The most striking difference is observed in 

the behavior of Evamix that matches the rankings of the other four methods in 7 out of 13 places. 

Allowing four pair wise switching of places in three methods, the consensus among the methods will be 

complete. In other words, the methods will deliver the most similar rankings using the weights produces 

by the Entropy method. 

 

Lastly, apply the Critic method (Table 8). 

 
Table 8. Ranking of alternatives by the CRITIC method 

 

 
          Order        

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

EVAMIX P10 P13 P4 P5 P11 P3 P7 P8 P6 P1 P2 P12 P9 

ARAS P10 P13 P4 P11 P5 P3 P7 P1 P6 P8 P12 P2 P9 

TOPSIS P10 P13 P4 P11 P5 P3 P7 P6 P8 P1 P12 P2 P9 

WIKOR P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

WASPAS P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

 

The weights calculated by the Critic method allow all methods, without exception, to deliver equal 

rankings in the top three places. This implies the existence of some underlying correlation between the 

alternatives, which only the Critic method is able to extract from the decision matrix. 

 

So far, some changes in the behavior of MCDM methods resulting from the use of different weighting 

methods have been observed. It will now be discussed how their significance compares with the 

significance of the differences that may arise in the rankings of a particular MCDM method under SD, 

Entropy and Critical method. (Table 9, Table 10, Table 11, Table 12, Table 13). 

 
Table 9. EVAMIX 

 

EVAMIX  

        Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

CRITIC P10 P13 P4 P5 P11 P3 P7 P8 P6 P1 P2 P12 P9 

ENTROPY P10 P13 P4 P11 P5 P3 P7 P1 P8 P6 P12 P2 P9 

SD P13 P10 P1 P4 P3 P11 P5 P2 P7 P12 P6 P8 P9 
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Table 10. ARAS 

 

ARAS  

          Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

CRITIC P10 P13 P4 P11 P5 P3 P7 P1 P6 P8 P12 P2 P9 

ENTROPY P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

SD P10 P13 P4 P11 P5 P3 P7 P1 P12 P6 P8 P2 P9 

 
Table 11. TOPSIS 

 

TOPSIS  

       Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

CRITIC P10 P13 P4 P11 P5 P3 P7 P6 P8 P1 P12 P2 P9 

ENTROPY P10 P13 P11 P4 P3 P5 P7 P1 P6 P8 P12 P2 P9 

SD P10 P13 P4 P11 P5 P3 P7 P12 P1 P6 P8 P2 P9 

 
Table 12. VIKOR 

 

VIKOR 

          Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

CRITIC P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

ENTROPY P10 P13 P11 P4 P3 P5 P7 P1 P6 P8 P12 P2 P9 

SD P10 P13 P4 P11 P5 P3 P7 P12 P1 P6 P8 P2 P9 

 
Table 13. WASPAS 

 

WASPAS  

      Order 

Method 
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th 13th 

CRITIC P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

ENTROPY P10 P13 P4 P11 P3 P5 P7 P1 P6 P8 P12 P2 P9 

SD P10 P13 P4 P11 P5 P3 P7 P1 P6 P12 P8 P2 P9 

 

 

Examination of Tables 9-13 reveals the following observations: 

 

• Evamix has only one match across its own rankings under three weighting methods (Table 9). 

Thus, it is the most sensitive method to the selected weighting assignment mechanism. 

• Aras and Waspas exhibit no significant changes in rankings under three weighting methods 

(Table 10 and Table 13). Its rankings are more similar to each other under the Entropy and Critic 

methods, while SD ranking differs from these to a greater extent.  

• The agreement between the rankings of Aras and Vikor are less than those of Aras and Waspas 

(5 places vs. 8 and 9). Interestingly, the Critic ranking of Topsis agrees with its SD ranking at 

four more places, as opposed to Entropy. This behavior is unique among the cases considered 

here. 
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5. CONCLUSION 

 

This article considers five potential preference ranking-based methods and compares ranking 

performances and the effect of criterion weights on preferences for ranking posters at a scientific 

conference. The performance tests conducted for ranking performance comparison and to measure the 

degree of concordance between the rankings in a quantitative manner are provided in the Appendix. 

Based on these test results, it can be stated that objective attribute weighting methods have a strong 

impact on the rankings produced by different MCDM methods, albeit some are more sensitive than the 

others are. In almost all cases (with a single exception), all MCDM-weighting method combinations 

agree on that P10 is the best poster, and (without any exception) P9 is the worst one. If one is only 

interested in finding the best or worst alternative, there is no difference between combinations. However, 

if whole ranking is important, we propose that DM should construct the Table 4 for its own data and 

inspect the order of importance implied therein to choose those MCDM-weighting method combinations 

that matches best to the order of importance that she has in mind. Such an approach produces more 

rational and justified rankings. 
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APPENDIX: Performance tests conducted for ranking performance comparison and for measuring 

the degree of concordance between the rankings. 

 

Tests are conducted using the methodology described in [14] .The test results are provided in the form 

of value tuples where 

(a) Spearman’s rank correlation coefficient: Using Spearman’s rank correlation coefficient (rs) 

value, the similarity between two sets of rankings can be measured. Usually, its value lies 

between –1 and +1, where the value of +1 denotes a perfect match between two rank orderings. 

 

(b) Agreement between the top three ranked alternatives: Here, a result of (1,2,3) means the first, 

second and third ranks match; (1,2,#) means the first and second ranks match; (1,#,#) means 

only the first ranks match; and (#,#,#) means no match. 

 

(c) (c) The last test is performed with respect to the number of ranks matched, expressed as the 

percentage of the number of alternatives considered. 
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Test 1: (For Table 6) 

 

Method Aras Topsis Vikor Waspas 

Evamix 0.96704, 

(1,2,3),53.8 

0.98352, 

(1,2,3),53.8 

0.98352, (1,2,3), 

76.9 

0.95605, (1,2,3), 

46.2 

Aras  0.98352, (1,2,3), 

76.9 

0.98352, (1,2,3), 

53.8 

0.99451,(1,2,3), 84.6 

Topsis   0.98352, (1,2,3), 

53.8 

0.97528,(1,2,3), 61.5 

Vikor    0.97253,(1,2,3), 46.2 

 

Test 2: (For Table 7) 

Method  Aras Topsis Vikor Waspas 

Evamix 0.98902, (1,2,3), 

69.2 

0.98352, (1,2,#), 

53.8 

0.98352, (1,2,#), 

53.8 

0.98902, (1,2,3), 

69.2 

Aras  0.99451, (1,2,#), 

84.6 

0.99451, (1,2,#), 

84.6 

1,(1,2,3), 100 

Topsis   1, (1,2,3), 100 0.99451,(1,2,#), 84.6 

Vikor    0.99451,(1,2,#), 84.6 

 

Test 3: (For Table 8) 

Method  Aras Topsis Vikor Waspas 

Evamix 0.83517, (#,#,#), 

7.69 

0.79671, (#,#,#), 

7.69 

0.79671, (#,#,#), 

7.69 

0.82968, (#,#,#), 

15.3 

Aras  0.99451, (1,2,3), 

84.6 

0.99451, (1,2,3), 

84.6 

0.99451,(1,2,3), 84.6 

Topsis   1, (1,2,3), 100 0.98352,(1,2,3), 76.9 

Vikor    0.98352,(1,2,3), 76.9 
 

Test 4: (For Table 9) 

Method Entropy SD 

Critic 0.97252, (1,2,3), 46,15 0.72527, (#,#,#), 7,69 

Entropy  0.81318,( #,#,#), 7,69 

 

Test 5: (For Table 10) 

Method Entropy SD 

Critic 0.99746, (1,2,3), 84,61 0.98351, (1,2,3), 76,92 

Entropy  0.97802,( 1,2,3), 61,53 

 

Test 6: (For Table 11) 

 

 

 

 

Test 7: (For Table 12) 

 

 

 

 

Test 8: (For Table 13) 

Method Entropy SD 

Critic 1 (1,2,3), 100 0.98901, (1,2,3), 69,23 

Entropy  0.98901,( 1,2,3), 69,23 

 

Method Entropy SD 

Critic 0.97252, (1,2,#), 46,15 0.95054, (1,2,3), 69,23 

Entropy  0.95604,( 1,2,#), 38,46 

Method Entropy SD 

Critic 0.99450, (1,2,#), 84,61 0.96153, (1,2,3), 53,84 

Entropy  0.95604,( 1,2,#), 38,46 
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1. INTRODUCTION 
 

The Boussinesq equation is a well-known partial differential equation used in fluid mechanics to model 

the behavior of shallow water waves. It was first introduced by the French mathematician Joseph 

Boussinesq in the late 19th century [1]. The equation is a simplified version of the Navier-Stokes 

equations, and it is often used as an approximation for modeling wave propagation in a wide range of 

applications. The Boussinesq equation:  

 𝑢𝑡𝑡 = 𝑢𝑥𝑥 + (𝑢2)𝑥𝑥 + 𝑞𝑢𝑥𝑥𝑥𝑥 (1.1) 

where 𝑢 = 𝑢(𝑥, 𝑡) is a sufficiently differentiable function and 𝑞 is a real constant. When 𝑞 = −1 

Boussinesq equation (Bq) is called "good" or "well-posed" (GBq) and when 𝑞 = 1 is called "bad" or 

"ill-posed" (BBq). An improved version of Boussinesq equation (Bq) is Improved Boussinesq (IBq) 

equation given as follows:  

 𝑢𝑡𝑡 = 𝑢𝑥𝑥 + (𝑢2)𝑥𝑥 + 𝑢𝑥𝑥𝑡𝑡 (1.2) 

The Boussinesq type equatios has been solved by using a variety of numerical methods. In [2], 

Manoranjan et al. used Petrov-Galerkin method to get numerical solution of (GBqE). Then, Manoranjan 

et al. [3] examined the interaction of solitary waves and underlined three essential characteristics of 

mailto:muratari@kmu.edu.trx
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solitary waves. Bratsos [4] used method of lines approach to get solution of Bq equation. Pani and 

Saranga [5] employed the finite element Galerkin method, while Ortega and Serna [6] developed the 

finite difference method to solve the (GBqE). The Boussinesq equation was solved numerically by El-

Zoheiry [7] using an implicit finite difference scheme, and Wazwaz [8] suggested the Adomian 

decomposition method. Ismail and Bratsos [9] predictor-corrector scheme to obtain numerical solutions 

to the (GBq) and (BBq) equations. Additionally, the third order implicit finite difference method has 

been used to solve the (GBqE) by Bratsos [10, 11]. He used modified Predictor-Corrector and Predictor-

Corrector techniques to solve the equation. For the numerical solution of the Boussinesq equation, 

Dehghan and Salehi [12] combined the boundary knot method and meshless analog equation approach. 

In addition, Ucar et al. [13] applied Galerkin FEM to the (BqE) using cubic B-spline basis, and Ismail 

and Mosally [14] created a fourth-order FDM for approximating solutions to the (GBqE). Kırlı and Irk 

[15] gave numerical solutions of (GBqE) by using the quartic B-spline Galerkin method. Zhijian [16] 

investigated the existence and uniqueness of solutions, and non-existence of global solutions to the 

initial-boundary value problem of a generalized IBq equation both locally and globally in time. In order 

to discretize the nonlinear partial differential equation in space, Lin et al. [17] used the finite element 

method with linear B-spline basis functions. They then developed a second-order system using only 

ordinary derivatives to solve a class of initial-boundary value problems for the improved Boussinesq 

equation. Iskandar and Jain [18] used numerical analysis to examine the dynamical behavior of the IBq 

equation. Irk and Dag [19] used two finite difference schemes and two finite element approaches, based 

on the second- and third-order temporal discretization, to achieve numerical simulations of the improved 

Boussinesq equation. 

The objective of the current work is to use meshless radial basis functions collocation method and 

meshless kernel based method of lines to obtain the numerical solution of Boussinesq type equations. 

Thus, to obtain the numerical solution of the Boussinesq type equations, radial basis functions in the 

mesh free approach will be employed. Different types of radial basis functions can be found in literature. 

We’ll employ the widely used radial basis functions. 

 

2. THE MESHLESS RBF COLLOCATION METHOD 

 

First, let us introduce the Meshless RBF Collocation Method that we will use in this section. This method 

is a meshless method (MRBFCM) and was first used by Kansa [20, 21]. To apply the method, let us 

approximate the function 𝑢(𝑥, 𝑡) in equations (1.1) and (1.2) by a linear combination of radial basis 

functions: 

 

 𝑢(𝑥) = ∑𝑁
𝑗=1 𝜆𝑗𝜙𝑖(𝑟𝑗),    𝑖 = 1,2, … , 𝑁 (2.1) 

 

In equation (2.1) {𝜆𝑗}
𝑗

𝑁
 are the unknown coefficients to be determined and the 𝜙𝑖(𝑟𝑗) are radial basis 

functions. The formulas of the used basis functions are defined as follows:  

 Multiquadric 

(MQ)  
 𝜙(𝑟𝑗) = √(𝜀𝑟𝑗)2 + 1  

Gaussian (GA)   𝜙(𝑟𝑗) = 𝑒𝑥𝑝(−𝑟𝑗
2/𝜀2)  
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 where 𝜀 is a shape parameter that the method automatically calculates for each kernel matrix 

that is used and 𝑟𝑗 = |𝑥 − 𝑥𝑗| represents the Euclidean norm between 𝑥 and 𝑥𝑗. Wendland’s functions 

[22] are a class of compactly supported radial basis function and have the following general form:  

 𝜙𝑙,𝑘(𝑟) = (1 − 𝑟)+
𝑛 𝑝𝑙,𝑘(𝑟) 

with following conditions:  

 (1 − 𝑟)+
𝑛 = {

(1 − 𝑟)𝑛, if0 ≤ 𝑟 < 1
0, if𝑟 ≥ 1

 

where 𝑝 is a prescribed polynomial for 𝑘 ≥ 1 and 𝑙 is the dimension number. In our calculations, 

following form of Wendland’s function is used:  

 𝜙7,5(𝑟) = (1 − 𝑟)+
12(9 + 108𝑟 + 566𝑟2 + 1644𝑟3 + 2697𝑟4 + 2048𝑟5) 

For ease of notation in tables 𝜙𝑙,𝑘(𝑟) will be used as 𝑊. 

We write meshless methods the following form equation (1.1) by using 𝑢𝑡 = 𝑣 then we get 

 

 
𝑢𝑡 = 𝑣,

𝑣𝑡 = 𝑢𝑥𝑥 + 2((𝑢𝑥)2 + 𝑢𝑥𝑥𝑢) + 𝑞𝑢𝑥𝑥𝑥𝑥.
 (2.2) 

 System (2.2) is discretized by using a forward difference rule for 𝑢𝑡 and a Crank–Nicolson scheme for 

𝑢 between successive time levels as follows 

 

 
𝑢𝑛+1−𝑢𝑛

Δ𝑡
=

𝑣𝑛+1+𝑣𝑛

2
, 

 
𝑣𝑛+1−𝑣𝑛

Δ𝑡
=

𝑢𝑥𝑥
𝑛+1+𝑢𝑥𝑥

𝑛

2
+ 2

[(𝑢𝑥
2)

𝑛+1
+(𝑢𝑥

2)
𝑛

]

2
+ 2

[(𝑢𝑢𝑥𝑥)𝑛+1+(𝑢𝑢𝑥𝑥)𝑛]

2
+ 𝑞

𝑢𝑥𝑥𝑥𝑥
𝑛+1 +𝑢𝑥𝑥𝑥𝑥

𝑛

2
 

 where 𝑢𝑥
2 and 𝑢𝑢𝑥𝑥 are nonlinear terms and by using Taylor’s formula we obtain their linear forms [23],  

 (𝑢𝑥𝑢𝑥)𝑛+1 = 𝑢𝑥
𝑛𝑢𝑥

𝑛+1 + 𝑢𝑥
𝑛𝑢𝑥

𝑛+1 − 𝑢𝑥
𝑛𝑢𝑥

𝑛 

and  

 (𝑢𝑢𝑥𝑥)𝑛+1 = 𝑢𝑥𝑥
𝑛 𝑢𝑛+1 + 𝑢𝑛𝑢𝑥𝑥

𝑛+1 − 𝑢𝑛𝑢𝑥𝑥
𝑛 . 

Thus, we get following linearized difference equation by substituting these linear forms: 

 

 𝑢𝑛+1 −
Δ𝑡

2
𝑣𝑛+1 = 𝑢𝑛 +

Δ𝑡

2
𝑣𝑛, 

 𝑣𝑛+1 −
Δ𝑡

2
𝑢𝑥𝑥

𝑛+1 − 2Δ𝑡𝑢𝑥
𝑛+1𝑢𝑥

𝑛 − Δ𝑡𝑢𝑛𝑢𝑥𝑥
𝑛+1 − Δ𝑡𝑢𝑛+1𝑢𝑥𝑥

𝑛 −
𝑞Δ𝑡

2
𝑢𝑥𝑥𝑥𝑥

𝑛+1 = 𝑣𝑛 +
Δ𝑡

2
𝑢𝑥𝑥

𝑛 +
𝑞Δ𝑡

2
𝑢𝑥𝑥𝑥𝑥

𝑛  
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For each time iteration, by substituting 

 

 𝑢(𝑥) = ∑𝑁
𝑗=1 𝜆𝑗𝜙𝑖(𝑟𝑗),    𝑖 = 1,2, … , 𝑁 (2.3) 

 and  

 𝑣(𝑥) = ∑𝑁
𝑗=1 𝛾𝑗𝜙𝑖(𝑟𝑗),    𝑖 = 1,2, … , 𝑁 (2.4) 

 following form of linear equations system is obtained: 

 

∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖(𝑟𝑗) −
Δ𝑡

2
∑𝑁

𝑗=1 𝛾𝑗
𝑛+1𝜙𝑖(𝑟𝑗) = ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖(𝑟𝑗) +

Δ𝑡

2
∑𝑁

𝑗=1 𝛾𝑗
𝑛𝜙𝑖(𝑟𝑗),

∑𝑁
𝑗=1 𝛾𝑗

𝑛+1𝜙𝑖(𝑟𝑗) −
Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛+1𝜙𝑖

′′(𝑟𝑗) − 2Δ𝑡 ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖
′(𝑟𝑗) ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′(𝑟𝑗)

−Δ𝑡 ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖
′′(𝑟𝑗) ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖(𝑟𝑗) − Δ𝑡 ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′′(𝑟𝑗) ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖(𝑟𝑗) −
𝑞Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛+1𝜙𝑖

′′′′(𝑟𝑗)

= ∑𝑁
𝑗=1 𝛾𝑗

𝑛𝜙𝑖(𝑟𝑗) +
Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′′(𝑟𝑗) +
𝑞Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′′′′(𝑟𝑗)

 (2.5) 

 When similar steps are applied for equation (1.2) we get 

 

∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖(𝑟𝑗) −
Δ𝑡

2
∑𝑁

𝑗=1 𝛾𝑗
𝑛+1𝜙𝑖(𝑟𝑗) = ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖(𝑟𝑗) +

Δ𝑡

2
∑𝑁

𝑗=1 𝛾𝑗
𝑛𝜙𝑖(𝑟𝑗),

∑𝑁
𝑗=1 𝛾𝑗

𝑛+1𝜙𝑖(𝑟𝑗) −
Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛+1𝜙𝑖

′′(𝑟𝑗) − 2Δ𝑡 ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖
′(𝑟𝑗) ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′(𝑟𝑗)

−Δ𝑡 ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖
′′(𝑟𝑗) ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖(𝑟𝑗) − Δ𝑡 ∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′′(𝑟𝑗) ∑𝑁
𝑗=1 𝜆𝑗

𝑛+1𝜙𝑖(𝑟𝑗) + ∑𝑁
𝑗=1 𝛾𝑗

𝑛+1𝜙𝑖
′′(𝑟𝑗)

= ∑𝑁
𝑗=1 𝛾𝑗

𝑛𝜙𝑖(𝑟𝑗) +
Δ𝑡

2
∑𝑁

𝑗=1 𝜆𝑗
𝑛𝜙𝑖

′′(𝑟𝑗) + ∑𝑁
𝑗=1 𝛾𝑗

𝑛𝜙𝑖
′′(𝑟𝑗).

(2.6) 

 By solving these systems at each time step values of 𝜆 and 𝛾 are obtained. Substituting computed values 

of 𝜆𝑗 and 𝛾𝑗 in (2.3) and (2.4) numerical values of 𝑢(𝑥, 𝑡) and 𝑣(𝑥, 𝑡) are evaluated. 

3. THE MESHLESS KERNEL BASED METHOD OF LINES  

 

The meshless kernel based method of lines (MKBMOL), a second numerical method, will be 

utilized to find the numerical solution to the Boussinesq type equations. Since this meshles approach 

generates ordinary differential equations, temporal discretization is not required, and the nonlinear 

partial differential equation will not be artificially linearized as in the first method. where the kernel 

function is a radial basis function. 

 𝑢(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖(𝑥), 𝑣(𝑥, 𝑡) = ∑𝑁

𝑗=1 𝛽𝑗(𝑡)𝜙𝑖(𝑥) 

where 𝛼𝑗(𝑡), 𝛽𝑗(𝑡) are unknown time-dependent functions to be determined each time level as column 

vectors and 𝜙𝑖(𝑥) are defined by any well-known radial basis functions. Derivatives in Equation (1.1) 

with respect to time and space variables can be described as:  

 

𝑢𝑡(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛼𝑗

′(𝑡)𝜙𝑖(𝑥),    𝑣𝑡(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛽𝑗

′(𝑡)𝜙𝑖(𝑥)

𝑢𝑥(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′(𝑥),    𝑢𝑥𝑥(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′′(𝑥)

𝑢𝑥𝑥𝑥𝑥(𝑥, 𝑡) = ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′′′′(𝑥)

 (3.1) 
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By substituting (3.1) and its derivatives in the main (1.1) we get: 

 

∑𝑁
𝑗=1 𝛼𝑗

′(𝑡)𝜙𝑖(𝑥) = ∑𝑁
𝑗=1 𝛽𝑗(𝑡)𝜙𝑖(𝑥),

∑𝑁
𝑗=1 𝛽𝑗

′(𝑡)𝜙𝑖(𝑥) = ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′′(𝑥) + 2(∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′(𝑥))
2

+ 2 ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′′(𝑥) ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖(𝑥)

+𝑞 ∑𝑁
𝑗=1 𝛼𝑗(𝑡)𝜙𝑖

′′′′(𝑥)

 (3.2) 

 The system (3.2) can be written with matlab notations  

 
𝑉 ∗ 𝛼′(𝑡) = 𝑉 ∗ 𝛽(𝑡),

𝑉 ∗ 𝛽′(𝑡) = 𝑉′′ ∗ 𝛼(𝑡) + 2(𝑉′ ∗ 𝛼(𝑡))2 + 2(𝑉′′ ∗ 𝛼(𝑡))(𝑉 ∗ 𝛼(𝑡)) + 𝑞𝑉′′′′ ∗ 𝛼(𝑡)
 (3.3) 

 where the ∗ is the pointwise product. Since matrice 𝑉 is invertible we get:  

 
𝛼′(𝑡) = 𝑉−1 ∗ (𝑉 ∗ 𝛽(𝑡)),

𝛽′(𝑡) = 𝑉−1 ∗ (𝑉′′ ∗ 𝛼(𝑡) + 2(𝑉′ ∗ 𝛼(𝑡))2 + 2(𝑉′′ ∗ 𝛼(𝑡))(𝑉 ∗ 𝛼(𝑡)) + 𝑞𝑉′′′′ ∗ 𝛼(𝑡))

 (3.4) 

 When similar steps are applied for equation (1.2) we get  

 
𝛼′(𝑡) = 𝑉−1 ∗ (𝑉 ∗ 𝛽(𝑡)),

𝛽′(𝑡) = (𝑉 − 𝑉′′)−1 ∗ (𝑉′′ ∗ 𝛼(𝑡) + 2(𝑉′ ∗ 𝛼(𝑡))2 + 2(𝑉′′ ∗ 𝛼(𝑡))(𝑉 ∗ 𝛼(𝑡)))
 (3.5) 

 

where 𝑉 is defined as follows:  

 𝑉 = 𝜙𝑖(𝑥𝑗). 

The MATLAB ode solver can be used to solve system 3.4 and 3.5 which are first-order differential 

equations. We utilized the Adams-Bashforth-Moulton approach i.e ode113 for our computations. 

4. NUMERICAL EXAMPLES  

 

In this section, we give solutions of Boussinesq type equations for proposed methods. The 

accuracy of the solutions are tested by maximum error 𝐿∞ 

 

 𝐿∞ = ‖𝑢 − 𝑈𝑁‖∞ = max
𝑗

|𝑢𝑗 − 𝑈𝑗| 

 The order of convergence is calculated by following formula:  

 order =
log|

(𝐿∞)Δ𝑡𝑖
(𝐿∞)Δ𝑡𝑖+1

|

log|
Δ𝑡𝑖

Δ𝑡𝑖+1
|

 

Here (𝐿∞)Δ𝑡𝑖
 is the error norm 𝐿∞ for the time step Δ𝑡𝑖. 
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Since the difference between the figures for both methods is indistinguishable, we have given a 

single graph for each method. 

 

4.1. Numerical Results For GBqE  

 

     We consider the GBqE which is Eq. (1.1) with 𝑞 = −1. 

4.1.1. The Single Soliton Wave  

 

The initial conditions from the analytic solution for GBqE is as given: 

 

𝑢(𝑥, 0) = −𝐴𝑠𝑒𝑐ℎ2 (√
𝐴

6
(𝑥 − �̅�0))

𝑢𝑡(𝑥, 0) = −2𝐴𝑐√
𝐴

6
𝑠𝑒𝑐ℎ2 (√

𝐴

6
(𝑥 − �̅�0)) tanh (√

𝐴

6
(𝑥 − �̅�0)) .

 

The exact solution of this test problem is given by  

 𝑢(𝑥, 𝑡) = −𝐴𝑠𝑒𝑐ℎ2 (√
𝐴

6
(𝑥 − 𝑐𝑡 − �̅�0)) − (𝑏 + 1/2) 

and boundary conditions can be found with the help of exact solutions. In the exact solution, 𝑐 =

√1 − 2𝐴/3 is the speed of the soliton wave and 𝐴 is the amplitude of the soliton wave. 

We worked over the solution domain −80 ≤ 𝑥 ≤ 100 and the time interval 0 ≤ 𝑡 ≤ 30 for 𝐴 =

0.369, 𝑏 =
−1

2
, ℎ = 0.5 and 0.3, �̅�0 = 0 and Δ𝑡 = 0.002. Table 1. lists the results of meshless 

approaches employing Multiquadric, Gaussian and Wendland functions. Meshless approaches are 

thought to offer superior precision. The calculated numerical results are excellent. Figure 1. shows the 

trajectory of a single solitary wave for GBqE. The error norm 𝐿∞ and rate of convergence for both 

proposed methods are listed in Table 2. for [−40,40]  space interval and  𝐴 = 0.5, �̅�0 = 0, space step 

ℎ = 0.1, and various time steps Δ𝑡 = 5,2,1,0.5,0.2,0.1 at time 𝑡 = 10. The results in Tables 1 and 2, 

shows proposed methods are considerable good in comparison with other methods. It is observed from 

Table 2 that the orders of the proposed methods converge to 2 for MRBFCM and 0.52 for MKBMOL. 

  

Table 1. The error norm 𝐿∞ of numerical solutions of GBqE. 

  ℎ   RBF-MQ   RBF-G   RBF-W   MOL-MQ   MOL-G   MOL-W   [15]  

 0.5   4.2136e-04   9.0293e-08   2.1516e-04   8.0420e-04   7.4523e-10   7.5896e-05   8.4650e-08  

 0.3   4.3005e-04   9.0397e-08   2.5410e-04   5.3194e-04   1.6384e-09   5.6709e-04   3.6130e-09  
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     Figure 1.  Motion of the single solitary wave for GBqE. 

  

 Table 2. The error norm and order of convergence. 

    MRBFCM   MKBMOL  

 Δ𝑡   𝐿∞   Order   𝐿∞   Order  

 5   1.36 × 10−1   1.21   2.46 × 10−7   0.40  

 2   4.49 × 10−2   1.76   2.46 × 10−7   0.52  

 1   1.32 × 10−2   2.06   2.46 × 10−7   0.52  

 0.5   3.17 × 10−3   2.01   2.46 × 10−7   0.52  

 0.2   5.01 × 10−4   2.00   2.46 × 10−7   0.52  

 0.1   1.25 × 10−4     2.46 × 10−7    

  

4.1.2. Interaction of Two Soliton Waves  

 

The following initial conditions are used to study the problem of two soliton waves interaction 

for GBqE  

 

 
𝑢(𝑥, 0) = 𝑢1(𝑥, 0) + 𝑢2(𝑥, 0),
𝑣(𝑥, 0) = 𝑣1(𝑥, 0) + 𝑣2(𝑥, 0),

 

where  
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𝑢𝑖(𝑥, 0) = −𝐴𝑖𝑠𝑒𝑐ℎ2 [√
𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑣𝑖(𝑥, 0) = −2𝐴𝑖𝑐𝑖√
𝐴𝑖

6
𝑠𝑒𝑐ℎ2 [√

𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] tanh [√
𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑐𝑖 = ± (1 −
2𝐴𝑖

3
)

1

2
,    𝑖 = 1,2.

 

By selecting the parameters 𝑥1
0 = −𝑥2

0 = −50, 𝐴1 = 𝐴2 = 0.369, 𝑐1 = −𝑐2 = √1 − 2𝐴/3, ℎ = 0.1, 

and Δ𝑡 = 0.01 the computations are performed. These parameters produce two separate soliton waves 

located at 𝑥1
0 = −50 and 𝑥2

0 = 50, respectively. The program runs over the range 𝑥 ∈ [−100,100] up 

until time 𝑡 = 120. Figure 1 shows the interaction of two soliton waves. The figure illustrates how the 

waves collide and appear as a single wave around 𝑡 = 60. 

 

   

Figure 2. Interaction of two solitons for GBqE. 

4.2. Numerical Results For BBqE  

 

      We consider the BBqE which is Eq. (1.1) with 𝑞 = 1. 

4.2.1. The Single Soliton Wave  

 

     The initial conditions from the analytic solution for BBqE is as given: 

 

𝑢(𝑥, 0) = 𝐴𝑠𝑒𝑐ℎ2 (√
𝐴

6
(𝑥 − �̅�0))

𝑢𝑡(𝑥, 0) = 2𝐴𝑐√
𝐴

6
𝑠𝑒𝑐ℎ2 (√

𝐴

6
(𝑥 − �̅�0)) tanh (√

𝐴

6
(𝑥 − �̅�0))

 

For various space and time steps, numerical solutions of the single wave with amplitude 𝐴 = 0.369 are 

obtained. The error norms 𝐿∞ is computed for 𝐴 = 0.369, ℎ = 4 and 𝑥 ∈ [−80,100]. The obtained 

results with the MQ, G, and Wendland’s functions are compared with the Ref. [13] and presented in 

Table 2. We run the program till 𝑡 = 72 to demonstrate the motion of a single wave. As can be observed 
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from the Figure 2, there are secondary waves whose amplitudes increase and fluctuating with each time 

step. 

 

Table 3. The error norm 𝐿∞ of numerical solutions of BBqE.  

  Δ𝑡   𝑡   RBF-MQ   RBF-G   RBF-W   MOL-MQ   MOL-G   MOL-W   [13]  

 0.1   36   0.041749   0.038566   0.044717   0.041761   0.038649   0.045754   0.0118  

   72   0.059383   0.061030   0.065906   0.064723   0.062128   0.066795   0.0207  

 0.01   36   0.041454   0.038890   0.045719   0.042825   0.038649   0.045684   0.0118  

   72   0.058355   0.061452   0.066536   0.060705   0.071248   0.066795   0.0207  

  

   

Figure 3.  Motion of the single solitary wave for BBqE. 

  

4.2.2. Interaction of Two Soliton Waves  

 

The following initial conditions are used to study the problem of two soliton waves interaction 

for BBqE 

 

 
𝑢(𝑥, 0) = 𝑢1(𝑥, 0) + 𝑢2(𝑥, 0),
𝑣(𝑥, 0) = 𝑣1(𝑥, 0) + 𝑣2(𝑥, 0),

 

where  
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𝑢𝑖(𝑥, 0) = 𝐴𝑖𝑠𝑒𝑐ℎ2 [√
𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑣𝑖(𝑥, 0) = 2𝐴𝑖𝑐𝑖√
𝐴𝑖

6
𝑠𝑒𝑐ℎ2 [√

𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] tanh [√
𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑐𝑖 = ± (1 −
2𝐴𝑖

3
)

1

2
,    𝑖 = 1,2.

 

We examine the interaction of two waves travelling toward each other by using 𝐴𝑖 as the wave 

amplitudes, 𝑥𝑖
0 as the beginning locations, and 𝑐𝑖(𝑐1 = 𝑐2) as the wave speeds. The waves are situated 

at 𝑥1
0 = −40 and 𝑥2

0 = 40, with the interval being taken as 𝑥 ∈ [−150,150]. Figure 9 shows the results 

for waves with same amplitudes 𝐴1 = 𝐴2 = 0.369 and ℎ = 4, Δ𝑡 = 0.1, 𝑡 = 72. We can infer that the 

waves interact and combine to generate a single wave whose amplitude is greater than the sum of its 

components. 

 

  

Figure 4. Motion of the two solitary wave interaction for BBqE. 

4.3. Numerical Results For IBqE  

 

     We consider the IBqE which is Eq. (1.2). 

4.3.1. The Single Soliton Wave  

The initial conditions for IBqE is as given: 

 

𝑢(𝑥, 0) = 𝐴𝑠𝑒𝑐ℎ2 (
1

𝑐
√

𝐴

6
(𝑥 − �̅�0))

𝑢𝑡(𝑥, 0) = 2𝐴𝑐√
𝐴

6
𝑠𝑒𝑐ℎ2 (

1

𝑐
√

𝐴

6
(𝑥 − �̅�0)) tanh (

1

𝑐
√

𝐴

6
(𝑥 − �̅�0))

 

The exact solution of this test problem is given by 

 𝑢(𝑥, 𝑡) = 𝐴𝑠𝑒𝑐ℎ2 (
1

𝑐
√

𝐴

6
(𝑥 − 𝑐𝑡 − �̅�0)) ;     𝑐 = ± (1 +

2𝐴

3
)

1

2
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and boundary conditions can be found from the exact solutions. In the exact solution, 𝑐 is the speed and 

𝐴 is the amplitude of the soliton wave. Table 3 shows error norm 𝐿∞ with mesh size ℎ = 0.25 for 

amplitudes 𝐴 = 0.25 and 𝐴 = 0.5. Table 4 shows comparition of error norm 𝐿∞ with [24] for mesh size 

ℎ = 0.5 and amplitudes 𝐴 = 0.25 and 𝐴 = 0.5. Figure 4 demonstrates the solutions of the solitary wave 

for ℎ = 0.5, Δ𝑡 = 0.01 and 𝐴 = 0.5 at different time levels. The graphic makes it clear that, as time 

goes on, the single wave advances steadily to the right while maintaining a nearly constant amplitude. 

 Table 4. The error norm 𝐿∞ of numerical solutions of IBqE with ℎ = 0.25. 

  A   Δ𝑡   RBF-MQ   RBF-G   RBF-W   MOL-MQ   MOL-G   MOL-W   [24]  

 0.25   0.025   2.0333e-05   4.1073e-05   2.0896e-05   1.7517e-04   3.7115e-05   5.1494e-04   5.5570e-06  

   0.05   8.3072e-05   8.7266e-05   8.8111e-05   1.7517e-04   3.7115e-05   5.1494e-04   2.2962e-05  

 0.5   0.025   8.5668e-05   1.5781e-04   9.6307e-05   4.0970e-04   8.9967e-06   2.3852e-05   4.1959e-05  

   0.05   3.6089e-04   3.6788e-04   3.6753e-04   4.0970e-04   8.9967e-06   2.3852e-05   1.6799e-04  

 

 

Table 5. The error norm 𝐿∞ of numerical solutions of IBqE with ℎ = 0.5.  

A Δ𝑡 RBF-MQ RBF-G RBF-W MOL-MQ MOL-G MOL-W [24] 

0.25 0.025 6.7022e-05 2.1038e-05 5.1600e-05 9.2647e-06 2.1765e-05 6.5628e-06 4.1670e-06 

 0.05 9.0387e-05 8.4104e-05 8.6177e-05 9.2647e-06 2.1765e-05 6.5628e-06 2.1512e-05 

0.5 0.025 1.0382e-04 9.1404e-05 1.0049e-04 2.9753e-05 5.1133e-06 9.2057e-08 3.4386e-04 

 0.05 3.2376e-04 3.6552e-04 3.7008e-04 2.9753e-05 5.1133e-06 9.2057e-08 1.6019e-04 

 

   

Figure 5. Motion of the single solitary wave for IBqE. 
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4.3.2. Interaction of Two Soliton Waves  

 

The following initial conditions are used to study the problem of two soliton waves interaction 

for IBqE 

 

 
𝑢(𝑥, 0) = 𝑢1(𝑥, 0) + 𝑢2(𝑥, 0),
𝑣(𝑥, 0) = 𝑣1(𝑥, 0) + 𝑣2(𝑥, 0),

 

where  

 

𝑢𝑖(𝑥, 0) = 𝐴𝑖𝑠𝑒𝑐ℎ2 [
1

𝑐𝑖
√

𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑣𝑖(𝑥, 0) = 2𝐴𝑖√
𝐴𝑖

6
𝑠𝑒𝑐ℎ2 [

1

𝑐𝑖
√

𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] tanh [
1

𝑐𝑖
√

𝐴𝑖

6
(𝑥 − 𝑥𝑖

0)] ,

𝑐𝑖 = ± (1 +
2𝐴𝑖

3
)

1

2
,    𝑖 = 1,2.

 

In this example we study the interaction of two waves travelling toward each other by using 𝐴𝑖 as the 

wave amplitudes, 𝑥𝑖
0 as the beginning locations, and 𝑐𝑖(𝑐1 = 𝑐2) as the wave speeds. The waves are 

situated at 𝑥1
0 = −20 and 𝑥2

0 = 30, with the interval being taken as 𝑥 ∈ [−80,150]. Figure 9 shows the 

results for waves with same amplitudes 𝐴1 = 𝐴2 = 2 and ℎ = 0.25, Δ𝑡 = 0.001, 𝑡 = 72. We can infer 

that the waves interact and combine to generate a single wave whose amplitude is greater than the sum 

of its components. 

 

        Figure 6. Motion of the two solitary wave interaction for IBqE. 
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1. INTRODUCTION 
 

Following the belief that “everything is number”, Pythagoreans regarded any positive integer as a set of 

points on the plane. In this sense, Pythagoreans of the 6th century BC introduced figurate numbers which 

started a very rich history of efforts to associate geometry and arithmetic with each other. In general, a 

figurate number is a number that can be represented by a regular geometrical arrangement of equally 

spaced points. If the arrangement forms a regular polygon, a regular polyhedron or a regular polytope, 

the number is called a polygonal, polyhedral or polytopic number, respectively. 

 

In general, Fermat–Euler theorem, Gauss–Legendre theorem, and Lagrange theorem, which are related 

to expressing natural numbers as the sum of squares, are some well-known classical results in number 

theory. As a continuation of these famous theorems, P. Fermat’s claim in 1638 that every natural number 

can be written as the sum of three triangular numbers was proved by C.F. Gauss in 1796. After proving 

that any natural number can be written as the sum of two triangular numbers and a square in the 1870s, 

there are many studies that have survived to the present day on the use of triangular numbers in obtaining 

a natural number. After such studies, triangular numbers became very popular among polygonal 

numbers in number theory. 

 

The triangular number counts the number of dots in an equilateral triangle array. The first five triangular 

numbers are 1, 3, 6, 10, 15 as shown in Figure 1. 𝑛𝑡ℎ  triangular number 𝑇𝑛 (Sloane’s A000217, 

https://oeis.org/A000217) is given by the following formula  

𝑇𝑛 = 1 + 2 + 3 + ⋯ + 𝑛 =
𝑛(𝑛 + 1)

2
. 

mailto:termis@ogu.edu.tr
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That is, the triangular number 𝑇𝑛 is equal to the sum of the natural numbers from 1 to 𝑛 (we refer the 

reader to for [1]-[18] a wider treatment). 

 

 
                

Figure 1. The first five triangular numbers 

 

2. MAIN RESULT 

 

The main motivation for this article is to answer the question “Can powers of three be associated with a 

geometric model?”  In 2000, the equation (I) 

 

∑

𝑛−1

𝑘=0

3𝑘 =
3𝑛 − 1

2
  

 

for 𝑛 ∈ 𝐼𝑁 = {0,1,2, … } given by David Sher [14] in his proof without words about the sums of powers 

of three can be considered as an answer to this question. In 2016, Charles David Leach [11] gave the 

relationship between triangular numbers and powers of three with the equation (II) 

 

𝑇2𝑘 = 3𝑛 + ∑

𝑛−1

𝑘=1

(3𝑛−𝑘−1)(𝑇2𝑘−1), 

 

after his observations in Sher’s visual proof. These two equations are identities, which are obtained 

using the graphical and combinatorial properties of triangular numbers. The main idea that distinguishes 

our results from the two results above is that we use a new set of numbers to construct powers of three, 

namely Sierpinski triangular numbers. In many studies in recent years, it seems that powers of three 

play an important role in the solution of diophantine equations associated with Fibonacci, Pell and Lucas 

numbers. [3], [4] and [18] are examples of these studies. Therefore, associating the powers of three with 

a geometric model will effectively contribute to giving visual, understandable and easy proofs in such 

studies in number theory. Frankly, this situation has been a source of motivation for us to carry out this 

study. 

 

The Sierpinski triangle, one of the basic and also popular examples of self-similar sets, is a fractal 

defined by Polish mathematician Wacław Sierpiński in 1915. It is known that the Sierpinski triangle is 

created using the following steps; in the first step, any triangle is considered. In the second step, the new 

triangle formed by considering the midpoints of each side of the first triangle is removed from the 

original. Thus, three triangles within the original triangle are obtained. Then, the first and second steps 

are applied again to these three triangles, and the third step is realized. The set of points obtained in this 

process, which continues by iterating to infinity, is the Sierpinski triangle. By enumerating the total 

number of vertices of the triangles (Sloane’s A000217, https://oeis.org/A067771) that occur in each 

iteration of the construction of a Sierpinski triangle, we obtain a sequence of numbers which we call 

“the sequence of Sierpinski triangular numbers”, or simply “the Sierpinski triangular numbers”. Let 

𝑆𝑇𝑛 denote the Sierpinski triangular number 𝑛𝑡ℎ, then the equalities 
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𝑆𝑇1 = 3

𝑆𝑇2 = 𝑆𝑇1 + 31 = 𝑆𝑇1 + 31

𝑆𝑇3 = 𝑆𝑇2 + 32 = 𝑆𝑇1 + 31 + 32

𝑆𝑇4 = 𝑆𝑇3 + 33 = 𝑆𝑇1 + 31 + 32 + 33

𝑆𝑇5 = 𝑆𝑇4 + 34 = 𝑆𝑇1 + 31 + 32 + 33 + 34

⋮ ⋮ ⋮
𝑆𝑇𝑛 = 𝑆𝑇𝑛−1 + 3𝑛−1 = 𝑆𝑇1 + 31 + 32 + 33 + 34 + ⋯ + 3𝑛−1

 

 

can be obtained. That is, the Sierpinski triangular numbers are given by the following explicit formulas:  

𝑆𝑇𝑛 = 3 + ∑

𝑛−1

𝑘=1

3𝑘 =
3 + 3𝑛

2
 

for 𝑛 ∈ {1,2, … }. The first 5 Sierpinski numbers are  3, 6, 15, 42 and 123 are visualized in Figure 2.  

 

 

Figure 2 

 

Rewriting the above formula as the equation (III) 

3𝑛 = 2𝑆𝑇𝑛 − 3, 

we obtain a characterization of powers of three using the Sierpinski triangular numbers. 

Moreover, using equations (I) and (II) we obtain the following relationship between Sierpinski triangular 

numbers and triangular numbers: 

2𝑆𝑇𝑛 = 3 + 𝑇2𝑛 − ∑

𝑛−1

𝑘=1

(3𝑛−𝑘−1)(𝑇2𝑘−1). 
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Consequently, in the section up to this point, besides characterizing the powers of three with Sierpinski 

triangular numbers, the relationship between triangular numbers and Sierpinski triangular numbers has 

been given. By using the combinatorial properties of the Sierpinski triangle, many theorems can be given 

within the scope of elementary number theory. One such theorem is proved below. But, since it will be 

out of purpose of our article, we will be content with the following theorem. We should emphasize that 

this theorem and many others making use of the Sierpinski triangular numbers have an important place 

in number theory. 

 

Theorem 1: Positive integer solutions of the quadratic Diophantine equation (𝑥 − 𝑦)2 = (2𝑦 − 3)2  for 

𝑥 > 𝑦 are consecutive Sierpinski triangular numbers.  

 

Proof. Let 𝑥 and 𝑦 be consecutive Sierpinski triangular numbers such that 𝑥 = 𝑆𝑇𝑛+1 and 𝑦 = 𝑆𝑇𝑛. 

Then, using the equality (III), we have that 

 

(𝑥 − 𝑦)2 = (𝑆𝑇𝑛+1 − 𝑆𝑇𝑛)2 = (
3 + 3𝑛+1

2
−

3 + 3𝑛

2
)

2

= (3𝑛)2 = (2𝑦 − 3)2. 

 

Conversely, we assume that (𝑥 − 𝑦)2 = (2𝑦 − 3)2  for 𝑥 > 𝑦. In here, if we make the 

substitution 𝑥 − 𝑦 = 3𝑢  and 2𝑦 − 3 = 3𝑣 , then it is obtained the equalities 

 

3𝑢 = 3𝑣 , 𝑥 =
2. 3𝑢 + 3𝑣 + 3

2
  and  𝑦 =

3𝑣 + 3

2
  . 

Using last three equalities, we get that 

 

𝑥 =
2. 3𝑢 + 3𝑣 + 3

2
=

2. 3𝑢 + 3𝑢 + 3

2
= 𝑆𝑇𝑢+1  and  𝑦 =

3𝑣 + 3

2
=

3𝑢 + 3

2
= 𝑆𝑇𝑢. 

Thus,  𝑥 and 𝑦  are consecutive Sierpinski triangular numbers. 
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Abstract  Keywords 

It is often stated that there is an energy efficiency difference between optimum energy 

use and actual energy use in the world. In the construction industry, various building 

materials are produced and used to optimize energy efficiency in buildings. Among 

these building materials, inorganic bonded fibrous composite boards, whose energy 

efficiency criteria have begun to be improved, are widely used both in Türkiye and in 

the world. This article presents an experimental analysis of the utilization of modified 

expanded perlite and pumice as key constituents in the development of inorganic 

bonded fibrous composite boards. The study investigates the influence of these 

modified porous materials on the physical, mechanical, and thermal properties of the 

composite boards. For this purpose; composite mortars were produced using 

micronized quartz sand, a hybrid fiber consisting of cellulose and glass fiber, modified 

expanded perlite (MEP) with stearic acid (1, 2, 3, 4, 5, 6, 7, 8, 9 wt.%) and modified 

pumice (MPU) with stearic acid (1, 2, 3, 4, 5, 6, 7, 8, 9 wt.%). In order to make a 

comparison, a control mortar that did not contain modified expanded perlite and 

modified pumice was produced. Through a series of experiments, it is concluded that 

the density values of all other mixture designs with MEP and MPU aggregate 

additives under equivalent conditions are lower than the control sample. The water 

absorption values of the samples always remained below the control sample, and with 

the increase in the MPU ratio and decrease in the MEP ratio, the water absorption 

values of the samples also decreased. The average modulus of rupture (MOR) value 

of control sample in the analysis made after 14 days of curing under ambient 

conditions is 3.73 MPa. The highest MOR value of the test samples is 3.51 MPa, 

which is the mixture using the highest MPU. The thermal conductivity value of the 

control mixture is 0.352 W/mK. The thermal conductivity value of test mixtures with 

MEP and MPU aggregates varies between 0.175 W/mK and 0.287 W/mK. 
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1. INTRODUCTION 

 

One of the most basic human needs is the need for shelter. Over time, human beings have begun to 

attach more importance to the security, durability, convenience, aesthetics and comfort of the structure. 

Additionally, the construction of buildings with sustainable materials that are easy to install and apply 

has increasingly gained importance. This has rapidly led humanity to research, development activities 

and applications of innovative and sustainable material production. Building designers and building 

users insist on developing healthy living and working environments to achieve a high degree of 

efficiency for the protection, health, and comfort of the residents and to satisfy sustainable development 

https://orcid.org/0000-0003-2487-467X
https://orcid.org/0000-0003-0250-8134


Gündüz and Kalkan / Estuscience – Se , 25 [3] – 2024 

 

491 

commitments [1]. While the increasing growth in the construction sector and the need to benefit from 

innovative technology in the construction sector continues, it is of vital importance to deteriorate the 

ecological balance due to the use of natural resources and energy consumption. In the construction 

industry, creative methods are needed in the selection of building materials to ensure the best use of 

available resources in building material production. In particular, 40% of the energy and 25% of the 

water consumed worldwide are spent in building construction or use [2, 3, 4, 5]. As the building system 

and culture change, the materials used in the building and the production styles also differ and develop 

to adapt to this change [6]. The construction of different building systems, within the context of 

processes and social/cultural structures in different physical environments, is shaped by cultural 

differences in human enculturation, through socialization, and intergenerational sharing of culturally 

worked content [7–10]. One of the most effective materials of this process has been the use of cement-

bonded fiber reinforced boards products in building sections. These plate products are not only a facade 

cladding material, thanks to their flexible structure that can be used in all kinds of structures, but also 

have features that can be easily adapted to different project applications [11, 12, 13]. In addition, cement-

bonded fiber reinforced boards, which can be used in different climatic conditions and change the 

appearance of buildings due to the material components used in their production, take their place among 

the environmentally and human-friendly materials [14, 15]. 

 

These boards contain one or more types of organic or inorganic fibers as reinforcing elements and 

cement as the binding element [16, 17]. However, different minerals, commonly containing quartz or 

similar high amounts of silica, can be used as other elements forming the structure as the main and/or 

filling material. Depending on the intended use of the boards, various additives can be added to the 

formulation to improve properties such as heat insulation, electrical resistance and fire resistance. The 

production of cement-bonded fiber reinforced sheets can be carried out by two different methods: air 

curing or autoclaving [17, 18, 19]. Regardless of the fiber used or the production method, all products 

within the scope of fiber reinforced cement board are evaluated within the scope of Standard EN 12467 

[20]. These sheet products, according to their technical specifications, can be used for exterior and 

interior wall coverings of all kinds of prefabricated or reinforced concrete buildings, sandwich panel-

shaped partition walls and separators, all kinds of ceiling and mezzanine floor chassis coverings, under-

roof coverings, all kinds of prefabricated buildings and steel construction [21, 22, 23]. It can be used in 

the application of building elements. 

 

Cement-bound fiber reinforced sheets can be produced in different density values ranging from 1200 to 

1600 kg/m3, depending on the place and purpose of use [23, 24]. It is known that the increase in density 

value and the type and amount of fiber reinforcement it contains have positive effects on the 

development of the mechanical strength of the plate. However, as a result of the rapid development of 

global and climate changes observed today, ensuring thermal comfort in building sections and the use 

of more energy efficient building material components gain special importance [25-27].  

 

The development of energy efficiency in building sections in buildings directly depends on the 

components that make up the building section to be made of materials that provide high resistance to 

heat transfer. The use of plate products with low thermal conductivity and high thermal insulation 

performance in building sections is on the agenda as a new research topic. In order to achieve this, the 

use of aggregate derivatives with low density, high porosity, natural origin, and long-lasting durability 

[28-32] in plate production is an issue that needs to be investigated in detail. For this purpose, the use 

of expanded perlite and natural pumice rock of volcanic origin as fine-grained aggregate components in 

the production of cement-bonded fiber reinforced sheets [33-39] can be seen as an approach that can 

shed light on this issue. When the literature is examined, it can be observed that the studies in which 

expanded perlite or pumice aggregate used in the production of cement-based lightweight boards are 

directly added to the mixture after sizing are very limited. Also, these types of aggregates are quite 

porous and have a high water absorption capacity. It has been observed that there are not enough studies 

on the effect of using these types of aggregates in cementitious lightweight boards on the board products 
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after coating. In an ongoing experimental research study, detailed technical analyzes are carried out on 

the use of coated expanded perlite and coated pumice aggregate components in the production of 

cement-bonded fiber reinforced boards and their effects on the physical, mechanical and thermal 

properties of the board, and the findings obtained are discussed comparatively in this article. 

 

2. MATERIALS AND METHODS 

 

2.1. Materials 

 

2.1.1. Cement 

 

CEM I 42.5R ordinary Portland cement (OPC), which is similar to ASTM Type I cement, was used in 

the mix design of ten different Inorganic Bonded Fiber Composite Board (IBFCB) samples. The specific 

gravity of cement is 3.15. In the entire study, OPC was used as the main inorganic binder material. 

Chemical composition of the cement is given in Table 1. 

 

2.1.2. Micronized quartz sand 

 

In the preparation of IBFCB test samples, classified micronized quartz sand (MQS) with a maximum 

size of 250 microns, obtained from market conditions, was used as the main aggregate material. The 

average bulk density of ground quartz sand is 1500±180 kg/m3. Chemical composition of the micronized 

quartz sand is given in Table 1. 

 

2.1.3. Mixed fiber 

 

In the preparation of IBFCB test specimens, a mixture of fiber materials of two different origins was 

used as fiber reinforcement in order to provide reinforcement elements in the matrix structure. These 

fiber materials are cellulose and glass fiber. The cellulose material in the mixture was first subjected to 

an opening process and fibrillized, and was transformed into pulp with water in the thinnest fibrous form 

possible. However, other fiber additive material was used as textile type glass fiber obtained in different 

sizes by physical recycling of uncontaminated fabric waste/residues generated in the production of wind 

turbine blades. The nominal length of the glass fiber material is 6 mm on average. Specific gravity 

weight of glass fiber is 2.58 g/cm3, fiber diameters are 13-15 (±15%) microns, tensile strength is >3200 

MPa, Elasticity Modulus is ≥70 GPa, moisture content is <0.15%, yarn ratio is <0%, 20 and application 

temperature is between -60°C and 650°C. In order to prepare the test samples, a mixed fiber additive 

(FIB) consisting of 40% cellulose fiber by weight and 60% textile type glass fiber material by weight 

was prepared and used in the production of all test samples. 

 

2.1.4. Modified expanded perlite 
 

In the preparation of IBFCB test samples, in order to reduce the unit volume weight of the mortar and 

create a lighter mortar design, 0-1 mm expanded perlite, obtained from market conditions, was first 

coated with the help of heat treatment using 3% stearic acid under laboratory conditions. With this 

process, expanded perlite aggregates are given a water-impermeable feature. However, it was also 

observed that after the coating process, the grain strength of the perlite aggregate increased, and it 

became more resistant to crumbling. Throughout the study, the lightweight aggregate obtained as a result 

of this process was named as modified expanded perlite (MEP) material. The average bulk density of 

MEP material after the coating process was 145 kg/m3 and it is off-white in color. Chemical composition 

of the modified expanded perlite is given in Table 1. 
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2.1.5. Modified pumice 

 

In order to reduce the unit volume weight of the mortar and create a more porous matrix structure in the 

preparation of IBFCB test samples, 750 µm size classified pumice aggregate was obtained from the 

Nevşehir region in Turkey under market conditions. As with the MEP material, pumice aggregates were 

also coated with the help of heat treatment using 4% stearic acid under laboratory conditions. With this 

process, fine-grained pumice aggregates are given a water-impermeable feature. Throughout the study, 

the pumice obtained as a result of this process was used as lightweight aggregate, modified pumice 

(MPU) material. The bulk density of the MPU material after the coating process is 640 kg/m3 on average 

and it is light grayish in color. Chemical composition of the modified pumice is given in Table 1. 

 

General view of all ingredients of IBFCBs are shown in Figure 1. Sieve analysis of MQS, MPE and 

MPU are represented in Figure 2. 

 

 
Figure 1. (a) OPC; (b) MEP; (c) FIB; (d) MPU; (e) MQS 

 

 
Figure 2. Sieve analysis of MQS, MEP and MPU 
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Table 1. Proportions of trial mixtures (% by weight) 

 
Chemical composition 

(%) 

Cement MQS MEP MPU 

SiO2 19.22 98.32 72.20 74.10 

Al2O3 4.84 0.33 11.40 13.45 

Fe2O3 3.69 0.24 0.53 1.40 

MgO 0.91 0.01 0.33 0.35 

CaO 64.72 0.02 0.63 1.17 

Na2O 0.45 0.47 3.30 3.70 

K2O 0.67 0.20 4.20 4.10 

SO3 2.48 - 1.87 - 

LOI (%) 3.01 0.40 0.56 1.34 

 

2.2. Methods 

 

2.1.1. IBFCB production 

 

In this experimental study, nine different proportions of composite mortar mixtures were designed to 

investigate the extent to which modified expanded perlite and pumice aggregates affect the technical 

properties of inorganic bonded fiber composite boards (IBFCB). In order to represent board samples in 

these mixture designs, test samples were prepared with flat surface features with an average thickness 

of 12 mm and a nominal surface area of 250x250 mm2. The components and usage rates of the board 

mortar designs applied within the scope of the study are given in Table 2. Test samples were prepared 

by applying the principles stipulated in the TS EN 12467 standard [20]. All test samples were considered 

for the category of boards designed to be used in places (indoors) that may be exposed to heat and 

moisture, but not frost. 
 

Table 2. Proportions of trial mixtures (% by weight) 

 
Mixture OPC MQS FIB MEP MPU w/c 

CS0 30 64 6 0 0 1.00 

CS1 30 55 6 9 0 1.17 

CS2 30 55 6 8 1 1.17 

CS3 30 55 6 7 2 1.17 

CS4 30 55 6 6 3 1.17 

CS5 30 55 6 5 4 1.17 

CS6 30 55 6 4 5 1.17 

CS7 30 55 6 3 6 1.17 

CS8 30 55 6 2 7 1.17 

CS9 30 55 6 1 8 1.17 

CS10 30 55 6 0 9 1.17 

 

Samples coded as CS0 are samples prepared without the use of modified expanded perlite (MEP) and 

modified pumice aggregate (MPU), and were evaluated as control and comparison mixture designs 

throughout the study. In all mixture designs, a constant ratio of 30% cement by weight as the main 

binder material and 6% mixed fiber (FIB) was used. In the other 9 designs (CS1-CS10), MPE and MPU 

were used in varying amounts, totaling 9% by weight. In the CS1 series, only 9% MEP by weight was 

used as the modified aggregate component, and this weight ratio was used substituting from the MQS 

value. Similarly, in the CS10 series, only 9% MPU by weight was used as the modified aggregate 

component, and this weight ratio was used substituting from the MQS value. In the change from the 

CS2 series to the CS9 series, the mixture designs were arranged by increasing the MPU ratio, with a 1% 
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increase in each series. It is aimed to examine the effects of the use of MEP and MPU in these designs 

on the technical properties of the prepared board test samples. In the design of the CS0 control mixture, 

the w/c ratio was applied as 1.0, and since porous aggregate was used in the CS1 – CS10 designs, the 

w/c ratio was used as 1.17 in all series. The consistency (flow value) of the control mixture was balanced 

as 155 mm on average. The other mixtures in the study were also brought to the consistency value of 

the control mixture, which could be close to 155 mm ± 2 mm. In the preparation of these samples, 

prepared wet mortar samples were poured into a mold made of stainless steel with a square surface area, 

and they were placed evenly by the vibration method. All samples were kept under laboratory conditions 

for 7 to 14 days as stipulated in the TS EN 12467 standard. 10 test samples for each mixture design were 

prepared. 5 of these samples were used to determine mechanical properties, and the other samples were 

used to determine physical and thermal properties. General views of IBFCB test samples after mixing 

are given symbolically in Figure 3. 
 

 

Figure 3. Post-mix symbolic overviews of IBFCB test samples (a) CS0, (b) CS1, (c) CS3, (d) CS5, (e) CS7, (f) CS10 

 

2.2.2. Physical and mechanical tests 

 

As physical properties of IBFCB test samples, apparent unit volume mass values and water absorption 

values by mass under normal environmental conditions were analyzed according to Article 7.3.1 of the 

TS EN 12467 standard [20]. In the application of apparent unit volume mass tests, samples to be 

subjected to mechanical testing were used. After drying for 24 hours in an air circulation oven at 100-

105oC, the determined weight was recorded as the mass of the sample. Based on the volume calculated 

using the external dimensions of the sample, the ratio value of the sample weight to the sample volume 

was evaluated as unit volume mass. This value expresses the average unit volume mass of the material, 

including voids (Equation 1). 

𝜌 =
𝑚

𝑉
 (1) 

where,  is apparent unit volume mass, (g/cm3), m is dry mass of the test sample (g), and V is volume 

of the test sample (cm3).  After the measurements, all values were converted to kg/m3 and recorded. 

 

To analyze the water absorption value by mass of IBFCB test samples under normal environmental 

conditions, 3 samples from each mixture were taken and dried in an air circulating oven at 100 – 105 °C 

for 24 hours and then the unit weight was recorded. Then, the test samples were placed by immersion 

in a water bath where the temperature was maintained at 20±2 °C, they were taken out of the water bath 

every 12 hours and their weights were measured, and the process of keeping them in the water bath 
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continued until the weight of the sample reached a constant weight. Water saturated unit weights of the 

samples that reached constant weight were recorded and water absorption values were determined using 

the equation given in equation 2. 

𝑤 =
(𝑚1 −𝑚0)

𝑚0
× 100 (2) 

where, w is water absorption value by mass under normal environmental conditions (%), m0 is dry mass 

of the test sample before the test (g) and m1 is saturated dry mass of the test sample after the water bath 

(g). 

 

Mechanical evaluation of IBFCB test samples was analyzed on 5 samples of each mixture design as the 

modulus of rupture value (MOR) at the smallest bending under ambient conditions. In these analyses, 

samples kept for 14 days in laboratory conditions were tested, taking into account the board conditions 

stipulated in the TS EN 12467 standard [20], which are designed to be used in places (indoors) that may 

be exposed to heat and humidity, but will not be exposed to the effect of frost. For the purpose of the 

modulus of rupture analysis in bending, a bending test machine with a 3-point loading mechanism, 

which can load at a constant speed while applying the load, and whose accuracy error and repeatability 

error are ≤3%, was used (Figure 4). The clearance between supports was used as 200 mm as the loading 

condition of the test samples, and the condition "The ratio between the span between the supports / the 

nominal thickness of the sample should be 15 or greater" stipulated in the TS EN 12467 standard was 

met in all tests. 

  

Figure 4. Symbolic general principle of flexural testing machine and testing application. 

 

In the analysis of the modulus of rupture at the smallest bending, the test specimens were placed so that 

their lower faces rested on the supports, and a load was applied to the specimen with the loading rod 

placed in the center. A load is applied to the sample at a rate that will cause fracture within a period of 

10 seconds to 30 seconds. In the experiment, care was taken to keep the deflection increase rate constant. 

The flexural modulus of rupture MOR was calculated in megapascal (MPa) unit, using the breaking load 

determined by the experiment in each direction, with the help of the equation given below (equation 3). 

𝑀𝑂𝑅 =
3 × 𝐹 × 𝑙𝑠
2 × 𝑏 × 𝑒2

 (3) 

where F is breaking load (N), ls is clearance between the vertical axes of the support (mm), b is width 

of the test sample (mm) and e is thickness (mm). The flexural modulus of rupture of the test samples 

was determined as the arithmetic average of five values (two values in each direction) and was examined 

based on the limits of the smallest MOR values under ambient conditions specified in Article 5.4.3 

(Table 6) of the TS EN 12467 standard [20]. 

 

2.2.3. Thermal properties tests of IBFCBs 

 

In order to determine the thermal properties of the samples, the thermal conductivity values and specific 

heat values of the test samples of each mixture were analyzed using experimental methods. For thermal 

conductivity value analysis, 3 rectangular samples of each mixture design with a nominal size of 
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200x400x12 mm3, flat on both sides, were prepared by casting and left to cure for 14 days under ambient 

conditions. After the curing process, the samples were dried for 24 hours in an air circulating oven at 

100 – 105 oC and then tested in (W/mK) unit using a laboratory scale hot box device. This laboratory-

scale hot box device is a steady-state measurement device via conduction [40]. However, in specific 

heat value measurements, 3 cube samples of 50x50x50 mm3 nominal size were prepared and used in a 

separate steel mold. In order to determine the specific heat value (J/kgK) of IBFCB samples, a 

calorimeter device with technical features defined in the literature and relevant empirical approaches 

were used [40, 41]. 

 

Using these two thermal properties and the determined physical properties of the test samples, the 

thermal diffusion value and heat storage amount analyzes of each mixture design were defined using the 

calculation algorithm. The thermal diffusion of the mixture designs was determined with the approach 

given in Equation 4 [40, 41]. 

𝛼 =
𝜆

𝜌 × 𝐶𝑝
 (4) 

where; α is thermal diffusivity (m2/s), λ is thermal conductivity (W/mK),  is dry unit weight (kg/m3) 

and Cp is specific heat (J/kgK). 

 

The amount of heat stored depends on the specific heat of the medium, the temperature change, and the 

amount of storage material and it is expressed by Eq. 5 [40, 42]. 

∆𝑄 = 𝑚 ×∫ 𝐶𝑝(𝑇). 𝑑𝑇
𝑇𝑓

𝑇𝑖

 (5) 

Where, ΔQ is the heat stored (J), m is the mass of specimen (kg), Cp is specific heat (J/kgK), dT is 

temperature difference. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Physical and Mechanical Tests 

 

The physical and mechanical properties of IBFCB specimens produced in this study are given in Table 

3. Exact values are shared as separate tables, and the experimental results are given and discussed 

graphically along with regression analyses one by one. 

 
Table 3. Physical and mechanical properties of IBFCB specimens. 

 

Mixture 

MEP MPU Dry Unit 

Weight 

(kg/m3) 

Water Absorption 

(by mass, %) 

Modulus of rupture at smallest 

bending at 14 days, MOR 

(N/mm2) 

CS0 0 0 1326 40.7 3.73 

CS1 9 0 875 39.1 2.22 

CS2 8 1 892 36.4 2.33 

CS3 7 2 925 33.8 2.55 

CS4 6 3 979 32.5 2.60 

CS5 5 4 1000 31.2 2.76 

CS6 4 5 1041 30.3 2.83 

CS7 3 6 1070 29.7 2.92 

CS8 2 7 1125 28.4 3.07 

CS9 1 8 1186 27.4 3.44 

CS10 0 9 1240 27.0 3. 51 

 

The average density value of the CS0 control sample after 14 days of curing under ambient conditions 

is 1326 kg/m3. This value is almost equivalent to the density values of cement-based fiber reinforced 

plate products used in the construction industry under current market conditions [23, 24].  
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It is seen that the density values of all other mixture designs with MEP and MPU aggregate additives 

under equivalent conditions are lower than the control sample, in other words, they show a lighter plate 

feature. The lowest density value was obtained in the CS1 mixture with 9% MEP additive by weight, 

and it is 34% lighter than the control sample. As the MEP contribution rate decreases and the MPU 

contribution rate increases in mixture designs, the density values of the samples increase in an approach 

that can be considered linear (Figure 5). The average apparent density value of the CS10 mixture with 

the highest MPU aggregate additive usage is 1240 kg/m3, which is 6.5% lighter than the control sample. 

As can be seen here, the use of MEP in mixture designs has played a more active role than MPU in 

terms of reducing the apparent density. In reducing the building dead load caused by the use of plate in 

buildings, the use of MEP and/or MPU aggregate in the board mortar is important, provided that other 

technical features of the board products are taken into account. 
 

 
 

Figure 5. Apparent density change depending on MEP and MPU usage rate of test samples. 

 

The water absorption capacity of inorganic bonded fibrous composite mortars is also considered as a 

parameter showing the water retention ability. It is inevitable for fibrous composite plates, which have 

high water absorbency values, to exhibit dimensional mobility in terms of the ratio of absorbed and 

retained water. Dimensional mobility is not technically desirable, regardless of the orientation of the 

board. However, it does not seem possible to achieve zero-scale dimensional mobility. For this reason, 

the minimum acceptable dimensional mobility value should be determined in terms of the usage areas 

of the boards [43]. Important factors that increase water absorption in composite boards include the 

structural forms of the aggregate components that make up the board matrix and the water absorption 

capacities of the fibers that make up the matrix reinforcement. Cellulose fiber additives are generally 

known as water-retaining components, while glass fiber additives have much lower water retention 

capabilities due to their structural form [12, 16, 21, 23]. However, the fact that the board mortar matrix 

contains components with a porous structure and high water retention capacity increases the water 

absorption ability of the board product and increases the risk of dimensional mobility. In practical 

applications, it is seen that alternative methods can be used to reduce water absorption ability in board 

production. For example, adding water-repellent agents of different origins and different proportions to 

the mixture designs or coating the board product surface with a water-repellent solution. Although these 

and similar applications provide positive results, it can be seen that they cannot exhibit sustainable 

material matrix structures due to the risk of losing their water repellency properties over time. In 

industrial uses, reducing the apparent density value of the board product and minimizing its water 

absorption ability can be seen as an important technical development. In this context, it is thought that 

the use of expanded perlite and natural pumice aggregates as modified additives in the board mortar 

after coating their surfaces with water-repellent material and providing them with a water-impermeable 
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feature can be successful in this regard. In the experimental study carried out to gain experience with 

this technical feature development, this interaction was clearly seen in the test samples obtained by 

adding MEP and MPU aggregate to the mixture in different proportions (Figure 6). 

 

 
 

Figure 6. Water absorption change depending on MEP and MPU usage rate of test samples. 
 

In the water absorption rate determination of the CS0 control sample after 14 days of curing under 

ambient conditions, an average water absorption value of 40.7% by weight was determined. This value 

not only shows that the matrix structure of the board sample absorbs water on a significant scale, but 

also represents a potential to exhibit dimensional stability. However, the highest water absorption rate 

of the CS10 mixture with MPU aggregate additive was obtained as 27% on average. This value is the 

mixture design with the lowest water absorption value within the scope of the study, and it has 

approximately 34% lower water absorption ability than the control mixture. This naturally means that 

this mixture will have a lower risk of dimensional stability. However, it is seen that as the MPU ratio 

decreases and the MEP ratio increases in mixture designs, the water absorption rate values increase. The 

average water absorption rate of the CS1 mixture with the highest MEP aggregate additive was 39.1%. 

This value has approximately 4% lower water absorption ability than the control mixture. These 

interactions can be examined as the effectiveness of the water absorption rate in the board matrices in 

the mixture designs (Figure 7). However, it is clearly seen that the water absorption rates of all test 

samples with MEP and MPU additives are lower than the control mixture. The change in the 

effectiveness of the water absorption rate in the test samples can also be described as a preliminary 

criterion of a development that may be positively reflected in the dimensional stability of the board 

products produced in these design components. Akyuncu and Sanliturk [44] also stated that coating of 

lightweight aggregates decreased the water absorption values of final products when compared with the 

one produced with uncoated lightweight aggregates. 
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Figure 7. Efficiency analysis on water absorption rate in test samples. 

 

Another important feature of cement and fiber reinforced composite board samples is the lowest 

modulus of rupture value. This value is also generally known as the MOR value. For building materials 

to be used as board products, TS EN 12467 standard Article 5.4.3 (Table 6) limits the lowest modulus 

of rupture values for test samples in wet conditions and ambient conditions. The lowest MOR values 

under ambient conditions are predicted to vary between 4 MPa and 22 MPa, according to 5 different 

classes specified in the standard. However, in the test findings, it has been accepted as a rule that the 

modulus of rupture at the smallest bending in the weakest direction of the test sample should not be 

smaller than 70% of these defined limit values. Considered in this context, for the suitability of the 

mixture design for Class 1 at these limit value changes, the smallest MOR value must be greater than 4 

MPa × 70% = 2.8 MPa. When examined in this context, the average MOR value of CS0 control sample 

in the analysis made after 14 days of curing under ambient conditions is 3.73 MPa. This value appears 

to provide the limit value prescribed by the standard. The average MOR value of CS10 mixture, on the 

other hand, with the highest MPU aggregate additive usage is 3.51 MPa. This value is 5.9% lower than 

the control sample and provides the smallest limit value prescribed by the standard. It has been observed 

that in mixture designs, as the MPU ratio decreases and the MEP ratio increases, MOR values decrease 

with an exponential function trend (Figure 8). Therefore, the lowest MOR value was obtained in CS1 

mixture and was 2.22 MPa. This value largely does not meet the prescribed limit of the standard. When 

the changes in all mixture designs were examined, it was observed that CS1 – CS4 mixtures did not 

similarly meet the predicted limit. In this context, when the MEP and MPU contribution ratio was 

examined in terms of the mechanical strength of the boards, it was determined that the MEP ratio should 

be <5% and the MPU ratio should be >4% by weight. 
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Figure 8. Relation between MEP & MPU ratios in IBFCB mixtures and MOR of IBFCBs 

 

Another situation observed within the scope of the study is that as the apparent density of the test samples 

decreases, the MOR values also decrease. It is thought that the factor here is that the porosity 

phenomenon in the matrix structure of the test sample tends to increase in the context of decreasing 

density and a structural form that is weaker against bending is formed (Figure 9). In order to achieve the 

lowest MOR value stipulated in the standard, it is seen that the apparent density value of the board must 

be >1000 kg/m3 in designs with MEP and MPU additives. 

 

 
Figure 9. Relation between apparent density and MOR in IBFCB mixtures. 

 

3.2. Thermal Properties Tests of IBFCBs 

 

Thermal properties of all test samples are given in Table 4. The thermal conductivity value of the CS0 

control mixture is 0.352 W/mK. The thermal conductivity value of IBFCB mixtures with MEP and MPU 

aggregates varies between 0.175 W/mK and 0.287 W/mK. The main factor in this change is the MEP 

and MPU ratios used in the mixture design, and as the MEP ratio increases, the thermal conductivity 

value decreases. Generally, thermal conductivity in cement-based materials is associated with the 

porosity and density of the material [45-47]. However, when the optimum mixture design is taken into 

consideration to ensure the lowest MOR value stipulated in the TS EN 12467 standard and mentioned 

above, it becomes clear that the variation range in the thermal conductivity values of the test samples is 
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0.201 W/mK to 0.287 W/mK. The thermal conductivity change of the test samples depending on the 

MEP and MPU usage rate in mixture designs is given in Figure 10. 

 
Table 4. Thermal properties of tested specimens 

 

Mixture 

MEP MPU Thermal 

Conductivity 

(W/mK) 

Cp 

(J/kgK) 

Thermal 

Diffusivity 

x10-6 (m2/s) 

Heat Stored* 

ΔQ 

(calories) 

CS0 0 0 0.352 785 0.338 2486 

CS1 9 0 0.175 944 0.212 1973 

CS2 8 1 0.182 938 0.218 1998 

CS3 7 2 0.189 922 0.221 2037 

CS4 6 3 0.198 891 0.227 2083 

CS5 5 4 0.201 872 0.230 2083 

CS6 4 5 0.223 857 0.250 2131 

CS7 3 6 0.223 846 0.246 2162 

CS8 2 7 0.245 833 0.261 2238 

CS9 1 8 0.268 812 0.278 2300 

CS10 0 9 0.287 805 0.288 2384 

 *Heat Stored, Q is related to for 10 mm thickness and 1 m2 surface application area for a 1°C temperature increase in the 

surface of board layer. 

 

 
 

Figure 10. Relation between MEP & MPU ratios in IBFCB mixtures and thermal conductivity of IBFCBs 

 

As can be seen when Figure 10 is examined, as the MEP ratio increases in mixture designs, the matrix 

structure becomes more insulating, and as the MPU ratio increases, the matrix structure becomes more 

conductive. In order for board products to contribute to insulation in buildings, it is generally desired 

that their thermal conductivity values are low. In this context, the necessity of carefully optimizing MEP 

and MPU usage rates, as far as technical values allow, comes to the fore. Considering only the thermal 

conductivity value of the test samples, in the most optimum mixture design (CS5), a maximum of 43% 

insulation could be achieved compared to the control sample. 

 

Another important parameter in examining the thermal comfort properties of building materials is the 

specific heat (Cp) value of the material. Depending on the matrix structure and components of a material, 

there may be a difference between the characteristic of the thermal conductivity value and the specific 

heat value. For example, while the thermal conductivity value of the material increases, the specific heat 
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value may tend to decrease. Within the scope of this study, the specific heat value of the control sample 

coded CS0 was determined as 785 J/kgK. On the other hand, the highest specific heat value was 

determined in the CS1 sample and is Cp = 944 J/kgK. The Cp value of this sample with 9% MEP by 

weight is 20.3% higher than the control sample. However, the Cp value of the 9 wt% MPU added sample 

is 805 J/kgK, which is 2.5% higher than the control sample. As can be seen here, Cp values decrease as 

the MEP ratio decreases and the MPU ratio increases in the mixture design. However, the Cp values of 

all samples with MEP and MPU additives are higher than the control sample (Figure 11). 

 

 
 

Figure 11. Relation between MEP & MPU ratios in IBFCB mixtures and Cp values of IBFCBs. 

 

The effect of solar radiation and environmental temperature on the building constantly changes 

throughout the day. Regardless of their origin, all building materials have the ability to store heat, albeit 

with different characteristics. During the heating of the material, it stores heat, albeit in certain amounts. 

This phenomenon varies depending on the specific heat of a building component, its density, thickness 

and the temperature difference it is exposed to [25, 27, 46]. Improvement of thermal insulation 

performance in a building section can be achieved by keeping the heat storage ability of the components 

that make up this building section at as low values as possible. Considering cement-based fiber-

reinforced composite boards as an important component of building sections, it is desirable to have high 

insulation values in terms of thermal comfort. It can be thought that the ability to achieve this is due to 

the low heat storage ability of the form that forms the matrix structures of the board products. Because 

it is important not to store the heat acting on the surface during use, but to reflect the heat back to the 

environment where it spreads. The storage of heat by changing the temperature of the substance is called 

"sensible heat storage", and the storage of heat by phase change is called "latent heat storage" [48-50]. 

The heat storage ability of many materials used as building materials in buildings is generally seen as 

"sensible heat storage". When examining the heat transfer in a building element located in a building 

section, the multiplication value of the density value of the building element to its specific heat value 

(*Cp) is called "heat capacity of the material". The specific heat of the material "Cp" and the heat 

capacity "*Cp" represent the ability of a material to store heat [46, 48-50].  

 

According to the research findings, the sensible heat storage ability of the control sample coded CS0 

was determined as 1.04 J/m3K. On the other hand, the lowest sensible heat storage ability belongs to the 

square with code CS1 and the highest MEP usage rate, and its value is 0.83 J/m3K. It represents 

approximately 20.2% less heat storage than the control sample. In the general evaluation of the sensible 

heat storage capabilities of the test samples, it is seen that as the MPU ratio increases in the mixture 

design, the heat storage ability increases, in other words, by absorbing the heat acting on the surface, the 

insulation value weakens. It was determined that the heat storage abilities of MEP and MPU added test 

samples varied between 0.83 J/m3K - 1.00 J/m3K depending on the increasing MPU ratio. It was 
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observed that the heat storage abilities of all samples with MEP and MPU additives were lower than the 

control sample. 

 

Another material property that is important in time-dependent heat transfer is "thermal diffusivity". 

Thermal diffusivity is a quantity that represents how quickly heat spreads on the surface and body of a 

material, and its unit is "m2/sec". The thermal diffusivity values of all tested mixtures are given in Table 

4. The thermal diffusivity value of the control sample is 0.338x10-6 m2/s. The thermal diffusivity of 

MEP and MPU added test samples varies between 0.212 x10-6 m2/s - 0.288 x10-6 m2/s depending on the 

increasing MEP ratio in the mixture. Compared to the control mixture, the thermal diffusivity of all 

porous aggregate samples is lower than that of the control sample. In other words, if the control sample 

has a higher thermal diffusivity than other samples, it represents that the thermal diffusivity from the 

material to the indoor environment will be higher. The algorithmic analysis has shown that as the MEP 

ratio increases in the mixture design, the thermal diffusivity property decreases due to the decreasing 

density, and it represents that the heat is converted into heat energy in a large amount of material and is 

absorbed. However, the magnitude of the thermal diffusivity value can be considered as an indicator 

that the heat flow through the material is faster and its insulating properties are weakening. In this 

context, the change in thermal diffusivity of all test samples within the scope of the study compared to 

the control sample was examined as a "%" value in the context of the comparison criterion. Accordingly, 

as the MEP ratio in the mixture increases, the change in resistance of the matrix structure of the material 

to thermal diffusivity increases, whereas as the PMU ratio increases, the change in resistance to thermal 

diffusivity decreases. This change trend is given graphically in Figure 12. 

 

 
 

Figure 12. Relation between MEP & MPU ratios in IBFCB mixtures and thermal diffusivity changes of IBFCBs. 

 

As Figure 12 is examined, the changes in thermal diffusivity of MEP and MPU added test samples vary 

between 15% and 37.4% compared to the control mixture. While the MEP usage rate transforms the 

matrix structure of the material into a more resistant form against thermal diffusivity, the increase in the 

MPU usage rate partially negatively affects this feature. However, considering that the board products 

that can be obtained at these mixed ratios must also meet the minimum MOR value stipulated in the 

standard, it is seen that a maximum gain of 32% can be achieved compared to the control sample in the 

optimum mixture design. 

 

Moreover, it can be concluded from Table 4 that the heat storage capacity of the test samples increased 

from 1973 calories to 2486 calories (see Figure 13). According to Figure 13, in MEP and MPU added 

mixtures, in the context of the decreasing thermal conductivity value depending on the MEP additive 

amount, a lower amount of heat is required to increase the temperature on the surface of the board mortar 

layer by 1˚C. This feature represents that the heat value of the board surface can be increased with lower 

thermal energy, thus creating a more ergonomic usage environment in terms of energy efficiency. In 
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thermal comfort evaluations, the higher surface temperature of building material components in building 

sections means that the section will exhibit higher efficiency in terms of thermal insulation. In this 

context, faster and more economical heating comfort can be achieved in an indoor space with low 

thermal energy consumption. In order to achieve this rationally, it is desired that the building cross-

section absorbs the heat emitted from a heat source indoors at a minimum level, has a low thermal 

diffusivity despite heat transfer through the cross-section, and has a feature that allows the surface 

temperature to rise with low calories. In this context, as the MPU ratio increased in the test samples 

prepared within the scope of the study, the heat storage capacity increased from 1973 calories to 2384 

calories. The main factor contributing to this is the increase in the thermal conductivity value of the 

material matrix structure. However, the heat storage capacity value of all test samples with MEP and 

MPU additives was lower than the control sample value on a caloric basis. This shows the effect of MEP 

and MPU contribution on thermal performance. 

 

 
 

Figure 13. Relation between the amount of heat required to increase the surface temperature of 1˚C and thermal 

conductivity of IBFCBs. 

 

Figure 14 shows the heat storage efficiency of IBFCBs according to thermal diffusivity values. This 

graphical analysis represents that higher thermal comfort can be achieved by storing less heat within the 

material due to the decreasing thermal diffusivity value. The improvement of the thermal insulation 

value in building sections depends on the low value of the heat acting on the material surface, through 

the diffusion of the heat passing through the material surface and the material section. Conditions where 

heat storage is minimized, and surface temperature rises with low energy are also important for this 

situation. In this experimental study, MEP additive having higher porosity creates an effect improving 

the thermal comfort efficiency. This efficiency reaches up to approximately 21% in samples containing 

9% MEP by weight compared to the control mixture. However, the use of pumice aggregate as a 

component in the mixture, which having lower porosity rate than expanded perlite, has a reducing effect 

on this efficiency. It is seen that as the MPU ratio increases, this efficiency value decreases up to 4%. In 

other words, as the MPU ratio increases, the heat flow through the material becomes relatively higher 

and higher heat energy is needed to increase the material surface temperature. 
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Figure 14. Relation between heat storage efficiency and thermal diffusivity of IBFCBs. 

 

4. CONCLUSION 

 

In this experimental research study, detailed technical analyzes were carried out on the use of modified 

expanded perlite and modified pumice aggregate components in the production of cement-bonded fiber 

reinforced boards and their effects on the physical, mechanical and thermal properties of the board, and 

the findings obtained are discussed comparatively. According to the test results; 

 

1. The use of MEP and MPU was found to be a factor that lightens the plates compared to the control 

sample. The lowest density value was obtained in the CS1 mixture with 9% MEP by weight, and 

it is 34% lighter than the control sample. 

2. It was observed that the water absorption values of the plate samples produced with aggregates 

coated to minimize water absorption properties decreased. When comparing CS0 and CS10 

samples, a decrease of approximately 34% in water absorption was detected. 

3. The average MOR value of CS0 sample is 3.73 MPa. The MOR value of CS10 mixture, with the 

highest MPU aggregate usage, is 3.51 MPa. This value is 5.9% lower than the control sample and 

provides the smallest limit value prescribed by the relevant standard. 

4. The thermal conductivity value of the CS0 mixture is 0.352 W/mK. The thermal conductivity 

value of IBFCB mixtures with MEP and MPU varies between 0.175 W/mK and 0.287 W/mK. As 

the MEP ratio increases, the matrix structure becomes more insulating, and as the MPU ratio 

increases, the matrix structure becomes more conductive. 

5. The specific heat value of the control sample was determined as 785 J/kgK. On the other hand, 

the highest specific heat value was determined in the CS1 sample and is Cp = 944 J/kgK. 

6. The sensible heat storage ability of the control sample coded CS0 was determined as 1.04 J/m3K. 

The lowest sensible heat storage ability belongs to the square with code CS1 and the highest MEP 

usage rate, and its value is 0.83 J/m3K. 

7. MEP addition having higher porosity creates an effect improving the thermal comfort efficiency. 

This efficiency reaches up to 21% in samples containing 9% MEP compared to control mixture. 

 

The findings reveal significant improvements in providing valuable insights into the potential 

applications of these composite boards in thermal performance requirements. This research contributes 

to the ongoing efforts to develop sustainable and high-performance building materials with enhanced 

properties, offering potential solutions for environmentally conscious and resilient construction 

practices. 
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1. INTRODUCTION 
 

A set N of points and a set D of subsets of N, referred to lines, make up a projective plane P. Each pair 

of points is contained in exactly one line, each pair of distinct lines intersects in exactly one point, and 

there are four points in a position that together define six distinct lines. When considering the incidence 

relation provided in P, a set B of points and lines that is also a projective plane constitutes a subplane of 

a projective plane P.  

 

French mathematician Girard Desargues discovered the mathematical statement known as Desargues' 

theorem in geometry in 1639. Assuming that no two corresponding sides are parallel, the theorem states 

that if two triangles, 𝐴1𝐴2𝐴3 and 𝐴1
′𝐴2

′𝐴3
′, are related to one another in a way that allows them to be 

viewed perspectively from a single point (i.e., the lines 𝐴1𝐴1
′, 𝐴2𝐴2

′,  and 𝐴3𝐴3
′ intersect in one point), 

then the points of intersection of corresponding sides all lie on one line. 

 

In projective geometry, arcs are very important and have many uses in combinatorics and related 

domains. A k−arc is a set K of k (k ≥ 3) points in a finite projective plane 𝜋 (not necessarily 

Desarguesian) such that no three points of K are collinear (on a line). If the plane 𝜋 has order p, then k 

≥ 𝑝 + 2, but the maximum value of k can only be reached if 𝑝 is even. A (𝑝 + 2) −arc is referred to as 

a hyperoval. Ovals are commonly referred to in the literature, with Hirschfeld being a notable source 

[1]. A great deal of information has been published about arcs in projective planes, especially about 

complete (k,2)-arcs with complete quadrangles that generate the Fano plane in the projective planes.  

https://orcid.org/0000-0002-3454-0326
https://orcid.org/0000-0002-2210-5423
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These are extensively analyzed in [2], [3]. The procedure for identifying and categorizing Fano 

subplanes in the projective plane, coordinated by elements of a left nearfield of order 9, is described in 

[4]. 

 

Fano configurations in PG(5,2) are discovered in [5]. The smallest Cartesian Group methods for 

categorizing (k,3)−arcs in the projective plane of order 9 and order 25 are given in [6], [7]. In [15] by 

Altıntas, the algorithm (written in C#) is used to examine (k,2)−arcs of the projective plane of order 5 

coordinatized by elements of GF(5) [15]. 

 

The main purpose of this study is to investigate some arcs and geometric structures with related to 

Desargues configuration in PG(2,5). In Section 2, we give some definitions that are important in our 

study. In Section 3, we constructed the projective plane of order 5 with their lines, points and incidence 

relation over GF(5) and we determine a Desargues configuration. In Section 4, we introduce our 

algorithm and method to find all the results that related to (k,n)− arcs.  Here in, different six complete 

(11,3)-arcs related to Desargues configuration and a (6,2)- arc using the points outside the Desargues 

configuration are found. And also, the 16 points obtained as a result of applying the algorithm to a (6,2)-

arc indicate a (16,4)-arc, and the common points of (16,4)-arc and Desargues configuration specifies an 

affine plane. In Section 5, we give our results. 

 

2. PRELIMINARIES 

 

This section presents to review some relevant definitions and theorems in projective planes. Here in, 

some properties of arcs in projective planes are given.  

 

Definition 1. A (axiomatic) projective plane P with N being a set of points, D being a set of lines, and 

∘ being an incidence relation, P is an incidence structure (N,D,∘) that satisfies the following axioms: 

i) Each pair of distinct points lies on exactly one unique line; 

ii) For every pair of distinct lines, there is exactly one unique point where they intersect.; 

iii) P contains a set of four points such that no three of them lie on a single common line. 

 

In P, a closed configuration S is a subset of N ∪ D that remains closed under the intersections of any 

lines in S and the lines defined by any two distinct points in S. We denote the line through points p and 

q in P  as 〈p, q〉.  

 

Definition 2. [9] The se 𝑉(𝑛 + 1, 𝐾)t is (𝑛 + 1) −dimensional vector space over the field 𝐾 and is taken 

to be the set of vectors 𝑋 = {𝑥0, 𝑥2, . . ., 𝑥𝑛}, 𝑥𝑖 ∈   𝐾. Correspondingly, PG(n,K) is n-dimensional 

projective space over 𝐾 and is the set of elements, called points, P(x) with x ∈ 𝑉(𝑛 + 1, 𝐾){0}. When 

K = GF(q) = 𝐹𝑞, the finite field of q elements, also called the Galois field of q elements, then 𝑉(𝑛 +

1, 𝐾) is written 𝑉(𝑛 + 1, 𝑞)and PG(n,K) is written PG(n,q). The order of PG(n,q) is q. The number of 

points in PG(n,q) is 

θ(n) =
𝑞𝑛+1−1

𝑞−1
. 

 

(𝑥1, 𝑥2, . . . ,  𝑥𝑛) represents any point in N, where 𝑥1, 𝑥2, . . . , 𝑥𝑛 are non-zero. A triple's nonzero multiples 

correspond to the same point. Likewise, [𝑎1, 𝑎2, . . ., 𝑎𝑛]  represents any line in D, where 𝑎1, 𝑎2, . . ., 𝑎𝑛 

are not all 0. 𝑃2𝐹 represents this projective plane, which is a point-line geometry (N, D, ∘) described by 

F. Incidence Relation: ∘ : (𝑥1, . . . , 𝑥𝑛) ∘ [𝑎1, . . . , 𝑎𝑛] ⟺ 𝑎1𝑥1 + 𝑎2𝑥2 + 𝑎3𝑥3+. . . + 𝑎𝑛𝑥𝑛 = 0. 
 

Let p be a prime number and r be a positive integer, respectively. The projective plane of order 𝑛 = 𝑝𝑟  

over the finite field 𝐹 = 𝐺𝐹(𝑝𝑟), where 𝑝𝑟 is the number of elements, is represented by 𝑃2𝐹 =
𝑃𝐺(2, 𝑝𝑟  ) [9]. 
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Theorem 1. (Desargues Theorem)  In the projective plane, let ABC and 𝐴′𝐵′𝐶′ represent two triangles. 

If and only if the intersections of the corresponding sides(𝐴𝐵, 𝐴′𝐵′), (𝐵𝐶, 𝐵′𝐶′), (𝐶𝐴, 𝐶′𝐴′) lie on a 

single line, then the lines 𝐴𝐴′, 𝐵𝐵′, 𝐶𝐶′ intersect in a single point. 

 

Desarguesian projective planes are projective planes which satisfy the Desargues theorem. Every 

projective plane over a field is Desarguesian. 

 

Definition 4. [10] In a projective plane, a (𝑘, 𝑛) −arc K   is a set of k points such that some line 

intersects K   in n points, and no line intersects K   in more than n points, where 𝑛 ≥ 2. 

  

Definition 5. [11] A line l of projective plane is an 𝜇 −secant of (𝑘, 𝑛) −arc K    if l intersects K     in 𝜇 

points. Let 𝜏𝑖 be the total number of i-secants to K  .  The number of i-secants  to K    through a point 𝑄 

of  P \ K   is denoted by 𝜎𝑖 or 𝜎𝑖(𝑄). Moreover, a point 𝑄 of P \ K   is called point of index zero if 

𝜎𝑛(𝑄) = 0. 
 

If there isn't a (𝑘 + 1, 𝑛) −arc that contains a (𝑘, 𝑛) −arc, then it is complete. 

 

3. PG(2,5) PROJECTIVE PLANE 

 

In this work, we take PG(2,5), which is constructed over GF(5) with 31 points and 31 lines under the 

irreducible polynomial 𝑓(𝑥) = 𝑥3 + 2𝑥2 + 𝑥 − 1, where the elements 0, 1, 2, 3, 4  of GF(5). Every line 

has six points, and every point has six lines passing through it in PG(2,5) [8]. 

 

The projective plane PG(2,5) has a point set N that is 𝑁 = {𝑁𝑖| 𝑖 = 1, 2,   . . ., 31}, where  

 
𝑁1 = (0,0,1), 𝑁2 = (1,1,1), 𝑁3 = (1,2,2), 𝑁4 = (1,4,2), 𝑁5 = (1,4,3), 𝑁6 = (1,3,4), 𝑁7 = (1,0,3), 𝑁8 = (1,3,1), 
𝑁9 = (1,2,4), 𝑁10 = (1,0,4), 𝑁11 = (1,0,1), 𝑁12 = (1,2,1), 𝑁13 = (1,2,3), 𝑁14 = (1,3,0), 𝑁15 = (0,1,3),  
𝑁16 = (1,1,3), 𝑁17 = (1,3,3), 𝑁18 = (1,3,2), 𝑁19 = (1,4,0), 𝑁20 = (0,1,4), 𝑁21 = (1,1,0), 𝑁22 = (0,1,1), 
𝑁23 = (1,1,2), 𝑁24 = (1,4,4), 𝑁25 = (1,0,2), 𝑁26 = (1,4,1), 𝑁27 = (1,2,0), 𝑁28 = (0,1,2), 𝑁29 = (1,1,4), 
𝑁30 = (1,0,0), 𝑁31 = (0,1,0). 
 

Table 1 provides the PG(2,5) incident relation table. Each row represents points located on the line 
𝐷𝑖 , 𝑖 = 1, 2, . . . , 31. 

Table 1. The lines of PG(2,5) 

 
𝐷1 𝑁2 𝑁3 𝑁17 𝑁22 𝑁24 𝑁30 
𝐷2 𝑁3 𝑁4 𝑁18 𝑁23 𝑁25 𝑁31 
𝐷3 𝑁4 𝑁5 𝑁19 𝑁24 𝑁26 𝑁1 
𝐷4 𝑁5 𝑁6 𝑁20 𝑁25 𝑁27 𝑁2 
𝐷5 𝑁6 𝑁7 𝑁21 𝑁26 𝑁28 𝑁3 
𝐷6 𝑁7 𝑁8 𝑁22 𝑁27 𝑁29 𝑁4 
𝐷7 𝑁8 𝑁9 𝑁23 𝑁28 𝑁30 𝑁5 
𝐷8 𝑁9 𝑁10 𝑁24 𝑁29 𝑁31 𝑁6 
𝐷9 𝑁10 𝑁11 𝑁25 𝑁30 𝑁1 𝑁7 
𝐷10 𝑁11 𝑁12 𝑁26 𝑁31 𝑁2 𝑁8 
𝐷11 𝑁12 𝑁13 𝑁27 𝑁1 𝑁3 𝑁9 
𝐷12 𝑁13 𝑁14 𝑁28 𝑁2 𝑁4 𝑁10 
𝐷13 𝑁14 𝑁15 𝑁29 𝑁3 𝑁5 𝑁11 
𝐷14 𝑁15 𝑁16 𝑁30 𝑁4 𝑁6 𝑁12 
𝐷15 𝑁16 𝑁17 𝑁31 𝑁5 𝑁7 𝑁13 
𝐷16 𝑁17 𝑁18 𝑁1 𝑁6 𝑁8 𝑁14 
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𝐷17 𝑁18 𝑁19 𝑁2 𝑁7 𝑁9 𝑁15 
𝐷18 𝑁19 𝑁20 𝑁3 𝑁8 𝑁10 𝑁16 
𝐷19 𝑁20 𝑁21 𝑁4 𝑁9 𝑁11 𝑁17 
𝐷20 𝑁21 𝑁22 𝑁5 𝑁10 𝑁12 𝑁18 
𝐷21 𝑁22 𝑁23 𝑁6 𝑁11 𝑁13 𝑁19 
𝐷22 𝑁23 𝑁24 𝑁7 𝑁12 𝑁14 𝑁20 
𝐷23 𝑁24 𝑁25 𝑁8 𝑁13 𝑁15 𝑁21 
𝐷24 𝑁25 𝑁26 𝑁9 𝑁14 𝑁16 𝑁22 
𝐷25 𝑁26 𝑁27 𝑁10 𝑁15 𝑁17 𝑁23 
𝐷26 𝑁27 𝑁28 𝑁11 𝑁16 𝑁18 𝑁24 
𝐷27 𝑁28 𝑁29 𝑁12 𝑁17 𝑁19 𝑁25 
𝐷28 𝑁29 𝑁30 𝑁13 𝑁18 𝑁20 𝑁26 
𝐷29 𝑁30 𝑁31 𝑁14 𝑁19 𝑁21 𝑁27 
𝐷30 𝑁31 𝑁1 𝑁15 𝑁20 𝑁22 𝑁28 
𝐷𝟑𝟏 𝑁1 𝑁2 𝑁16 𝑁21 𝑁23 𝑁29 

 

Since PG(2,5) is a plane over a field, any two triangles that are perspective from a center are also 

perspective from an axis. For example, let triangles 𝐴1𝐴2𝐴3  and 𝐴1
′𝐴2

′𝐴3
′ be taken perspective from 

a point center point 𝑁1 such that 𝐴1 = 𝑁3,  𝐴2 = 𝑁2, 𝐴3 = 𝑁6 and 𝐴1
′ = 𝑁9,  𝐴2

′ = 𝑁23, 𝐴3
′ = 𝑁14. 

Thus we have intersections points with the lines of these triangles: 

 

𝐴1𝐴2 ∩ 𝐴1
′𝐴2

′ = 𝑁30 

𝐴1𝐴3 ∩ 𝐴1
′𝐴3

′ = 𝑁26 

𝐴2𝐴3 ∩ 𝐴2
′𝐴3

′ = 𝑁20 

 

It is seen that 𝑁20, 𝑁26, 𝑁30 intersection points are collinear and their perspective axis the line 𝐷28.   

 

4. THE ALGORITHM USING DESARGUES CONFIGURATION TO CONSTRUCT (k,n)-

ARCS IN PG(2,5) 

 

In this section, we illustrate the algorithm that used to construct (𝒌, 𝒏) −arcs in PG(2,5), and 

determined (𝒌, 𝟑) −arcs up to no-secant, bisecant or secant distrubitions. 
 

4. 1. Method: Finding (𝒌, 𝒏) −arcs 
 

Step 1: Finding the points and lines of PG(2,5) by irreducible polynomial. 

In this case, we get 31 points and 31 lines as shown in Table 1. 

Step 2: Consider a Desargues Configuration in PG(2,5), Then, there is ten points and in this Desargues 

configuration forms (10, 3) −arc in PG(2,5) which is not complete. For example, 

𝒜 = {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

Step 3: There are 6 points not on the Desargues configuration. Adding these points to 𝒜 gives us six 

different complete (11, 3) −arcs in PG(2,5). 
 

If we take into consideration the points of the Desargues configuration 𝒜 =
{𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30}, it is (10, 3) −arc but not complete arc. In this projective 

plane, the points of  this (10, 3) −arc are deleted, then 𝑁4, 𝑁10, 𝑁11, 𝑁15, 𝑁19, 𝑁31 points are remained. Six 

lines pass through each of these points. Five of them intersect the Desargues configuration at two points, 

and one is the remaining line, which does not intersect it at all. See Table 2. 
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Table 2. Desargues Configuration and remaining points incidence relations 
 

Point Secant lines Not intersect 

𝑁4 𝐷2, 𝐷3, 𝐷12, 𝐷14, 𝐷19 𝐷6 

𝑁10 𝐷8, 𝐷9, 𝐷12, 𝐷18, 𝐷25 𝐷20 

𝑁11 𝐷9, 𝐷10, 𝐷13, 𝐷19, 𝐷21 𝐷26 

𝑁15 𝐷13, 𝐷14, 𝐷17, 𝐷25, 𝐷30 𝐷23 

𝑁19 𝐷3, 𝐷17, 𝐷18, 𝐷21, 𝐷29 𝐷27 

𝑁31 𝐷2, 𝐷8, 𝐷10, 𝐷29, 𝐷30 𝐷15 

 

Step 4: Adding the remaining points {𝑁4, 𝑁10, 𝑁11, 𝑁15, 𝑁19, 𝑁31} to (10, 3) −arc will give us 
(11, 3) −arcs. 

Now we take the set 𝒜 = {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} such that these points construct 

Desargues Configuration. We provide the following algorithm (written in C#) to find complete (11,3)-

arcs of PG(2,5): 
 

Steps of Algorithm  

𝐴 ← 𝑅𝑒𝑎𝑑(𝐸𝑥𝑐𝑒𝑙 𝐹𝑖𝑙𝑒) 

𝐵 ← 𝑅𝑒𝑎𝑑(𝑇𝑒𝑥𝑡 𝐹𝑖𝑙𝑒) 

𝐶 ← 𝐴 

while s(C)>0 

    𝐵𝑖 ← 𝑖𝑛𝑝𝑢𝑡(𝑏), {𝑏|𝑏 ∈ 𝐶, 𝑏 ∉ 𝐵, 𝑖 = 𝑠(𝐵) + 1} 

    j=1 

   while 𝑗 ≤ 𝑠(𝐵) 

        for k=(j+1) to s(B) 

           m ← 𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑟𝑜𝑤 𝑜𝑛 𝐵𝑗 , 𝐵𝑘 

           𝐷 ← 𝐴𝑚𝑛; {𝐴𝑚𝑛|𝐴𝑚𝑛 ≠ 𝐵𝑗 , 𝐴𝑚𝑛 ≠ 𝐵𝑘 , 𝑛 = 1, . . . , 10 } 

           Remove a from A; {𝑎|𝑎 ∈ 𝐴, 𝑎 ∈ 𝐷} 

           𝐶 ← 𝑐; {𝑐|𝑐 ∈ 𝐴, 𝑐 ∉ 𝐶} 

        end for 

        j=j+1 

    end while 

end while 

 

Since PG(2,5) is Desarguesian, choosing a specific Desargues configuration in the proofs provided 

throughout the paper does not affect the generality.  

 

Theorem 1.  Let 𝒜 be Desargues configuration in PG(2,5). If the given algorithm is applied to the 

points of Desargues configuration to find (k,3)- arcs, there is a (6,2)- arc constructing with the remaining 

points. 
 

Proof. Let 𝒜 = {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} be Desargues configuration in  PG(2,5). If 

we apply the algorithm to 𝒜, the  points 𝑁4, 𝑁10, 𝑁11, 𝑁15, 𝑁19, and 𝑁31 are remained in PG(2,5). Since all 

points of a projective plane lie on a pencil of lines through a single point, then the points of a Desargues 

configuration lie on a pencil of lines through a point. In this case, each line through any point outside 

the configuration contains two points of the Desargues configuration, while one line not contain any 

points of the Desargues configuration. In projective plane, there is only one line passing through any 

two points. So, the line passing through any two of the remaining points does not intersect the Desargues 

configuration. Hence, the remaining point set {𝑁4, 𝑁10, 𝑁11, 𝑁15, 𝑁19, 𝑁31} is a (6,2) arc. 
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From this point on, we will denote the remaining points set {𝑁4, 𝑁10, 𝑁11, 𝑁15, 𝑁19, 𝑁31}  by 𝐶. 

 

Theorem 2. There are six different complete (11,3) −arcs containing a Desargues configuration in  

PG(2,5). 

 

Proof. Let 𝒜 be a Desargues configuration. It is obtained (6,2)-arc by applying the algorithm to 𝒜 from 

Theorem 1. Every point of this (6,2)-arc is on six lines such that five of them intersect Desargues 

configuration 𝒜 in two points and one of them don’t have common point with 𝒜. If each of these points 

are added to 𝒜 that is (10,3)-arc, it is obtained six different complete (11,3)-arc. 

 

Example Let be Desargues configuration 𝒜, following the implementation of this algorithm, all 

complete (11,3)−arcs are given in Table 3. 

 
Table 3. Complete (11,3)-arcs 

 
Name of the arc Completion of (10,3) Arc 𝒜 Complete (11,3)-arcs 

𝒜1 𝒜 ∪ {𝑁4} {𝑁1, 𝑁2, 𝑁3, 𝑁4, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

𝒜2 𝒜 ∪ {𝑁10} {𝑁1, 𝑁2, 𝑁3 𝑁6, 𝑁9, 𝑁10, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

𝒜3 𝒜 ∪ {𝑁11} {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁11, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

𝒜4 𝒜 ∪ {𝑁15} {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁15, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

𝒜5 𝒜 ∪ {𝑁19} {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁19, 𝑁20, 𝑁23, 𝑁26, 𝑁30} 

𝒜6 𝒜 ∪ {𝑁31} {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30, 𝑁31} 

 

Theorem 3. Let 𝑃1, 𝑃2, . . . , 𝑃6 , 𝑖 = 1,2, . . . ,6 be the vertices of 6-gon determining by (6,2)-arc 𝐶. If the 

algorithm is applied to the points on the diagonals 𝑃𝑖𝑃𝑖+3, i=1,2,3 of 6-gon, the remaining point set 

forms a complete (16,4)-arc.   

 

Proof. We consider  𝑃1, 𝑃2, . . . , 𝑃6 , 𝑖 = 1,2, . . . ,6 as the vertices of 6-gon determining by (6,2)-arc 𝐶, 

there are the remaining 16 points in PG(2,5).  It is easily seen that the remaining 16 points construct 

complete (16,4)-arc by applying algorithm. 

 

From this point onward, this complete (16,4)-arc will be denoted by 𝐷. 
 

Theorem 4. There is an affine plane determined by the common points of  (16,4)-arc 𝐷 and Desargues 

configuration 𝒜 in PG(2,5).  
 

Proof. Since PG(2,5) is Desarguesian, it applies to all Desargues configurations. For example, we 

consider Desargues configuration 𝒜 = {𝑁1, 𝑁2, 𝑁3, 𝑁6, 𝑁9, 𝑁14, 𝑁20, 𝑁23, 𝑁26, 𝑁30} and the complete 

(16,4)-arc 𝐷 =  {𝑁1, 𝑁5, 𝑁7, 𝑁9,, 𝑁13, 𝑁14, 𝑁17, 𝑁18, 𝑁21, 𝑁22, 𝑁23, 𝑁24, 𝑁25, 𝑁27, 𝑁28, 𝑁29} from Theorem 3. 

From this, the intersection set of 𝒜 and 𝐷 is {𝑁1, 𝑁9, 𝑁14, 𝑁23}. If we define the set of points as {𝑁
1
, 𝑁9, 

𝑁14, 𝑁23 }, the set of lines as {𝑁1𝑁9, 𝑁9𝑁23, 𝑁1𝑁14, 𝑁14𝑁23, 𝑁1𝑁23, 𝑁9𝑁14 }, and the incidence relation ∘ as 

every point being on the line that contains it, the geometric structure (N,D,∘) is an affine plane. 

 

6. CONCLUSION 

 

In this work, it is determined that some arcs and geometric structures in PG(2,5) by giving the algorithm 

implemented in C#. The following conclusions are found: 

 

1. In PG(2,5),there is exactly one (6,2)-arc that does not contain any common points with the (10,3)-arc 

determined by each Desargues configuration. 

2. In PG(2,5), there are six different complete (11,3)-arcs containing each Desargues configuration. 
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3. In PG(2,5), by applying the algorithm to (6,2)-arcs that do not intersect with the Desargues 

configuration, a (16,4)-arc is obtained. 

4. An affine plane can be defined with the intersection points of  the obtained (16,4)-arc 𝐷 and the 

Desargues configuration 𝒜.  

 

These findings provide significant insights into the relationships between Desargues configurations and 

arcs, enhancing our understanding of their roles in PG(2,5). 

 

CONFLICT OF INTEREST 

 

The author(s) stated that there are no conflicts of interest regarding the publication of this article. 

 

CRediT AUTHOR STATEMENT 

 

Elif Altıntaş Kahriman: Methodology, Formal analysis, Investigation, Resources, Writing – Original 

Draft, Writing – Review & Editing, Visualization, Ayşe Bayar: Conceptualization, Methodology, 

Validation, Formal analysis, Resources, Writing – Review & Editing, Visualization 

 

 

REFERENCES 

 

[1] Hirschfeld JWP, Thas JA. General Galois Geometries, Springer Monographs in Mathematics. 

Springer- Verlag London, 2016. 

 

[2] Bayar A, Akca Z, Altintas E, Ekmekci S. On the complete arcs containing the quadrangles 

constructing the Fano planes of the left near field plane of order 9. New Trends in Mathematical 

Science. 2016, 4(4), 266-266. 

 

[3] Ekmekci S, Bayar A, Altintas E, Akca Z. On the Complete (k,2)- Arcs of the Hall Plane of Order 

9. International Journal of Advanced Research in Computer Science and Software Engineering. 

2016, 6 (10), 282-288. 

 

[4] Akca Z, Ekmekci S, Bayar A. On Fano Configurations of the Left Hall Plane of order 9. Konuralp 

journal of mathematics. 2016, 4 (2), 116-123. 

 

[5] Akca Z, Altıntas A. A Note on Fano Configurations in the Projective Space PG(5,2), Konuralp 

Journal of Mathematics. 2021, 9(1), 190-192. 

 

[6] Akca Z. A numerical computation of (k, 3)-arcs in the left semifield plane order 9, International 

Electronic Journal of Geometry. 2011, 4(2), 13-21. 

 

[7] Akca Z, Günaltılı I On the (k, 3)- arcs of CPG (2,25,5), Anadolu University Jounal of Science 

and Technology-B Theoretical Sciences. 2012, 1(0), 21-27. 

 

[8] Qassim BA. The construction for the arcs (8,4)-from the two arcs (7,4)-in PG (2,q), q=5. J. Phys.: 

Conf. Ser. 2020, 1664012039. 

 

[9] Hirschfeld JWP, Thas JA. General Galois Geometries, The Charendon Press, Oxford, 1991. 

 

[10] Hirschfeld JWP, Voloch JF. Group-arcs of prime order on cubic curves, Finite Geometry and 

Combinatorics, 2015, 191, 177-185. 

 



Altıntaş Kahriman and Bayar / Estuscience – Se , 25 [3] – 2024 

 

518 

[11] Hirschfeld JWP. Projective Geometries over Finite Fields, Oxford Mathematical Monographs, 

The Clarendon Press Oxford University Press, New York, second edition, 1998. 

 

[12] Hall M. Projective planes. Trans. Am. Math. Soc. 1943, 54, 229-277 . 

 

[13] Hall M, Swift Jr, J.D, Killgrove R. On projective planes of order nine.Math.Tables and Other 

Aids Comp. 1959, 13, 233-246 . 

 

[14] Pichanick EVD, Hirschfeld JWP. Bounds for arcs of arbitrary degree in finite Desarguesian 

Planes. Journal of Combinatorial Designs. 2016, 24(4), 184-196. 

 

[15] Altıntas E, Bayar A. Complete (k,2)-Arcs in the Projective Plane Order 5. Hagia Sophia Journal 

of Geometry. 2023, 5(1), 11-14. 

 

 


