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ABOUT 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering (Estuscience-Se) is a peer-reviewed and refereed international journal published 

by Eskişehir Technical University. Since 2000, it has been regularly published and distributed 

biannually and it has been published quarterly and only electronically since 2016. 
 

The journal accepts only manuscripts written in English. 
 

The journal issues are published electronically in MARCH, JUNE, SEPTEMBER, and 

DECEMBER. 
 

AIM AND SCOPE 
 

Eskişehir Technical University Journal of Science and Technology A - Applied Sciences and 

Engineering is an international peer-reviewed and refereed journal published by Eskişehir 

Technical University.  
 

The journal is dedicated to the dissemination of knowledge in applied sciences and engineering 

disciplines. 

 

The journal aims to publish high quality, original international scientific research articles with 

specific contributions to the literature in the field of engineering and applied sciences. The journal 

publishes research papers in the fields of applied science and technology such as Physics, 

Biology, Mathematics, Statistics, Chemistry and Chemical Engineering, Environmental Sciences 

and Engineering, Civil Engineering, Earth and Atmospheric Sciences, Electrical and Electronical 

Engineering, Computer Science and Informatics, Materials Sciences and Engineering, 

Mechanical Engineering, Mining Engineering, Industrial Engineering, Aeronautics and 

Astronautics, Pharmaceutical Sciences. 
 

The journal publishes original research articles and special issue articles. All articles are peer-

reviewed and the articles that have been evaluated are ensured to meet with researchers as soon 

as possible. 
 

PEER REVIEW PROCESS 
 

Manuscripts are first reviewed by the editorial board in terms of its its journal’s style rules 

scientific content, ethics and methodological approach. If found appropriate, the manuscript is 

then send to at least two renown referees by editor. The decision in line with the referees may be 

an acceptance, a rejection or an invitation to revise and resubmit. Confidential review reports 

from the referees will be kept in archive. All submission process manage through the online 

submission systems.  
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OPEN ACCESS POLICY 
 

This journal provides immediate open access to its content on the principle that making research 

freely available to the public supports a greater global exchange of knowledge. Copyright notice 

and type of licence : CC BY-NC-ND. 

 

PRICE POLICY 
 

Eskişehir Technical University Journal of Science and Technology A - Journal of Applied 

Sciences and Engineering is an English, peer-reviewed, scientific, free of charge open-access-

based journal. The author is not required to pay any publication fees or article processing 

charges (APCs) for peer-review administration and management, typesetting, and open-access. 

Articles also receive Digital Object Identifiers (DOIs) from the CrossRef organization to ensure 
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ETHICAL RULES 

You can reach the Ethical Rules in our journal in full detail from the link below:  

https://dergipark.org.tr/en/pub/estubtda/policy 

 

Ethical Principles and Publication Policy 
 

Policy & Ethics 

Assessment and Publication 

 

As a peer-reviewed journal, it is our goal to advance scientific knowledge and understanding. 

We have outlined a set of ethical principles that must be followed by all authors, reviewers, and 

editors. 

 

All manuscripts submitted to our journals are pre-evaluated in terms of their relevance to the 

scope of the journal, language, compliance with writing instructions, suitability for science, and 

originality, by taking into account the current legal requirements regarding copyright 

infringement and plagiarism. Manuscripts that are evaluated as insufficient or non-compliant 

with the instructions for authors may be rejected without peer review. 

 

Editors and referees who are expert researchers in their fields assess scientific manuscripts 

submitted to our journals. A blind peer review policy is applied to the evaluation process. The 

Editor-in-Chief, if he/she sees necessary, may assign an Editor for the manuscript or may 

conduct the scientific assessment of the manuscript himself/herself. Editors may also assign 

referees for the scientific assessment of the manuscript and make their decisions based on 

reports by the referees. Articles are accepted for publication on the understanding that they have 

not been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or 

submitted for publication in another journal. 

 

The Journal; Implements the Publication Policy and Ethics guidelines to meet high-quality 

ethical standards for authors, editors and reviewers: 
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Duties of Editors-in-Chief and co-Editors 

The crucial role of the journal Editor-in-Chief and co-Editors is to monitor and ensure the 

fairness, timeliness, thoroughness, and civility of the peer-review editorial process. The main 

responsibilities of Editors-in-Chief are as follows: 

 

• Selecting manuscripts suitable for publication while rejecting unsuitable manuscripts, 

• Ensuring a supply of high-quality manuscripts to the journal by identifying important, 

• Increasing the journal’s impact factor and maintaining the publishing schedule, 

• Providing strategic input for the journal’s development, 

 
Duties of Editors 

The main responsibilities of editors are as follows: 

 

• An editor must evaluate the manuscript objectively for publication, judging each on its quality 

without considering the nationality, ethnicity, political beliefs, race, religion, gender, seniority, 

or institutional affiliation of the author(s). Editors should decline any assignment when there is 

a potential for conflict of interest. 

• Editors must ensure the document(s) sent to the reviewers does not contain information of the 

author(s) and vice versa. 

• Editors’ decisions should be provided to the author(s) accompanied by the reviewers’ 

comments and recommendations unless they contain offensive or libelous remarks. 

• Editors should respect requests (if well reasoned and practicable) from author(s) that an 

individual should not review the submission. 

• Editors and all staff members should guarantee the confidentiality of the submitted 

manuscript. 

• Editors should have no conflict of interest with respect to articles they reject/accept. They 

must not have a conflict of interest with the author(s), funder(s), or reviewer(s) of the 

manuscript. 

• Editors should strive to meet the needs of readers and authors and to constantly improve the 

journal. 

 
Duties of Reviewers/Referees 

The main responsibilities of reviewers/referees are as follows: 

 

• Reviewers should keep all information regarding papers confidential and treat them as 

privileged information. 

• Reviews should be conducted objectively, with no personal criticism of the author. 

• Reviewers assist in the editorial decision process and as such should express their views 

clearly with supporting arguments. 

• Reviewers should complete their reviews within a specified timeframe (maximum thirty-five 

(35) days). In the event that a reviewer feels it is not possible for him/her to complete the review 

of the manuscript within a stipulated time, then this information must be communicated to the 

editor so that the manuscript could be sent to another reviewer. 

• Unpublished materials disclosed in a submitted manuscript must not be used in a reviewer’s 

personal research without the written permission of the author. Information contained in an 

unpublished manuscript will remain confidential and must not be used by the reviewer for 

personal gain. 

• Reviewers should not review manuscripts in which they have conflicts of interest resulting 

from competitive, collaborative, or other relationships or connections with any of the authors, 

companies, or institutions connected to the papers. 
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• Reviewers should identify similar work in published manuscripts that has not been cited by 

the author. Reviewers should also notify the Editors of significant similarities and/or overlaps 

between the manuscript and any other published or unpublished material. 

 
Duties of Authors 

The main responsibilities of authors are as follows: 

 

• The author(s) should affirm that the material has not been previously published and that they 

have not transferred elsewhere any rights to the article. 

• The author(s) should ensure the originality of the work and that they have properly cited 

others’ work in accordance with the reference format. 

• The author(s) should not engage in plagiarism or in self-plagiarism. 

• On clinical and experimental humans and animals, which require an ethical committee 

decision for research in all branches of science; 

All kinds of research carried out with qualitative or quantitative approaches that require data 

collection from the participants by using survey, interview, focus group work, observation, 

experiment, interview techniques, 

Use of humans and animals (including material/data) for experimental or other scientific 

purposes, 

• Clinical studies on humans, 

• Studies on animals, 

• Retrospective studies in accordance with the law on the protection of personal data, (Ethics 

committee approval should have been obtained for each individual application, and this 

approval should be stated and documented in the article.) 

Information about the permission (board name, date, and number) should be included in the 

"Method" section of the article and also on the first/last page. 

During manuscript upload, the “Ethics Committee Approval” file should be uploaded to the 

system in addition to the manuscript file. 

In addition, in case reports, it is necessary to include information on the signing of the informed 

consent/ informed consent form in the manuscript.  

• The author(s) should suggest no personal information that might make the identity of the 

patient recognizable in any form of description, photograph, or pedigree. When photographs of 

the patient were essential and indispensable as scientific information, the author(s) have 

received consent in written form and have clearly stated as much. 

• The author(s) should provide the editor with the data and details of the work if there are 

suspicions of data falsification or fabrication. Fraudulent data shall not be tolerated. Any 

manuscript with suspected fabricated or falsified data will not be accepted. A retraction will be 

made for any publication which is found to have included fabricated or falsified data. 

• The author(s) should clarify everything that may cause a conflict of interests such as work, 

research expenses, consultant expenses, and intellectual property. 

• The author(s) must follow the submission guidelines of the journal. 

• The author(s) discover(s) a significant error and/or inaccuracy in the submitted manuscript at 

any time, then the error and/or inaccuracy must be reported to the editor. 

• The author(s) should disclose in their manuscript any financial or other substantive conflicts 

of interest that might be construed to influence the results or interpretation of their manuscript. 

All sources of financial support should be disclosed under the heading of “Acknowledgment” 

or “Contribution”. 

• The corresponding author(s) must ensure that all appropriate co-authors are not included in 

the manuscript, that author names are not added or removed and that the authors' address 

information is not changed after the review begins and that all co-authors see and approve the 
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final version of the manuscript at every stage of the manuscript. All significant contributors 

should be listed as co-authors. Other individuals who have participated in significant aspects of 

the research work should be considered contributors and listed under “Author Contribution”. 

 
Cancellations/Returns 

Articles/manuscripts may be returned to the authors in order to increase the authenticity and/or 

reliability and to prevent ethical breaches, and even if articles have been accepted and/or 

published, they can be withdrawn from publication if necessary. The Editor-in-Chief of the 

journal has the right to return or withdraw an article/manuscript in the following situations: 

 

• When the manuscript is not within the scope of the journal, 

• When the scientific quality and/or content of the manuscript do not meet the standards of the 

journal and a referee review is not necessary, 

• When there is proof of ruling out the findings obtained by the research, (When the 

article/manuscript is undergoing an assessment or publication process by another journal, 

congress, conference, etc.,) 

• When the article/manuscript was not prepared in compliance with scientific publication ethics, 

• When any other plagiarism is detected in the article/manuscript, 

• When the authors do not perform the requested corrections within the requested time 

(maximum twenty-one (21) days), 

• When the author does not submit the requested documents/materials/data etc. within the 

requested time, 

• When the requested documents/materials/data etc. submitted by the author are missing for the 

second time, 

• When the study includes outdated data, 

• When the authors make changes that are not approved by the editor after the manuscript was 

submitted, 

• When an author is added/removed, the order of the authors is changed, the corresponding 

author is altered, or the addresses of the authors are changed in the article that is in the 

evaluation process, 

• When a statement is not submitted indicating that approval of the ethics committee permission 

was obtained for the following (including retrospective studies): 

• When human rights or animal rights are violated, 

 

ETHICAL ISSUES 
Plagiarism 

The use of someone else’s ideas or words without a proper citation is considered plagiarism 

and will not be tolerated. Even if a citation is given, if quotation marks are not placed around 

words taken directly from other authors’ work, the author is still guilty of plagiarism. Reuse of 

the author’s own previously published words, with or without a citation, is regarded as self-

plagiarism.  

All manuscripts received are submitted to iThenticate®, which compares the content of the 

manuscript with a database of web pages and academic publications. Manuscripts are judged to 

be plagiarized or self-plagiarized, based on the iThenticate® report or any other source of 

information, will be rejected. Corrective actions are proposed when plagiarism and/or self-

plagiarism is detected after publication. Editors should analyze the article and decide whether 

a corrected article or retraction needs to be published. 

Open-access theses are considered as published works and they are included in the similarity 

checks. 

iThenticate® report should have a maximum of 11% from a single source, and a maximum of 

25% in total. 
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reviewers to determine whether any action would be appropriate (e.g. an author's statement of 
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Financial 
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article. 
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Please note that a conflict of interest statement is required for all submitted manuscripts. If there 
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manuscript under the heading “Conflicts of Interest” as the last section before your 
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AUTHOR GUIDELINES 
 

All manuscripts must be submitted electronically. 

You will be guided stepwise through the creation and uploading of the various files. There are 

no page charges. Papers are accepted for publication on the understanding that they have not 

been published and are not going to be considered for publication elsewhere. Authors should 

certify that neither the manuscript nor its main contents have already been published or submitted 

for publication in another journal. We ask a signed copyright  to start the evaluation process. After 

a manuscript has been submitted, it is not possible for authors to be added or removed or for the 

order of authors to be changed. If authors do so, their submission will be cancelled. 

 

Manuscripts may be rejected without peer review by the editor-in-chief if they do not comply 

with the instructions to authors or if they are beyond the scope of the journal. After a manuscript 

has been accepted for publication, i.e. after referee-recommended revisions are complete, the 

author will not be permitted to make any changes that constitute departures from the manuscript 

that was accepted by the editor. Before publication, the galley proofs are always sent to the 

authors for corrections. Mistakes or omissions that occur due to some negligence on our part 

during final printing will be rectified in an errata section in a later issue. 

 

This does not include those errors left uncorrected by the author in the galley proof. The use of 

someone else’s ideas or words in their original form or slightly changed without a proper 
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quotation marks are not placed around words taken directly from another author’s work, the 

author is still guilty of plagiarism. All manuscripts received are submitted to iThenticateR, a 

plagiarism checking system, which compares the content of the manuscript with a vast database 

of web pages and academic publications. In the received iThenticateR report; The similarity 

rate is expected to be below 25%. Articles higher than this rate will be rejected. 
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Uploading Articles to the Journal 

Authors should prepare and upload 2 separate files while uploading articles to the journal. First, 

the Author names and institution information should be uploaded so that they can be seen, and 

then (using the additional file options) a separate file should be uploaded with the Author names 

and institution information completely closed. When uploading their files with closed author 

names, they will select the "Show to Referee" option, so that the file whose names are closed 

can be opened to the referees. 
 

Prepatation of Manuscript 
 

Style and Format 
Manuscripts should be single column by giving one-spaced with 2.5-cm margins on all sides 

of the page, in Times New Roman font (font size 11). Every page of the manuscript, including 

the title page, references, tables, etc., should be numbered. All copies of the manuscript should 

also have line numbers starting with 1 on each consecutive page. 
 

Manuscripts must be upload as word document (*.doc, *.docx vb.). Please avoid 

uploading  texts in *.pdf format. 
 

Symbols, Units and Abbreviations 
Standard abbreviations and units should be used; SI units are recommended. Abbreviations 

should be defined at first appearance, and their use in the title and abstract should be avoided. 

Generic names of chemicals should be used. Genus and species names should be typed in italic 

or, if this is not available, underlined. 
 

Please refer to equations with capitalisation and unabbreviated (e.g., as given in Equation (1)). 
 

Manuscript Content 
Articles should be divided into logically ordered and numbered sections. Principal sections 

should be numbered consecutively with Arabic numerals (1. Introduction, 2. Formulation of 

problem, etc.) and subsections should be numbered 1.1., 1.2., etc. Do not number the 

Acknowledgements or References sections. The text of articles should be, if possible, divided 

into the following sections: Introduction, Materials and Methods (or Experimental), Results, 

Discussion, and Conclusion. 
 

Title and contact information 
The first page should contain the full title in sentence case (e.g., Hybrid feature selection for 

text classification), the full names (last names fully capitalised) and affiliations (in English) of 

all authors (Department, Faculty, University, City, Country, E-mail), and the contact e-mail 

address for the clearly identified corresponding author. The first page should contain the full 

title, abstract and keywords (both English and Turkish). 
 

Abstract 
The abstract should provide clear information about the research and the results obtained, and 

should not exceed 300 words. The abstract should not contain citations and must be written 

in Times New Roman font with font size 9. 
 

Keywords 
Please provide 3 to 5 keywords which can be used for indexing purposes. 
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Introduction 
The motivation or purpose of your research should appear in the “Introduction”, where you state 

the questions you sought to answer, and then provide some of the historical basis for those 

questions. 
 

Methods 
Provide sufficient information to allow someone to repeat your work. A clear description of 

your experimental design, sampling procedures, and statistical procedures is especially 

important in papers describing field studies, simulations, or experiments. If you list a product 

(e.g., animal food, analytical device), supply the name and location of the manufacturer. Give 

the model number for equipment used. 
 

Results 
Results should be stated concisely and without interpretation. 
 

Discussion 
Focus on the rigorously supported aspects of your study. Carefully differentiate the results of 

your study from data obtained from other sources. Interpret your results, relate them to the 

results of previous research, and discuss the implications of your results or interpretations. 

 

Conclusion 
This should state clearly the main conclusions of the research and give a clear explanation of 

their importance and relevance. Summary illustrations may be included. 

 

Acknowledgments 
Acknowledgments of people, grants, funds, etc. should be placed in a separate section before 

the reference list. The names of funding organizations should be written in full. 

 

Conflict of Interest Statement 
 

The authors are obliged to present the conflict of interest statement at the end of the article after 

the acknowledgments section. 

 

CRediT Author Statement 

 

Write the authors' contributions in detail using the specified CRediT notifications. Authors may 

have contributed in more than one role. The corresponding author is responsible for ensuring 

that descriptions are accurate and accepted by all authors. 

 

CRediT Notifications Explanation 

Conceptualization 
Ideas; formulation or evolution of overarching research goals and 
aims 

Methodology Development or design of methodology; creation of models 

Software 
Programming, software development; designing computer 
programs; implementation of the computer code and supporting 
algorithms; testing of existing code components 
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Validation 
Verification, whether as a part of the activity or separate, of the 
overall replication/ reproducibility of results/experiments and 
other research outputs 

Formal analysis 
Application of statistical, mathematical, computational, or other 
formal techniques to analyse or synthesize study data 

Investigation 
Conducting a research and investigation process, specifically 
performing the experiments, or data/evidence collection 

Resources 
Provision of study materials, reagents, materials, patients, 
laboratory samples, animals, instrumentation, computing 
resources, or other analysis tools 

Data Curation 

Management activities to annotate (produce metadata), scrub 
data and maintain research data (including software code, where 
it is necessary for interpreting the data itself) for initial use and 
later reuse 

Writing – Original 
Draft 

Preparation, creation and/or presentation of the published work, 
specifically writing the initial draft (including substantive 
translation) 

Writing – Review & 
Editing 

Preparation, creation and/or presentation of the published work 
by those from the original research group, specifically critical 
review, commentary, or revision – including pre-or post-
publication stages 

Visualization 
Preparation, creation and/or presentation of the published work, 
specifically visualization/ data presentation 

Supervision 
Oversight and leadership responsibility for the research activity 
planning and execution, including mentorship external to the 
core team 

Project 
administration 

Management and coordination responsibility for the research 
activity planning and execution 

Funding acquisition 
Acquisition of the financial support for the project leading to this 
publication 
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Writting Style; AMA; References Writting format should be used in the reference writing of 

our journal. If necessary, at this point, the reference writings of the articles published in our 

article can be examined. 
 

Citations in the text should be identified by numbers in square brackets. The list of references 

at the end of the paper should be given in order of their first appearance in the text. All authors 
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Abstract  Keywords 

During the Covid-19 pandemic, there was a significant increase in the use of 

polypropylene-based masks, leading to challenges related to raw material waste and 

supply limitations. This study aims to identify the optimal ratio of recycled and 

standard polypropylene fibers to produce a nonwoven spun-bond fabric with the best 

possible strength and elongation properties. In the rapidly expanding industry, 

polypropylene (PP)-based nonwoven fabrics (spunbond and meltblown) are 

increasingly being recycled by converting fabric waste into granules, which are then 

blended with virgin PP in specific proportions for reuse in production. This research 

focuses on analyzing the tensile strength and elongation at break of spunbond fabrics. 

First, fabric wastes from Spunbond-Meltblown processes were converted into 

granules, and their melt flow index (MFI) values were measured. These granules were 

then blended with virgin polypropylene fibers in varying proportions, resulting in five 

different spunbond fabric samples. The mechanical properties of these samples were 

compared with those of a fabric produced solely from virgin PP. The optimal mixing 

ratio of recycled to virgin fibers was then determined based on the results. The MFI 

of the recycled PP1 waste was measured at 38, while the MFI of a 75%-25% 

Spunbond-Meltblown waste blend (Recycle-PP5) was 104. Spunbond fabrics were 

produced by blending Recycle-PP1 granules with virgin raw material at ratios ranging 

from 0% to 20%. It was found that a 10% blend of recycled granules yielded the best 

results without compromising fabric quality. Higher proportions of recycled granules 

led to defects in the fabric. For instance, the tensile strength of spunbond fabrics 

containing 20% Recycle-PP5 granules decreased by approximately 26.9% compared 

to the fabric produced with 100% virgin PP. This study demonstrates the potential for 

using recycled granules in spunbond fabric production for specific applications, based 

on the observed strength properties. A key distinction of this research from existing 

literature is the identification of the most effective blending ratio of recycled and 

virgin polypropylene in a conventional production setting. 
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1. INTRODUCTION 

 

Polypropylene is a natural white-colored material obtained by polymerization of propylene monomer 

produced from "Naphtha", one of the crude oil derivatives. Since derivatives obtained from crude oil at 

an average rate of 97% are used in its production, its availability and price situation is directly related 

to world crude oil reserves and prices. Polypropylene is a synthetic fiber, it is one of the thermoplastics 

that can be reshaped once produced without undergoing and any chemical changes, and is widely used 

in daily life and industry. Compared to other polymer fibers, it is a 'versatile' fiber whose usage area is 

increasing day by day. Currently, there are 3 types of polypropylene raw materials used in daily life. 

Polypropylene homopolymer is produced only from propylene molecules. It is very soft since there is 
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no ethylene additive. It is used in the production of materials such as bags. The percentage of ethylene 

in the polypropylene block copolymer is 3%. It is not very resistant to temperature. It can only be used 

in the manufacture of plastic pipes that can be used in cold water transmission lines. Polypropylene 

random copolymer is a raw material whose ethylene percentage is between 3-7%. It can be used where 

very high temperature and pressure resistance is required. Polypropylene is a highly versatile material 

used across various industries due to its lightweight, durable, and chemical-resistant properties. In the 

textile industry, it is utilized for underwear, linings, denim, socks, swimwear, ski wear, and military 

clothing. For outdoor furniture and upholstery, it features in weather-resistant fabrics like taslan and 

chenille. In home textiles, it is found in carpets, furniture fabrics, and curtains. The automotive sector 

uses polypropylene for durable interior and exterior parts, while the construction industry benefits from 

its use in geotextiles and waterproofing materials. Additionally, it is essential for cable insulation, bottle 

and pipe manufacturing, and medical applications like syringes and surgical trays. Its adaptability makes 

it indispensable across these fields.Polypropylene shows very good fatigue resistance. It is low cost and 

has good impact resistance. It has a low coefficient of friction and provides very good electrical 

insulation. Chemical resistance is good. It is suitable for all thermoplastic processing processes. The 

moisture retention rate is less than 0.1%. It has high tensile strength but low abrasion resistance and low 

resistance to atmospheric effects. Ironing should be applied at lower temperatures than cotton, wool and 

nylon due to its low melting temperature, difficulty in dyeing after production, low UV resistance and 

thermal stability [1]. 

 

Polypropylene is used more and more in the field of plastic and technical textiles due to its easy 

availability and advantageous cost compared to other polymers. The increase in the interest in disposable 

products, especially with the Covid19 pandemic, has increased this consumption even more [2]. The use 

of disposable products brings with it two difficulties. The first of these is that the demand cannot be met; 

the second is the increase in the level of waste generated by these products. The importance of recycling 

is undeniable when it comes to sustainability. Therefore, it is very important to reintroduce the amount 

of waste generated during production in terms of economic and environmental aspects. The waste of 

nonwoven fabrics can be used in two ways. The first of these is the reprocessing of nonwoven fabrics 

produced from thermoplastic polypropylene polymers in the plastics industry. The other is the 

reprocessing of only spunbond fabrics in the spunbond fabric production machine in the form of 

feedback. However, the rate in the latter is quite low. 

 

The increasing use of polypropylene and generation of waste during both production and post-consumer 

phases has emerged as a significant environmental challenge. Recycling these materials back into the 

production cycle is essential, not only to promote environmental sustainability but also to mitigate the 

rising costs of raw materials. An area of considerable interest is the optimization of blending ratios 

between recycled and virgin (standard) granules within production processes, as determining these 

optimal ratios could support the development of both economically viable and environmentally 

responsible manufacturing practices. 

 

In response to these challenges, incorporating recycled polypropylene into existing production 

techniques, such as the spunbond process, presents a viable solution. However, the integration of 

recycled polypropylene demands a thorough examination of technical obstacles associated with 

nonwoven fabric manufacturing. By optimizing the blend of recycled and virgin polypropylene, 

industries can uphold high-quality standards while minimizing environmental impact. The complex 

nature of the spunbond process, influenced by numerous thermodynamic and aerodynamic factors, 

underscores the need to determine mixing ratios that preserve both mechanical properties and production 

efficiency. Thus, investigating these interactions is critical for advancing sustainable and efficient 

production practices. 

 

Although the spunbond technique is the fastest technique in the production of nonwoven fabrics, the 

process conditions are quite complex [3,4]. With the help of a thermoplastic polypropylene pump melted 
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in the extruder, thousands of filaments are poured into the mold at the same time using constant pressure 

and a surface is formed [5,6] After this process, cold air is given to the mold at a certain flow rate. The 

filaments are oriented by the aerodynamic force between the belt fans. The applied drafting process 

ensures precise stacking of the filaments [4,7]. The most important parameters at this stage are the air 

permeability of the belt, the pore density and size of the filament fan screens, the distances of the towers 

and channels between the die and the belt, the size and number of die holes [8,3,1]. In order for these 

processes to be carried out properly, thermodynamic, aerodynamic and mechanical processes must be 

carried out in a controlled manner. For this, the MFI of the polypropylene polymer and the molecular 

weight distribution of the polymer are very important. In general terms, the more homogeneous the 

molecular weight, the less decomposition, combustion, or carbonization occurs during thermal 

processing and the easier the material is to be processed. In addition, the filter or mold does not clog, so 

the efficiency is high. Since the purest the raw material, the higher the production, the feeding of 

recycled polypropylene or edge waste to the system reduces the efficiency. Therefore, the amount of 

feedback that can be provided at the maximum level without reducing the quality varies. Therefore, 

nonwoven recycling fabric studies are becoming widespread [9-12]. Many studies on polypropylene are 

related to the plastics industry, but there are also studies using recycled polypropylene in the spunbond 

production line [13-17]. 

 

According to the literature chemical recycling [20-22] (melting and forming granules again) is simple 

but mainly limited to condensation polymers. Mechanical recycling [21,23] (carding and forming fiber 

again) is cost-effective, production efficiency is high and technology is well known; however, in this 

method pre-treatment is needed and this process may deteriorate the product’s properties. From the point 

of this view recycling may not be the real solution for the mill, lanning the production line effectively 

is better. 

 

In this study, unlike the literature, spunbond and meltblown fabrics were recycled and mixed at different 

rates to obtain granules again. As a result of the tests applied at the end of the first stage of the study, 

the most successful mixture was selected and these granules were mixed with pure polymer at different 

rates to produce spunbond fabrics. The strength and elongation values of the fabrics produced were 

compared with spunbond fabrics obtained from pure polypropylene. 

 

Research Problem 

 

 –To what extent can the different ratios of recycled pp be added to the pure pp? 

 - What is the optimum recycled granule ratio and production method for the production of nonwoven 

fabrics?  

 

Objectives  

 

- Selecting the most suitable flow rate to obtain ranules again 

-To study the mixing of recycled spunbond and melt blown granules to pure ones and measuring the 

performance. 

 - Identify the optimal ratio by measuring the decreasing ratio of strength and elongation both machine 

and cross directions from pure one. 

 

Research Hypotheses  

 

- The recycled spunbond nonwoven fabrics have the similar strength and elongation values to those of 

pure nonwoven fabrics (or not?). 

- Adding different ratios of recycled granules to pure one causes producing nonwoven fabrics with same 

quality (or not?). 

 



Değirmenci / Estuscience – Se , 25 [4] – 2024 

 

522 

2. EXPERIMENTAL 

 

Recycling systems typically consist of five primary components: an extruder, filter, mold, coagulation 

bath, and shaper [10, 14]. The process involves melting and mixing the material in the extruder, 

purifying and further blending it in the filter, forming the material into filaments using the mold, cooling 

and stretching the filaments in the coagulation bath, and finally granulating the material with a cutter 

[17, 18]. Among these stages, filtration and material maturation are considered the most critical for 

ensuring high-quality output. An additional key factor is the purity of the raw materials used in the 

process, as it significantly impacts the overall efficiency and quality of the recycled product [11].  

 

 

 
 

Figure 1. An example of classical extrusion process in a recycle mill [19] 

 

In this study, meltblown fabrics produced from 1200 MFI polypropylene and spunbond fabrics produced 

from 38 MFI polypropylene were reprocessed into granules, both in their pure forms and as mixed 

formulations. These granules were then combined with standard polypropylene granules at varying 

ratios of 3%, 5%, 10%, 15%, and 20%, resulting in the production of five distinct spunbond fabric 

samples. To check the effect of ratio, a control sample of spunbond fabric made entirely from standard 

polypropylene was also produced, bringing the total to six different samples. The study utilized 

spunbond edge wastes derived from 38 MFI polymers and meltblown edge wastes from 1200 MFI 

polymers. To assess the performance of 24 MFI wastes, an additional sample containing 100% 24 MFI 

waste was produced. In this paper the standard pp refers to the raw material of the mill and the recycle 

one is obtained from the waste during production as pre-consumer. It was transformed to granul again 

and mixed to the original pp in the mill. Other details can not be shared because of the rules of mill. The 

exact blending ratios used in the study are presented in Table 1. 

 
Table 1. Mixing ratio of spunbond ve meltblown waste 

 

Sample codes 24 MFI  Spunbond 

ratio 

38 MFI Spunbond 

ratio 

1200 MFI Melt Blown 

ratio 

Recycle-PP1 %100   

Recycle-PP2  %100  

Recycle-PP3  %95 %5 

Recycle-PP4  %90 %10 

Recycle-PP5  %85 %15 

Recycle-PP6  %80 %20 

 

 

The purity of the raw material (waste) selected in the recycling process and the filter (mesh) to be used 

should be compatible with each other. For more fluid meltblown-weighted recycling processes, filters 
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with smaller pore sizes (higher frequency) should be used. In spunbond-weighted processes, filters with 

larger pores should be used [9,11]. In this study, a 3-layer filter with a porosity of 120*315*18 (mesh) 

was used and extruder temperatures were adjusted to obtain granules from the mixtures. Production 

details are given in Table 2. 

 
Table 2. Recycling extruder regional temperatures 

 

 

In terms of purity, nonwoven fabrics with added additives (such as hydrophilic, antistatic, FR, 

stabilizers, super hydrophobic, UV) can adversely affect the working parameters and even prevent 

filament formation. For this reason, it is necessary to collect wastes by classification and to use such 

mixtures in a controlled manner. No additives were used in this study, except for the blue and white dye 

used in the production of spunbond fabric. 

 

The basic element in adjusting the forces during drafting is to thin the filament as much as possible 

without breaking. In order to withstand these forces, the molecular chain length of the polymer must be 

sufficient [18]. For spunbond, this expression can be followed by two values. The first is the difference 

between 24 and 38 MFI of PP polymer. 38 MFI polymers can operate at lower temperatures and 

pressures than 24 MFI polymers, and the final product can be obtained with a much softer handle [8]. 

Another is the distribution of the polymer chain length that makes up the polymer (it doesn't matter if it 

is 24 or 38 MFI) in the polymer content [18]. The lower (narrower) this distribution, the easier it is to 

process the polymer and adjust the parameters. More trouble-free productions can be realized. However, 

if the dispersion is wide, it will respond over a wider range of thermal and aerodynamic forces. However, 

while this wide range is sufficient to mature some polymers, it will be excessive for some other 

polymers. As a result, two situations may occur. In the first, burning/carbonization may occur in 

polymers at high temperatures, while in the other, breaks may occur in filaments that cannot mature 

before reaching the desired shrinkage amount. When production continues without breaking, filaments 

that cannot reach sufficient strength may naturally form low-strength fabrics. 

 

It is known that recycled PP granules that can be added to the raw material have a negative effect on the 

chain lengths in the molecular structure of the polymer. However, since this may vary according to each 

production machine and the raw material used, how much recycled PP polymer can be used in 

percentage will be determined in this study. The parameters of the production are presented in Table 3. 

 
Table 3. Production parameters of spunbond fabric 

 

Parameters Values Parameters Values 

Extruder Temperature 210-245 °C Calendar Temperatures 133-134°C 

Filter Temperature 238-237 °C Calendar Printing 85-89 N/mm 

Pump Temperature 235-245 °C Number of Mold Holes 20.000 

Pump Speed 19-20 rpm Die Hole Diameter 30-35 microns 

Mold Temperatures 231-245 °C Raw material PP 24 MFI 

Exhaust Fan Speed 750-1050 rpm Color White (%60 TiO2) 

Filament Fan Cycle 900-1250 rpm Belt Fan Cycle 600-780 

Filament Fan Air Temperature 10-12°C Belt Era 270-280 m/min 

 

 

 

Material type First 

region °C 

Second 

region °C 

Third 

region °C 

Fourth 

region C 

Fifth  

region°C 

Sixth 

region°C 

Seventh 

region °C 

Spunbond 180 185 190 190 195 205 200 

Mixture 

(Spunbond+Meltblown) 

195 200 200 205 205 210 210 
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Recycled PP will be added at rates of 0, 3, 5, 10, 15, and 20% to the pure substance with a MFI of 24. 

The highest rate that can operate without breakage/problem in the spunbond machine will be determined 

and its strengths will be examined. 

 

Recycled granules from nonwoven waste will be tested according to the ISO 1133 standard for the 

determination of melt mass flow rate (MFR) and melt volume flow rate (MVR). In short, the MFI/MFR 

test is a measure of how much-molten plastic (230°C / 2.16 Kg) flows in 10 minutes (g/10 min) through 

the standard nozzle under a certain temperature and load. The temperatures and mass applied for each 

polymer are different and are given in the standards where the polymer is defined. In the PP polymer 

standard, the temperature is specified as 230 °C and the mass as 2.16 kg. The tests were performed on 

the Zwick Roell Mflow instrument. 

 

Zwcik Roell brand universal ZwickiLine 0.5 kN model test device was used for the strength of the 

fabrics produced with recycled polymers. Tests are applied according to ASTM E 8 Standard. 3 tests 

were aplied as adviced in this standard and the average is used Tests were carried out along both the 

machine (MD) and fabric width (CD) directions for the study in the test device, in which the breaking 

strength and elongation at break values were determined. In “ASTM E 8” method, the testing machine 

shall be operated such that the rate of stress application in the linear elastic region is between 

1.15 and 11.5 MPa/s [10 000 and 100 000 psi/min]. The speed of the testing machine shall not 

be increased in order to maintain a stressing rate when the specimen begins to yield. It is not 

recommended that the testing machine be operated in closed-loop control using the force signal 

through yield; however closed-loop control of the force signal can be used in the linear-elastic 

portion of the test.  
 

3. RESULTS and DISCUSSION 

 

3.1. Determination of MFI of Recycled PP Granules 

 

Granules were obtained from the recycling wastes studied at the temperature values specified in the 

previous section, and the MFI test results are given in Table 4. MFI tests are applied in accordance with 

ASTM D 1238-23 standard. Three tests are applied and the average result is used. 

MfI 

 
Table 4. MFI test results of recycled granules 

 
Samples Density (g/cm3) MFI (g/10 min) MVR (cm3/10 min) 

Recycle-PP1 0, 82 23 49,30 

Recycle-PP2 0,85 38 59,16 

Recycle-PP3 0,84 47 75,89 

Recycle-PP4 0,86 67 88,83 

Recycle-PP5 0,86 85 130,39 

Recycle-PP6 0,86 104 182,70 

 

By using a polymer with a MFI of 1200 MFI, the molecular chains of the polymer exposed to heat 

treatment (chain length shortens) are broken. During the recycling of meltblown fabrics, i.e. granulation, 

polymers are again subjected to thermal degradation and the molecular chains of the polymer are broken 

more. Therefore, 100% meltblown fabrics (Recycle-PP7) could not be recycled and measurements could 

not be performed. Pictures of other samples are shown in Figure 2. 
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Figure 2. Recycled PP granule samples 

 

As it is known, the density value of PP polymer is 0.91 g/cm3 [11,18], but it was determined below this 

value in the measurements. The reason for this difference is that air is trapped inside the granules during 

granule formation. This undesirable situation is that the frequency of the filter used is not suitable. To 

solve this, it is recommended to choose a more densely woven lower mesh filter. 

 

As it can be understood from the data, it is seen that the MFI value and naturally the fluidity increase as 

the amount of meltblown in the mixture content increases. This trend is broken in the Recycle-PP6 

sample, because meltblown raw materials with high fluidity are fabrics and become too fluid to form 

when re-extruded. 

Another detected situation is the correlation between the MFI values of the recycled granules produced 

from spunbond wastes obtained from 24 MFI and 38 MFI polymers. Granules from 24 MFI spunbond 

wastes are 23 MFI, while granules from 38 MFI spunbond wastes are 38 MFIs. It was observed that the 

MFI value did not change much with the recycling or extruding of the polymer with a high MFI value. 

This shows that the higher the MFI value of the PP polymer, the more difficult it is to recycle. 

 

3.2. Determination of Strength Values of Produced Spunbond Fabrics 

 

In this part of the study, spunbond fabric was produced by adding the granules obtained from 24 MFI 

waste and determined as 38 MFI in the original raw material at the specified rates (0, 3, 5, 10, 15, and 

20%). Test results of mass and thickness values are given in Table 5. 

 
Table 5. Mass and thickness values of spunbond fabrics 

 

Sample codes Granule Ratio (%) Mass (g/m2) Thickness (mm) 

Rec-PP1-G0 0% 13,2 0,13 

Rec-PP1-G1 3% 12,9 0,15 

Rec-PP1-G2 5% 12,8 0,17 

Rec-PP1-G3 10% 13,1 0,14 

Rec-PP1-G4 15% 12,7 0,15 

Rec-PP1-G5 20% 13,3 0,16 

 

The average weight values of the samples were found to be very close to each other with a standard 

deviation of 0.13%. This result shows how accurate the mold temperature settings, one of the process 

parameters produced in the spunbond machine, are. It should be noted that the most important 

observation is the absence of filament breaks that cause drip/melt defects in production. The low 

standard deviations of the weights of the recycled granule-added samples is another factor that indicates 

that the process parameters are chosen properly. A similar result can be seen when the mean thickness 

values and their standard deviation values are examined. The effect of the amount of granules added to 

the spunbond fabric on the fabric strength is shown in Figure 3. 
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Figure 3. The effect of the increase in the number of granules on the strength of the fabrics 

 

The strength values of spunbond fabrics gain importance according to the place of use of the fabric. 

Similarly, to give an example for the % elongation value; while the % elongation value is desired to be 

quite low in lamination processes, % elongation is desired to be quite high in Spunbond fabrics used in 

elastic nonwoven areas. 

 

Both machine direction (MD) and fabric width (CD) strength values of recycled PP granule-added 

spunbond fabrics decreased with the increase in the number of granules. While the MD-strength value 

of spunbond (Rec-PP1-G0) fabric produced without using recycled granules was 36.8 N/10 cm, it was 

determined as 28.8 N/10 cm in 20% doped spunbond (Rec-PP-G5) fabric. The loss of strength value in 

the MD direction was determined as 21.7%. A similar situation occurred for the CD-strength value. The 

strength value loss in the CD direction is 32.2% compared to the MD direction. In this case, it is not 

recommended to use recycled granules in productions with high strength expectations from 13 g/m2 

spunbond fabrics. For example, it is recommended to use pure raw materials in building-construction 

textiles and geotextiles. In addition, in the hygiene-medical sector, pure raw materials should be used in 

accordance with the standards. However, it is understood that up to 10% of recycled PP can be added to 

fabrics produced for sectors where strength is not important. For example, there is no need for strength 

in products used as lining in the furniture industry. There is no need for strength in spunbond fabrics 

used as fruit protectors and fruit mats in fruit crates in the agriculture and greenhouse industry. The 

graph showing the change in the elongation values of spunbond fabrics with the amount of recycled PP 

granules is given in Figure 3. 
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Figure 4. Elongation values of spunbond fabrics according to the number of granules 

 

In Figure 4, the change in %-elongation values of spunbond fabrics obtained by doping recycled PP 

granules at determined rates was followed. As can be seen from the graph, the MD direction %-

elongation value (U-MD) tends to decrease as the amount of added granules increases. The same is true 

for the U-CD value. A clear trend was not observed in the M-CD graph given in Figure 3. Due to the 

fact that the filament fan speed and belt suction fan speed values of the process parameters are adjusted 

in such a way that no breakage occurs in the filament, these settings may have been changed in a way 

that would affect the filament distribution of the fabric. As a result, low elongation value or keeping it 

constant at a certain value will facilitate processes such as lamination. 

 

4. CONCLUSION 

 

Polypropylene polymer has seen an extraordinary demand, especially with the Covid-19 pandemic, and 

manufacturers have not been able to meet this demand. The fact that there are not enough PP 

manufacturers in our country has created major problems in the supply of raw materials. The 

thermoplastic structure of PP polymer has enabled this experimental study to be used for the reuse of 

waste products made of PP polymer as raw materials. 

 

First of all, the first step was to obtain recycled PP granules, which can be obtained by mixing spunbond 

and meltblown fabrics from nonwoven fabrics in certain proportions, and which will provide trouble-

free use in production. As a result of the MFI measurements, the granules obtained from 100% spunbond 

fabric waste were added to the spunbond fabrics and the production phase was started. 

 

The strength values of the fabrics obtained from recycled PP granules doped between 0 and 20% were 

investigated. As the doping ratio increased, the strength values in the machine (MD) direction and the 

fabric width (CD) direction decreased by 21.7%-32.2%, and the elongation value in the machine (MD) 

direction and fabric width (CD) direction decreased by 27.4%-30,1%. It was determined that there was 

a decrease of 30 percent. The reason why the amount of recycled PP granules cannot be fed more than 

10% is the formation of defects in the fabric. These productions are long-term (8-hour) productions and 

there was no filament break during the production. However, in the trials of 20% or more (up to 25%), 

defective areas occurred in the fabric as a result of mold contamination or breaks during the maturation 
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of the filament. For this reason, it is not included in the comparison of strength values. However, this 

limitation may vary depending on the machine design, the purity of the raw material used, the lower and 

upper limits needed when setting the process parameters. 

 

With the study, it has been shown that spunbond fabric wastes can be recycled and used at a rate of 10%. 

In future studies, the usability of recycled granules obtained by increasing the meltblown ratio in the 

meltblown line should be investigated. 

 

From the perspective of environmental awareness, studies of this kind are highly significant. At the core 

of this importance lies sustainability, particularly considering that the proportion at which waste 

generated during production is reintegrated into the system as raw material is not fixed. This ratio can 

vary depending on the raw materials used by the company, the working conditions, the machinery 

chosen, and even the working methods of the operators. However, analyzing these values for the 

company in question and ensuring that the waste produced at the edges is re-granulated or transformed 

into fibers in opening machines and then recycled into rotor yarn or nonwoven surfaces is highly 

meaningful. This type of production process is referred to as a closed-loop system. Nevertheless, the 

data obtained from the company still indicates a waste rate of around 4% in the production line. 

Conducting LCA analyses on the production line to reduce the level of waste may be more beneficial 

than converting it back into granules or fibers. 
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Abstract  Keywords 

Deep learning, a powerful machine learning technique leveraging artificial neural 

networks, excels in identifying complex patterns and relationships within data. 

Among its innovations is the emergence of Physics-Informed Neural Networks 

(PINNs), which have revolutionized the field of applied mathematics by enabling the 

solution and discovery of differential equations through neural networks. PINNs 

address two key challenges: data-driven solutions, where the model approximates the 

hidden solutions of differential equations with fixed parameters, and data-driven 

discovery, where the network learns parameters that best describe observed data. This 

study explores the implementation of PINNs within the R programming environment 

to solve two differential equations: one with boundary conditions 𝑦′ − 𝑦 = 0 with 

y(0)=0 and y(e)=1 boundaries and the Burgers’ Equation. The research utilizes R 

libraries, including reticulate for Python integration and torch for neural network 

operations, to demonstrate the versatility and efficacy of PINNs in addressing both 

data-centric solutions and parameter discovery. The results showcase the ability of 

PINNs to handle complex, high-dimensional problems, offering a promising 

alternative to traditional numerical methods for solving differential equations. 
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1. INTRODUCTION 
 

Differential equations, encompassing Ordinary Differential Equations (ODEs) and Partial Differential 

Equations (PDEs), serve as mathematical models for describing the dynamics of systems across various 

disciplines. Since Newton’s Principia, these equations have been fundamental to understanding and 

explaining physical laws. The primary objective of differential equations is to derive solutions that 

adhere to governing mathematical expressions characterizing the phenomena under study. 

Consequently, devising efficient and accurate methods to solve these equations is critical for scientific 

advancement and engineering applications. 

 

Deep Learning (DL), a branch of machine learning, employs artificial neural networks with multiple 

layers to tackle problems involving regression, pattern recognition, and classification. While 

traditionally DL has not been focused on solving differential equations, recent developments highlight 

its potential in this domain. The pioneering work by Lagaris et al. [1] laid the groundwork by employing 

artificial neural networks for boundary and initial value problems. Cheng et al. [2] extended this idea to 

Hamilton-Jacobi-Bellman equations. More recently, the advent of Physics-Informed Neural Networks 

(PINNs), introduced by Raissi et al. [3-5] under the mentorship of Karniadakis and colleagues, marked 

a significant breakthrough. PINNs utilize deep learning methodologies to address forward and inverse 

problems in PDEs, offering an innovative alternative to conventional solvers. 
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Several R packages exist for solving differential equations. For instance: 

 

 The deSolve package (Soetaert et al. [6]) addresses initial boundary problems for 

ODEs and PDEs. 

 The ReacTran package (Soetaert and Meysman [7]) focuses on reactive transport 

equations in 1D, 2D, or 3D domains. 

 The rootSolve package (Soetaert [8]) employs the Newton-Raphson method to 

determine roots of nonlinear and linear equations. 
 

In contrast, Python provides robust support for PINNs through libraries like PyTorch (Paszke et al. [9]) 

and TensorFlow (Abadi et al. [10]). However, the absence of an equivalent R package for PINNs 

presents a gap in the R ecosystem. This study addresses this limitation by demonstrating the 

implementation of the PINNs approach in R, paving the way for the development of a dedicated R 

package. 

 

In this study, we first introduce the methodology of PINNs and provide a comprehensive overview of 

their workings. We then present two examples to illustrate how PINNs can be applied in R. These 

examples cover the definition of loss functions and parameter prediction, highlighting the effectiveness 

and versatility of this approach. 

 

2. MATERIAL and METHODS 

 

2.1. Overview of Physics-informed Neural Networks (PINNs) 
 

Physics-Informed Neural Networks (PINNs) were initially proposed by Karniadakis, Raissi, and 

colleagues [3-5] as a neural network-based approach for solving partial differential equations (PDEs). 

A significant advancement in PINNs was the incorporation of a residual network, which represents a 

major innovation. This network incorporates the governing physical equations, utilizes the output of the 

deep learning model, and calculates the residual values, as highlighted by Markidis [11].  

 

An equation that illustrates the general form of the partial differential equation addressed by Physics-

Informed Neural Networks (PINNs) is as follows: 

 

𝑢𝑡 + 𝑁 [𝑢; 𝜆] = 0, 𝑥 ∈ Ω, 𝑡 ∈ [0, Ω], 𝑡 ∈ [0, 𝑇] 

𝑢(0, 𝑥) = ℎ(𝑥), 𝑥 ∈ Ω                                (1) 

               𝑢(𝑡, 𝑥) = 𝑔(𝑡, 𝑥), 𝑥 ∈ 𝜕Ω, 𝑡 ∈ [0, 𝑇] 

 

 

In this framework, u (that is, u(t, x)) denotes the unknown solution subject to boundary conditions g(t, 

x) and initial conditions h(x); essentially, u is the target variable of interest (e.g., representing a wave). 

The derivative 𝑢𝑡 denotes the partial derivative of u with respect to time t over the interval [0, T], while 

x is an independent spatial variable within the domain Ω. In other words, x and t are the given inputs 

(e.g., spatial location x and time t), and N[u; λ] is a linear or nonlinear differential operator characterized 

by a set of PDE parameters λ. 

 

In solving the differential equation, the function u is approximated using a fully connected deep neural 

network, where (t, x) serve as inputs and 𝑢𝑁𝑁(𝑡, 𝑥) as outputs. A deep neural network comprises multiple 

hidden layers, each of which has inputs (X = [𝑥1 , 𝑥2,..., 𝑥𝑖 ]) and outputs (Y = [𝑦1 , 𝑦2, ..., 𝑦𝑖 ]).  

 

To simplify the equation, the left-hand side (𝑢𝑡 + 𝑁 [𝑢; 𝜆]) can be expressed as f(t, x), that is, 
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𝑓(𝑡, 𝑥): = 𝑢𝑡 +  𝑁[𝑢; 𝜆]                                                    (2) 

 

The artificial neural network is constructed using hidden layers, where the inputs and outputs of the 

layers are transmitted throughout the network according to the formula: 

𝜎(𝑤𝑖,𝑗𝑥𝑖 + 𝑏𝑖),                                                    (3) 

 

where 𝑏𝑗 and 𝑤𝑖,𝑗   represent biases and weights, respectively. σ(.) denotes the activation function, 

typically applied as a hyperbolic tangent activation function for each neuron except for the last layer, 

where no additional regularization is applied Cai et al. [12]. The parameters of the neural networks 

shared between u(t, x) and f(t, x) are learned by minimizing the loss function. 

 

𝑀𝑆𝐸 = 𝑀𝑆𝐸𝑟 + 𝑀𝑆𝐸𝑏 + 𝑀𝑆𝐸0,                                                    (4) 

 

where, 

𝑀𝑆𝐸0 =  
1

𝑁0
 ∑ |𝑢(𝑡𝑖 , 𝑥𝑖) − ℎ𝑖 |2 

𝑁0 

𝑖=1
,                                                    (5) 

and 

 

𝑀𝑆𝐸𝑏 =  
1

𝑁𝑏
 ∑ |𝑢(𝑡𝑖, 𝑥𝑖) − 𝑔𝑖 |2 

𝑁𝑏 

𝑖=1
,                                                    (6) 

and 

𝑀𝑆𝐸𝑟 =  
1

𝑁𝑟
 ∑ |𝑢𝑡(𝑡𝑖, 𝑥𝑖) + 𝑁𝑥𝑢(𝑡𝑖 , 𝑥𝑖) |2 

𝑁𝑟 

𝑖=0
.                                                    (7) 

 

Here in Equations 4-7, 𝑀𝑆𝐸0, 𝑀𝑆𝐸𝑏 , and 𝑀𝑆𝐸𝑟 correspond to the losses associated with initial 

conditions, boundary conditions, and the penalization of residuals in the governing equations, 

respectively. To compute the residuals for 𝑀𝑆𝐸𝑟, it is necessary to obtain the derivatives of the 

outcomes—namely, 𝑢𝑡  and 𝑁𝑥𝑢 with respect to the inputs. These derivatives are calculated using 

automatic differentiation, as described by Baydin et al. [13]. The overall loss function is then optimized 

using an algorithm such as stochastic gradient descent (Ruder [31]) or the ADAM optimizer (Kingma 

and Ba [14]), among others. 

 

An illustration of the PINNs approach is provided in Figure 1 below. As depicted in Figure 1, a fully-

connected deep feed-forward neural network is utilized to approximate u(t, x). This approximation is 

subsequently utilized to formulate the initial conditions loss 𝑀𝑆𝐸0, the boundary conditions loss 𝑀𝑆𝐸𝑏, 

and residual loss 𝑀𝑆𝐸𝑟. 
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Figure 1.  Physics-Informed Neural Networks (PINNs) Workflow [32]. 

 

Since their introduction, Physics-Informed Neural Networks (PINNs) contributed a significant 

impact on fluid mechanics and scientific computing, leading to notable advancements. 

Karniadakis and his collaborators have built upon these methodologies, resulting in various 

extensions of PINNs. These extensions include stochastic PINNs (Zhang et al. [15]), fractional 

PINNs (fPINNs) (Pang et al. [16]), conservative physics-informed neural networks (CPINNs) (Jagtap 

et al. [17]), parareal physics-informed neural networks (PPINNs) (Meng et al. [18]), extended physics-

informed neural networks (XPINNs) (Jagtap and Karniadakis [19]), non-local PINNs (nPINNs) (Pang 

et al. [20]), PINNs with a variational formulation based on the Galerkin method (hp-VPINN) (Kharazmi 

et al. [21]), parallel PINNs (Shukla et al. [22]), Bayesian PINNs (Yang et al. [23]), and approaches for 

learning nonlinear operators via DeepONet (Lu et al. [24]). Agraz et al. [32] showed that simple 

differential equations can be effectively solved using a single multiplicative neuron. 

 

PINNs can address two distinct problems: data-driven solutions for PDEs and data-driven discovery. In 

the first scenario, the model parameter λ remains constant, and PINNs approximate the hidden solution. 

In the latter scenario, PINNs are employed to identify the λ parameter that best characterizes the 

observed data [3, 25]. This article presents examples and definitions of both solution types, focusing on 

two different problems to illustrate the approach’s efficacy. First, we begin by showcasing the solution 

to the differential equation y ′ − y = 0 with the initial conditions y(0) = 1 and y(1) = e. This is achieved 

through the utilization of the PINNs methodology, complemented by the incorporation of the reticulate 

package for data-centric solutions.   Second, we tackle the one-dimensional Burgers’ equation Basdevant 

et al. [26] using PINNs, employing the torch package Falbel and Luraschi [29] to exemplify a data-

driven discovery scenario. The Burgers’ equation is a fundamental partial differential equation that 

stems from the Navier-Stokes equations Raissi et al. [5]. Within this section, we embark on elucidating 

the foundational aspects of PINNs within the context of the R community. We commence this 

exploration with a clear-cut example centered around a simple differential equation. To facilitate a 

comprehensive understanding, the complete code for this illustrative instance is available in 

Supplementary A.1 on GitHub. Subsequently, we employ the torch package to tackle the one-

dimensional Burgers’ Equation as put forth by Basdevant et al. [26], leveraging the prowess of the 

PINNs approach to unveil insights driven by data. For interested readers, the comprehensive code 

pertaining to this particular example can be found in Supplementary A.2 on GitHub. 

 

2. RESULTS 

 

Data-Driven Solution of the y ′ − y = 0  

 

To provide a straightforward introduction to the concept of PINNs, we offer an example that illustrates 

how to implement the PINNs approach for solving differential equations from the ground up using R 
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4.1.3. We begin by outlining a motivating example of a differential equation and its associated initial 

conditions, as defined in Equation8. 

 

𝑦′ − 𝑦 = 0, 𝑦(0) = 1, 𝑦(1) = 𝑒                                                    (8) 

 

We initiate by installing and loading the pertinent packages and creating a Python virtual environment 

named "r-reticulate." The reticulate package Ushey et al. [27] facilitates the interaction between Python 

and R, enabling the utilization of required Python libraries within R. Additionally, we employ the 

TensorFlow library Abadi et al.[10], a well-known open-source machine learning framework, to address 

neural network and deep learning challenges. The complete code for the solution of y ′ − y = 0 is provided 

in Supplementary A.1. 

 

#install_tensorflow(version = "1.15.0")  
library(reticulate)  
library(tensorflow)  
library(ggplot2)  
use_condaenv('r-reticulate') 
 

We initiate by outlining the structure of the neural network along with its input and output specifications. 

Throughout all the experiments, we employ a 6-layer neural network, each layer comprising 50 neurons. 

 

tf$set_random_seed(1234)  
layers <- c(1, rep(50, 5), 1) #number of layers and neurons  
N_residual <- 100  #number of residuals  
N_test <- 80  #length of test data  
x_f <- seq(0, 1, length.out=N_residual)  
x <- c(0, 1) #inputs  
y <- c(1, exp(1)) # outputs  
x_train <- matrix(x, nrow = 2, ncol = 1)  
y_train <- matrix(y, nrow = 2, ncol = 1)  
x_f_train <- matrix(x_f, nrow = length(x_f), ncol=1) 
 

Subsequently, we generate weights and biases following the truncated normal distribution utilizing a 

Xavier initializer, referred to as the xavier_initialization function. Following this, we proceed to create 

a fully-connected simple deep feed-forward artificial neural network, constituting the core structure of 

the PINNs methodology. In this context, the hyperbolic tangent (tanh) activation function is applied in 

each layer, excluding the final layer. 

 

Following the neural network’s construction, we proceed to define f(t, x) 

 

𝑓 ≔  𝑦′ − 𝑦,                                                    (9) 

and we can now approximate the u(t, x) with a deep feed-forward artificial neural network. Accordingly, 

we define the u(t, x) function below, 

 

u(t,x) <- function(x_){ 
 u <- neural_network(x_, weights, biases)  
return(u)  
} 
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Thereby, f(t, x), PINNs can be determined as, 

 

f(t,x) <- function(x_){  
y_ <- u_xt(x_)  
y_x <- tf$gradients(y_, x_)[[1]]  
# Residuals  
f <- y_x - y_  
return(f)  
} 

𝑀𝑆𝐸 = 𝑀𝑆𝐸𝑟 + 𝑀𝑆𝐸𝑏 ,                                                    (10) 

 

and the loss function is optimized by an Adam optimizer with the following codes. 

 

loss_bd <- tf$reduce_mean(tf$square(y_pred - y_train))  
residual_loss <- tf$reduce_mean(tf$square(f_pred)) 
Adam_optim <- tf$compat$v1$train$AdamOptimizer(1e-3)  
Adam_opt_train <- Adam_optim$minimize(loss_bd+residual_loss) 
 

After training for 10000 epochs, the loss functions are calculated and depicted in Figure 2 as separate 

plots. 

 

                

 
Figure 2.  Total, Boundry (BD) and Residual Loss of the solution of y ′ − y = 0 with PINNs. 

 

According to Figure 2, the Total Loss, Boundary Loss, and Residual Loss are approximately 0.00035, 

0.000037, and 0.00031, respectively.  

 

Post-training, we create a plot that showcases both the actual and estimated solutions on the test data. 

This comparison is made against the exact solution of the test data using the ggplot2 package Wickham 

and Chang ]28[, as illustrated in Figure 3. 
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Figure 3.  Comparison of predictions of test data and the exact solution. 

 

According to Figure 3, the PINNs predicted solution accurately approximates the real solution. In 

conclusion, the mean squared error loss is computed from the test data and depicted in Figure 4. 

 
 

Figure 4.  Mean squared error of the test data 

 

 

Data-Driven Discovery of the Burgers’ Equation 

 

In this section, we tackle the one-dimensional Burgers’ equation Basdevant et al. [26] using PINNs, 

employing the torch package Falbel and Luraschi [29] to exemplify a data-driven discovery scenario. 

The Burgers’ equation is a fundamental partial differential equation that stems from the Navier-Stokes 

equations Raissi et al. [5]. 

 

Here, we demonstrate Burgers’ equation first for solving forward problems using PINNs. 

 

𝑢𝑡 + 𝜆1𝑢𝑢𝑥 − 𝜆2𝑢𝑥𝑥 = 0, 𝑥 ∈ [−1,1], 𝑡 ∈ [0,1]                                 (11) 
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We can define f(t, x) as, 

𝑓 ≔ 𝑢𝑡 + 𝜆1𝑢𝑢𝑥 − 𝜆2𝑢𝑥𝑥                                (12) 

in which the deep feed-forward neural network approximates u(t, x), and the PINNs f(t, x) emerges as a 

consequence.  

 

We begin by installing and loading the necessary packages. The torch package is an essential open-

source machine learning package developed based on PyTorch Paszke et al. [9]. All the codes for solving 

the Burgers’ equation can be found in Supplementary A.2 on GitHub. 

 

library(R.matlab)  # reading .mat data  
library(pracma)  
library(torch)  
library(akima) 
 

We start by loading the data.  

 

# Load data  
data_burger <- readMat("data_burgers_shock.mat")  
t <- as.vector(data_burger$t)  
x <- as.vector(data_burger$x)  
Exact <- t(data_burger$usol)  
grid <- meshgrid(x, t)  
X <- grid$X T <- grid$Y 
 

The Burgers’ data comprises information labeled as t, x, and usol in list form. We initiate by outlining 

the structure of the neural network along with its input and output specifications. Throughout all 

experiments, we employ a 9-layer neural network, each layer comprising 20 neurons. 

 

torch_manual_seed(1234)  
nu <- 0.01 / pi N_u <- 2000  
layers <- c(2, 20, 20, 20, 20, 20, 20, 20, 20, 1)  
X_star <- torch_stack(c(torch_flatten(torch_tensor(X)), +  
torch_flatten(torch_tensor(T))))$t()  
u_star <- torch_flatten(torch_tensor(Exact))$unsqueeze(1)$t()  
# Domain boundries  
lb <- apply(X_star, 2, min)  
ub <- apply(X_star, 2, max)  
X_u_train <- X_star[id_x,]  
u_train <- u_star[id_x]  
u_train <- u_train + noise * torch_std(u_train) *  
+ torch_randn(dim(u_train)) 
 

We create a training dataset containing 2000 randomly generated observations corresponding to both λ 

= 1.0 and λ = 0.01/π. This is done to illustrate the effectiveness of the PINNs approach. The positions 

of the generated training points are depicted in Figure 5(d). Following this, we update the weights and 

biases utilizing a simple feed-forward deep neural network structure and the LBFGS optimizer Liu and 

Nocedal [30], aiming to minimize the loss function. After the training process, the PINNs approach 

estimates both the u(t, x) solution of the PDEs and the parameters λ = (𝛌𝟏, 𝛌𝟐) that characterize the 

underlying dynamics. The predictive accuracy of the PINNs approach is demonstrated in Figure 5(a-c), 
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while the comparison between the exact and predictive outcomes for noisy and noiseless data is 

presented in Table 1.  

 
Table 1. Unequivocally indicates that the PINNs approach adeptly predicts the parameters. Notably, even with 1 

 

 
       (a)                                                   (b)                                                               (c) 

 

 
                                 (d) 

 
Figure 5: Burgers’ equation: Exact and predicted solutions comparisons for (a) t = 0.25 (b) t = 0.50 (c) t = 0.75 and (d) 

predictions are given by a physics neural network of u(t, x) with the training data 

 
Table 1. Correct and predicted parameters of Burgers’ equation 

 

Correct PDEs 𝑢𝑡 + 𝑢𝑢𝑥 − 0.0031831𝑢𝑥𝑥 = 0 

Identified PDEs (clean data) 𝑢𝑡 + 0.995469𝑢𝑢𝑥 − 0.0033095𝑢𝑥𝑥 = 0 

Identified PDEs ( %1 noise ) 𝑢𝑡 + 1.000711𝑢𝑢𝑥 − 0.0031104𝑢𝑥𝑥 = 0 
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3. CONCLUSION 

 

PINNs were first introduced by Karniadakis and his team Raissi et al. [3-5] as an innovative alternative 

to numerical solutions for PDEs. PINNs utilize a simple deep feed-forward neural network approach 

and employ automatic differentiation techniques Baydin et al. [13] to effectively address PDEs.  

 

In this study, we have demonstrated how to apply the PINNs approach within the R programming 

language, leveraging the reticulate and torch packages. As far as our current knowledge extends, this 

study stands as the inaugural implementation of PINNs in the R programming language. Initially, we 

showcased the solution of a basic differential equation problem, specifically y ′ − y = 0 with conditions 

y(0) = 1 and y(1) = e, employing the reticulate package. We also plotted the total error, boundary error, 

and residual error, while additionally comparing the exact solution with predictions in a graphical 

representation. Our observation confirmed that the PINNs method adeptly predicts the exact solution. 

Finally, we calculated the MSE for the test data, resulting in an MSE of 3.571406 × 10−4.  

 
Subsequently, we presented a practical approach for addressing Burgers’ equation using PINNs through 

the PyTorch package. In this example, we contrasted the exact parameters with the predicted parameters 

of Burgers’ equation, considering both noisy and noiseless data. Our exploration of Burgers’ equation 

affirmed the PINNs approach’s capacity to accurately estimate PDE parameters. Furthermore, we 

designed interactive solutions for PINNs via the shiny app and the torch package, which can be accessed 

on the GitHub page under shiny.R.  

 

To the best of our knowledge, this article constitutes the pioneering effort in implementing the PINNs 

approach within the R programming language. In our future endeavors, we aspire to adapt additional 

implementations of the PINNs approach to R and develop a dedicated R package for this purpose. 
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Abstract  Keywords 

Due to the negative effects of emissions caused by fossil fuels used by aircraft engines 

on the environment and human health, and the fact that fuel consumption is a high 

cost input for airlines, the aviation community has many studies on both issues. In 

order to overcome these problems, much space has been devoted to modeling, 

prediction and optimization studies on emissions and fuel consumption in the 

literature. Within the scope of this study, a model was created to predict the NOx 

emission values and fuel flow of high by-pass turbofan engines, which are also used 

in today's commercial air transportation. 165 different turbofan data taken from the 

International Civil Aviation Organization (ICAO) emission databank were used for 

modeling, and the specified parameters were modeled according to the by-pass ratio 

(BPR), overall pressure ratio (OPR) and rated thrust input parameters. In this context, 

the Cuckoo search algorithm-support vector regression (CSA-SVR) method for the 

Landing and Take-off (LTO) cycle, which includes the idle, take-off (T/O), climb out 

(C/O) and approach (App) phases, was used for the first time in the literature for the 

above-mentioned purpose. As a result of the error analysis methods, the minimum R2 

value for 4 phases in FF estimation was found to be 0.972763. This value for NOX 

was 0.6745 in the idle phase. However, the fact that this value was found to be 

0.861497, 0.884984 and 0.792779 for T/O, C/O and App, respectively, shows the 

success of the model in estimating actual data. 
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1. INTRODUCTION 

 

Although situations such as the continuous development of technology, industrialization and the 

constant increase in transportation networks are important developments for humanity, they also bring 

certain problems. One of these problems is air pollution. It should not be forgotten that this situation, 

which has a negative impact on the environment and human health, may also be caused by natural factors 

(volcanic factors, wild fire, etc.) in addition to the anthropogenic factors mentioned above. 

Transportation, one of the anthropogenic factors, has a significant share in air pollution. Emissions 

resulting from air, land, sea and rail transportation are also partially responsible for climate change, 

stratospheric ozone depletion and acid deposition [1,3]. 

 

The speed that aviation provides to its customers, especially in international transportation, compared 

to other types of transportation, causes its rapid growth. As a matter of fact, research predicts that despite 

the negative effects of Covid-19, air transportation will grow between 3.6% and 3.8% on an annual basis 

between 2019 and 2041 [4,5]. Increasing air traffic will also increase total fuel consumption and fuel-

related emissions. In order to overcome the mentioned problems, aircraft/engine manufacturers are 

trying to produce more efficient aircraft/engines, relevant authorities are developing different 
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procedures and methods to make aircraft stay in the air and on the ground shorter, and also; they have 

brought solutions such as turning to alternative fuels (Hydrogen) [6–10]. 

 

Research shows that aircraft engines account for approximately 2% of global greenhouse gas emissions 

due to the fossil fuel they use. However, with increasing air traffic, this value is estimated to be around 

3% in 2050. Among transportation modes, approximately 10% of global greenhouse gas emissions 

originate from aircraft engines. In this context, being able to use fuel efficiently and reduce emissions is 

very important for economic and environmental sustainability [11,12]. Namely; According to 

International Air Transport Association (IATA) data, fuel costs (271 billion USD) constituted a very 

large percentage of airline operating costs, approximately 32%, in 2023 [13]. 

 

Emissions caused by aircraft engines spread to the environment within and above the troposphere layer 

of the atmosphere. These are nitrogen oxides (NOx), carbon dioxide (CO2), various sulfur oxides (SOx), 

water vapor (H2O), carbon monoxide (CO), various non-methane hydrocarbons (NMHC), other gases 

and particles [1, 14]. Within the scope of this study, NOx-related estimation was made. Aviation NOx 

emissions have adverse effects on local air quality and human health. NOx emissions change the levels 

of methane (CH4) and atmospheric ozone (O3), two important greenhouse gases, and thus also affect the 

climate [15]. In addition, the impact of aviation among all anthropogenic sources in NOx production is 

approximately 3% [1]. In this regard, considering the future development of aviation, studies on NOx 

are important. 

 

Due to the importance of reducing emissions, there are many studies in the literature on emission 

estimation, modeling and optimization for different aircraft engines in aviation. Metaheuristic methods 

are frequently used for this purpose. The basis for this lies in the success of these methods in challenging 

modeling and optimization problems in many different fields. Modeling work for 51 different mixed-

flow turbofan engines can be given as an example of the mentioned studies. A multiple regression model 

was created for the engines specified within the scope of the study. Afterwards, it was aimed to increase 

the model accuracy by using the simulated annealing and genetic algorithms (GA) methods. The data 

used are data published by the International Civil Aviation Organization (ICAO). Model input values 

are by-pass ratio (BPR), overall pressure ratio (OPR) and fuel flow (FF), which have significant effects 

on engine performance. Using the 3 specified input values, rated thrust, different exergetic parameters 

and NOx emission index (EI) values were predicted. As a result of the analysis, the coefficient of 

determination (R2) value was found to be approximately 0.862 for NOx EI [16]. In another study on the 

subject, certain exergy parameters were calculated for the take-off phase. Additionally, models 

estimating emission values and calculated exergy parameters were created. SVR and long short-term 

memory (LSTM) methods were used to model 171 different high BPR turbofan engines. In the study 

where FF was also modeled for the take-off phase, HC, NOx and CO EI parameters were estimated. 

ICAO data was used for modeling and model input values were determined as rated thrust, BPR, OPR 

and combustion type. The study stands out as the first study on modeling the emission index and 

exergetic environmental parameters of high-bypass turbofan engines using the specified methods. The 

fact that the R2 values of the models are very close to 1 shows the accuracy of the study [17]. Apart from 

emissions, there are also many studies on fuel consumption modeling alone. The basis for this lies in 

the fact that fuel consumption has a significant share in the operating expenses of airlines and is the 

main source of emissions. Trani et al. (2004) created an aircraft fuel consumption model using the 

Fokker F-100 aircraft performance manual and the artificial neural network (ANN) method [18]. Other 

studies on the subject were conducted by Baklacioglu (2015) and Baklacioglu (2016). In his first study, 

the author created a fuel flow rate model for commercial aircraft for the climbing flight profile using the 

GA method. True airspeed (TAS) and altitude were used as input values [19]. In the other study, a model 

was created for the B737-800 aircraft by using ANN and GA methods together. The goal is to create a 

model that predicts actual data for climb, cruise and descent based on TAS and altitude inputs [6]. 

Moreover, Ridvan and Baklacioglu conducted two different studies on climb and descent flight profiles, 

respectively, using CSA and particle swarm optimization (PSO) method. The data set used in the study 
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is flight data recorder (FDR) data of B737-800, one of the most used aircraft in medium-haul commercial 

air transportation. TAS and altitude, which directly affect flight performance and therefore fuel 

consumption, were used as model input values. Actual data were predicted with high accuracy in both 

fuel flow rate models [20, 21]. 

 

As a result of the literature research, to the author's knowledge, there is no study using the CSA-SVR 

method on NOx emissions and fuel flow for the landing and take-off (LTO) cycle of turbofan engines 

with high BPR. This study stands out in this context as it is the first in this field. BPR, rated thrust and 

OPR, which have a significant impact on engine performance, were used as model input values. The 

created model predicts FF and NOx with high accuracy according to the input values specified for the 

LTO cycle, which includes the idle, take-off, climb out and approach phases. In the study, data sets 

taken from the ICAO emission databank for 165 different high-bypass turbofan engines were used [22]. 

Although the input parameters and number of engines used are high, the prediction success is quite high, 

which shows the accuracy of the study. The fact that the engines are used in today's commercial air 

transportation shows the up-to-dateness of the study; Moreover, modeling for 4 different phases is 

important for the breadth of the scope. 

 

2. CUCKOO SEARCH ALGORTIHM 

 

Although CSA is a relatively new algorithm, it is frequently used in many areas. The most important 

reasons for this are that changing the parameters in the algorithm does not have much effect on the 

solution quality, CSA explores the search space more efficiently by using Lévy flights instead of 

standard random walks, and the risk of getting stuck in local minima is low. Research shows that the 

performance of the CSA method is better than GA and PSO, two of the most used metaheuristic 

methods. The main inspiration for the algorithm is brood parasitism, which is the reproductive strategy 

of some cuckoo species. CSA is built on 3 basic rules given below [20, 23, 24]. 

 

 Each cuckoo lays one egg in a randomly selected nest at one time. 

 The best nests with high-quality eggs will be passed on to future generations. 

 In CSA, the number of nests is fixed and the egg laid will be found by the host bird with a 

probability between 0 and 1. If the host bird notices the cuckoo egg, it will either get rid of it or 

leave its current nest to build a new nest [20,25]. 

 

CSA uses a combination of local and global random walk. The extent to which the algorithm's global 

and local search capabilities will be used is determined by the switching factor (pa). Local random walk 

is shown in equation 1. 
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where xi
t is the current solution and xi

t+1 indicates the new solution. From the other terms s and α are 

step size and step size scaling factor, respectively. While H(u) denotes the heaviside function, xj
t and xk

t 

are two randomly selected different solutions. Finally, ϵ refers to a random number drawn from a 

uniform distribution, while the symbol ⊗ is the entry-wise product. The global random walk is specified 

in the equations below. 
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The global random walk uses Lévy flights. Therefore, λ is the Lévy flight parameter and the function Γ 

is a constant given for λ. One of the other terms, αL(s, λ ) is the transition probability  [20,23,25–27]. 
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3. SUPPORT VECTOR REGRESSION  

 

SVR is a high-dimensional and non-linear mapping machine learning method with low computational 

complexity that gives very good results in challenging optimization problems [28,29]. The general 

equations for SVR are shown below: 

Consider a series of training points, {(x1, d1), (x2, d2),  . . . , (xi, di)}, x ∈ Rn ve y ∈ R. x are the input 

values and d expressions are used to specify the output values. The main goal is to define a regression 

function such as y=f(x) that accurately predicts the outputs di corresponding to a new set of input-output 

samples expressed as (xi, di). The linear regression function (in feature space) is shown below: 
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where Ф(x) is the high-dimensional feature space mapped non-linearly from the input space x. Other 

terms ω and b are coefficients. These coefficients can be estimated by minimizing the basic problem of 

SVR as follows: 
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where slack variables ξ and ξ∗ are used to measure the error of the up and down sides, respectively, and 

C is the regulator. This basic optimization problem is a linearly constrained quadratic programming 

problem that can be solved by introducing Lagrangian multipliers and applying Karush-Kuhn-Tucker 

(KKT) conditions for solving the dual problem: 

             NiC

ts

xxKa

ddR

N

i

ii

ji

N

i

N

j

jjii

N

i

iii

N

i

iii

,....,3,2,1,,0

0)(..

),())((5.0

)()(*),(min

*

1

*

1 1

**

1

*

1

*

















 











                                          (6) 

Where K(xi, xj) is used to denote the kernel function, and the value of this function is equal to the product 

Ф (xi) and Ф(xj). Additionally, in equation 6, the terms α and α* associated with the constraints are used 

to express the Lagrangian multipliers. The kernel function used for SVR modeling in the study is the 

Radial basis function (Gaussian). The equation used for this is expressed below [17,29–31]: 
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4. RESULT AND DISCUSSION 

 

The aim of the study is to create a model that will predict NOx, which has a very negative impact on the 

environment and human health, and FF, which is one of the largest cost inputs of airline operating 

expenses and is actually the source of emissions. For modeling, 165 different high-bypass turbofan 
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engines taken from the ICAO emission databank and frequently used in today's commercial air 

transportation were used. The most commonly used engines today were used in the analyses. CFM56-

5B/7B engines and their variants are some of them. These engines are used in aircraft such as A320 and 

B738, which are frequently preferred in commercial air transportation. Moreover, GE90, CF6, LEAP 

1A/1B, GEnx-1B/-2B etc. engines and their variants were used. The areas of use of these engines are 

again the most preferred aircrafts such as B777, B747, A320 Neo, B737 Max, B787 respectively. The 

above engines are only a few of the engines used in the analyses. Some of the mentioned engines can 

be used in other aircrafts in addition to the above aircrafts. In the model, NOx and FF were estimated 

according to 3 different input values (BPR, OPR and Rated Thrust) and 4 different phases (Idle, Take-

off, Climb out and approach). The large number of engines and input values makes modeling very 

difficult. To overcome this problem, the CSA-SVR method was used. The basis for this is that the SVR 

method provides very successful results in complex and challenging problems. However, SVR 

parameters that affect SVR performance and therefore solution quality need to be adjusted very well. 

For this, the CSA method was used. Using the CSA method, the SVR performance parameters that 

would give the best results were found and then modeling was done with SVR. Very good results were 

obtained as a result of combining the superior features of the two methods. The SVR parameters 

mentioned are regularization parameter (C), The tube size of e-insensitive loss function (ε) and γ. One 

of the specified hyper-parameters, C, determines the trade-off cost between minimizing training error 

and minimizing model complexity. Another important term, γ, is the variance of the Gaussian kernel 

function. ε is equivalent to the approximation accuracy placed on the training data points [29]. 

 

In the CSA-SVR model, the objective function is to find hyper parameters that will minimize the Mean 

squared error (MSE) value between real values and model values. In this context, the number of nests, 

or in other words, the number of solutions, for the CSA method was taken as 25, in line with the 

literature. As a matter of fact, studies on CSA performance show that this parameter gives better results 

in the range of 15-25. In addition, pa, which is an important performance indicator for the CSA algorithm 

and determines the local and global search ability of the algorithm, was taken as 0.25, similar to the 

literature. This value means that the algorithm allocates 25% of the entire search to local search and the 

remaining 75% to global search. Performance studies show that pa values between 0.15 and 0.30 have a 

positive effect on optimization performance [24].  In the CSA method, the lower limits of the coefficient 

(C, ε, γ) are determined as 10-4 for ε, 10-2 for the other two parameters, and the upper limits are 10-1 for 

ε and 104 for the other parameters. A low value of ε is important for the accuracy of the method. 

Therefore, ε differs in value from the other two parameters. With the idea that expanding the solution 

range would have a positive effect on the result efficiency, the other two parameters were taken within 

the ranges mentioned above. Finally, the stopping criterion in the CSA-SVR method was determined as 

5000 iterations. The specified value was taken because increasing the number of iterations above this 

value does not affect the accuracy much and significantly prolongs the solution time. 

 

Although the CSA method is a new metaheuristic algorithm, it can use the search space quite effectively, 

offer quite different solution suggestions and does not easily get stuck in local minimum. This 

contributes a lot to giving the best results in the selection of hyperparameters required for SVR. Thanks 

to these features, it is estimated that it will give better results than grid search, which is one of the most 

used methods for this purpose. For the SVR part of the CSA-SVR method, the LIBSVM package, which 

was introduced in 2000, was used. LIBSVM is a widely used and very popular support vector machine 

(SVM) method [30]. Using a method widely known in the field is important for the accuracy of the 

results. This article uses a combination of CSA and SVR as a method. The preference of LIBSVM, 

which allows easy adjustment in hyperparameter selection in SVR usage, provides both the ease of 

integration of CSA and SVR and the ability to offer different options in hyperparameter selection. Thus, 

the optimization process can be carried out more effectively, quickly and efficiently. The engines used 

in the study also cover the engines of the aircraft most frequently used in commercial air transportation 

today. This means that the scope of this study is quite broad. In addition to the above-mentioned 

advantages in estimating the specified parameters, the use of the CSA-SVR method for the first time in 
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the literature will provide a new approach to studies on fuel consumption and emission prediction. In 

order to measure the accuracy of the model, 80% of the 165 data were taken as train and the remaining 

20% as test data. The data is randomly separated. The data ratio is taken as 80% and 20%, similar to the 

literature. A high ratio of train data such as 70-80% is necessary for an accurate model and a test ratio 

of 20% was deemed sufficient to evaluate the model performance.The ranges of input values are given 

in Figure 1-2. In addition, the comparison of real NOx data and model data is shown in Figure 3-6, and 

the comparison of real FF data and model data is shown in Figures 7-10. 

 

 
 

Figure 1. BPR and OPR values of aircraft engines 

 

As can be seen in Figure 2, BPR varies between 4.3 and 12.7211. The average by-pass ratio of turbofan 

engines is approximately 7.095. At the same time, when the specified figure is examined, the maximum 

value of OPR is 47.5 and the minimum value is approximately 21.4. The average OPR value is 

approximately 32.543. In Figure 3, rated thrust values of turbofan engines in kN were given. Unlike 

BPR and OPR input values, rated thrust varies depending on engine power, so it was shown for 4 

different phases. 
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Figure 2. Rated thrust values for 4 different phases 
 

Figure 3-6 shows the comparison of actual data and model NOx data for 4 different phases. When the 

specified figures are examined, it is seen that the data are shown separately as train and test data, and 

the real and model data results largely match in both data sets. The fact that the NOx values of turbofan 

engines are quite different reveals a non-linear structure. Despite this, very successful results were 

obtained with the CSA-SVR model. In the figures shown, it can be seen that the NOx value is maximum 

64.36 (g/kg) for T/O and 6.98 (g/kg) for idle. In addition, the phase with the lowest minimum value is 

idle (2.86 g/kg), while the phase with the highest value is T/O with 13.51 g/kg. One of the most important 

reasons for this is the difference in engine power between phases. 
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Figure 3. Comparison of actual NOx values and model values for the T/O phase 
 

 
 

Figure 4. Comparison of actual NOx values and model values for the C/O phase 
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Figure 5. Comparison of actual NOx values and model values for the app phase 

 

 
 

Figure 6. Comparison of actual NOx values and model values for the idle phase 
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FF modeling was also performed within the scope of the study. Comparison of model results and actual 

data is shown in Figures 7-10. It can be seen from the figures that the FF model is in good agreement 

with the real data, as is the case with the NOx data. In addition, the phase with the highest FF is T/O and 

the phase with the lowest is idle. 
 

 
 

Figure 7. Comparison of actual FF values and model values for the T/O phase 

 
 

Figure 8. Comparison of actual FF values and model values for the C/O phase 
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Figure 9. Comparison of actual FF values and model values for the app phase 

 

 
 

Figure 10. Comparison of actual FF values and model values for the idle phase 
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SVR performance parameters, in other words CSA model coefficients, were shown in Table 1, and 

model error rates were shown in Table 2. In Table 2, error rates are given in terms of MSE and 

Coefficient of Determination (R2). The R2 value being close to 1 indicates that there is a good 

relationship between the data set. In this context, values close to 1 indicate the accuracy of the model. 

 
Table 1. SVR performance parameter values according to NOx and FF models 

 
  ε γ C 

N
O

x
 

T/O 0.0201 2131.7276 8167.9149 

C/O 0.0001 2477.6724 1120.2005 

App 0.0120 5041.9103 9451.5192 

Idle 0.04 614.1491 10000 

     

F
F

 

T/O 0.0001 0.01 10000 

C/O 0.0001 0.01 10000 

App 0.0001 0.01 9559.3102 

Idle 0.0196 0.01 10000 

 
Table 2. Model error values 

 
  Train Test 

  MSE R2 MSE R2 

N
O

x
 

T/O 2.79205 0.986192 19.7715 0.861497 

C/O 6.72358x10-2 0.999061 8.6542 0.884984 

App 0.768855 0.86489 1.68079 0.792779 

Idle 8.83527 0.842976 15.6282 0.6745 

      

F
F

 

T/O 1.01026 0.988502 0.568287 0.994988 

C/O 0.406476 0.992692 0.221538 0.996991 

App 7.32728x10-2 0.986911 4.804x10-2 0.994013 

Idle 3.23715 0.948679 2.59692 0.972763 

        

 

5. CONCLUSION  

 

The fact that emissions caused by aircraft engines have a significant impact on the environment and 

human health has caused the aviation community to carry out many studies on the subject. In addition, 

the fact that fuel consumption is one of the biggest cost items of airline companies increases the 

importance of this problem and has led to many studies on both subjects in the literature. 

 

Within the scope of this study, a model was created to predict the NOx emission values and fuel flow of 

turbofan engines with high by-pass ratio, which are also used in today's commercial air transportation. 

165 different turbofan data taken from the ICAO emission databank were used for modeling. The two 

mentioned parameters were modeled based on BPR, OPR and rated thrust input data. Actual data for 4 
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different phases were estimated with the CSA-SVR method. The important findings obtained within the 

scope of the study are listed below: 

 

1. The fact that this study is the first to use the CSA-SVR method on modeling NOx emissions and 

fuel flow for the LTO cycle of turbofan engines with high by-pass ratio shows the originality of 

the method. 

2. The use of BPR and OPR design parameters, which have significant effects on engine 

performance, and rated thrust, which is another important engine performance indicator, as input 

data shows the accuracy and reliability of the study. 

3. For the SVR part of the CSA-SVR method, the LIBSVM package, which was introduced in 

2000, was used. LIBSVM is a widely used and very popular support vector machine (SVM) 

method. Using a method that is widely known in the field is important for the reliability of the 

results. 

4. The fact that today's commercial air transportation engines are used for modeling and the 

number of engines is quite high, 165, also shows the timeliness and accuracy of the study. 

5. As a result of the error analysis methods, the fact that R2 values are close to 1 in estimating NOx 

and FF values, which have a very non-linear structure according to engine types, is another 

indicator that shows accuracy. Namely; minimum R2 value for 4 phases in FF estimation was 

found as 0.972763. This value for NOX was 0.6745 in the idle phase. However, this value is 

0.861497, 0.884984 and 0.792779 for T/O, C/O and App, respectively, and this shows that the 

values are close to 1. 

6. In future studies, different emission parameters will be estimated using different metaheuristic 

methods. 

According to the results obtained, the parameters of bypass ratio, rated thrust and overall pressure ratio 

affect fuel consumption and NOX values for different flight phases. Sensitivity analyses can be 

performed to measure the degree of effect of these parameters. Since the accuracy is high in this method, 

similar approaches can be applied for different emission indices (HC, CO etc.). Moreover, algorithms 

such as PSO and GA, which are frequently compared with CSA, can be integrated into the SVR method 

in emission modeling studies and compared. 
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Abstract  Keywords 

Manual control of rail defect detection is slow and costly. Deep learning methods can 

detect some of these defects to a certain extent. However, existing systems produce 

too many false positives due to environmental factors, resulting in labor and cost 

losses. One of the most important components in railway systems is the fastener, and 

their failure can lead to severe accidents. In this study, we developed a deep learning-

based method that is designed to remain robust against foreign objects and 

environmental conditions when detecting railway fasteners. By employing various 

activation functions and expanding the training dataset through data augmentation 

techniques, our method significantly reduces false alarms. The best-performing 

activation function in our tests achieved an F1-score of 0.99 and a mean average 

precision (mAP) of 100%. Testing on a dataset provided by TCDD Railway Research 

& Technology Centre (DATEM) confirms the efficacy of our approach, 

demonstrating a notable decrease in unnecessary work and associated costs. 
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1. INTRODUCTION 
 

Railway transportation has a critical role in both passenger and freight transportation since it is 

economical and safe. The importance of high-speed trains in passenger transportation is increasing day 

by day due to the comfort and speed they provide. The increasing use of rail transportation also makes 

the detection and maintenance of railroad faults more critical. In the past, manual fault detection and 

control operations were both costly and slow. With the development of technology, these manual 

processes can now be performed much faster using vision and artificial intelligence-based algorithms. 

Vision-based methods are widely adopted for railway fastener detection because of their precision and 

ease of integration with existing monitoring systems. Other techniques, such as acoustic and laser-based 

methods, have also been explored in some studies. [1, 2]. However, the defect detection models used 

have not yet reached the desired level. Single-Stage Object Detection (SSD) is the general name for 

object detection methods that perform object detection and classification simultaneously within a single 

neural network architecture and are effective in real-time applications. The main advantages of SSD are 

its simplicity, speed, and suitability for detection of objects with different sizes.  In this study, the SSD 

model You Look Only Once v4 (YOLOv4) is used to detect defects in fasteners that are critical for 

railway safety. The performance of the SSD model is analyzed using different activation functions. 

Activation functions directly affect the performance of the model due to the nonlinearity they add to the 
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model. [3]. This feature distinguishes them from simple linear models and enables them to provide 

successful results for challenging real-world problems. 

 

In 2019, Lin et al. published a paper in which they mentioned that railway fasteners are one of the most 

important components of the railway, and their damage control is done manually. They trained the 

YOLOv3 model with 20 km of GoPro images and achieved 89% and 95% precision and recall, 

respectively [4]. In 2020, Qi et al. stated in their article that real-time detection of defects in railway 

fasteners would be a significant improvement in this field. They also noted that this task is challenging 

due to the memory and processor limitations of embedded maintenance systems. With the MYOLOv3-

Tiny model they developed, the accuracy value reached 99.33% and the memory consumption was 

reduced by 43% compared to the YOLOv3-Tiny model [5]. Güçlü et al. introduced a novel method 

utilizing fuzzy logic and YOLOv4 in their study. They achieved a success rate of 99.25% in classifying 

faulty fasteners on the test dataset [6]. In 2021, Liao et al. investigated the effects of activation functions 

on the learning process with benchmarks and successfully detected surface defects with the hybrid model 

they developed, achieving an of 98.64% mAP value in their study [7]. Şener et al. propose an AI-based 

model using the Tensorflow library and deep learning approaches to identify problems in railway tracks 

with an overall accuracy of 92.2% [8]. Ozdemir and Koc used a semi-supervised deep learning strategy 

with a student-teacher model and YOLOv4 to detect various defects encountered in railways [9]. They 

used a new dataset from the Turkish State Railways (TCDD), which contains five different defects, 

including fastener faults. Their method automates the process of adding appropriately pseudo-labeled 

images to the training dataset, enhancing model performance, and lowering the labor-intensive task of 

manual labeling. Sevi et al. proposed a deep learning-based approach to classify defects in railway 

fasteners by generating defective data from images of healthy rail fasteners. They used CNN, VGG16, 

and ResNet50 models to classify fastener defects, achieving a 100% accuracy rate with the proposed 

method [10]. He et al. added a SE attention mechanism, replaced the backbone with a lightweight 

MobileNet-V2 network, and included Mixup data augmentation to improve the Yolov4 model for track 

fastening service status detection [11]. As compared to the conventional Yolov4 model, their results 

demonstrated a 67.39% increase in processing speed and an 83.2% MAP increase in detection accuracy. 

Yılmazer et al. aimed to detect three different fault classes, including missing fasteners, along with the 

state of healthy sleepers, with the model's accuracy determined to be 95% in the performed tests. 

[12].Zengzhen Mi et al. found that their improved version of the YOLOv4 model outperformed 

YOLOv3, YOLOv4, YOLOv5, YOLOv6, Faster RCNN, and SSD models, achieving an F1 score of 

0.925 compared to YOLOv6’s 0.914 [13]. In our work, we use the original YOLOv4 model to evaluate 

the impact of different activation functions on railway fastener detection. 

  

The dataset provided by TCDD was obtained using a track inspection system called VCUBE. There 

were many false positives in the detections made by V-CUBE, with the precision value being about 

11%; this means that only 301 out of 2730 detections were true. The false positives (FPs) may occur 

due to the ballasts on the fasteners and other environmental conditions, resulting in very low 

performance. This study, focusing on fastener defects, was conducted to address this problem. 

Additionally, the effects of activation function selection and data augmentation on the model's 

performance were analyzed. 

 

2. MATERIALS and METHODS 

 

2.1. Dataset 
 

One of the most critical factors in the success of deep learning models is the dataset [14]. The more 

accurate and consistent the labels and tags in the dataset used to train the model, and the higher the class 

diversity, the more successful the model will be. The dataset in this study, which was created using 

railroad images provided by TCDD, was obtained using a track inspection system. These images were 



Ozdemir and Koc / Estuscience – Se , 25 [4] – 2024 

 

559 

analyzed, and the marking and labeling were done carefully. After analyzing all the images, the 

following three classes were created: 

 Sleeper: Placed under the rails and used to support the rails. It stabilizes the rails by distributing 

the load under the rails and ensures the contact of the rails with the ground. 

 Fastening OK: Fasteners are used to attach rails and rail components. These parts connect the rails 

to the bearings and substructure and ensure that the track is safe and stable. Various types of 

fasteners can be used to ensure that the rails are held in place and secured. These systems increase 

the life of the track by absorbing vibrations and carrying the loads of the rails. Fastening systems 

typically consist of rail clips, screws, wedges, and other hardware.  

 Fastening NOK: If the fastener is deformed for any reason, or if it rotates and loses contact with 

the rail, the safety of the rail line is compromised. Fasteners in the images under this condition are 

labeled as "Fastening NOK". 

Labeled sample images of the Sleeper, Fastening OK, and Fastening NOK classes are shown in Figure 

1. 
 

 

Figure 1.  Examples of Sleeper, Fastening OK and Fastening NOK Classes 

 

After analyzing the railroad images received from TCDD, approximately 89% of the classifications were 

found to be incorrect. For example, Figure 2 shows images that were initially classified as incorrect in 

the dataset but were actually correct. By analyzing all images, those that were truly defective were 

identified and separated from the non-defective ones, as demonstrated in Figure 3. 

 

 

Figure 2.  Normal images that are labeled as defective 
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Figure 3. Checking for images that are labeled as defective 

Training, validation, and test datasets were then created from the acquired images, which were labeled 

in YOLO format using the labelImg program. In addition to labeling the fasteners, the sleepers in the 

images were also labeled, creating a dataset that facilitates the detection of missing fastener defects if 

needed. The numbers of images in the training, validation, and test datasets, along with the number of 

classes in these images, are provided in Table 1. 

 
Table 1. Number of Images in Training, Validation, and Test Datasets 

 

 

 

 

 

 

 

The use of data augmentation techniques, specifically adjustments in contrast and orientation, expanded 

the training dataset to four times its original size by increasing the number of images. The augmented 

training dataset has 3248 images which contains 3248 sleepers, 2284 fastening_OK, and 964 

fastening_NOK samples. 

 

2.2. YOLOv4 

 

YOLOv4 is an object detection algorithm that provides advantages such as high accuracy, speed, and 

scalability [15]. In this study, the YOLOv4 detection algorithm is used to detect the defects of railway 

fasteners with high accuracy and reduce the number of false positives. 

 

The architecture of YOLOv4 generally consists of Backbone, Neck, Head sections. The tasks of these 

sections are briefly described below: 

 Backbone: In YOLOv4, it is based on CSPDarknet53, a pre-trained deep learning model. 

CSPDarknet53 [16] is a Convolutional Neural Network (CNN) based architecture and includes 

a series of convolution and pooling layers to transform the image into smaller feature maps. 

 Neck: This section processes the output from the backbone network and contains several 

convolution and scaling layers that combine and compress feature maps at different scales. 

Typically, a neck consists of several paths from the bottom up and several paths from the top 

down. In the neck part of the architecture of YOLOv4, SPP (Spatial Pyramid Pooling) add-on 

module and PANet path aggregation were chosen. PAN (Path Aggregation Network) in this 

section [17] is a network that performs the operations of merging and expanding feature maps. 

SPP [18] layer contains max-pooling outputs with 1×1, 5×5, 9×9, 13×13 kernel sizes and adds 

imaginary connections, so the model can be trained shorter time also had a higher performance.  

 Head: The head section is the dense prediction layer. It contains bounding boxes and the class 

of each box is estimated. The models implemented in YOLOv3 are used here. Thanks to the 

Dataset image sleeper fastening_OK fastening_NOK 

Training 812 812 571 241 

Validation 100 100 68 32 

Test 100 100 72 28 



Ozdemir and Koc / Estuscience – Se , 25 [4] – 2024 

 

561 

mechanism that YOLOv4 has, the model is able to recognize both small and large objects with 

the same level of accuracy.  

 

A figure summarizing the structure of the YOLOv4 algorithm is shown in Figure 4. Yolov4 uses a 

composite loss function which is made up of three components: (i) Bounding box regression loss (ℒloc) 

improves the overlap, center distance, and aspect ratio consistency to ensure that predicted bounding 

boxes in the object detection tasks are accurately aligned with the ground truth. (ii) Confidence loss 

(ℒconf)  penalizes incorrect object evaluations by using binary cross-entropy to determine the model's 

confidence about whether the bounding box contains an object. (iii) Classification loss (ℒclc)  quantifies 

how well a model can classify an object inside a bounding box. The total loss is the weighted sum of 

these three loses: 

 

where 𝜆𝑙𝑜𝑐, 𝜆𝑐𝑜𝑛𝑓, and 𝜆𝑐𝑙𝑠 are the corresponding weight coefficients. 

 

 

Figure 4.  YOLOv4 Architecture [19] 

 

2.3. Activation Functions 

 

Some activation functions commonly used in the literature are selected to investigate the learning 

performance of the model and their performances are compared on the test dataset. The activation 

functions are designed to optimize the training of the model, deal with gradient vanishing/exploding 

problems, and improve the learning process. The ideal activation function may differ based on the model 

and application. Figure 5 depicts some of the most frequent activation functions used to train deep 

learning models. 

 

ℒ = 𝜆locℒloc + 𝜆confℒconf + 𝜆clsℒcls (1) 
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Figure 5. Comparison of Activation Functions 

 

In this study, the activation functions Leaky ReLU (Rectified Linear Unit), Swish, x-Swish (Exponential 

Swish) and Mish were employed during the model training process. Each of these activation functions 

is described in detail below: 

 

Leaky ReLU: It multiplies the input by a small slope value when the input is negative. This means that 

𝑥 <  0 when the Leaky ReLU is multiplied by 𝛼. Adding a small slope to negative inputs that are zero 

is intended to increase the model's ability to learn. 

Swish: It applies the sigmoid function to the input and then multiplies the input by the result. The Swish 

function produces a smooth version of the sigmoid as the value of 𝑥 increases. Swish has smoother 

derivatives, which can make training more stable. 

x-Swish (eXponential Swish): x-Swish has been proposed to improve the Swish function. x-Swish aims 

to improve the performance of Swish by adding an additional scaling factor. 

𝑓(𝑥) = 𝛽𝑥𝜎(𝑥) =
𝛽𝑥

1 + e−𝑥
 (4) 

Mish: Mish is a nonlinear function that multiplies the input by the hyperbolic tangent (tanh) function of 

x. Mish has a smoother curve than other activation functions, especially Swish and ReLU. 

𝑓(𝑥) = 𝑥tanh(ln(1 + e𝑥)) (5) 

 

Mish*: Mish* activation function is combined with both the Mish activation function and the SAM 

(Spatial Attention Module) module. This can help the model to focus on important regions in the feature 

map. The mathematical formulation of this special function may vary depending on the application 

context, but in general it includes mish activation function and spatial attention features. Mish* aims to 

achieve better performance in tasks such as object detection by combining the spatial attention feature 

with the Mish function. Unlike the Mish activation function, the plug-in modules have not only SPP, 

but also SAM, and the head part uses the linear activation function instead of the logistic one. 

 

𝑓(𝑥) = {
𝑥 𝑥 ≥ 0

𝛼𝑥 𝑥 < 0
 (2) 

𝑓(𝑥) =  𝑥  𝜎(𝑥) =
𝑥

1 + e−𝑥
 (3) 
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3. EXPERIMENTS 

 

To compare the performance of the fault detection model developed with the YOLOv4 object detection 

algorithm trained on our custom railway fastener dataset, we conducted 10 different experiments using 

various activation functions. In these experiments, the YOLOv4 model is trained using hyperparameters 

with an input size of 352 × 352 pixels, a batch size of 64, and a mini-batch size of 32. The learning rate 

is set at 0.001 and the momentum at 0.949. The training is conducted over 12,000 iterations with the 

Adam optimizer. The experiments are conducted on a desktop PC operating Windows 11, equipped with 

an Intel i7-11700 CPU at 2.50GHz, an RTX3060 Ti GPU, and 16GB of RAM. 

 

Evaluation Metrics: 

 

The evaluation of detection accuracy involves the utilization of metrics such as Precision, Recall, F1-

score, Intersection over Union (IoU), and mean average precision (mAP), which are delineated as 

follows: 

 

 
Precision =  

TP

TP + FP
 (6) 

 
Recall =  

TP

TP + FN
 (7) 

 
F1 − score = 2 ×

Precision × Recall

Precision + Recall
 (8) 

 
IoU =  

TP

TP + FP + FN
 (9) 

 
mAP =  

1

C
∑ APi

C

i=0
 (10) 

 

Here 𝐶 represents the total number of categories within the image dataset. TP, FN, and FP denote true 

positive, false negative, and false positive, respectively. In this study, the prediction anchor box is 

classified as true positive (TP) if its Intersection over Union (IoU) value equals or exceeds a predefined 

threshold, denoted as 𝑇, which is set at 0.5. 

Table 2. Comparison of Activation Function Performances 

Activation F1-score recall precision IoU mAP 

leaky 0.99 0.99 0.98 93.07 98.62 

swish 0.86 0.93 0.80 75.80 99.20 

x-swish 0.92 0.95 0.90 87.13 97.97 

mish 0.93 1.00 0.87 81.83 99.24 

mish* 0.98 0.99 0.98 92.57 98.70 

 

To investigate the effects of activation functions on the performance of the model, Swish, x-Swish, 

Mish, and Mish* activation functions were selected one at a time instead of Leaky ReLU and the model 

was trained on the training dataset. As a result of this training, performance comparisons were made on 

the test dataset with the models obtained using different activation functions. The results of these tests 

were compared with the overall performance indices in  Table 2, and the class-based performance results 

are shown in Table 3 on the dataset.  With the Mish activation function detecting 27 out of 28 defective 

fasteners, it achieved the best result, marking an improvement of 3.57% and attaining an F1-score of 

0.93. Although the best result was obtained in the detection of faulty fasteners, the overall performance 

was degraded due to the high number of false positives in the "sleeper" and "fastening_OK" classes. 
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Table 3. Class Based Performance of Activation Functions 

 Sleeper Fastening_OK Fastening_NOK 

activation AP TP FP AP TP FP AP TP FP 

leaky 100.00 100 0 99.67 72 4 96.18 26 0 

swish 100.00 89 36 99.12 70 7 98.49 26 2 

x-swish 100.00 94 11 99.01 71 6 94.89 26 5 

mish 100.00 100 24 100.00 72 6 97.73 27 1 

mish* 100.00 100 0 99.67 72 5 96.43 26 0 

 

To improve the performance of the error detection model, the number of images in the training dataset 

was increased using data augmentation methods including flipping, contrast reduction, and contrast 

enhancement. In this way, a training data set was obtained that is more adaptable to changing light 

conditions at different times of the day, when the weather is cloudy or sunny. As a result of these 

operations, the number of images was increased, and the training dataset was expanded to four times its 

original size. With the extended training dataset, the models with leaky ReLU, Swish, X-Swish, Mish, 

and Mish* activation functions were retrained. The performance of the new models was compared on 

the test dataset. The results were compared with the overall performance indices listed in Table 4 and 

on a class-by-class basis in Table 5. Analysis of the tables shows that the models trained with both the 

Swish and Mish* activation functions successfully detected all defective images. However, the model 

trained with the Mish* activation function outperformed the Swish-activated model on the F1-score 

index, achieving 0.99 compared to 0.93. This superiority is attributed to the Swish model producing 

more false positives and its failure to detect some true positives in the "sleeper" and "fastening_OK" 

classes. As a result, Mish* was found to be the most successful function. 

Table 4. Comparison of Activation Function Performances on an Extended Training Dataset 

Activation F1-score recall precision IoU mAP 

leaky 0.99 0.99 0.98 92.93 100.00 

swish 0.93 0.95 0.90 84.48 100.00 

x-swish 0.93 0.93 0.93 87.16 99.96 

mish 0.97 0.98 0.96 90.51 99.94 

mish* 0.99 1.00 0.99 93.51 100.00 

 

Table 5. Class Based Performance of Activation Functions 

 Sleeper Fastening_OK Fastening_NOK 

Activation ap TP FP ap TP FP ap TP FP 

leaky 100.00 100 0 100.00 72 4 100.00 26 0 

swish 100.00 94 14 100.00 68 5 100.00 28 1 

x-swish 100.00 87 13 100.00 72 2 99.88 27 0 

mish 100.00 96 5 99.94 72 4 99.88 27 0 

mish* 100.00 100 0 100.00 72 3 100.00 28 0 

 

4. CONCLUSION 

 

The ballasts on the fasteners and other environmental factors cause a lot of false positives (FPs) in the 

current system that generates the dataset for TCDD, which leads to poor defect detection performance. 

YOLOv4 models incorporating Leaky ReLU, Swish, x-Swish, Mish, and Mish* activation functions 

were trained on this new dataset, which was organized considering the environmental conditions. When 

evaluating the performance of the 'Railway Fastener Fault Detection Module' on the test dataset, it was 
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initially observed that one faulty fastener was missed. However, following the implementation of data 

augmentation improvements, all faulty fasteners were successfully detected. This module achieved an 

improvement of 1% in recall and precision values and 1.38% in mAP by using different activation 

functions compared to the initial setup. Consequently, many false positives were avoided, unnecessary 

work loss was prevented, and productivity was increased. 
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Abstract  Keywords 

This study aims to optimize the performance of optical communication and sensing 

systems using avalanche photodiodes (APD) and transimpedance amplifiers (TIA). 

The high gain of APDs at low light levels and TIA circuits’ wide bandwidth, low 

noise, and high-speed characteristics are critical for these applications. In the design 

process, a T feedback network and various operational amplifiers were used to 

enhance the performance of the TIA circuit. LTspice simulations examined the effects 

of white noise on the circuit’s current and output voltage and the noise performance 

under various noise divider values. The impact of changes due to laser distance and 

dark current were also analyzed. These analyses reveal how the TIA circuit achieves 

high performance in different applications and demonstrates the effectiveness of noise 

reduction techniques. The results provide significant insights into the design of TIA 

circuits used in optical communication and sensing systems. 
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1. INTRODUCTION 
 

Rapid advances in optical communication technologies in recent years have highlighted the importance 

of optical receivers, crucial components for converting optical signals into electrical signals in 

communication and sensing systems [1]. A core component of these receivers, the transimpedance 

amplifier (TIA), is employed in diverse applications, including optical communication (e.g., 2.5, 10, and 

25 Gb/s), mechanical sensors, biosensors, DNA sequencing, impedance spectroscopy, and remote 

sensing [2,3]. This extensive application range introduces various technical challenges for TIA circuit 

designers, such as achieving GHz-level bandwidth in communication systems while optimizing noise 

performance in lower-frequency bioapplications [4,5,6]. Furthermore, low power consumption is 

essential for bio-implantable applications, highlighting the need for high flexibility and performance 

optimization in TIA design [5,7]. 

 

In critical applications, noise signals can interfere with accurate signal detection, especially in low-light 

environments. For instance, shallow current signals are produced at photodetector outputs in remote 

sensing applications such as LIDAR (light detection and ranging) [8,9]. TIA circuits, particularly when 

paired with avalanche photodiodes (APDs), help address these challenges, enabling efficient signal 

processing in such conditions [10]. 
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TIA circuits also possess other essential features, including wide bandwidth, fast response time, and 

adjustable gain for application-specific sensitivity. These features are especially valuable in optical 

communication, where modern TIAs deliver high performance, critical for energy efficiency [5,11]. 

Additionally, TIAs support APDs to operate effectively, thereby enhancing the performance of optical 

communication systems and other optoelectronic applications. 

 

Recently, the significance of APD and TIA circuits has increased in optical communication and sensor 

technologies, including applications like short-range LIDAR sensors with on-chip APDs fabricated 

using CMOS technology [12]. Such receivers show significant potential, particularly in indoor 

monitoring applications [13]. In data computing, dense wavelength multiplexing (DWDM) connections 

have been studied to overcome electronic connection limitations and meet data traffic demands [14]. 

Moreover, multi-channel analog front-end circuits have been developed for linear LADAR applications, 

underscoring the critical role of APD and TIA circuits in advancing optical communication and sensor 

technologies [12,15]. 

 

This study aims to design an optimized TIA circuit for APDs that provides high sensitivity, low noise, 

high speed capabilities and cost-effective performance to meet the increasing demands in optical 

communication and sensor technologies, and also contributes to the performance of transimpedance 

amplifiers (TIAs) by addressing several important issues that are often neglected in the existing 

literature. Simulation analyses evaluate the ability of the circuit to accurately process signals at different 

frequencies by considering variables such as laser distance and dark current effects. First, the effects of 

white noise intensities and feedback capacitor values on the performance of the TIA circuit are modeled 

and a comprehensive analysis is presented. In addition, performance enhancement is achieved under 

various operating conditions thanks to the noise reduction techniques integrated into the TIA design. In 

addition, an innovative approach is demonstrated in the TIA circuit design by using a T feedback 

network and different operational amplifiers. This study, in which variables such as laser distance and 

dark current effects are evaluated by simulation analyses, examines the ability of the TIA circuit to 

accurately process signals at various frequencies in detail. These unique contributions make the study 

stand out from the existing literature and an important step towards meeting the increasing demands in 

optical communication and sensor technologies at a low cost. 

 

2. MATERIAL AND METHOD 

 

APDs are semiconductor devices that provide high sensitivity and fast response times. Multiplying the 

electron-hole pairs formed by light photons with the Lavin effect provides substantial signal gains even 

at low light levels [11]. Excelitas’ C30737 series APDs offer high sensitivity, especially at wavelengths 

between 500 nm and 1000 nm, making them an ideal choice for automotive LIDAR, laser meter, and 

area scanning applications [16]. When designing a suitable TIA circuit for APDs, attention should be 

paid to the electrical and optical properties of the APD. This circuit converts the current signal from the 

APD into a voltage signal [12]. For Excelitas C30737 series APDs, the low bias voltage is necessary for 

the APD to provide high gain. Additionally, the fast response time (about 200 ps) and low noise level 

(about 0.1 pA/√Hz) of APD should be considered in TIA circuit design [16]. The wide bandwidth and 

high sampling rate of the TIA circuit must be compatible with the high cutoff frequency (>1 GHz) of 

the APD [15]. 

 

At wavelengths of 800 nm and 900 nm, the reverse bias voltage directly affects the gain of the APD. 

For 800 nm, the typical breakdown voltage varies between 120V and 210V, while for 900 nm, this range 

is between 180V and 260V [16]. The reverse bias voltage should be set at the optimal point higher than 

these breakdown voltages but before the Lavin effect begins. This provides efficient signal amplification 

and prevents overheating and device damage [11]. The gain values of the APD also vary depending on 

the wavelength, so these factors should be considered when choosing the reverse bias voltage [16]. Other 

essential features to consider in the design of an APD-based TIA circuit include the bandwidth of the 
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circuit, the sampling rate, and the capacitance of the APD [12]. The capacitance values of Excelitas 

C30737 series APDs vary depending on the bias voltage, which can affect the bandwidth and noise 

performance of the TIA circuit [16]. The pulse width of the APD determines the shortest signal duration 

that can be detected by the system, which is especially critical in applications requiring fast 

response [15]. The ideal OpAmp selection for TIA circuits depends on the application’s requirements. 

The following OpAmp models are generally preferred for scenarios requiring low noise, speed, and high 

sensitivity, such as APD applications: 

 

Texas Instruments OPA657, 1.6 GHz gain-bandwidth multiplication, low noise (4.8 nV/√Hz), and 

700 V/μs slew rate. In addition to being perfect for high-speed applications and has wide bandwidth 

[17]. Analog Devices AD8009, 5.175 GHz gain bandwidth multiplication, and 5500 V/μs slew rate. The 

high slew rate is ideal for high-speed signal processing [18]. Texas Instruments THS3001, 420 MHz, 

provides bandwidth, low noise, and a 6500 V/μs slew rate. High power output driver and very high 

rotation speed, compatible with a wide range of loads [19]. Analog Devices LTC6268, with 500 MHz 

gain bandwidth multiplication and low input bias current in the femtoampere range. High-speed 

combination with ultra-low input bias current, good compatibility with capacitive loads [20]. 

 

At this point, LTC6268 was chosen. The LTC6268 is the operational amplifier in transimpedance 

circuits designed for APDs. The reasons for this choice stem from the fact that the set of features that 

the LTC6268 combines are ideal for applications that require high sensitivity and fast response [23]. In 

addition to these functional advantages, the selection of LTC6268 was also guided by its cost-

effectiveness and ease of integration into compact circuit designs. First, the ultra-low input bias current 

at the femtoampere level enables precise measurements by reducing voltage errors in signals received 

from high-impedance sensors [20]. Moreover, with its high slew rate of 1.25 V/µs, the LTC6268 can 

effectively process rapidly changing signals, maintaining integrity under dynamic signal conditions. 

This model, which comes with a low noise level (4.3 nV/√Hz), makes obtaining clear and sharp signal 

outputs possible by minimizing noise, especially at low signal levels. Finally, the wide gain bandwidth 

of 500 MHz delivers the performance required for high-frequency applications, and the LTC6268’s 

compatibility with capacitive loads simplifies the circuit design. These features make the LTC6268 a 

reliable choice in critical applications such as optoelectronic sensing systems. 

 

The TIA circuit is a circuit with an OpAmp and a feedback resistor. The current input is received from 

a photodetector or similar sensor. This incoming current is directed to the reverse input of the circuit, 

where it is converted into a low-impedance voltage signal by the OpAmp using negative feedback. The 

feedback resistor determines the relationship between output voltage and input current. The larger this 

resistor, the greater the output voltage the TIA produces. Using the “T feedback network” design for 

TIA improves the circuit’s performance by providing several advantages. The T feedback network is a 

structure usually consisting of a resistor and two capacitors and when integrated into the OpAmp circuit, 

provides the following benefits: 

 

 T feedback network is used to extend the bandwidth of the OpAmp. This structure limits the 

OpAmp’s low-frequency gain while providing a flatter gain profile at high frequencies. This 

helps maintain the signal’s integrity, especially in optoelectronic applications that require high-

speed processing. 

 The T-network allows the OpAmp to handle positive and negative charge capacitances. Thus, 

it supports the circuit’s more stable operation and compatibility with capacitive loads. This 

stability reduces signal fluctuations and is especially important in applications where dynamic 

signal changes occur frequently. 

 Effectively reduces noise levels and prevents potential emissions. While capacitors help filter 

unwanted peaks that may occur at high frequencies, the resistor prevents overreactions by 

slowing down the overall response of the circuit. 
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 It helps to harmonize the circuit’s input and output impedances with other electronic 

components to which it is connected. This reduces signal loss and provides higher efficiency 

during data transmission. 

 Using the T feedback network allows the OpAmp circuit to operate more comprehensively. This 

is especially important for sensors operating in various light conditions because the circuit can 

more accurately process multiple signals. 

 

It should be noted that in designing the T feedback network, the selection of capacitor and resistor values 

is crucial, as they directly impact bandwidth and noise performance. These values were carefully 

optimized through iterative simulations to achieve the desired gain and noise reduction levels suitable 

for high-speed and precision sensing applications. It is integrated with a high-performance OpAmp, 

such as the LTC6268, which maximizes overall system performance by offering low noise and high 

stability while increasing the circuit’s ability to collect fast data. How accurately TIAs work depends on 

signal conditioning, linearity, hysteresis, and temperature. Depending on the intended use and 

environmental conditions, adding extra circuit elements, such as noise-reducing filters, may be 

necessary for higher accuracy. Active filter techniques or passive filters containing resistors and 

capacitors can be used on the circuit output to eliminate unwanted signals. A unique amplifier, the TIA, 

corrects minimal currents in the reverse direction. The designed circuit is shown in Figure 1. 

 

 
 

Figure 1. TIA circuit design. 
 

A Ferrite bead is a circuit element whose impedance increases at high frequency. The value “1k4” 

indicates that the ferrite bead has an impedance of 1.4 kΩ at high frequency. Ferrite bead absorbs high-

frequency noise and converts energy into heat, effectively blocking frequencies in the range of 100 kHz 

to several hundred MHz. In this design, frequencies around 98 kHz and 326 kHz are specifically 

targeted, as they often correspond to noise generated by switching power supplies (SMPS) and other 

industrial sources. By filtering out these frequencies, the ferrite bead reduces the impact of switching 

harmonics and external electromagnetic interference (EMI) on the circuit. This prevents high-frequency 

noise on the feed line from reaching the operational amplifier. Capacitors are usually added parallel to 

an operational amplifier’s supply leg to further enhance noise suppression. For instance, the combination 

of 100 nF and 1 uF capacitors in this circuit helps to target different noise bands, with the 100 nF 

capacitor focusing on higher frequencies (such as 100 kHz and above) and the 1 uF capacitor addressing 

lower-frequency noise components. This is to filter out high-frequency noise in the feed line. Capacitors 

direct this noise to the ground by creating a low impedance path at high frequency. Capacitors of 

different values are used to filter noise in different frequency ranges, effectively isolating sensitive 

components from noise within the 98 kHz to 326 kHz band, which is commonly associated with external 

RF interference and switching noise. The block diagram of the designed system is shown in Figure 2. 
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Figure 2. Block diagram of the system. 
 

Additionally, the APD was supplied with reverse voltage. The use of this reverse bias voltage plays a 

critical role in maximizing the performance of the APD. Reverse bias reduces the internal capacitance 

of these detectors, speeding up their response time and increasing their internal gain through the pulse 

multiplying effect. These features are essential, especially in high-speed and precise optical detection 

applications. Thus, the combination of reverse bias application and T feedback network enables more 

accurate and faster processing of signals received from APD or photodiodes, significantly improving 

the overall system performance. 

 

However, when we try to sample the output voltage obtained only with TIA with the help of MCU, we 

cannot get sufficient resolution. Therefore, we must add a gain stage to this circuit design to increase 

the voltage of this output. Operational amplifiers are essential signal-processing components in 

electronic circuits and typically perform signal amplification functions. The gain factor of an OpAmp is 

determined by the passive components included in the circuit and acting as a feedback network. In this 

phase of the study, a non-inverting configuration was used. On the other hand, a non-inverting gain 

circuit is a configuration in which the input signal is applied to the positive terminal of the amplifier, 

and the output is realized as a copy of the input signal with the same phase and amplitude. The following 

equation determines the voltage gain, Av of this circuit configuration: 

 

𝐴𝑣 = 1 + (𝑅𝑓/𝑅𝑖𝑛) (1) 

 

Here, Av is the voltage gain, Rf is the feedback resistor, and Rin is the input resistance. This signal can be 

routed to an operational amplifier gain circuit to increase the gain of the signal obtained from a TIA 

output. Feedback and input resistors must be carefully selected in this integration process to achieve 

predetermined gain values. In this case, our gain is Av=11. 

 

 
 

Figure 3. Gain circuit design. 
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This flyback converter circuit is selected to provide the -60V reverse bias voltage required for driving 

the APD and is ideal for applications requiring isolated power conversion. In this design, the 

FQP30N06L MOSFET is driven by a PWM signal to achieve high-speed switching on the primary 

winding of the transformer. The FQP30N06L was chosen for its low on-resistance and high switching 

speed, which enhance the converter's efficiency and make it suitable for high-frequency operation. The 

PWM control circuit ensures accurate timing of the MOSFET switching, providing a stable and 

continuous output voltage. The transformer not only enables voltage conversion but also adds isolation 

to improve circuit reliability. On the output side, the Schottky diode (MBR), with its low forward voltage 

drop and fast recovery time, allows unidirectional current flow with minimal losses at high frequencies. 

The 150 µF capacitor filters out voltage ripples to establish a stable Vbias output. The 1k and 1R resistors 

are added to optimize MOSFET operating conditions, limit excessive current, and ensure load stability. 

In this design, limitations such as the MOSFET's thermal tolerance, the leakage inductance of the 

transformer, and diode losses have been considered. Additionally, components are selected for their low 

ESR and high-speed characteristics to ensure efficient operation with minimal losses at high frequencies. 

 
 

 

Figure 4. Reverse voltage circuit design 

 

3. SIMULATION RESULTS AND DISCUSSIONS 

 

LTspice v17.1.8 simulation software from Analog Devices was used to analyze the circuit 

comprehensively. The designed circuit consists of several stages: TIA, gain, and reverse feed. First, the 

reverse feed stage will be simulated, and its characteristics will be examined. 

 

3.1. Modeling Bias Voltage 

 

The parameters of the circuit analyzed in LTSpice are as follows: 

.param D=0.15: This defines the service factor of the converter. The service factor represents the ratio 

of the time a cycle is “on” to the total cycle time. In this case, 15% of the cycle is set to be “on.” 

.param Fs=200k: This determines the switching frequency of the converter. In this case, the converter 

switches at a frequency of 200 kHz. 

 

.param Vin= 24: This determines the input voltage of the converter. In this case, the input voltage is set 

to 24V. 

 

.step param X 10u 150u 10u: This command defines a parameter sweep for parameter “X.” The “X” 

value varies in steps of 10 microfarads (10u) from 10 microfarads (10u) to 150 microfarads (150u). This 

could represent a capacitor connected in parallel with the converter, and LTSpice simulates this range 

to see how it copes with these changes. 
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Figure 5. Flyback converter circuit PWM response. 

 

The duty cycle (D) and switching frequency (Fs) are key parameters that must be carefully adjusted to 

ensure efficient operation of the flyback converter. D = 0.15 indicates that the MOSFET is on for 15% 

of the cycle, allowing the transformer to store and release energy without reaching magnetic saturation. 

If D = 0, the MOSFET never turns on, resulting in no output voltage; if D = 1, the MOSFET remains 

continuously on, leading to overheating and saturation in the transformer. The Fs value of 200 kHz 

determines how many times per second the MOSFET switches. While higher frequencies provide faster 

response times, they also increase heat dissipation and switching losses in the MOSFET and transformer. 

At lower Fs values, a higher D is possible as the transformer has more time to reset its magnetic field; 

however, at higher Fs values, a lower D is preferable. This combination optimizes efficiency and 

achieves stable output voltage. The balance between duty cycle and switching frequency is essential to 

manage limitations such as transformer saturation, MOSFET heating, and output voltage stability. The 

Vin and X parameters are critical factors that directly impact the performance and stability of the 

converter. With Vin set to 24V, the input voltage enables efficient operation; however, excessively high 

Vin values can cause overheating in components like the MOSFET and transformer, while lower Vin 

values may limit output power, risking insufficient voltage. The X parameter, representing capacitance 

connected in parallel to the output, is swept in simulation from 10 µF to 150 µF. As capacitance 

increases, output ripple decreases, providing a more stable output voltage; however, very high 

capacitance can slow the circuit's response time and lead to excessive current draw during transients. A 

balanced choice of these parameters is crucial for ensuring output voltage stability, fast response 

capability, and thermal durability of the components. 

 

As can be seen from the graph, the response of the circuit driven by the 150 µF capacitor is ideal for 

TIA. When analyzing the TIA circuit, it will be assumed that the required reverse bias voltage will be 

given ideally. 

 

3.2. Distance Dependent Iapd Current Modeling 

 

The current falling on the APD varies inversely with the distance of the laser signal. In this project, a 

905 nm, 30 mW, 5 V DC IR laser unit with 0-15 kHz TTL modulation (18×45 mm) is used. The 905 

nm wavelength falls within the APD’s maximum sensitivity range of 500-1000 nm, ensuring high 

efficiency. Additionally, the 30 mW laser power is sufficient to generate a high photocurrent from the 

APD; if the laser power were lower, the photocurrent from the APD would decrease, negatively affecting 

the signal-to-noise ratio, making 30 mW an optimal choice. When the laser illuminates the APD, the 

current passing through the photodiode depends on the laser’s power, the APD’s sensitivity, and gain. 

APDs achieve high gain by multiplying the carriers produced by each photon of incident light. This 

multiplication process allows currents ranging from nanoamperes to microamperes, depending on the 

light intensity on the device’s surface. 
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Given the APD’s responsivity value of 60 A/W and the laser’s output power of 30 mW (i.e., 0.030 W), 

the APD’s high responsivity, combined with high gain, allows even small amounts of incident light to 

be converted into a high photocurrent. Therefore, the APD is designed to operate with high sensitivity 

even at low light levels. However, at higher laser powers and gain factors, limitations such as 

overheating and saturation should be considered, as the APD’s thermal capacity could become a limiting 

factor under these high-power conditions. With these values, we can calculate the current passing 

through the APD. With these values, we can calculate the current passing through the APD. 

 

𝐼 = Responsivity × Light Power  (2) 

 

𝐼 = 60 × 0.030 =  1.8 mA (3) 

 

In this case, the current flowing through the APD will be approximately 1.8 mA. This shows how the 

light from the laser is detected by the APD and how much photocurrent this light produces. The distance 

measurement of the laser can also be made from here. To calculate how the photocurrent produced by 

laser light on a photodiode varies with the distance of the laser from the photodiode, we must consider 

the light’s propagation properties and geometry. As the distance increases, the light coming from the 

light source decreases as its area expands. This can be explained by the fact that light intensity decreases 

inversely proportional to the square of the distance (inverse square law). 

 

Calculation: 

 Initial Conditions, 

 Laser Power, P=30 mW 

 APD Responsivity, R=60 A/W 

 Current at First Distance, I=1.8 mA 

 

Current-Distance Relationship: 

 In the first case, when the laser is very close to the APD, 1.8 mA is obtained with the equation 

I=R×P. 

 As the laser moves away, the effective area of light falling on the APD decreases. As the distance 

increases by d units, the light intensity decreases by 1/d2. 

New current (Id), at distance d: 

𝐼𝑑 = 𝐼 +  𝑑2 (4) 

 

Here, I is the starting current (1.8 mA), and d is the ratio of the distance of the laser from the APD to 

the starting distance. This analysis measures the designed circuit’s response according to the laser 

distance. The focal point of the laser we use here is 10 cm. In other words, it is at the maximum current 

that the APD can see. Here, we will examine how the current through the APD (Iapd) responds to 

distance changes. Using the LTspice simulation, we will observe how the buffer output, that is, the 

circuit output, changes step by step by increasing or decreasing the distance of the laser from the APD. 

This analysis will help us understand the sensitivity of the APD to light sources at various distances and 

the long-distance sensing capability of our system. Using the “.step” command, this study will enable 

us to model scenarios encountered in practical applications. 

 

.step param IAPD 0u 1.8m 200u 

PULSE(0 {IAPD} 0 0.9n 0.9n 20n 200n) 

 

In the PULSE command, a PWM signal is defined, starting from 0 µA and going up to 1.8 mA. It has a 

rise and fall time of 0.9 ns. Additionally, PW is 20 ns, and PRI is 200 ns. 
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The IAPD parameter is a sweep parameter used to define the APD’s output current, varying from 0 µA 

to 1.8 mA in steps of 200 µA. This range is tested in simulations to observe how different light intensities 

and gain levels affect circuit behavior under varying conditions. The upper limit of 1.8 mA is set to 

prevent the APD from overloading or exceeding its thermal capacity, ensuring stable operation. The 

PULSE command applies a PWM signal to the APD output current, starting at 0 µA and reaching up to 

the limit defined by IAPD. With a rise and fall time of 0.9 ns, optimized for the Excelitas C30737 APD’s 

rapid response, this setting preserves signal integrity at high frequencies, allowing the APD to handle 

fast laser pulses efficiently. The pulse width (PW) of 20 ns determines the duration for which the APD 

signal remains at its peak, suitable for applications requiring quick response. The period (PRI) of 200 

ns sets the signal repetition rate, producing a new pulse every 200 ns, which enables the APD to process 

high-speed incoming signals and maintain the characteristics of the laser pulse in the output. Together, 

these parameters are optimized to allow the APD to operate effectively under different light conditions 

and high-speed scenarios, although considerations like thermal noise and heating at high frequencies 

may impose limitations on performance. 

 

 
 

Figure 6. Relationship between 22 ns PW and laser distance 
 

The graph in Figure 6 shows the current coming to the APD according to the laser distance and, 

accordingly, the voltage in the buffer at the output of the circuit. It is observed that when a 22 ns PW 

signal is sent, the current takes different values, and therefore, the output voltage in the buffer changes. 

The blue line shows the voltage (V) and progresses at a constant value on the time (ns) axis. The red 

line shows the current (mA) and fluctuates at different levels on the time axis. It is observed that the 

current takes different values and changes in direct proportion to the distance of the laser. As the current 

increases (for example, as the laser approaches the APD), the current value increases and vice versa. 

While the output voltage at the buffer is expected to remain at a constant value when a 22 ns PW signal 

is sent, it sometimes varies for longer or shorter periods than this period. This is due to the circuit’s 

response to different current levels. 

 

 
 

Figure 7. Iapd response of the TIA 
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As the distance of the laser from the APD increases, the current value decreases, and as the distance 

decreases, the current value increases. The initial current is given as 1.8 mA, and the graph shows that 

the current varies at different distances. The change in current directly affects the output voltage in the 

buffer. More significant fluctuations in the output voltage are observed, especially at higher current 

values (when the laser is close to the APD). This shows that the circuit’s responses to current levels 

differ and cannot provide a constant output voltage against these changes. If we do the DC analysis of 

Iapd, 

 

.dc Iapd 0 2m 10u 

 

The .dc Iapd 0 2m 10u command is used to perform a DC analysis of the APD current (Iapd). This 

command varies the Iapd value from 0 µA to 2 mA in 10 µA steps. This range is chosen to simulate the 

intensity of laser light received by the APD at different distances and to understand how current 

variations affect the output voltage. The 0 µA starting value represents a scenario where the laser light 

does not reach the APD or is very distant, while the 2 mA upper limit approximates the maximum 

detection range of the APD, simulating the highest current level when the laser is very close to the APD. 

This upper limit is also chosen to be close to the ±2 mA input current limit of the LTC6268 op-amp, 

ensuring the stability and safety of the op-amp. The 10 µA step analysis allows for capturing fine details 

of the relationship between the distance of the laser to the APD, the resulting current, and the output 

voltage, particularly observing how the circuit responds to higher current values (closer distances). This 

DC sweep analysis provides a detailed evaluation of how current changes affect the circuit’s voltage 

output, revealing the circuit’s capability to maintain a stable voltage under varying light conditions. 

 

In the graph in Figure 7, as the input current, that is, the current passing through APD, increases, the 

output voltage of the TIA circuit reaches DC saturation. After 1.7 mA, the output voltage settles at 3.7 V. 

This coincides with the characteristics of APD. The maximum current passed by the APD is calculated 

as 1.8 mA and is related to the power of the pulsed laser. According to the analysis, APD saturates at 

small distances and focal points from the focal point of APD. Therefore, in such cases, PW measurement 

is performed incorrectly. 

 

3.3. PW and PRI Analysis 

 

PW is the duration of the laser pulse and is usually measured in nanoseconds or microseconds. Pulse 

width affects the pulse’s energy and, therefore, its level of detectability. Pulse width can directly affect 

data transmission speed and resolution. PRF refers to the number of pulses sent in one second, measured 

in Hz. PRF determines the system capacity and data transmission rate. High PRF provides fast data 

transmission but is limited to shorter sensing distances because the inter-pulse time is shortened. PRI is 

the time interval between two consecutive laser pulses. PRI helps determine the detection distance and 

speed of the target defined by the system. When long distances need to be detected, longer PRI values 

are generally used. 

 

In optical communications, especially in applications such as LIDAR, these parameters determine how 

quickly and effectively laser pulses can detect targets and data transmission efficiency. For example, 

faster scanning can be done in a LIDAR system using high PRF, which is advantageous in rapidly 

changing conditions such as moving vehicles. However, higher PRF may result in shorter-range 

detection because the system may not receive a response quickly enough before sending the next pulse. 

Conversely, long PRI allows the detection of greater distances but reduces the speed of data collection. 

Therefore, setting these parameters appropriately depending on the system requirements is critical. 

Balanced optimization of these parameters in pulse laser systems in optical communication is essential 

for maximum efficiency and performance. 
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Figure 8. Pulse reputation interval, (a) 20; (b) 30; (c) 100; (d) 1000 ns 
 

The PULSE command parameters, PW (Pulse Width) and PRI (Period), were carefully selected to 

determine the stable and unstable operating limits of the TIA circuit. The PW value is set to 10 ns, which 

is suitable for high-speed applications where the TIA circuit needs to detect laser signals quickly. 

However, if the PW value is too short, it may hinder the signal processing by not allowing enough 

energy to accumulate within the circuit. The PRI value, on the other hand, allows the circuit to complete 

its energy processing and prepare for the next pulse. By using different PRI values, such as 20 ns, 30 ns, 

100 ns, and 1000 ns, a range was established in which the TIA circuit shows instability at lower PRI 

values and stability at higher ones. At a PRI of 20 ns, distortions in the output signal were observed due 

to insufficient time for the circuit to stabilize, whereas a PRI of 30 ns resulted in more regular and 

periodic pulses. With longer PRI values of 100 ns and 1000 ns, the circuit produced completely stable 

and smooth outputs, with the 1000 ns PRI delivering the most consistent and stable signals. These results 

reveal that the TIA circuit exhibits instability at short PRI durations but provides reliable performance 

at higher PRI values. Therefore, the PULSE command parameters were chosen to cover a broad range, 

from the lower PRI values, where the circuit shows instability, to the higher PRI values, where it 

produces stable results. This selection established an operational frame within which the circuit can 

maintain a stable output voltage. 

 

The “.step param PW 5n 155n 50n” command was used to analyze the response of the TIA circuit based 

on varying pulse width (PW) values. In each simulation step, the PW parameter is set to 5 ns, 50 ns, and 

155 ns to observe how the circuit behaves across different operating conditions. The 5 ns PW value 

represents a very short pulse width, chosen to test the circuit’s response under high-speed conditions 

where signal processing time is limited. At this low PW, the circuit may not have sufficient time to 

accumulate and process energy, potentially leading to output distortions. The 50 ns PW is an 

intermediate value that provides a more stable operation, allowing the circuit adequate time for signal 

processing and reducing output irregularities. This setting represents a transition point between unstable 

and stable operation. The 155 ns PW represents a high pulse width, giving the circuit ample time to 

process the signal and produce the most stable and accurate output. This range of PW values, spanning 

(a) (b) 

(d) (c) 
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from 5 ns to 155 ns, was selected to cover the frame in which the TIA circuit transitions from unstable 

to stable operation, thereby identifying the conditions under which the circuit provides the most reliable 

output. Through this analysis, the optimal PW range for stable voltage output and the limits of instability 

at shorter PW values were determined. 

 

 
 

Figure 9. Pulse width, (a) 5; (b) 50; (c) 100; (d) 150 ns 
 

Figure 9 shows the effects of the circuit on the output voltage (Vout) and the current from the APD 

(Iapd) when the PW parameter is set to 5, 50, 100, and 150 ns. The blue lines in the graphs represent 

Vout, and the red lines represent Iapd. At 5 ns PW (upper left graph), Vout rises and falls rapidly, and 

Iapd synchronously exhibits the same behavior without any degradation, indicating a fast circuit 

response. At 50 ns PW (upper right graph), Vout produces a longer pulse, and Iapd works accordingly 

correctly. At 100 ns PW (bottom left graph), the Vout signal remains high for more extended and Iapd 

again rises and falls in line with Vout. At 150 ns PW (bottom right graph), Vout generates the longest 

pulse width, and even then, the Iapd signal operates smoothly without significant degradation. This 

analysis allows us to observe the circuit’s response at different values of the PW parameter. It shows 

that the output voltage (Vout) and the current (Iapd) signals from the APD are compatible and stable at 

each pulse width. As a result, the TIA circuit exhibits stable performance at various pulse widths. It 

works appropriately even at high frequencies, proving that it is designed to meet high-performance 

requirements in optoelectronic applications. 

 

 

 

 

 

 

 

 

 

(a) (b) 

(d) (c) 



Çavuş and Hayber / Estuscience – Se , 25 [4] – 2024 

 

579 

 

3.4. Dark Current Modeling and Analysis 

 

 
 

Figure 10. Dark current analysis of the APD, (a) full scale; (b) around 0.5 ns; (c) around 5 ns 
 

The effects of the amount of dark current on the performance of the APD and TIA circuit will be 

examined in this section. We will analyze the circuit’s reaction to these changes by changing the dark 

current value with the “.step” command on LTspice. Control of dark current is essential to minimize 

noise and maximize signal integrity, especially at low signal levels. Dark current values range from 

nanoampere, nA to microampere, µA. Especially in APDs designed for low-light applications, dark 

current values are tried to be kept lower. Typically, in silicon-based APDs, dark current values can range 

from a few nA up to 100 nA. However, these values can increase to microamperes at high gain settings 

or temperatures. The step command sets dark current values between 0 nA and 1000 nA to observe the 

performance of the APD circuit under both low and high dark current conditions. Dark current in APDs 

typically ranges from as low as 0.05 nA up to several µA; therefore, a broad range from 0 nA to 1000 

nA is included in the simulation. Low dark current values are chosen to test the APD's sensitivity for 

precise signal detection, while higher values allow examination of potential reductions in signal 

(a) 

(b) 

(c) 
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sensitivity and possible noise increases. This range provides an operational framework in which the 

circuit responds with stability and sensitivity at lower levels, while stability is tested at higher levels. 

 

Figure 10 shows the response of the APD and TIA circuits with various dark current values on the time 

(ns) and voltage (V) axes. The graph shows the voltage changes for different dark current levels (0, 100, 

200…,1000 nA). The effect of different dark current levels is observed in the graph. Each colored line 

represents a specific level of dark current. Voltage values increase and decrease quickly, showing that 

the circuit responds quickly. The time axis is in ns, indicating that responses occur quickly. As dark 

current values increase, very slight differences are observed in the voltage curves. While voltage changes 

are more noticeable, especially at low levels, these changes become less evident at high levels. As dark 

current levels increase, a slight deviation in the voltage response of the APD and TIA circuits is 

observed. This shows that dark current can affect the overall performance of the circuit. The circuit’s 

response is quite sensitive for low dark current levels (e.g., between 0nA and 100nA), and a significant 

voltage change is observed. This highlights the importance of keeping dark current to a minimum at low 

signal levels. At higher levels (e.g., 900 to 1000 nA), less pronounced changes in voltage response are 

observed. This suggests that high dark current levels can reduce the circuit’s sensitivity and potentially 

increase noise levels. 

 

3.5. Bode Diagrams of The Circuit 

 

Bode diagrams were generated to analyze the frequency response of various circuit layers. This analysis 

shows the effect of filter circuits and gain stages throughout the system and their frequency-dependent 

behavior. Bode diagrams are an excellent tool for understanding frequency-dependent changes critical 

in circuit design. 

 

 
 

Figure 11. TIA with T-network AC analysis gain and phase graph 
 

Figure 11 shows the gain in dB versus frequency for a TIA equipped with a T-network. In this graph, 

the gain curve is represented in red. This analysis is essential to understanding the T-network’s effect 

on the TIA circuit’s gain performance in different frequency ranges. In the low-frequency region (10 

Hz-1 kHz), the gain remains constant at approximately 80 dB. There is no significant change in gain as 

the frequency increases. This shows that the TIA circuit provides a high and stable gain at low 

frequencies. In the mid-frequency region (1 kHz-10 MHz), the gain remains constant at approximately 

80 dB. There is no decrease in earnings in this range either. It appears that the T-network preserves the 

gain of the TIA circuit in this frequency range. In the high-frequency region (10 MHz-1 GHz), the gain 

drops dramatically to 0 dB; after 1 GHz, the gain decreases further. The observed decrease in gain 

indicates that the performance of the TIA circuit decreases rapidly at very high frequencies. The gain 

decreases rapidly in the high-frequency region (1 GHz and above), dropping to approximately -10 dB 

and approaching 0 dB again. It is understood that the TIA circuit has difficulty providing gain in this 

frequency range, and its performance decreases significantly. However, this decay curve in the graph 
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shows that the T-network does not entirely lose the gain, or very little, even at very high frequencies, 

providing an increase of approximately 0 dB.  

 

Figure 11 also shows the change in phase angle versus frequency for a TIA equipped with a T-network. 

In this graph, the phase curve is represented in blue. This analysis is essential to understand the T-

network’s effect on the TIA circuit’s phase response in different frequency ranges. In the low-frequency 

region (10 Hz-1 kHz), the phase angle remains constant at approximately 0 degrees. This shows that the 

TIA circuit can effectively control the signal phase at low frequencies. In the mid-frequency region (1 

kHz-10 MHz), the phase angle remains constant at approximately 0 degrees. No phase shift is observed 

in this range. It appears that the T-network maintains the phase performance of the TIA circuit in this 

frequency range. The phase angle decreases in the high-frequency region (10 MHz-1 GHz). A negative 

shift in phase angle is observed in this range. After 1 GHz frequency, the decrease in phase angle 

becomes more pronounced and decreases to approximately -280 degrees. This suggests that the TIA 

circuit has difficulty controlling the signal phase at high frequencies. When we look at the phase angle 

movements in the very high-frequency region (1 GHz and above), it increases rapidly up to -180 degrees. 

Then, it decreases quickly to approximately -250 degrees at 100 GHz. In this frequency range, the phase 

shift of the TIA circuit increases significantly. However, this curve in the graph shows that the T-

network can partially control the phase shift even at very high frequencies. 

 

 
 

Figure 12. Gain and phase graph of the gain part of the circuit 
 

Figure 12 shows the gain versus frequency of a gain stage in dB. In this graph, the gain curve is 

represented in red. This graph helps us understand how the circuit performs in different frequency 

ranges.  The gain is meager in the low-frequency region (10 Hz-1 kHz), starting from approximately -

200 dB. As the frequency increases, the gain rises slowly. This shows that the circuit cannot provide 

sufficient gain at low frequencies. The gain increases significantly in the mid-frequency region (1 kHz-

10 MHz). In this frequency range, the gain characteristic of the TIA progresses towards optimum signal 

processing capability. In this region, the circuit’s performance improves significantly. The 10 MHz-100 

MHz frequency region, the gain reaches its peak and maximum level. The maximum gain is 

approximately 100 dB. This shows that the circuit provides the highest performance in this frequency 

range. It appears that it is in this frequency range that it can process signals most efficiently. The gain 

decreases again in the frequency region of 100 MHz and above. As the frequency increases further, the 

gain decreases. This means the circuit’s performance decreases at very high frequencies and has 

difficulty providing gain. 

 

Figure 12 also shows the change in the phase angle of a gain stage versus frequency. In this graph, the 

phase curve is represented in blue. This analysis is essential to understand the phase response of the 

circuit in different frequency ranges. The phase angle starts at a positive value in the low-frequency 

region (10 Hz-1 kHz) and increases slowly. As the frequency increases, small increases in phase angle 

are observed. This shows that the circuit can control the signal phase at low frequencies. The change in 
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phase angle becomes more evident in the mid-frequency region (1 kHz-10 MHz). The phase angle 

reaches a maximum of approximately 200 degrees. In this range, the circuit appears to follow the signal 

phase adequately, and the phase shift is relatively under control. The phase angle decreases to negative 

values in the high-frequency region (10 MHz-10 GHz). The decrease in phase angle indicates that the 

circuit has difficulty controlling the signal phase at high frequencies. In this region, the phase shift 

becomes evident and decreases to approximately -750 degrees. In the high-frequency region (10 GHz 

and above), the phase angle decreases rapidly and drops to approximately -800 degrees. This shows that 

at very high frequencies, the phase shift of the circuit is very severe and cannot correctly follow the 

signal phase. 

 

 
 

Figure 13. Gain and phase graph of the comparator part of the circuit 
 

Figure 13 shows the gain of a comparator circuit output versus frequency in dB. In this graph, the gain 

curve is represented in red. This analysis is essential to understand the gain performance of the circuit 

in different frequency ranges. The gain is meager in the low-frequency region (10 Hz-1 kHz), starting 

from approximately -400 dB. As the frequency increases, the gain rises slowly. This shows that the 

comparator circuit output cannot provide sufficient gain at low frequencies. The gain increases 

significantly in the mid-frequency region (1 kHz-1 MHz). In this frequency range, the gain rises to 

approximately 50 dB. In this range, the comparator circuit output appears to reach its optimum signal 

processing capacity. The gain reaches its peak and maximum level in the 1-100 MHz frequency region. 

The maximum gain is approximately 100 dB. This shows that the circuit provides the highest 

performance in this frequency range. It is understood that in this frequency range, the comparator circuit 

output can process the signals most efficiently. The gain decreases again in the frequency region of 100 

MHz and above. As the frequency increases further, the gain decreases. This means the circuit’s 

performance decreases at very high frequencies and has difficulty providing gain. 

 

Figure 13 also shows the change in the phase angle of a comparator circuit output against frequency. In 

this graph, the phase curve is represented in blue. This analysis is essential to understand the phase 

response of the TIA circuit at different frequency ranges. The phase angle starts at a negative value in 

the low-frequency region (10 Hz-1 kHz) and decreases slowly. As the frequency increases, small 

changes in the phase angle are observed. This shows that the circuit can control the signal phase at low 

frequencies. The change in phase angle becomes more evident in the mid-frequency region (1 kHz-

10 MHz). The phase angle increases to approximately 0 degrees. In this range, the comparator circuit 

output follows the signal phase properly, and the phase shift is relatively under control. In the high-

frequency region (10 MHz-10 GHz), the phase angle decreases again and drops to negative values. The 

decrease in phase angle indicates that the circuit has difficulty controlling the signal phase at high 

frequencies. In this region, the phase shift becomes evident and decreases to approximately -1300 

degrees. The phase angle decreases rapidly in the high-frequency region (10 GHz and above) and drops 

to approximately -1400 degrees. This shows that at very high frequencies, the phase shift of the 

comparator circuit output is very severe and cannot correctly follow the signal phase. 
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3.6. Modeling and Analysis of Noise 

 

In this analysis, different noise divider (ND) values were chosen to observe the impact of noise on circuit 

performance. These values were incrementally reduced from high noise levels to low noise levels, 

creating a framework that spans from erroneous circuit responses to stable performance. ND values of 

5000, 7000, 9000, and 10000 were selected, and measurements were taken at these levels. These values 

were chosen to understand how noise affects the circuit, at which levels it adversely impacts 

performance, and where acceptable results are achieved. High ND values (such as 100000) were used 

to minimize the effects of noise and observe the circuit’s performance under ideal conditions. To analyze 

the impact of noise on the circuit, white noise at 2 terahertz was applied and scaled by a specific factor. 

This design framework aims to assess the circuit’s sensitivity to both low and high noise levels, thereby 

evaluating the effectiveness of suitable noise reduction techniques. 

 

In the last heading, we will examine the effects of the noise added to the system on the output of the 

circuit depending on distance changes. This analysis will enable us to model the impact of possible noise 

sources on circuit performance in real-world conditions and evaluate the effectiveness of various noise 

reduction techniques. In this study, which we carried out using LTspice, we examined the noise effects 

on the circuit’s input current and output voltage under various white noise intensity values. The PRI 

value was kept constant using the pulse signal created with the “PULSE(0 20u 0 0.9n 0.9n 10n 40n)” 

command. To add noise, the expression “V = (white(2e12 * time) / ND)” was used, and noise divider 

(ND) values were determined as 5000, 7000, 9000, and 10000, and measurements were taken for these 

values. White noise was at a frequency of 2 terahertz and was added to the current source by scaling 

with different noise divider values. Mathematically, the standard deviation of this noise is calculated by 

multiplying the power density of the white noise by time and scaling by a particular factor. 

 

𝜎noise = √PSD × Δ𝑓 × 𝑡 (5) 

 

𝜎noise  =  
1

GB
  ×  √2  ×  1012 ×  𝑡 (6) 

 

In Equation (5) above, PSD is the power spectral density, and Δf is the frequency bandwidth. σnoise is the 

standard deviation of the noise. For noise divider values, the standard deviations of white noise at a 

given time were calculated in Table 1. 

 
Table 1. Standard deviation values according to ND (noise divider) values 

 

ND σnoise 

5000 282.8 

7000 202.0 

9000 157.1 

10000 141.4 

20000 70.7 

30000 47.1 

40000 35.4 

100000 14.1 

 

These calculations show the standard deviation of white noise at a specific time instant (1 second). As 

can be seen, as the noise divider value increases, the standard deviation of white noise decreases, and 

the noise effect remains at lower levels. This provides more regular and stable results at high noise 

divider values. Additionally, an analysis was made according to these ND values, and the results were 

observed. LTspice commands used: 
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PULSE(0 20u 0 0.9n 0.9n 10n 40n) generates a pulse signal with a peak value of 20 μA. PW is 10 ns, 

and the period is 40 ns. 

 

V = (white(2e12 * time) / ND), adds white noise. The expression “white(2e12 * time)” creates white 

noise at a frequency of 2 terahertz, and the ND value scales this noise. 

 

I = I(Iapd) + V(NOISE) adds white noise to the stream from the APD. The expression represents the 

noise voltage V(NOISE). 

 

As seen in Figure 14, severe distortions were observed at the output of the circuit at low noise divider 

values (5000 and 7000), and the desired smooth pulses could not be obtained. Voltage and current graphs 

are irregular and highly affected by noise. The output showed more regular and periodic pulses at higher 

noise divider values (9000 and 10000), but there was still a significant noise effect. It continued to show 

more regular and periodic pulses at the noise divider values of 20000 and 30000, but a completely clean 

output signal could not be obtained. Likewise, voltage and current graphs are irregular and highly 

affected by noise. When we further increase the noise divider values (40000 and 100000), we finally 

see that the output signal shows more regular and periodic pulses. These results show that the circuit 

does not show the desired performance at low noise divider values, and severe distortions occur. 

However, more stable and smooth results are obtained at high noise divider values. The output signal 

exhibits more regular and periodic pulses at the noise divider values of 40000 and 100000. This indicates 

that higher noise divider values significantly improve the circuit’s performance, reducing the impact of 

white noise. With the addition of white noise, changes in the system’s performance became more 

evident, and the sensitivity of the TIA circuit to noise was analyzed. This analysis highlights the need 

to consider noise effects when designing and implementing the TIA circuit to achieve optimal 

performance. 
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Figure 14. TIA’s white noise response, (a) 2 THz/5000; (b) 2 THz/7000; (c) 2 THz/9000; (d) 2 THz/10000; 

(e) 2 THz/20000; (f) 2 THz/30000; (g) 2 THz/40000; (h) 2 THz/100000. 

 

 

 

 

(a) 

(c) 

(b) 

(d) 

(e) (f) 

(g) (h) 
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3.7. Feedback Capacitor Analysis 

 

In this section, the reactions of the circuit output according to the values of the feedback capacitor in the 

TIA circuit have been analyzed. This analysis was performed using the .step param TC 1p 5p 1p 

command. In this analysis, different feedback capacitor values in the TIA circuit were used to observe 

their effects on the circuit output. The “.step param TC 1p 5p 1p” command was employed to vary the 

capacitor value between 1 pF and 5 pF in 1 pF steps, allowing for an analysis of the circuit’s response. 

These values were chosen to examine how the TIA circuit responds across a range of low to high 

capacitance levels. Low capacitor values provide a faster response time but may reduce output stability, 

while higher capacitor values make the circuit more stable but slow down its response time. Thus, the 

feedback capacitor values were selected within a broad range to identify the stable and unstable 

operating limits of the circuit. This framework enables the determination of optimal feedback 

capacitance values for achieving the best output performance in the circuit. 

 

 
 

 

Figure 15. T-network capacitor response 
 

Within the feedback capacitor analysis scope, the feedback capacitor’s value in the T-network was 

calculated parametrically, and the input and output pulse widths (PW) were examined using these values. 

The colored lines in the graph in Figure 15 show the voltage changes corresponding to each capacitor 

value. These results demonstrate how the feedback capacitor value affects the pulse width and, thus, the 

system performance. The graph shows voltage changes on the time axis for different feedback capacitor 

values (1.0 pF, 2.0 pF, 3.0 pF, 4.0 pF, and 5.0 pF). It was observed how the pulse width changed for 

each capacitor value. According to the analysis results, narrower output pulses are obtained with lower 

feedback capacitor values (1 pF), while the output pulse width increases with higher capacitor values 

(5 pF). This shows that optimizing the feedback capacitor value is critical for system performance. By 

selecting the appropriate value of the feedback capacitor, the TIA circuit can achieve the desired 

performance. This study highlights the effect of feedback capacitor value on pulse width and provides 

an essential basis for determining the optimal capacitor value. This analysis applied a 0.9 ns rise, 0.9 ns 

fall, and a 10 ns wide pulse to the input, resulting in a total PW of 12 ns. In this case, a 12 ns pulse width 

at the output was provided with a 1 pF feedback capacitor, and the suitability of this capacitor for the 

circuit was measured. 

 

The capacity of the TIA circuit to convert weak signals from APDs into electrical signals with high 

accuracy has been successfully demonstrated. A high-performance TIA circuit is designed for optical 

communication and sensing systems, providing wide bandwidth, high gain, and low noise performance. 

It has been observed that the circuit can produce stable and regular pulses at high PRI values. At low 

PRI values, serious deteriorations in circuit performance were observed, and the desired smooth pulses 
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could not be obtained. It has been determined that at low noise divider values, the performance of the 

circuit is negatively affected by the noise effect, and the output signals are irregular. It has been found 

that optimization of the feedback capacitor plays a critical role in pulse width and system performance. 

 

The developed TIA circuit offers promising results for high-performance optical communication and 

sensing systems applications. This circuit seems to be used primarily in applications requiring high 

sensitivity, low noise, and wide bandwidth. Optimizing and testing the design in various real-world 

conditions will provide an essential basis for future research. The findings of this study provide vital 

information for the development of optical communication and detection systems and contribute to 

technological advances in this field. In the design and applications of the TIA circuit, parameters such 

as optimization of the feedback capacitor value, effects of white noise, and correct selection of PRI 

values are critical. These findings provide a promising roadmap for developing high-performance TIA 

circuits in optoelectronic systems. Future studies may further improve the performance of the TIA circuit 

by examining and optimizing these parameters in more detail and enabling its integration into broad 

application areas. 
 

4. CONCLUSION 

 

The bias voltage was modeled using a flyback converter circuit in LTSpice with the following 

parameters: duty cycle of 15%, switching frequency of 200 kHz, and input voltage of 24 V. The circuit’s 

response driven by a 150 µF capacitor was ideal for the TIA circuit. The current through the APD was 

modeled based on the distance of the laser signal. Using a responsivity value of 60 A/W and a laser 

power of 30 mW, the current was calculated to be 1.8 mA. The current decreased with increasing 

distance according to the inverse square law. The effects of pulse width (PW) and pulse repetition 

interval (PRI) on the circuit's output were analyzed. Measurements were taken for PRI values of 20, 30, 

100, and 1000 ns. More stable pulses were observed at higher PRI values. The pulse widths analyzed 

were 5, 50, 100, and 150 ns, showing stable performance at all values. The effect of dark current on the 

APD and TIA circuit was examined by varying the dark current values from 0 to 1000 nA. Voltage 

changes were more noticeable at lower dark current levels, indicating the circuit's sensitivity to dark 

current. The gain and phase response of the TIA circuit with a T-network was analyzed using Bode 

diagrams. The gain remained constant at approximately 80 dB from 10 Hz to 10 MHz but decreased 

significantly at higher frequencies. The phase response remained steady at approximately 0 degrees from 

10 Hz to 10 MHz, then decreased to -280 degrees at 1 GHz and to -250 degrees at 100 GHz. The impact 

of white noise on the circuit’s performance was analyzed by adding noise with different noise divider 

values of 5000, 7000, 9000, 10000, 20000, 30000, 40000, and 100000. Higher noise divider values 

resulted in more stable and periodic pulses, reducing the noise effect on the circuit. The value of the 

feedback capacitor in the TIA circuit varied from 1 pF to 5 pF to analyze its effect on the pulse width 

and system performance. Lower feedback capacitor values resulted in narrower output pulses, while 

higher values increased the pulse width. This showed the importance of optimizing the feedback 

capacitor value for system performance. 
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Abstract  Keywords 

ABSTRACT 
About 94% of waste eggshells are composed of calcium carbonate (CaCO3), which 

allows for the generation of calcium oxide (CaO), which can be utilized to synthesize 

hydroxyapatite (HAp). This study uses chemical precipitation and calcination 

methods to synthesize natural HAp from eggshell waste. In the first stage, the 

powdered eggshell was calcined at 900 °C to convert the calcium carbonate (CaCO3) 

in the eggshell into calcium oxide (CaO), the precursor particles of HAp, before being 

subjected to chemical precipitation. To obtain HAp, the calcined eggshell powder was 

mixed with deionized water, and the suspension, whose pH was adjusted to 8.5 using 

phosphoric acid, was allowed to age. The precipitates obtained in the second stage 

were calcined at various temperatures (500 °C, 700 °C, 900 °C, 1000 °C, and 1100 

°C) to produce hydroxyapatite (HAp) with the highest purity. The HAp samples 

synthesized at these calcination temperatures were characterized using several 

techniques: phase analysis through X-Ray Diffraction (XRD), chemical analysis via 

X-Ray Fluorescence (XRF) and microscopy, and thermal analysis using differential 

thermal analysis and thermogravimetric analysis (DTA-TG). XRD patterns show that 

the most suitable calcination temperature for HAp is 900 °C, and samples calcined at 

900 °C, 1000 °C and 1100 °C contain peaks belonging to biphasic HAp and -

tricalcium phosphate (-TCP) phase. The chemical analysis results show that HAp 

samples are mostly composed of Ca, P and O elements. The calculated Ca/P ratio for 

HAp samples recalcined at 900 °C is 1.73, which is close to the expected 

stoichiometric ratio of 1.67. HAp recalcined at 900 °C exhibited characteristic peaks 

at 571, 632, 962, 1046 and 1090 cm‒1. The intensities of most of the bands belonging 

to phosphate vibrations of HAp increased at calcination temperatures of 900 °C and 

above. As a result, the study showed that HAp can be synthesized from eggshell waste 

by using the precipitation and calcination methods together. 
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1. INTRODUCTION 
 

Hydroxyapatite (HAp) is a calcium phosphate compound with the chemical formula Ca10(PO4)6(OH)2. 

It belongs to the apatite family, similar to the mineral structure of bones and teeth. Due to this similarity, 

it is highly biocompatible. HAp can bond with hard tissues, accelerating bone formation in diseased or 

damaged areas and preventing adverse effects caused by the immune system. Because of this, 

hydroxyapatite is used in various applications such as orthopedics, dental implants, and controlled drug 
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release systems [1]. It can be obtained from natural sources as well as synthesized chemically. Natural 

hydroxyapatite is derived from animal scales, bones, minerals, and shells [2]. The molar ratio of calcium 

and phosphate in hydroxyapatite (HAp) is 1.67. However, natural HAp is not stoichiometric and can 

have varying calcium and phosphorus content. There are several methods to obtain HAp, including 

chemical precipitation [3], sol-gel [4], hydrothermal synthesis [5], and mechano-chemical methods [6]. 

Currently, the most preferred method is chemical precipitation due to its low processing temperature, 

simplicity, high yield, and product quality [7, 8]. Panda et al. produced hydroxyapatite (HAp) from fish 

scales using calcination and alkaline heat treatment [9]. Janus et al. and Haberko et al. used pig bone for 

HAp synthesis and combined calcination with alkaline heat treatment in the synthesis process [10, 11]. 

Jaber et al. synthesized HAp from natural camel bone using the calcination method [12]. Pal et al. 

synthesized HAp from late calcarifer fish bone using the calcination method [13]. The use of seashells 

such as cockles [14], clams [13], and mussels [15] for processing HAp has shown promising results, 

with successful synthesis of HAp reported. Santhosh and Prabu synthesized HAp from seashells using 

chemical precipitation [16]. In addition to seashells, eggshells containing calcium carbonate (CaCO3) 

have also been used as a calcium precursor for HAp synthesis. Goloshchapov et al. synthesized HAp 

using eggshells through calcination and chemical precipitation [17], while Okur and Koyuncu, and Patel 

et al. used eggshells for HAp synthesis through the precipitation method [18, 19]. 

 

Approximately 94% of the eggshell comprises calcium carbonate (CaCO3), which makes it a valuable 

source for hydroxyapatite synthesis. The remaining percentage contains trace amounts of elements such 

as magnesium, sulphur, potassium, and sodium [18-20]. HAp obtained from eggshells has 

environmental, industrial, and biomedical applications and can be used as an adsorbent in cosmetics and 

water treatment systems [21]. 

 

Chicken eggshells, which are widely used in the food industry and by consumers every day, are often 

discarded as waste. With the global egg production totalling 70 million tons, and roughly 11% of the 

egg’s weight being shell, approximately 8 million tons of eggshells are wasted each year [22]. 

 

This research uses chemical precipitation and calcination methods to obtain hydroxyapatite from waste 

eggshells, which helps reduce the environmental impacts of improper waste disposal. In the initial stage, 

calcium carbonate (CaCO3) in eggshells was converted to calcium oxide (CaO) at 900 °C, creating the 

precursor particles of hydroxyapatite (HAp). During the synthesis stage, CaO combined with deionized 

water to form Ca(OH)2. Finally, hydroxyapatite synthesis was completed by adding H3PO4 to the 

medium. The synthesized hydroxyapatite was subjected to different calcination temperatures (500 °C, 

700 °C, 900 °C, 1000 °C, and 1100 °C) to determine the effect of temperature on HAp formation. For 

the purpose of characterizing the HAp samples synthesized from eggshells at these calcination 

temperatures, various analysis and imaging techniques were used. These included phase analysis (XRD; 

X-Ray Diffraction), chemical analysis (XRF; X-Ray Fluorescence), molecular structure analysis (FTIR; 

Fourier Transform Infrared Spectroscopy), imaging of the components in the structure (SEM; scanning 

electron microscope), and thermal analysis (TGA). 

 

2. EXPERIMENTAL SECTION 

 

2.1 Materials 

 

A local company provided the eggshells for the experiments. The eggshells were washed with tap water, 

rinsed with deionized water, and left to air dry in the laboratory for one day. Afterwards, they were 

placed in an oven (Nuve FN 500) at 80 °C for 2 hours to remove any remaining moisture. The dried 

eggshells were then crushed using a Retsch mortar mill and sieved through a 250-micron sieve to prepare 

them for hydroxyapatite synthesis. 



Bayram et al. / Estuscience – Se , 25 [4] – 2024 

 

592 

Orthophosphoric acid (H3PO4; Tekkim, 85%) was used as the phosphate source for the hydroxyapatite 

synthesis. During all experimental procedures, ultrapure water was utilized. A high-temperature furnace 

(Carbolite RHF 1400) was utilized for the calcination processes.  

 

2.2. Synthesis of HAp 
 

The synthesis of hydroxyapatite involved the use of a precipitation method with calcined eggshells [2]. 

The eggshells in powder form, with a particle size below 250 microns, were heated to 900°C in a high-

temperature furnace at a heating rate of 20 °C/min and calcined for 1 hour at this temperature. During 

this process, CaO formed due to CO2 being released from the CaCO3 in the eggshell powder (Eq. 1). In 

the synthesis process, 2.8 g of calcined eggshell was initially added to 50 mL of deionized water. This 

caused the formation of Ca(OH)2 as described in Eq. 2. Then, a 0.6 M H3PO4 solution was added until 

the pH value of the suspension reached 8.5. The suspension was then left to age for 24 hours. After 24 

hours, it was stirred for 30 minutes with a magnetic stirrer and left to age again for another 24 hours. 

This ageing process resulted in the formation of Ca10(PO4)6(OH)2, as shown in Eq. 3. At the end of the 

ageing period, the calcined eggshells aged with phosphoric acid in the solution were washed with 

ultrapure water for 2 hours and then dried in an oven at 80°C for one day. Dried hydroxyapatite in 

powder form was subjected to recalcination at temperatures of 500 °C, 700 °C, 900 °C, 1000 °C, and 

1100 °C for two hours to investigate the impact of temperature on various properties. 

CaCO3  →  CaO  + CO2          (1) 

CaO  +  H2O  → Ca(OH)2 (2) 

10Ca(OH)2  +  6H3PO4 →  Ca10(PO4)6(OH) 2 + 18H2 (3) 

2.3. Characterization of HAps 
 

Hydroxyapatite phases were determined using X-ray diffraction (XRD). A Bruker Advance D8 

diffractometer with 45 kV anode voltage and 40 mA filament current settings was used. The instrument 

emitted nickel-filtered Cu Kα radiation at a wavelength of 0.154 nm. The goniometer of the 

diffractometer scanned the range 20°- 80° at a rate of 0.1°/s with a step size of 0.01°. Chemical analysis 

and to estimate the Ca/P ratio were performed using XRF (Bruker Tiger S8). Zeiss Ultra Plus FE-SEM 

instrument was used to visually confirm the synthesis of hydroxyapatite, the system operates in an 

acceleration voltage range of 5 kV, with the samples previously metalized with a gold layer and fixed 

on a carbon support. Molecular structure analysis of FT-IR spectra was obtained using Perkin Elmer 

Spectrum 100. Mass loss of the samples in nitrogen (N2) environment was also measured using TGA 

(Netzsch STA 449 F3). 
 

3. RESULTS 

 

3.1. XRD Analysis of HAps 

 

Figure 1(a) shows the XRD analysis of eggshell in powder form and calcined eggshell subjected to 

calcination process at 900 ℃ for 1 hour. Figure 1(b) shows the XRD patterns of the samples synthesized 

at 500 ℃, 700 ℃, 900 ℃, 1000 ℃ and 1100 ℃ for 2 hours after reacting with H3PO4. 
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(a)                                                                                              (b) 

 
Figure 1.    (a) Eggshell and eggshell calcined at 900 ℃ for 1 hour; (b) XRD patterns of hydroxyapatite samples 

sintered at different temperatures (500 °C, 700 °C, 900 °C, 1000 °C and 1100 °C) after synthesis with 

H3PO4. 

The XRD patterns of the eggshell reveal that all peaks indicate the presence of calcium carbonate 

(CaCO3). The highest peak for CaCO3 is observed at an angle of 29.6°. After 1 hour of calcination, it is 

observed that some of the peaks for CaCO3 have completely disappeared, while some remain in small 

amounts. The calcination process transforms the CaCO3 in the eggshell to CaO, which is the precursor 

for HAp synthesis [23]. According to a study by Kamalanathan et al., the characteristic peak in the XRD 

results of CaCO3 occurs at approximately 2=29° [24]. 

 

After blending the calcined eggshell powder with H3PO4, the material was subjected to calcination at 

various temperatures. At a calcination temperature of 900 ℃, it was observed that the peak intensity 

increased. The peaks obtained at this temperature completely overlapped with the peaks at 28.9°, 32.0°, 

32.9°, and 34.3° according to card number ICDD 00-003-0747. XRD analysis shows that the optimal 

calcination temperature for HAp is 900 °C. HAp samples calcined at 900, 1000, and 1100°C exhibit 

peaks corresponding to biphasic HAp and -tricalcium phosphate (-TCP) phase. The peak generated 

at 900℃ and higher calcination temperatures were even more intense and well-defined. It can be 

concluded that the material’s crystallinity increases with higher calcination temperatures [23]. In a study 

conducted by Patel et al., clean and dry eggshells were taken and dried at 100°C for two days. Later, the 

eggshells were calcined at different temperatures (600°C, 800°C, 1000°C, and 1200°C) for three hours. 

The calcination process degraded CaCO3 to yield CaO, producing Ca(OH)2 with excess water. 

Afterwards, the Ca(OH)2 reacted with phosphoric acid to yield TCP, which then reacted with CaO in a 

closed container at 1050°C for three hours, producing highly crystalline HAp powders [18]. In addition 

to the hydroxyapatite peaks, weak peaks are occurred at 25.8°, 34.5°, and 44.1° at 1100°C. These peaks 

are attributed to monetite (CaHPO4) phase. The dominance of hydroxyapatite (Ca10(PO4)6(OH)2) is not 

observed in the HAp recalcined at 1100°C. Similar results were obtained by Agbaika et al. [25]. 

 

Ramirez-Gutierrez et al. indicated that the hydroxyapatite (HAp) obtained from pig bone exhibited 

intense peaks at high temperatures [26]. At high temperatures, HAp starts to decompose, leading to the 

formation of β-TCP as a new substance. Weak peaks are observed at 2θ angles of 21.9°, 35.4°, 44.1°, 

46.8°, and 48.4° beginning at 900℃, corresponding to the presence of β-TCP [27]. Sun et al. and 

Hosseinzadeh et al. reported that the formation of β-TCP occurred at calcination temperatures of 750℃ 

and 850℃ for HAp, respectively [28, 29]. 
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3.2. XRF Analyses of HAps 

 

Chemical analysis determined the weight percentages of the elements in the eggshell and hydroxyapatite 

samples that were heated at different temperatures. The value presented in Table 1 indicates the 

transformation of the eggshell, which has a CaCO3 structure after the calcination process, into CaO due 

to the loss of CO2. Additionally, the weight percentages of CaO and P2O5 obtained from the recalcination 

of hydroxyapatite samples—produced by treating the calcined eggshell with H3PO4 at different 

temperatures, provide characteristic data [25]. The Ca/P ratio calculated from XRF results equals 1.73 

for HAp recalcined at 900 °C, the closest value to 1.67. From XRF analysis, this ratio increases at 

calcination temperatures above 900 °C. At temperatures higher than 900 °C, other phases (such as 

monetite) affect the amount of hydroxyapatite, thus increasing the expected stoichiometry ratio. The 

main difference between synthetically produced HAp and natural HAp produced from animal-derived 

materials is that natural HAps have a higher Ca/P ratio than synthetic HAps. The stoichiometric ratio of 

synthetic HAps is closer to 1.67. Additionally, other researchers have noted Ca/P ratios that exceed the 

stoichiometric value [2, 25]. 

 
Table 1 Chemical composition of samples includes eggshell, eggshell calcined at 900°C for 1 h, and HAps heated 

at different temperatures. 

 

Chemical 

composition 

Eggshell     

(wt. %) 

Eggshell calcined 

at 900 ℃ 

(wt. %) 

HAp samples heated at different temperatures (wt.%) 

 500 oC 700 oC 900 oC 1000 oC 1100 oC 

CaO 90.75 96.81 64.01 63.52 62.25 64.09 66.17 

P2O5 2.45 0.60 33.90  34.37 35.89 34.01 31.71 

MgO 0.84 0.69 0.65 0.66 0.56 0.47 0.72 

Na2O 0.21 0.17 0.07 0.09 0 0 0 

SO3 4.11 0.55 0.30 0.28 0.20 0.37 0.28 

K2O 0.32 0.09 0 0.01 - - - 

SrO 0.13 0.05 0.03 0.03 0.03 0.03 0.03 

SiO2 0.09 - 0.04 - - 0 0.05 

Fe2O3 0.02 - 0.01 0,01 - 0.01 0.04 

Cl‒ 0.72 0.04 - - - 0.02 0.02 

Total 99.64 99.00 99.01 98.97 99.00 99.00 99.02 

 

 

3.3. FTIR Analysis of HAps 

 

The FT-IR analysis of the eggshell and the eggshell subjected to calcination at 900 ℃ for 1 hour is given 

in Figure 2 (a), and the FT-IR analysis of the samples obtained by the reaction of calcined eggshells 

with H3PO4 after being calcined at the different temperatures for two hours is given in Figure 2 (b). 
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(a)                                                                          (b) 

 
Figure 2.  FT-IR analysis of (a) eggshell and calcined eggshell at 900 ℃ for 1 hour; (b) HAp samples heated at 

different temperatures (500 °C, 700 °C, 900 °C, 1000 °C and 1100 °C) 

 

As seen in Figure 2 (a), the bands formed by the eggshell in the presence of the characteristic bands of 

𝐶𝑂3
−2 ion at 1424 and 874 cm‒1 are occurred to be intense, while the intensity of these characteristic 

bands decreases as a result of calcination of the eggshell for one-hour [30]. This result also confirms the 

findings from the X-ray diffraction (XRD) analysis. The characteristic absorption peaks of 

hydroxyapatite (HAp) observed at 571, 632, 962, 1046, and 1090 cm‒1 is present in samples that were 

calcined at temperatures of 700 °C and above. Among these peaks, the absorption peaks at 571 and 632 

cm‒1 are attributed to the ν3 and ν4 bending modes, respectively. The peak at 962 cm‒1 corresponds to 

the ν1 symmetric stretching mode, while the absorption bands at 1046 and 1090 cm‒1 are associated with 

ν3 asymmetric stretching. For the OH‒ group in the crystal structure of HAp, characteristic adsorption 

bands are observed at 3572 and 3643 cm‒1 [12, 30]. 

 

3.4. SEM Images of HAps 
 

Figure 4 displays SEM images of the eggshell calcined at 900°C for 1 hour and the HAp samples 

calcined at 500°C, 700°C, 900°C, 1000°C, and 1100°C for 2 hours, respectively. Upon examining the 

SEM images of the samples, it is evident that the eggshell calcined at 900°C for 1 hour exhibits a more 

homogeneous structure compared to the original eggshell. In other words, calcination resulted in a 

microstructure comprising dispersed grains. Following chemical precipitation and a second calcination, 

an interesting process unfolds. The particles appear to agglomerate, resulting in the formation of larger 

particles of varying sizes. These spherical agglomerates, predominantly small, occasionally manifest as 

larger entities, particularly noticeable at 1000 C. However, upon comparison of images at 900°C, small-

sized agglomerates were observed in eggshells, while large agglomerates were observed due to HAp 

synthesis. Furthermore, HAp exhibited agglomeration, leading to the formation of pores. Exposure of 

HAp samples to high temperatures is a factor that causes the skeletal structure to bond together [32, 33]. 

Other research has also found a similarly irregular particle structure of HAp derived from eggshells [17, 

34]. Puad et al. also reported that increasing temperature causes particles to agglomerate, thus increasing 

the particle size. These findings are consistent with the results obtained from XRD and FTIR analyses 

of the microstructures formed as HAp begins to decompose [2]. 
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Figure 4.  SEM images of (a) eggshell, (b) eggshell calcined at 900 ℃ for 1 hour, HAps calcined at (c) 500 ℃, 

(d) 700 ℃, (e) 900 ℃, (f) 1000 ℃ and (g) 1100 ℃ 
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3.5. Thermal Analysis of Eggshell 
 

In Figure 5, the DTA-TG curves for eggshells are presented. In the DTA curve, there is an endothermic 

peak at 115 ℃, indicating a sudden mass loss, which can be attributed to the removal of water from the 

eggshell. The TGA curve shows a 3.25% mass loss between 400 and 470 ℃, caused by the desorption 

of water and other particles from the eggshell. Another strong endothermic peak is observed in the DTA 

curve at 463 ℃. Starting at 600 ℃, the mass of CaCO3 rapidly decreases, with a continuous loss up to 

850 ℃. The wider endothermic curve between 600 and 854 ℃ shows a 16.82% mass loss, which 

indicates the conversion of calcium carbonate to calcium oxide with the release of carbon dioxide. 

Beyond 850 ℃, no further mass loss occurs, and the sample stabilizes. Haberko et al. state that the low 

endothermic effect should plausibly be attributed to the evaporation of water adsorbed on the high 

surface area of the material, and at higher temperatures, two exothermic effects occurred [11]. 

Khandelwal and Prakash stated from DTA-TG analysis that a weight loss of about 2% up to 600˚C due 

to evaporation of absorbed water [33]. 

 
Figure 5. DTA-TG curve of eggshell  

 

4. DISCUSSION AND CONCLUSION 

 

In this study, HAp was synthesized from waste eggshells using chemical precipitation and calcination 

method and the effect of varying calcination temperatures (500 °C, 700 °C, 900 °C, 1000 °C, and 1100 

°C) on the quality of HAp produced was investigated. The analyses were used to characterize the HAp 

samples synthesized from eggshells at these calcination temperatures. These included phase analysis 

(XRD), chemical analysis (XRF), molecular structure analysis (FT-IR), changes in the microstructure 

(SEM). Accordingly, the results can be explained as follows: 

 

I) The XRD patterns for HAp samples with calcination temperatures of 900°C and above show a well-

defined intense peak for the hydroxyapatite phase. XRD results show that the most suitable 

calcination temperature for HAp is 900 °C, and HAp samples calcined at 900, 1000 and 1100 °C 

contain peaks belonging to biphasic HAp and -tricalcium phosphate (-TCP) phase. In addition 

to the hydroxyapatite peaks at the highest temperature, weak peaks appeared at 25.8°, 34.5° and 

44.1° attributed to monetite (CaHPO4). If the calcination temperature is increased beyond 1100°C, 

we can expect the monetite phase to completely transform into hydroxyapatite. 
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II) The XRF results indicate that the HAp samples mainly consist of the elements Ca, P, and O. The 

calculated Ca/P ratio for the HAp samples recalcined at 900 °C is 1.73, which is close to the 

expected stoichiometric ratio of 1.67. Based on the XRF analysis, it can be inferred that the sample 

recalcined at 900 °C approaches the hydroxyapatite phase. However, the presence of the monetite 

phase, as revealed by the XRD results, also explains why the Ca/P ratio is not exactly equal to 1.67. 

 

III) FT-IR results show that the characteristic bands of calcium carbonate (eggshell) are observed at 

1424 and 875cm ‒1. After heating at 900°C for 1 h to form CaO, the precursor of HAp, a decrease 

in the intensity of these characteristic bands is observed in the FT-IR spectra. When the FTIR 

spectrum of HAp was examined, the characteristic asymmetric P−O stretching band belonging to 

PO4
−3in its structure was observed at 1086 cm‒1 and 1024 cm‒1. The symmetric P−O stretching band 

was determined at 962 cm‒1. HAp, obtained in its purest form at 900°C, exhibited characteristic 

peaks at 571, 632, 962, 1046, and 1090 cm‒1. The intensities of most of the bands belonging to the 

phosphate vibrations of HAp increased at calcination temperatures of 700 °C and above. 

 

IV) In the SEM images, we noticed small clusters in eggshells and larger clusters resulting from the 

synthesis of HAp. Following chemical precipitation and a second calcination process, the particles 

formed larger particles of different sizes. These spherical clusters were evident as larger 

agglomerates at 1000°C. As the HAp samples were subjected to higher temperatures, the skeletal 

structure became more tightly bonded. 

 

V) The research shows that eggshells can be used as recycling material to produce HAp powder, help 

with waste management, and keep the environment clean. Further research is expected to be 

conducted using other waste materials such as seashells (cockles, clams and mussels), fish bones, 

cattle, chicken bones to synthesize larger amounts of purer hydroxyapatite. Specifically, 

researchers should investigate different calcination temperatures to determine the optimal 

temperature for producing the purest hydroxyapatite phase. 

 

VI) Consequently, eggshells could be further synthesized and transformed into valuable Ca-based 

compounds such as hydroxyapatite (HAp), tri-calcium phosphate (-TCP), calcite (CaCO3), and 

calcium hydroxide Ca(OH)2. 
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Abstract  Keywords 

Deep learning algorithms require large amounts of data, and their accuracy rates are 

directly related to the amount and quality of the data. Moreover, supervised learning 

models require the data to be labeled. However, data labeling is always a time-

consuming and laborious process. Labeling data obtained from microscope images 

can be more laborious. Molybdenum disulfide (MoS2) in monolayer form, which can 

be produced on large surfaces with the chemical vapor deposition method (CVD) and 

has advantages for potential electronic applications, is a frequently studied material 

in the field of nanotechnology. However, MoS2 produced on these large surfaces 

usually has defective surfaces and needs to be detected. This process is a difficult 

process to be performed with a microscope by an expert. Artificial intelligence-based 

supervised learning algorithms, which need labeled data, provide an effective solution 

for these detections. Furthermore, increasing the number of labeled data increases the 

accuracy of these algorithms.  

 

In this study, a teacher-student model is explored using self-training, a semi-

supervised learning technique, to effectively train a deep convolutional neural 

network to detect defects on MoS2 samples. Initially, the teacher model is trained 

using a small amount of data labeled by an expert. This trained model is enriched by 

generating pseudo-labels for previously unlabeled data. Then, a student model is 

trained using these real and pseudo-labeled data. The trained model then replaces the 

teacher model, and the process repeats, gradually improving labeling accuracy. The 

results show that the self-training method increases accuracy from 77% to 82% 

compared to the CNN model trained only on the existing labeled data, and the defect 

regions in MoS2 are effectively classified with minimal manual labeling. 
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1. INTRODUCTION 
 

In recent years, one of the most compelling fields has been artificial intelligence (AI) and its 

applications, particularly due to its potential to offer solutions to complex and time-consuming problems 

[1, 2]. As computing power has increased, AI techniques have been applied to numerous areas where 

their use was previously unfeasible [3, 4]. One of these areas is nanotechnology, specifically two-

mailto:cahitperkgoz@eskisehir.edu.tr
https://orcid.org/0009-0003-4968-4124
mailto:bahargorgun9@gmail.com
https://orcid.org/0009-0003-4299-4488
https://orcid.org/0009-0009-3671-5562
https://orcid.org/0000-0003-0424-7046


Kavaklı et al. / Estuscience – Se , 25 [4] – 2024 

 

603 

dimensional (2D) materials, which have attracted significant attention due to their superior properties. 

Nanotechnology generally deals with the manipulation of materials at the atomic and molecular levels, 

focusing on the design, production, and application of materials at extremely small scales. 

Understanding the complex structures and properties of nanomaterials, optimizing them, and developing 

them for innovative applications have become more feasible with the integration of AI techniques. 

 

Several studies have used machine learning methods to optimize the properties of graphene-based 

materials. Neural networks, a subclass of artificial intelligence, have been explored as a method to 

predict the behavior of materials using data obtained from laboratory instruments [5]. In another study, 

artificial intelligence methods have shown how they can be used to optimize the production processes 

of nanomaterials and support their characterization processes [6]. These studies highlight the importance 

of AI in the field of nanotechnology, but AI can be employed not only for the design and development 

of new nanomaterials but also to optimize their production processes. It can predict defects in the 

production phase, allowing for preventive measures to be taken, thereby increasing production 

efficiency, reducing costs, and improving product quality. 

 

Since the discovery of graphene [7], interest in 2D materials has surged, and various 2D materials have 

been extensively studied [8]. Among these, transition metal dichalcogenides (TMDs) stand out as one 

of the most popular groups. In their monolayer form, TMDs possess unique optoelectronic properties, 

such as a direct bandgap, making them highly attractive for both material science and optoelectronic 

device applications [9]. Additionally, 2D materials offer a solution to reducing power loss in electronic 

chips by lowering the off-state current in transistors and enabling further miniaturization. [10]. Due to 

these advantages, 2D TMDs hold promise as channel materials in MOSFETs, offering wider bandgaps 

compared to graphene. Among the most studied TMDs is molybdenum disulfide (MoS2), composed of 

covalently bonded Mo and S atoms, with weak Van der Waals forces holding the layers together [11, 

12]. However, to fabricate devices from 2D materials, they must be produced on large surfaces without 

defects. While techniques such as mechanical exfoliation [13] and other methods [14] have been 

proposed, chemical vapor deposition (CVD) is the most suitable method for compatibility with 

microelectronics [15]. The CVD method shows promise for producing large-area, monolayer materials 

[16]. 

 

A crucial step in research is the analysis and characterization of 2D materials produced in the laboratory, 

which presents several challenges. One of the most significant challenges is determining whether the 

produced materials are defect-free or defective. While techniques such as Raman scattering 

spectroscopy, atomic force microscopy (AFM), and photoluminescence (PL) spectroscopy [17, 18] are 

commonly used, microscopic analyses are the most cost-effective [19], though they require expert 

operators. However, automating the characterization of large surfaces under a microscope using AI 

could make the process more practical and efficient. AI models can predict the properties of new 

nanomaterials from experimental data and theoretical calculations, analyzing images to more precisely 

characterize the structure and properties of nanomaterials, thereby minimizing trial-and-error in 

experiments. Various deep learning methods have been tested for this purpose [20-22]. 

 

Deep learning, a subset of AI, has gained popularity in nearly every scientific field over the past two 

decades, with convolutional neural networks (CNNs) making significant advancements, particularly in 

image processing and classification [23-25]. However, like all deep learning methods, CNN-based 

approaches require a large amount of labeled data. In the case of MoS2 samples obtained through 

experiments that take hours in the laboratory, gathering and labeling sufficient data is both time-

consuming and labor-intensive. In cases where labelled real data is scarce, we previously used Fresnel 

equations to generate artificial datasets and trained a CNN model using transfer learning to classify real 

MoS2 flakes as normal or defective [26]. 
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To address challenges with limited labeled data, self-training methods have been developed, utilizing 

both labeled and unlabeled data to improve model performance. In self-training [27, 28], a 'teacher' 

model is initially trained on a small, expert-labeled dataset known as 'true labels.' The teacher model 

then predicts 'pseudo-labels' on a large unlabeled dataset. A 'student' model is subsequently trained using 

a combination of both true and pseudo-labels. The student model is iteratively replaced by a new teacher 

model, and pseudo-labels are generated iteratively. As iterations progress, better pseudo-labels are 

produced, and the model's accuracy gradually improves with each iteration. Self-training methods have 

been applied to segmentation problems within the context of deep learning, offering a semi-supervised 

approach to enhance model performance with limited labeled data [29, 30]. In this study, a semi-

supervised self-training deep learning method is proposed to identify defects in 2D materials when most 

of the data is unlabeled. Instead of manually labeling data, which is time-consuming and requires expert 

input, the approach first labels the unlabeled data and then performs classification using a CNN 

structure. MoS2 was selected as a representative 2D material because of its widespread use in 

nanotechnology studies, attributed to its semiconductor properties and layered structure. 

 

This article proceeds as follows: Section 2 introduces the proposed methodology and CNN concept. 

Section 3 discusses the experimental work and results, while Section 4 presents the conclusions. 

 

 

2. MATERIALS AND METHODS 

 

The goal of this study is to use deep learning methods to classify whether MoS2 flakes in microscope 

images are defective or not (Figure 1). Initially, a small set of labeled data and a teacher-student semi-

supervised model will be used to label the unlabeled data through self-learning. A CNN model will then 

be trained using both the labeled and pseudo-labeled data, and its performance will be evaluated using 

test data consisting real images for classification purposes. Therefore, in the following section, the 

designed CNN model will first be introduced, followed by an explanation of the teacher-student model. 

Finally, the methods used to define the success criteria of the approach will be discussed. 

 

                
                                                

Figure 1. Normal and defected MoS2 flakes 
 

 

2.1. Convolutional Neural Networks 
 

A Convolutional Neural Network (CNN) is a fundamental architecture in deep learning, designed 

specifically to process and extract information from images by progressively learning from low-level 

features to high-level patterns [31]. CNNs operate by applying multiple grids, known as kernels, over 

the input images. These kernels, which contain learnable parameters, capture different features and are 

optimized during training to enhance model performance. A non-linear activation function is employed 

to determine the activation of neurons based on the values obtained after linear computations [32]. 
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Rather than using a single convolutional layer, CNNs consist of multiple layers, typically connected 

with pooling and fully connected layers. Pooling layers, such as max pooling or average pooling, reduce 

the spatial dimensions of the feature maps while retaining critical information, thus enhancing 

computational efficiency. Fully connected layers, often found in the final stages of the network, 

aggregate the information from the convolutional layers and serve as classifiers. Numerous state-of-the-

art CNN architectures exist in the literature, including VGG [32], ResNet [33], and Inception [32], which 

have demonstrated strong performance in image classification tasks. 

 

In this study, a CNN architecture with three convolutional layers is implemented, featuring 32, 64, and 

128 filters of size 3x3 in each respective layer. Each convolutional layer is followed by a 2x2 max 

pooling layer. After the convolutional and pooling layers, a fully connected layer with 128 neurons is 

employed, and the final output layer utilizes a sigmoid activation function to support binary 

classification. 

 

The objective of a machine learning model is to optimize its weights to achieve the best possible 

performance. During training, loss functions play a critical role in this optimization process by 

quantifying the discrepancy between the actual (ground truth) and predicted values of the model. The 

smaller the loss, the closer the model's predictions are to the ground truth, indicating higher model 

accuracy. 

 

Several loss functions have been developed to address specific challenges, such as data imbalance. Data 

imbalance, a common issue in machine learning, arises when the distribution of classes is skewed, 

leading to biased model predictions favoring the majority class and poor performance in predicting the 

minority class. To mitigate this issue, specialized loss functions like Weighted Binary Cross Entropy 

(WBCE), Focal Loss, and Tversky Loss are often employed. However, in this study, the dataset is 

balanced, making the standard Binary Cross Entropy (BCE) loss function (Equation 1) sufficient for 

optimizing the model's performance.  

 

𝐿𝐵𝐶𝐸 = −
1

𝑁
∑ (𝑦

𝑖
𝑙𝑜𝑔(�̂�

𝑖
) + (1 − 𝑦

𝑖
)𝑙𝑜𝑔(1 − �̂�

𝑖
))

𝑁

𝑖=1

 (1) 

 

where 𝑁 is the number of samples, 𝑦𝑖 is the real label/output, and �̂� is the predicted label/output of the 

model. BCE effectively measures the difference between predicted probabilities and actual binary class 

labels, guiding the model towards better predictions. 

 

An optimization algorithm is used to update a model's weights based on the error output from the loss 

function. This process, known as backpropagation, adjusts each weight by propagating errors backward 

through the layers. The learning rate, a hyperparameter of the optimizer, controls the step size of these 

updates. 

 

Gradient descent is a fundamental optimization method that iteratively updates the model's parameters 

to minimize the loss. However, it is often impractical due to its use of the entire dataset at once, which 

can strain memory resources. For this reason, the stochastic gradient algorithm (SGD) that uses subsets 

of the dataset (mini-batch) is mostly preferred. Moreover, more effective algorithms such as momentum 

SGD, RMSprop and Adam have also been used based on SGD. In this study, the Adam optimizer was 

preferred due to its durability and widespread use in deep learning applications.  

 

While deep learning methods try to increase their accuracy performance, they only work on the dataset 

on which the training was made. If the algorithm is not stopped at a certain point, memorization may 
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occur on this dataset. As a result, while very high-performance values are obtained on the training set, 

the results would be worse on the test data. This situation is called overfitting and should be prevented. 

The strategies applied to prevent overfitting include increasing the training data, using data 

augmentation techniques, applying weight decay and adding dropout layers. On the contrary, in cases 

where the model is not complex enough or training is done with a small number of data, underfitting 

occurs and the performance of neural networks on the test data is again low. Increasing the model 

complexity can help address underfitting. 

 

While CNNs perform effectively when trained on sufficiently large datasets, acquiring sufficiently 

labeled data in real-world applications can be challenging in some cases. For example, such challenges 

can be encountered when working with datasets that require expertise for labeling, such as microscopic 

images. To overcome this problem, semi-supervised approaches that utilize both labeled and unlabeled 

data, such as the self-training teacher-student model, have emerged as effective strategies. Improving 

performance in cases where limited labeled data is available can be achieved with the self-training 

teacher-student model. 

 

 

2.2. Self-Training Model 

 

Data labeling is one of the most challenging pre-processing steps for preparing data for model training, 

requiring significant expertise, time, and attention. In this study, a custom dataset was obtained under a 

microscope, with corresponding annotations provided by an expert. To address the challenges of 

labeling, a self-training method is employed. This technique, part of semi-supervised learning, utilizes 

a combination of a small number of labeled and a large number of unlabeled data to train the model. 

The training phase begins with only the labeled data, and the trained model is referred to as the teacher 

(Figure 2). 

 

       
          

Figure 2. Teacher model trained with labelled data 
 

After the teacher model is trained, it generates pseudo-labels by predicting on the unlabeled samples 

(Figure 3). As these labels are produced by the teacher model, some degree of noise is present in the 

predictions. Consequently, these pseudo-labels do not serve as an exact substitute for the true labeling 

process; however, the information they contain remains valuable for subsequent training phases. It is 

expected that the pseudo-labels generated by the teacher model may initially contain a certain amount 

of noise and may not be able to label all examples correctly. However, in the iterative teacher-student 

architecture, each new student model is updated, and the pseudo-labeling process continues in this loop. 

This gradually improves the accuracy of the pseudo-labels, improving the performance of the model. 
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Figure 3. Teacher model predicting pseudo-labels 
 

A new model is subsequently trained from scratch using both the real labeled and pseudo-labeled data 

(Figure 4). Since this model is trained on a combination of real and pseudo-labeled data, it is referred to 

as the student model. Although the student model may incorporate some noise, its performance is 

expected to improve due to training on a more diverse dataset. The noise level in pseudo-labels may 

affect the performance of the model at each iteration, and the low quality of pseudo-labels may lead the 

model to learn some incorrect patterns. This problem can be mitigated by using an early stopping point. 

Additionally, improving the quality of pseudo-labels using thresholding or filtering methods can 

significantly increase the accuracy of the model. This improvement can be further investigated in future 

work to optimize this method. 

 

       
          
 

Figure 4. Student model trained with labelled and pseudo-labelled data 
 

Upon completion of the training phase, the student model is promoted to serve as the new teacher model 

(Figure 5). It then generates a new set of pseudo-labels, which are expected to be of higher quality than 

the previous ones. 
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Figure 5. New teacher model copied from student model 
 

There is no fixed limit to the number of student models that can be created or the number of pseudo-

labels that can be generated. The process is iterative, as shown in Figure 6, with each new student model 

serving as the basis for generating updated pseudo-labels. This cycle continues until there is no 

significant improvement in the performance of the model. The challenges associated with training 

multiple student models iteratively are minimal, as the primary additional requirement is rerunning the 

software for the number of cycles in the teacher-student framework. This results in a linear increase in 

overall training time proportional to the number of iterations in each cycle. However, apart from this 

increase in computation time, no other significant challenges or complexities are introduced by the 

method. The process remains straightforward and scalable within the limits of available computational 

resources. At this point, the iterative process is typically stopped to avoid overfitting. The overall steps 

are illustrated in Figure 6. 

 

       
          

Figure 6. New teacher model copied from student model 
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2.3. Evaluation Metrics 

 

The evaluation step assesses the true performance of the model. Since the model is trained on the training 

data and hyperparameters are optimized using the validation data, neither can be used for final 

evaluation, as the model is explicitly (training) or implicitly (validation) influenced by these datasets. 

Instead, the performance of the model on unseen samples is evaluated using a test set. Performance can 

be measured using various metrics, including accuracy, precision, recall, and F1 score (Equations 2-5). 

These metrics are computed based on a confusion matrix (Table 1), which provides a detailed breakdown 

of the performance of the model across specific criteria. 

 
Table 1 Confusion matrix 

 

       
          

 

The confusion matrix displays the relationship between the predicted values and the actual true values 

in a tabular format. It is utilized to analyze the model's errors and to identify imbalances between classes. 

Given that the dataset for this study was specifically designed to address data imbalance issues, only the 

accuracy metric was employed to evaluate the initial teacher and student models. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 (2) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (4) 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (5) 

 

Since the goal is to improve performance following the teacher model, the success criterion is defined 

as the increase in accuracy from the initial model to the final model. 
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3. RESULTS AND DISCUSSIONS 

 

The model was conducted using Python programming with the Keras API of the TensorFlow framework 

and trained on an Nvidia GeForce GTX 1660 TI system with 6 GB of memory. Due to the relatively 

small image sizes (100x100 pixels), a CNN network was designed instead of resizing images to fit larger, 

state-of-the-art networks to mitigate overfitting. Data augmentation techniques, including Random 

Rotation and Random Vertical and Horizontal Flip, were applied. Non-linear activation functions in the 

hidden layers were selected as ReLU for its reliability, while a sigmoid function was used for the 

classifier at the end of the network. The networks were trained with a batch size of 4 and 10 epochs 

each. The choice of a low epoch size was made to prevent overfitting, given the limited amount of data. 
The hyperparameters and implementation details are provided in Table 2.  

Table 2. Implementation details of the proposed model 

Hyperparameter Value 

Input Image Size 100 x 100 

Size of Labeled Training Dataset  246 (24%) 

Size of Unlabeled Training Dataset 580 (56%) 

Size of Validation Dataset 104 (10%) 

Size of Test Dataset 104 (10%) 

Epochs 10 

Batch Size 4 

Learning Rate 10-5 

Optimizer Adam 

Activation Function ReLU 

Loss Function Binary Cross Entropy 

Teacher Student Iteration 5 

Data Augmentation Random Rotation and Flip 

 

A total of 6 networks were trained, consisting of one initial teacher network and five student networks. 

All results of the models were evaluated using the accuracy metric, which indicated that each subsequent 

student model demonstrated improved performance. The final results show an increase in accuracy from 

77% to 82% with the use of self-training (Figure 7). Along with accuracy, other performance metric 

values (precision, recall, and F1-score) are provided in Table 3. 

 

The iterative process in the teacher-student framework follows certain criteria to ensure effective 

training and prevent overfitting. In each iteration, pseudo-labels are generated based on predictions with 

confidence scores greater than 0.5, which are then assigned as new labels. The difference in loss values 

between successive student models is monitored to determine when to stop the iterative process. If this 

difference falls below 0.01, the training process is stopped to prevent overfitting while maintaining 

optimal model performance. These criteria increase the robustness of the self-training approach by 

providing a balance between comprehensive training and computational efficiency. 
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Figure 7. Loss and accuracy of teacher and student models 
 

Table 3. Performance metric values 

 Accuracy Precision Recall F1 Score 

Teacher  0.7788 0.7925 0.8077 0.8002 

Last Student 0.8269 0.8864 0.7500 0.8125 

 

Early stopping and best checkpoint saving techniques were also employed to utilize the optimal weights 

if the model exhibited high loss or poor accuracy at the end of the training phase. Consequently, pseudo-

labels were generated using the best weights of the teacher model rather than the final weights. 

 

As shown in Figure 8, accuracy increases with each iteration of training the new student model. 

Although a peak in loss is observed at student 2, it did not impact the overall improvement in model 

performance. 
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Figure 8. Accuracy and loss at each iteration 
 

 

The model was tested using both the proposed Convolutional Neural Network and traditional machine 

learning approaches (Figure 9). The results indicate that the Convolutional Neural Network performs 

significantly better in classifying this problem compared to other models. 

 

 

       
          

Figure 9. Comparison of machine learning algorithms with the proposed CNN model 
 

A self-learning strategy was developed, given that only a small portion of the available data was labeled. 

The unlabeled data was labeled through this self-learning method. Initially, the teacher model achieved 

a relatively lower accuracy rate due to being trained on a limited amount of labeled data. However, as 

the previously unlabeled data were labeled and incorporated into the training set, an increase in the 

accuracy trend was observed, as expected. The model requires the training of multiple neural networks 

rather than a single one, which necessitates more time, but the results demonstrated improved 

performance compared to single-network training. Furthermore, this approach proved advantageous 

when compared to other machine learning models. 
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4. CONCLUSIONS 
 

In this study, a self-learning method for the classification problem involving partially labeled datasets 

was investigated and tested on microscope images of two-dimensional nanomaterial Molybdenum 

Disulfide (MoS2). Data labeling is a time-consuming and often expert-requiring preprocessing step. A 

dataset obtained from MoS2 was collected and a small subset of the data was labeled under a microscope 

by experts. In addition to this data, unlabeled data was also provided. Semi-supervised self-training 

method, which allows both labeled and unlabeled data to be used in model training, was successfully 

implemented. The iterative training process significantly increased the performance of the algorithm as 

more pseudo-labeled data was used in each training cycle. All models were evaluated using the accuracy 

metric and it was observed that each subsequent learner model outperformed the previous model. The 

accuracy of the model increased from 77% to 82% with the self-training method compared to the CNN 

model trained with only manually labeled data. These results demonstrated the effectiveness of the 

method for partially labeled datasets. It has been shown to be a feasible solution to reduce the manual 

labeling burden in similar tasks. 
 

In addition to the self-training method, the model has been tested using both the proposed Convolutional 

Neural Network (CNN) and traditional machine learning methods. The results show that proposed CNN 

significantly outperforms traditional models in classifying MoS2 images. Combining labeled and pseudo-

labeled data allow the model to achieve significant accuracy gains without requiring a fully labeled 

dataset. Collecting higher quality, larger, and more detailed images can further improve the performance 

of the model by providing a richer dataset for training. Furthermore, developing more advanced neural 

network architectures, optimizing hyperparameters, and experimenting with different learning strategies 

can also lead to better results. Integrating this approach into real-time platforms may offer practical 

applications for defect detection in industries such as semiconductor manufacturing or materials science. 

 

In conclusion, the self-training method demonstrated in this study offers a promising solution to 

automate the labeling process and improve the classification accuracy of MoS2 defects. By reducing the 

reliance on expert-labeled data, this method could significantly improve workflow in nanomaterial 

research and enable more efficient and accurate defect detection across a wider range of applications. 
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Abstract  Keywords 

Barium-based frits are commonly utilized in the ceramic tile industry to produce matte 

glazes. In these glazes, the microstructure—and consequently, the opacity and matte 

finish—vary depending on factors such as composition, application conditions, and 

firing temperatures. This study investigates the effects of different firing temperatures 

on the microstructure and properties of glazes prepared with barium-based frits. For 

this purpose, compositions containing 92 wt% barium-based frit and 8 wt% kaolin 

were milled, applied to the tile surface, and then fired in a laboratory furnace at four 

different peak temperatures (900, 1000, 1100, and 1200°C). The results indicate that 

the primary phase formed in the glaze structure is celsian at peak temperatures of 

1100°C and 1200°C. As the temperature increases, the glassy phase expands, and 

crystal size increases. A decrease in the whiteness value (L*)   value was observed 

with rising temperature; however, the glaze generally maintained its matte finish, as 

indicated by the 60° gloss value. 
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1. INTRODUCTION 

 

Ceramic glazes are glassy coatings that improve the hygiene, functionality, and visual appeal of ceramic 

products [1,2]. Glazes are mixtures and glassy coatings created from finely ground ceramic raw 

materials, formulated with specific compositions. When fired onto the ceramic surface, they form a 

glass-like structure [3]. Standard glaze formulations consist of ceramic raw materials and various frits 

[4]. After grinding and applying the glaze to a ceramic body, it is fired to form a partially or fully vitreous 

coating. This glaze enhances both the chemical and mechanical properties of the ceramic substrate [5, 

6]. In addition to these functional properties, glaze significantly contributes to the aesthetic qualities of 

ceramic tiles [1]. 

 

In the industrial sector, glazes are commonly categorized based on their optical characteristics into four 

groups: transparent matte, transparent glossy, opaque matte, and opaque glossy. Matte glazes tend to 

have greater surface roughness compared to glossy ones, which leads to multiple reflections of incoming 

light. This results in reduced specular reflection and a lower gloss level. The roughness observed in 

matte glazes is typically attributed to the presence of crystals. These crystals are thought to obstruct the 

smooth flow of the surface. Even in the absence of crystals, any glaze with high viscosity can create a 

matte finish due to insufficient surface smoothness [7, 8]. Common crystals observed in matte glazes 

include wollastonite (CaSiO₃) and willemite (Zn₂SiO₄) [9]. Alongside wollastonite- and willemite-based 

glazes, celsian (BaAl2Si2O8) based glazes which are used to achieve matte surfaces, have become 

popular in tile production. [7]. 
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BaO functions as a flux in ceramic glazes and frits, though it becomes active at temperatures above 

1100°C. Below this temperature, BaO promotes crystallization by increasing viscosity [5]. The addition 

of BaO enhances glaze brightness; improves mechanical properties, and lowers the thermal expansion 

coefficient [3, 8]. BaO is typically introduced into glaze compositions as BaCO₃; however, due to its 

high toxicity, it is preferably incorporated through frits [5, 10, 11]. 

 

The microstructure of glazes generally consists of amorphous phase, porosity, and crystalline phase(s) 

[12]. The composition of ceramic glazes, grinding conditions, application parameters on tile surfaces, 

and firing schedules directly influence the microstructure and, consequently, the aesthetic, chemical, 

and technical properties of the glaze [13]. This research examines how different firing temperatures 

affect the microstructure and optical characteristics of glazes prepared with commercial barium-based 

frit. 
 

Several studies have examined the effects of firing temperatures on glaze properties. Tezza et al., for 

instance, investigated how firing temperature influences the characteristics of anatase-based glazes [14], 

while Fröberg et al. explored the effects of composition and firing cycles on phase formation in raw 

glazes for floor tiles [15]. Imer et al. investigated the impact of firing temperatures on the structure of 

luster coatings [16]. Zhao et al. also explored how glaze composition and firing cycles affect the Raman 

polymerization index in celadon ceramic glazes [17]. Schabbach et al. analyzed the impact of peak firing 

temperatures on color development in zircon-based glazes [18]. 

 

In particular, Bou et al. investigated how firing temperatures affect the structure and aesthetic properties 

of barium-based glazes, with a focus on the influence of grain size distributions and firing temperatures 

on structure and matteness in matte wall and floor tile glazes. Their study used high BaO-content barium 

frits for single-firing tile glazes and glazed porcelain tile production. These frits were mixed with raw 

materials such as zircon, nepheline, and feldspar, ground, and fired at various peak temperatures. After 

firing, zircon, celsian, and barium orthoclase phases were identified in the glazes. The glazes were fired 

at peak temperatures of 1000, 1020, 1040, 1060, and 1080°C, with observed decreases in L* and gloss 

values as temperatures increased [7]. 

 

In the present study, commercial barium-based frit was similarly utilized, but with a broader range of 

firing temperatures compared to Bou et al.'s study. Additionally, to examine the effect of temperature 

solely on the frit structure, no raw material other than 8 wt% kaolin was incorporated into the glaze 

composition.  The glazes were prepared using 92 wt% barium-based frit and 8 wt% kaolin, then fired at 

four different peak temperatures ranging from 900°C to 1200°C, with 100°C intervals, in a laboratory-

scale furnace. The effects of varying firing temperatures on glaze microstructure and aesthetic properties 

were examined while other factors remained constant. 

  

2. EXPERIMENTAL METHODS 

 

2.1.  Preparation and Firing of Glaze Samples 

 

In this study, a glaze formulation was developed using a commercial frit composition. The chemical 

composition of the commercial frit is shown in Table 1. A glaze mixture consisting of 92 wt% barium-

based frit and 8 wt% kaolin was placed into a mill with a solid-to-liquid ratio of 70%. Next, 0.2 wt% 

sodium carboxy methyl cellulose (CMC) and 0.2 wt% sodium tripolyphosphate (STPP) were 

incorporated, and the mixture was ground for 40 minutes. After milling, the glaze density was measured 

to be 1.80 g/cm³. A fluidity test conducted with a 4 mm Ford Cup showed a flow time of 18 seconds. 

The glaze suspensions were applied to the surface of wall tiles using a 0.8 mm glazing tool. The tiles 

were subsequently dried at 110°C for 30 minutes. Afterward, they were fired in a Nabertherm N210E 

laboratory furnace at four distinct peak temperatures. The samples were heated at a rate of 10°C/min 

until reaching their peak temperature, held at that temperature for 10 minutes, and then cooled back to 
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room temperature at the same rate. To assess the impact of different firing temperatures on the glaze, 

the samples were fired at peak temperatures of 900°C, 1000°C, 1100°C, and 1200°C. The corresponding 

sample codes and descriptions are provided in Table 2. 

 

In a previous study, the melting behavior of this frit was analyzed using hot-stage microscopy, and the 

particle size distribution after 40 minutes of grinding was measured using a laser technique [13]. The 

relevant data are provided in Tables 3 and 4, respectively. After 40 minutes of grinding, the d(0.5) value 

of the glaze was determined to be 6.862 µm (Table 3). The softening, half-sphere, and fusion 

temperatures of the glaze were found to be 854°C, 1156°C, and 1162°C, respectively. The glaze did not 

exhibit spherical behavior with increasing temperature (Table 4). 

 
Table 1. The chemical composition of the frit coded as Ba-F [13] 

 

Ba-Based Frit Oxide weight % 

Na2O 1-5 

K2O 1-5 

CaO 7-15 

BaO 7-15 

ZnO 7-15 

Al2O3 10-18 

B2O3 1-8 

SiO2 45-55 

 

 
Table 2. Samples’ codes and explanation 

 

Sample code Explanation 

Ba-F Barium based commercial frit 

S Glaze Unfired raw glaze prepared 

with Ba-F 

S-900 S glaze fired at 900°C 

S-1000 S glaze fired at 1000°C 

S-1100 S glaze fired at 1100°C 

S-1200 S glaze fired at 1200°C 

 

 
Table 3. Particle size distribution of S glaze after 40 minutes of grinding [13] 

 

Sample d(0.1) d(0.5) d(0.9) 

S Glaze 1.553 6.862 26.761 

 

 
Table 4. Results of hot stage microscopy analysis of S glaze after 40 minutes of grinding [13] 

 

S Glaze Temperature(°C) 

TSintering 852 

TSoftening 854 

TSphere - 

THalf Sphere 1156 

TFusion 1162 
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2.1.2 Glaze Characterization 

 

Panalytical/Empyrean diffractometer was used to determine the phases formed in the glaze structure 

after firing process. The glazed samples were analyzed within the 2θ range of 10° to 90°. 

 

The microstructure of the glazed tiles was analyzed with a field emission scanning electron microscope 

(FE-SEM) equipped with an EDS detector (ZEISS, Gemini 500). Images were obtained from the cross-

sectional surfaces of the glazes at magnifications of 500X and 1000X using a backscattered electron 

detector. EDX analysis was carried out on the light gray (crystalline phase) and dark gray (glassy phase) 

areas of the S-1200 coded sample, where the formed crystals were clearly visible. 

 

The color and gloss of the samples (measured at a 60° angle) were evaluated using a Konica Minolta 

Spectrophotometer CM 600D. To ensure the reliability of the results, both color and gloss measurements 

were conducted three times, and the average values were calculated from the obtained data. 

 

3. RESULTS AND DISCUSSIONS 

 
The XRD patterns of the glazes are given in Figure 1. According to the XRD results, sanidine 

((K,Na)AlSi3O8) was detected in the glazes fired at 900°C and 1000°C, whereas the primary phase 

observed at 1100°C and 1200°C was identified as celsian. Given that BaO behaves as an active flux 

above 1100°C [5], it is hypothesized that celsian crystal formation may have been promoted in the glazes 

fired at temperatures exceeding 1100°C. Although different temperatures for the crystallization of 

celsian in glass-ceramic structures have been reported, it is generally observed that these temperatures 

range from 800°C to 1050°C. In a study examining the BaO ratio in glass-ceramic glazes of the BAS 

(BaO-Al2O3-SiO2) system, the celsian crystallization temperature was found to be between 808°C and 

918°C [19]. Another study determined the crystallization temperature of barium feldspar in a glass-

ceramic glaze to be 955.6°C [20]. In a further study, the formation temperature of celsian crystals in the 

BAS glass-ceramic system was found to range from 870°C to 1050°C [21,22]. In this study, the XRD 

analysis conducted demonstrates that distinct celsian crystals form in glazes fired at 1100°C and 1200°C 

under laboratory conditions. However, firing at 900°C and 1000°C did not provide sufficient conditions 

for the formation of celsian crystals. 
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Figure 1. X-ray diffraction patterns of glazes (C: Celsian, S: Sanidine) 

 

The microstructures of the glazed surfaces are given in Figure 2 and 3. In Figure 2, a noticeable decrease 

in the amount of porosity is observed as the temperature increases. The viscosity of the glaze decreased 

as the temperature increased during sintering [23]. Higher temperatures promoted the formation of more 

glassy phase, enhanced sintering and reduced the amount of porosity in the structure.  

 

In the S-900 and S-1000 samples, sub micron crystals cluster are not clearly distinguishable within the 

glassy phase. However, as the temperature reaches 1100°C, the crystals within the glassy phase become 

more evident. In the S-1100 glaze, crystal sizes were observed to be below 10 microns, and the crystals 

formed a network-like structure in clusters. In contrast, in the S-1200-coded glaze, the width of the 

needle-like crystals ranged from 1 to 5 µm, with lengths reaching up to 100 µm (Figure 3). EDX analysis 

was performed on the S-1200-coded glaze. Figure 4 and Table 5 present the EDX patterns and elemental 

weight percentages determined for the glassy and crystalline phases of the S-1200 glaze. According to 

the EDX patterns, the intensities of the Al and Ba peaks from the dark area (glassy phase) were lower 

than those from the light area (crystalline phase), while the intensities of the Ca, Na, and Zn peaks were 

higher. The amount of barium element detected in the crystalline and glassy phases was 22.17% and 

4.12%, respectively. These results demonstrate a clear correlation, indicating that the Ba content in the 

matrix crystallizes as celsian crystals. This finding is consistent with the XRD analysis, which further 

supports the observations. 
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Figure 2. Scanning electron microscope images taken at 500x magnification using a backscattered electron 

detector from the cross-sectional surfaces of the studied glazes: (a) S-900; (b) S-1000; (c) S-1100; (d) 

S-1200. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 3. Scanning electron microscope images taken at 1000x magnification using a backscattered electron 

detector from the cross-sectional surfaces of the studied glazes: (a) S-900; (b) S-1000;  (c) S-1100; (d) 

S-1200. 
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Figure 4. EDX pattern of the S-1200 coded glaze: (a) from the white area (crystalline phase); (b) from the black 

area (glassy phase). 

 
Table 5. Element wt% measured in the glassy phase and crystal phase by FESEM-EDX 

 

 Ba Al Si O Zn B Ca K Na 

Crystal 

phase (a) 

22.17 13.72 22.87 33.72 - - 1.35 3.74 2.44 

Glassy 

phase (b) 

4.12 8.23 25.27 40.83 6.98 0.7 11.74 1.82 0.3 

 

The images of the glazes before and after firing are presented in Figure 5, while the color values of the 

glazes after firing are shown in Figure 6. When the relevant glazes were examined, the samples with 

codes R-900 and R-1000 displayed an unfired glaze appearance. This outcome can be attributed to the 

high viscosity and porosity, which impeded sintering. The reduced densification led to the unfired matte 

appearance [24].  As the firing temperature rises, the L* value of the glazes decreases, indicating a 

reduction in opacity. However, no linear change was observed in the a* and b* values (Fig.6). The 

transparency/opacity of the glaze depends on several factors, including the type(s) of crystalline phase(s) 

cp
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within the vitreous phase, the refractive index, the particle size of the crystals, the concentration of the 

crystalline phase, the glaze thickness, and the refractive index contrast between the vitreous and 

crystalline phases [6]. The refractive index of celsian crystals ranges from 1.59 to 1.61 [25], which is 

close to that of the remaining glassy phase. As a result, low-opacity ceramic glazes with low L* values 

were achieved in celsian-based glazes with S-1100 and S-1200 codes. Each glaze in the study exhibited 

a gloss value of less than 10 when measured at a 60° angle. The higher L* values in the S-900 and S-

1000 glazes can be attributed to their unfired appearance, as well as the increased light scattering due to 

porosity and surface roughness. 

 

 

 

 

 

 

 
Figure 5. Visual appearance of the glazes 

 

 

 
 

Figure 6. Variations in the color indices and glossiness values of the glazes 

 

4. CONCLUSIONS 
 

This study investigates the effects of different firing temperatures on the glaze microstructure and color 

properties of barium-based frits. The findings are summarized as follows: 

 

 With increasing firing temperature, the porosity of the glaze structure decreased, while the 

amount of the glassy phase increased. Celsian was the dominant phase in the S-1100 and S-

1200 samples. As the temperature rose, the intensity of the celsian crystal peak within the glassy 

phase increased, and needle-like crystals formed, growing up to 100 microns. 

 After firing at various temperatures, a matte opaque glaze with an appearance similar to an 

unfired glaze was obtained at 900°C and 1000°C, a satin opaque glaze at 1100°C, and a 

transparent matte glaze at 1200°C. The L* value of the glaze decreased from 90.76 at 900°C to 

62.66 at 1200°C. 
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 Considering that wall tiles are typically fired at temperatures between 1050°C and 1150°C, floor 

tiles between 1150°C and 1200°C, and porcelain tiles between 1200°C and 1210°C in the 

ceramic industry, it was observed that, depending on the composition and firing temperature, 

matte glazes with different optical properties can be obtained by using barium-based frits.  

 

 Even at temperatures above 1200°C, the preservation of celsian crystals within the transparent 

glaze structure shows that celsian based glaze structures could be achieved in porcelain tile 

regime. 
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