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Abstract

In the modern era, there has been a notable surge in environmental pollution attributable to agricultural activities, urban expansion,
industrialization, and various other contributing factors. This alarming trend has also taken a toll on our water resources, exacerbated further by
the contamination stemming from human consumption-related wastewater discharges. To address these concerns, biological treatment
approaches have gained widespread acceptance for wastewater treatment. The utilization of microalgae as a nutrient source, facilitating the
removal of organic matter from wastewater, holds a pivotal role in bolstering the sustainability of wastewater treatment. The aim of this study,
to mathematically model the removal of phosphorus and nitrogen from domestic wastewater using Chlorella Vulgaris algal culture.
Experimental studies were conducted in a batch reactor, and removal efficiencies of nitrate nitrogen, ammonium nitrogen, and phosphate
phosphorus were examined through measurements. The results indicate that microalgae efficiently perform the removal of pollutants process.
As well as usage of microalgae in water treatment processes, a good microalgae kinetic model is highly important for nutrient removal,
microalgae hiomass accumulation, and enhancing operational settings in wastewater treatment. Kinetic modeling is a mathematical approach
used to understand how a chemical reaction or process progresses or changes over time. Such models have various applications in all fields of
science. Kinetic modeling can help us predict and optimize the behavior of reactions using computer simulations and mathematical analysis.
Furthermore, specific growth rates of microalgae according to nitrogen and phosphorus nutrients were compared using the Michaelis-Menten
equation for growth kinetics. According to the calculations, the nitrogen-based specific growth rate (NOs-N, NH4*-N) was determined as
umax=0.053 day-1, and the phosphorus-based (PO4%) specific growth rate was determined as umax=0.061 day-1.

Keywords: “Kinetic modeling, microalgaes, Chlorella Vulgaris, specific growth rate.”

1. Introduction

Water plays a vital role as an essential resource, serving as a primary raw material in various industries, including
pharmaceuticals, food and agriculture, petrochemicals, pesticides, and oil and gas, in addition to its household uses. The
improper disposal of polluted water resulting from these industrial processes sustains significant environmental risks, which have
become a growing cause for concern due to the wide array of pollutants involved. The excess release of phosphorus (P) and
nitrogen (N) into aquatic ecosystems, resulting in eutrophication, raises environmental alarms due to issues such as solid waste
production and the release of noxious substances into the atmosphere. This phenomenon also encourages the proliferation of
harmful microorganisms, posing threats to aquatic ecosystems and degrading drinking water quality. This contributes to the
widespread health issues observed in regions located close to the discharge areas [1].

Excessive use of fertilizers and pesticides in urban and agricultural areas leads to serious nitrate and phosphate pollution in
surface and groundwater. Discharge of domestic wastewater, sewage, animal farms, processed food factories, and decomposition
of organic matter release nitrogen into water environments. Therefore, studies related to nitrogen and phosphorus pollution and
their treatment are of great importance [2].

As a result of the constrained capabilities of wastewater treatment facilities (WWTPs) in eliminating pollutants from
wastewater, the discharged effluent, once treated, frequently retains minimal traces of contaminants. Despite the relatively low
concentrations of some pollutants such as pharmaceuticals, endocrine disruptors (EDCs), microplastics (MPs), and persistent

! Corresponding Author
E-mail Address: esinbgdyc@gmail.com
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organic pollutants (POPs), they wield a substantial impact on the metabolism, development, and reproductive processes of
organisms within the surrounding environment. Microalgaes offer a sustainable solution for tertiary and quaternary treatment
processes due to their capacity to metabolize complex contaminants [3].

In situations where water is contaminated and purification becomes imperative, the selection of the optimal treatment
approach is crucial to attain the desired purification goals. Traditional secondary treatments (such as activated sludge) and
tertiary treatments (including processes like filtration and disinfection) often prove to be ineffective in adequately removing a
majority of the emerging contaminants (ECs) that enter the wastewater treatment plant [1, 4].

Wastewater treatment using organisms such as bacteria, fungi, protozoa, and microalgae, which are capable of metabolizing
parameters such as nitrogen, phosphorus, and carbon, has been extensively researched and studied. Numerous microalgae
species, including “Scenedesmus, Chlorella, Euglena, Oscillatoria, Chlamydomonas, and Ankistrodesmus”’, have demonstrated
efficient growth in wastewater (WW) [1]. Among these organisms, microalgae have gained significant attention in wastewater
treatment in recent years due to their fast growth rate and ability to thrive in challenging conditions [5].

Many researchers have proposed the use of microalgae as an innovative biological treatment method for nutrient removal in
wastewater. Microalgae are also applicable in the tertiary treatment of wastewater due to their ability to absorb nutrients.
Numerous studies have shown variations in the efficiency of nitrogen and phosphorus removal when using microalgae. These
differences can be attributed to factors like the initial nutrient concentrations, which are influenced by various environmental
conditions. Environmental factors, such as ambient conditions, light intensity, the nitrogen-to-phosphorus ratio, light and dark
cycles, and the specific characteristics of the algal species, all play a crucial role in determining the effectiveness of nutrient
removal through microalgae-based treatment processes [6].

Nitrogen and phosphorus in wastewater occurs in the tertiary treatment stage. The most common methods are biological
processes such as anaerobic digestion and nitrification - denitrification. However, these methods are costly because they require
multiple tanks and recycling of activated sludge. It is complex and wastes energy.

Efficiencies as high as 80-100% in nitrogen and phosphorus removal from wastewater have been reported for microalgae
from different sources. Using microalgae to remove nutrients; it has various advantages, such as the nitrogen and phosphorus
taken up by microalgae can be recycled through the production of fertilizer from microalgae biomass, or the resulting biomass
can be used in the production of bioenergy, food, animal feed and medicine.

In the use of microalgae in wastewater treatment, the composition of the wastewater to be treated should be evaluated in
advance. Because nitrogen/phosphorus molar ratios (N:P) seriously affect microalgae production and therefore nutrient uptake.
Based on elemental composition for microalgal biomass, when the N:P ratios fall below 5:1, it results in nitrogen limitation,
whereas N:P molar ratios exceeding 30:1 lead to phosphorus limitation [7].

In a study conducted by Sebnem A. and Ilgi K. K., the effect of ammonia nitrogen and phosphorus concentration on the
removal from wastewater by the algal species C. vulgaris was investigated, and kinetic coefficients were determined [8].
Experimental results showed that C. Vulgaris was able to completely remove ammonia nitrogen and achieve 78% efficiency in
phosphate phosphorus removal. The discontinuous Kinetic coefficients for the removal of ammonia nitrogen by C. Vulgaris were
determined as k = 1.5 mg NH4-N mg? chl-a d*and Ky = 31.5 mg/L. Similarly, for the removal of PO4-P, the kinetic coefficients
were found to be k = 0.5 mg PO4-P mg? chl-a d* and Ky = 10.5 mg/L. Therefore, the removal rate of ammonia nitrogen is
higher than that of phosphorus [8].

The binding mechanism of ions by algal biomass can vary depending on factors such as the type of algal species, the ionic
charges involved, external environmental conditions like pH, ion concentration, biomass dosage, and temperature.

In a research study conducted by Melihe Amini et al., the capacity of unicellular green microalgae D. salina to uptake and
remove NOz~ and PO,* from wastewater was investigated. The study examined several factors in batch systems, including the
pH of the solution, the amount of microalgae biomass (0.05 g/L), and the initial concentrations of nitrate and phosphate (350
mg/L). FTIR experiments were conducted to understand how ions are absorbed by the algae. The most effective conditions for
nitrate and phosphate adsorption and removal were found to be at pH 7, with 0.05 g/L of algae, and initial nitrate and phosphate
concentrations of 350 mg/L. Under these conditions, D. salina exhibited a nitrate uptake capacity of 332 mg/g with a removal
efficiency of 54%. Additionally, it demonstrated a phosphate uptake capacity of 544 mg/g with a removal efficiency of 82% [9].

A good microalgae kinetic model holds significant importance not only for the treatment processes involving microalgae but
also for achieving nutrient removal, promoting biomass growth, and optimizing operating conditions in wastewater treatment.
The kinetic modeling of C. Vulgaris microalgae can help optimize water treatment processes. This modeling can be used to
evaluate factors such as nutrient input, growth rate of microalgae, biomass production, and efficiency of nutrient removal.
Additionally, through this modeling, different scenarios can be simulated to examine the impact of various operating conditions
and achieve the best performance.
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Kinetic modeling involves some different mathematical equations that define the growth rate and nutrient taken of
microalgae. These equations vary depending on factors such as nutrient concentration, temperature, pH, and some operational
parameters. Understanding how C. Vulgaris microalgae behaves in water treatment, these equations are developed using
laboratory experiments and data.

The Runge-Kutta method used in numerical analysis can be defined as an important type of open and closed iterative
methods for solution approaches of ordinary differential equations. In a study conducted by Fatih Cantas and his colleagues, the
Runge Kutta algorithm was applied to fixed-size multimodal test functions, and a solution was sought to find the minimum point
of the functions with different parameter values [10]. It is thought that this method can be used in cases where there are too many
parameters in algae modeling.

The Monod (1) and Droop (2) models are frequently utilized mathematical models for studying microalgae growth. These
models are employed to analyze the specific growth rates of microalgae. In Monod-type kinetics, the maximum specific growth
rate is determined by the nutrient limitation, whereas in the Droop model, “the maximum specific growth rate” represents the
growth rate of microalgae with an unlimited internal nutrient content [11].

The numbers of microalgaes has typically four phases over time; lag phase, exponantial growth phase, stationary phase, death
phase. The following mass balance represents for modeling microalgaes;

dXx
= = (kg = ka)X €]

X is bacterial concentration, kg is bacterial growth rate and kg is bacterial death rate. kg can be taken as p.

The relationship between growth rate and concentration of substrate can be determined following emprical model;

S
= _— 2
1 umaxKS_I_S 2)

Umax 1S maximum growth rate when food is abundant, S is substrate concentration (mg/L) and K; is a half-saturation
concentration. This model is sometimes called Michaelis-Menten model and also referred as Monod model [12].

u umax KA + [A]
Q
Up = Upmax * (1 - ?0) (4)
Monod and Droop models are often associated with equation 5.
Him P
W i a—— 5
D,max Pm _ UmQO ( )

um is Monod specific growth; up is represented as Droop specific growth rate; pmp is indicated as Droop maximum specific
growth rate; [A] is denoted concentration of the nutrient A (mg/L); Qo is minimum cell quota; q is cell quota; pm is represented as
maximum nutrient uptake rate per cell [11].

While studies have indicated that the Droop model can faithfully replicate microalgae growth dynamics, researchers tend to
favor the Monod model because of its simplicity in assessing the external nutrient concentration within the culture medium.
While the Droop model takes into account the internal nutrient concentration, the Monod model is preferred due to its simplicity
and ease of application in experimental studies, where the relationship between substrate concentration and the specific growth
rate of microalgae is straightforward. However, in specific studies where the internal nutrient concentration is significant and can
better explain growth dynamics, the Droop model is employed. There are also different models about growth rates [11].

The forthcoming global water scarcity issue is poised to become one of the most significant social and economic challenges
of the 21st century. Microalgae-based wastewater treatment holds the potential to address this challenge by not only recovering
nutrients but also generating clean water. Microalgae play a crucial role in the management and treatment of various types of
wastewater, including industrial, agricultural, and municipal. These robust microalgae strains are adept at thriving in the harsh
conditions presented by contemporary industrial and municipal waste environments [13].

The primary objective of this research was to create a kinetic model for the purification of contaminants from domestic
wastewater, utilizing a culture of C. Vulgaris algae. Experimental data for this modeling were collected within a controlled
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laboratory setting, employing a batch reactor. To understand the growth kinetics of the microalgae, the specific growth rates
based on nitrogen and phosphorus were evaluated and compared. The Monod equation was utilized as an analytical tool for this
comparative analysis.

2. Material and Method

The primary objective of this research is to assess the effectiveness of C. Vulgaris algae culture in biological water treatment.
Additionally, this study aims to quantify the specific growth rates concerning nitrogen and phosphorus nutrients.

The water sample used in this study was collected from the discharge point of the Eskigehir Municipal Wastewater Treatment
Plant, where it is released into the Porsuk Stream. Fig. 1 illustrates the precise location of the sampling site.

Fig. 1. Sampling location at Porsuk Stream

The experiment was set up using a batch reactor equipped with an Imhoff cone. Air was introduced into the system through a
diffuser located at the lower part of the funnel. To provide illumination, a blue-red LED light source was utilized. A parabolic
reflective surface covered with aluminum foil was placed around the cone to enhance the efficiency of the light source. In
addition to monitoring NOs'N, NH4*-N, PO,*, pH, and temperature values, chlorophyll-a measurements were conducted to
observe the growth stages of the algae. pH adjustment during the experimental studies was carried out manually.

The experiments for NOz-N, NH4*-N, and PO.* were conducted using the Hach DR2400 VIS spectrophotometer.
Chlorophyll-a measurements, on the other hand, were performed using the Turner Design Aqua Fluor Fluorometer/Turbidimeter
device to obtain in vivo Chl-a values [14].

After these experiments, calculations about kinetic modeling has been done. The microalgae growth kinetic model used the

Monod model to account for nutrient limitations. Components of microalgae growth kinetic model include nitrogen types as
NOs-N and NH4*-N and phosphorus type as PO,*.

3. Results and Discussion

Phosphate, Chl_a and total ammonium nitrogen-nitrate nitrogen concentrations in experiments with C.Vulgaris in
wastewater are shown in the graphs below (Fig. 2).
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Fig. 2. PO4*, Chl-a, total NO3" N and NH4*N concentration changes in Porsuk Stream samples
Equation 1 and 2 are integrated and resolved using linear techniques.

ax S

e (kg — ka)X H = Hmax s (6)

In this study, the variable "X" represents the concentration values of chlorophyll-a (Chl-a), while "S" denotes the substrate
concentration, encompassing total nitrogen in the form of NO3'N and NH4*-N, as well as PO,*. Given the uncertainty regarding
which specific type of nitrogen the algae primarily utilizes, the combined total of nitrate and ammonia nitrogen was employed as
the nutrient source (Fig. 3 and Fig. 4). For substrate total NO3s -N and NHs™-N , pmax is 0.053 day 1, Ks is 0.028mg/L, and for
substrate POs%, pmax is 0.061 day *, Ks is 0.042 mg/L.
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Fig. 4. Model and experimental findings for substrate concentration of PO4*

The successful outcomes obtained from the application of microalgae in the elimination of nitrogen and phosphorus from
domestic wastewater lead to the conclusion that their utilization is highly effective. Algae have been observed to actively
contribute to the restoration of both wastewater and natural bodies of water. Moreover, their ability to rapidly and efficiently
utilize the excess nutrients present in wastewater makes them a valuable asset in the treatment process. When employed in



7

wastewater treatment, microalgae demonstrate their significant role, offering an economical approach with numerous advantages.
Furthermore, microalgae have been suggested as a promising biological platform for mitigating carbon dioxide, a significant
greenhouse gas, while simultaneously serving as a viable source for valuable compounds such as pharmaceuticals, cosmetics,
nutritional products, animal feed, and biofuels. Besides, from an economic perspective, employing a microalgae-based system for
the removal of nitrogen, phosphorus, and dissolved organic carbon from various wastewater sources proves to be a significantly
more sustainable option compared to conventional systems. This is primarily attributed to the fact that microalgae systems can
operate outdoors under natural sunlight conditions, leading to substantial cost reductions [3]. Moreover, bioremediation with
using microalgae is a process that typically does not result in secondary pollution [1].

The maximum specific growth rate (umax) of microalgae typically shows similarity between nitrogen and phosphorus
nutrients across various substrates. Nevertheless, it's anticipated that the substrate affinity constant (Ks) would diverge due to
differences in nutrient concentrations and utilization behaviors. Given that nitrogen and phosphorus exhibit distinct concentration
levels and are assimilated by microalgae at varying rates, the Ks values are expected to mirror these disparities. Hence, the Ks
values for nitrogen and phosphorus would be separate, capturing the specific nutrient demands and uptake kinetics of microalgae
for each nutrient.

The incorporation of a reliable microalgae kinetic model holds great significance not only in treatment procedures but also in
achieving efficient nutrient removal, promoting biomass growth, and optimizing operational parameters in wastewater treatment.
A robust microalgae kinetic model serves as a valuable tool for accurately predicting and understanding the dynamics of nutrient
uptake, biomass production, and the influence of various operating conditions. By utilizing such a model, wastewater treatment
processes can be fine-tuned and optimized to enhance overall system performance and achieve desired treatment outcomes. In
conclusion, the kinetic modeling of C. Vulgaris microalgae in water treatment can contribute to the development of more
effective and efficient water treatment processes. This modeling provides a better foundation for understanding and optimizing
the behavior of microalgae, enabling sustainable use of water resources and environmental protection.
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Abstract

This study is about determining which day of the week a day falls in history using mathematical equations. VVarious computer programs or
some calendar tables have been prepared on this subject. This study aims to study mathematical equations covering all centuries after Christ.
The Gregorian calendar used today was first used as the Julian calendar, and in 1582, it was determined that there was a small error in this
Julian calendar. This error was corrected and the Gregorian calendar was created. The aim of this study is to find the equations that correspond
to the days of the Julian and Gregorian calendars.

Keywords: “Historical days, days of the week, calculation of days.”

1. Introduction

The Gregorian calendar used today is Hz. Based on the birth of Jesus, A.D. It started to be used as a Julian calendar in 325. A
retrospective period of 325 years was established. According to this calendar, Friday, January 1, 325, was considered the first
day. This calendar was created by accepting 365 days and 6 hours. The 6-hour excess is called a leap year by taking February as
29 days instead of 28 days every 4 years. But in 1582, it was determined that the earth revolves around the sun in 365 days, 5
hours, 48 minutes and 46 seconds. For this reason, it turned out that there was a difference of 11 minutes and 14 seconds. This
shows that it has advanced by approximately 3 days in 400 years. The day after 04 October 1582, 11 days were added and
became 15 October 1582, thus correcting the 11-day error of the Julian calendar. This new calendar system was called the
Gregorian calendar. In addition, the calendar has been determined so that years that are multiples of 400 are leap years, but years
that are multiples of 100 are not leap years. That is, the year 1600 was a leap year, but the years 1700, 1800 and 1900 were not
leap years. This calendar started to be used in our country on January 1, 1926.

2. Findings and Determinations

The 1st day of the week is Monday, the 2nd day is Tuesday, the 3rd day is Wednesday, the 4th day is Thursday, the 5th day is
Friday, the 6th day is Saturday, and the 7th day is Sunday (day 7=day 0).

1. Definition: The largest integer that is not greater than x, X€R, is called the exact value of x and is denoted by the symbol [
1. For example, [3,25] = 3, [-2,8] = —3. [1], [6]

2. Definition: Representing each month with a number is called the month's representation number, denoted by T.

1. Theorem (Julian Calendar - Before 04 October 1582 [7]): The X value in the
YYYY
YYYY + [[Tﬂ +T + GG = x(mod 7) €5

equation, represented by the symbols day GG, month AA, year YYYY, gives the Julian calendar, that is, the day of the week
on dates before 04 October 1582. Here, January 4, February 0, March 0, April 3, May 5, June 1, July 3, August 6, September 2,
October 4, November 0, December 2 are represented by the numbers.
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Proof: Since there are 365 days in a year and 7 days in a week, K happens, which means that a certain day coincides with the
next day in the following year.

After YYYY years,
365 - YYYY = YYYY(mod 7) (2)
is obtained. But there is a leap year situation. Since February will have 29 days every 4 years, there will be an excess of
=
For January 01, 0325 to be on Friday, the month of January should be represented by the number 4. Because

0325
0325 + [[T]] +4+1=411=5(mod7) 3)

is done. Therefore, the month of January is represented by 4. Since January has 31 days, it is

31+ 0 = 3(mod 7) )
and February is represented by the number 0. Since February has 28 days (a leap year will be given as a result), it is

28 + 0 = 0(mod 7) )
and March is represented by the number 0. Since March has 31 days,

31+ 0 = 3(mod 7) (6)
is represented by the number 3 in April. Since April has 30 days, it is

30 + 3 = 5(mod 7) 7

and May is represented by 5. Similarly, other months are also found. In this case, the representative numbers of the month T
are formed. Accordingly, the date GG/AA/YYYY is found as

Yﬂﬁ+ﬂngq+T+GGEx@mdﬂ (8)

olarak bulunur.

Example: Let's research the date of birth of Prophet Muhammad, June 30, 570. The month of April is represented by 3. In
equation (1),

0570
0570 + HTH +1430=743 =1 (mod 7) 9)

x = 1 and 30 June 570 is Monday. [2]

Example: Let's investigate the date of the Battle of Manzikert, August 26, 1071, which is accepted as the date of the Turks'
entry into Anatolia [3]. The month of August is represented by 6. In equation (1),

1071
]O71+H—Z—ﬂ4—6+26=]37055(mod7) (10)

x = 5 and 26 August 1071 is Friday.

Example: Now let's look at the date of the conquest of Istanbul, which is May 29, 1453 [3]. The month of May is
represented by 5. In equation (1),

1453
1453 + [[TH +5+29 = 1850 = 2 (mod 7) (11)

x = 1 and May 29, 1453 is a Tuesday.
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1. Result: In the calculation of leap years, in January and February,

YYYY+|[¥]]+T+GG—IEx(mod7) (12)

equation is valid.

Example: Let's examine the date January 15, 1032. Since the year 1032 is a leap year and the month of January is
represented by 4 and in equation (2),

1032
1032 + [[Tﬂ +4+415—1=1308 = 6 (mod 7) (13)

x = 6 and January 15, 1032 is Saturday.

2. Theorem (Gregorian Calendar - After October 15, 1582 [8]): The day is GG, the month is AA, the year is YYYY and
the first two digits of the year are shown as Y'Y symbols.

YYYY YY
YYYY+[[TH+YY—[[T]]+T+GGEX(mod7) (14)
The x value in the equation gives the day of the week for dates after October 15, 1582. (The number of representations of
months is as in the 1st theorem.)
YYYY

Proof: In the 1st theorem, information was given about YYYY, HT]] T and GG. Information about YY — [[%]] needs to be
given here.

In 1582, the Gregorian calendar was adopted because it was determined that the earth's circulation around the sun was 365
days, 5 hours, 48 minutes and 46 seconds. The calendar has been determined so that years with a 3-day difference, which occurs
approximately every 400 years, are leap years that are multiples of 400, but years that are multiples of 100 are not leap years.

That is, the year 1600 is a leap year, but the years 1700, 1800 and 1900 are not leap years. For this reason, YY — [B—Y]] should be

15

added to the 1st theorem. For example, when examining the year 1583, 15 — [[:]] = 12 days should be added.

Example: Let's investigate the date of August 26, 1922, the date of the start of the great offensive in the War of
Independence [4]. Here YY = 19 and August is represented by 6. In equation (3),

1922 19
1922+H—Z—ﬂ+19—H2ﬂ-r6+26:24m956(modn (15)

x = 6 and August 26, 1922 is Saturday.

Example: 1. Our President and head teacher Mustafa Kemal Atatiirk passed away on November 10, 1938 [5]. Let's examine
the date of death. Again, here YY = 19 and November is represented by 0. In equation (3)

1938 19
1938+H—Z—ﬂ+19—ﬂzﬂ-r0+10:244754(modn (16)

x = 4 and November 10, 1938 is Thursday.

2. Result: In the calculation of leap years after October 15, 1582, in January and February
YYYY YY
YYYY+|[Tﬂ+YY—[[Tﬂ+T+GG—1EX(mod7) (17)

The equation is valid.

Example: Let's search for the date February 15, 2024. Since the year 2024 is a leap year and February is represented by 0 and
in equation (4),

2024 20
2M4+ﬂjrﬂ+20—wzﬂ+0+15—l=2%9E4(mmﬂ) (18)
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x = 4 and February 15, 2024 is Thursday.

3. Conclusion

By examining the calendar changes in the historical process, this study will be able to obtain clearer results from the data
used, especially in historical science. It is hoped that this will shed light on historical studies.

In addition, there is an average of 0.000125 days of small error per year, which corresponds to 10.8 seconds per year.
Approximately 8000 years would have to pass for this one-day error to occur in the calendar calculation. The use of this calendar
in 8000 should be reviewed.
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Abstract

In this paper, a new Monte Carlo walk method is introduced. The increased radius floating random walk combines of the two classical
Monte Carlo methods and derived from fixed-radius floating walk method. In this paper, the method is used to solve typical Laplace’s
equations in rectangular region. Also, this method is easily applied to Poisson equations. Lower walk number and hence lower computation
time are obtained from new method compared with the fixed random walk, floating random walk and fixed-radius random walk methods.
Analyzes were performed on an average computer and the solution time was reduced by 80%. The results are also compared with Finite
Element Method. Increased radius walk method’s results are good agreement with other methods.

Keywords: “Floating random walk, Laplace equations, Monte Carlo method, numerical methods, potential problems.”

1. Introduction

In many engineering disciplines, calculations of potentials or fields are needed for many problems such as in heat conduction,
fluid dynamics and electromagnetics. The mathematical basis and techniques needed are well known, but are often difficult to
apply in the complicated three-dimensional geometries. Nowadays finite element method or finite difference methods are widely
used for determining the potential and field solutions. It is difficult to use finite-element or finite difference methods to calculate
electric potentials or fields near a high-voltage transmission tower, or stress-control fitting, because of the large number of mesh
points or nodes needed to give an adequate representation of the geometry. The Monte Carlo methods give a convenient and
flexible means of tackling these and similar problems in electrical power engineering, and may also be used for potential theory
calculations in other branches of engineering. The goal of the method is to solve Dirichlet’s problem: to find a potential (and its
derivatives) which satisfies Laplace’s equation within a given region and takes specified values on its boundary [1]. There are a
lot of studies in the literature about Monte Carlo method [2-5]. The Monte Carlo methods are widely used in electromagnetics
problems, areas of applications include electrostatics, waveguide analysis and antennas. It is easily applied to Laplace’s and
Poisson’s equations in both two and three-dimensional cases [6], and time-dependent problems [7]. There are many types of
Monte Carlo method. Some and significant ones are as follows:

1. Fixed random walk
2. Floating random walk
3. Exodus method

The first two methods are the most popular. In fixed random walk, the step size is fixed and steps of the random walks are
constrained to lie parallel to the coordinate axes. It takes a long time to compute the potential at a given point. On the other hand,
in floating random walk, the step size is not fixed. Hence the computation is more rapid than in the fixed random walk. Yu and
friends [2], in their work, two techniques are developed to accelerate the floating random walk method for the electrostatic
computation involving rectilinear shapes. Garcia and Sadiku [8] have introduced a new walk procedure in addition to these
existing three types, named fixed-radius floating random walk. The aim of this method is to decrease the runtime and to eliminate
the need to check for the shortest distance to the border. If the radius of the circle in floating random walk is fixed, then the
programming the random walk becomes easier. Thus it is more effective and it reduces the runtime considerably. Although
Monte Carlo simulation is a slow and costly technique, it does have some advantages that are as follows:
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1. Don’t require input data
2. Conceptually easier to understand
3. Easy programming
The major disadvantage of the Monte Carlo methods is that they permit calculating the potential only one point at a time. For
whole field calculations, other numerical techniques such as finite element and finite difference methods are preferred. For whole
field computation, several techniques have been proposed such as shrinking boundary method [9] and inscribed figure method
[10].
In this paper, a new walk method, namely increased-radius floating random walk, is introduced. This method is based on the

fixed-radius floating random walk. In this method, the radiuses of the circles are increased with Ar at every step. Thus, the
arriving time to a border is dramatically reduced.

2. Monte Carlo Method

The mathematical basis of the Monte Carlo method is easily found in the literature [11]. Briefly, two important concepts
serve as a mathematical basis:

1. The mean value theorem of potential
2. Green’s function of the first kind

Also, generating random numbers and application to the Laplace equation in rectangular and axisymmetric regions are given
in [12]. Let us suppose that the fixed random walk is to be applied to solve Laplace’s equation:

VA =0 inregion R )
subject to the Dirichlet boundary condition,
V =V, on boundayT 2
We now consider cases involving rectangular and axisymmetric solution regions.

2.1.  Rectangular Solution Region

The region R is divided into a finite difference square mesh and Eq. (1) is replaced by its finite difference equivalent as [13],

V(X,Y)=p.V (X+A,y)+pV(x=-Ay)+ p,.V (X,y+A)+ p,V (x,y—A) 3)
1
px+ = pr = per = py, :Z (4)

To calculate the potential at (x,,yn) a particle is asked to begin a walk at that point. The particle proceeds to wander from node
to node in the grid until it reaches the boundary. It wanders through the mesh according to the probabilities in Eq. (4) until it
reaches the boundary where it is absorbed and the prescribed potential V(1) is recorded. By sending out N particles from (Xn,Yn)
and recording the potential at the end of each walk, we obtain:

1 .
V(xn,yn)=WZVp(|) (5)
2.2.  Axisymmetric Solution Region
For V=V{(p, z), the finite difference equivalent of Eq. (1) for p =0 is:

V(p,2)=p,V(p+A2)+p,V(p-A2)+p.V(p.z2+A)+p,V(p.2-A) (6)

where Ap =Az =A and the random walk probabilities are given by:
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P, =P 2
7+ - 4
1 A
=—+— 7
P =28 U]
o 1A
4 8
For p = 0, the finite difference equivalent of Eq. (1) is:
V(0,z)= p,.V (A2)+p,V(p.z+A)+p,V(p.z-A) (8)
so that
4 1
P =5 P =0 P =P =1 9)

The random-walking particle is instructed to begin walking at (pn,zn). It wanders through the mesh according to the
probabilities in Eqg. (7) and Eqg. (9) until it reaches the boundary where it is absorbed and the prescribed potential Vy(1) is
recorded. By sending out N particles from (pn,z,) and recording the potential at the end of each walk, we obtain the potential at

(pn,zn) as:

V(puz) =22V, () (10)

3. Increased-Radius Floating Random Walk Solution Algorithms

At the beginning, let’s describe the solution with fixed-radius random walk. In order to obtain the potential at a given point
P(xn,yn) with fixed-radius random walk, a circle is placed on point P whose radius is r0. To perform a step, a random point is
selected on this circle. On this new point, a new circle is placed with the same radius. The steps are repeated until it reaches to a
boundary. Walk is completed when the boundary is reached.

3.1.  Algorithm for Rectangular Region

For increased-radius walk algorithm which has been developed in this paper, same procedure can be followed up. Here is a
simplified algorithm for solving Laplace’s equation at a particular point P (x,, y,,):

Step 1. Determine the “radius 7, of the walk and the tolerance T: These values are determined empirically. Record the initial
radius r0 as r for reaching to the border within the tolerance.

Step 2. Perform the step: From the point P(x,, y,,), generate a circle of radius r, and randomly select a point on that circle.

The point is determined by generating a random number in the interval [0,1] and multiplying by 27 to obtain the angle 6. The
following equations are used to determine the new point:

Xy = X, +T, cOY0) (11)

yn+1 = yn + r0 Sln(@) (12)
Step 3. Increase the radius of circle for next step: Increase the radius of circle by Ar:
I, =ry+Ar (13)

Step 4. Determine if a walk has been performed: From new position, check to see if the step has reached the border within
tolerance T. If T > r, constraint is satisfied then no step will go outside the border. If T < r, suppose that border is reached and
record the potential (Vp(i)) at that particular border and go to Step 2.
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Step 5. Compute the potential for point P(x,, y,): After a sufficient number of walks (N), the potential is determined using
the following formula:

VG, 19,)= < 3V, 0 14)

An illustrative description of a typical walk is shown in Fig. 1. The solution region is a rectangular and the potential values at
the boundaries are V1, V2, V3 and V4 respectively. As shown in Fig. 1, after four steps, the border has been reached. At fourth
step, two possible points which are can be determined. If walk has reached to the point P1, then the potential to be recorded is
V1, otherwise V2.

Vs

v
-

Vy
Fig. 1. Increased-radius floating random walk for an arbitrary rectangular region.

3.2.  Algorithm for Axisymmetric Region

The algorithm for axisymmetric region is quite similar to the rectangular case. Because of line of symmetry, two
considerations must be taken into account for axisymmetric regions [9].

1. If astep lies on the left side of the line of symmetry, the point is reflecting back to the right side.
2. Ifastep lies on the line of symmetry, the next step must have angle (¢) as such that -7 < ¢ < .

3.3.  Algorithm for Three-Dimensional Rectangular Region

Similar to the original algorithm, the modified version of the algorithm for a three-dimensional rectangular solution region is
the same as for the two-dimensional case. Steps in three-dimensional case are performed on spheres instead of circles. The
Radius of spheres on the next step is increased by AR. The next point on a sphere can be determined by the following equations:

X = X, T RocOg @) sirf
Ve = Yo +Resin()sin( (15)
z,.,=2,+R,cog

In the Eq. (15), R, is the initial radius of sphere. The radius of sphere on the next step is R, = Ry + AR.
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4. lustrative Examples

4.1.  Comparison with Fixed-Radius Floating Random Walk: Example |

The new walk method described in this paper is compared with fixed-radius floating random walk methods. Methods are
compared in terms of speed and accuracy. The methods were implemented on a Core2Duo 3.16 GHz PC. The source codes were
written in MATLAB. Example is provided to illustrate the validity for the increased radius floating random walk. The exact
solution for the problem can be found in [12]. As shown in Fig. 2, the aim of the example is to solve Laplace’s equation:

V& =0 (16)
subjected to the following Dirichlet boundary conditions: V(x,0)=0, V(0,y)=0, V(x,1)=100, V(1,y)=0

The fixed-radius floating random walk and increased-radius floating random walk methods were carried out with 500, 1000,
1500 and 2000 walks. The initial radius of circle r, for increased radius floating random walks was chosen as 0.01 and this value
is constant for fixed-radius floating random walk. The increment of radius of circle in increased-radius floating random walk was
chosen as 0.001. Tolerance value (T) was chosen as 0.005. Every walks in both methods was repeated 10 times. Three typical
points were chosen in solution region and the results are given in Table 1. The results of exact solution for these three points are
43.20, 25 and 6.79 V, respectively.

100V

[ ]
(0.25,0.75)

ov ov

(0.5.0.5)

[ ]
(0.75,0.25)

0 oV 1
Fig. 2. Solution region for example 1.
Table 1 presents the solutions for three points. In Table 1, shows the average step size and shows the average runtime
values of 10 repeated walk. Random numbers for each walk are different for both methods. The and values are depending on

random numbers.

Table 1. Results for example 1 (r0 = 0.01, Ar = 0.001).

Fixed-radius walk Increased-radius walk
Point (x,y) N

Pot. (V) m t@)  Pot (V) m t(s)

500 4216 136 272 4267 6 042
(025075) 1000 4292 67 53 4328 7 027
1500 4369 50 837 4316 8 03l
2000 4350 350 1080 4309 9 042
500  24.88 155 450 2474 7 043
05.05) 1000 2522 90 900 2486 10 027
1500  25.10 148 1305 2516 9  0.40
2000 2535 400 1800 2505 11 053
500 676 52 28 652 22 051
1000  6.85 210 560 676 26 103
075025 1500 6.80 394 827 675 42 155

2000 6.78 208 10.90 6.90 18 2.05
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Fig. 3, 4 and 5 shows the average run time comparison for three points respectively.
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Fig. 3. Average run time comparison for 0.25 mm, 0.75 mm point.
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Fig. 4. Average run time comparison for 0.5 mm, 0.5 mm point.
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Fig. 5. Average run time comparison for 0.75 mm, 0.25 mm point.

Table 1 and Fig. 3, 4 and 5 show that the average step sizes of increased-radius floating random walk are less than that of
fixed-radius floating random walk. Hence the runtime are reduced. The runtime is important when the solution points in the
solution region are more than one point. In this situation, more than one walk must be started simultaneously. The results are in
good agreement with the exact and fixed-radius floating random walk solutions.



19
4.2.  Comparison with Finite Element Meth

od: Example 11

In addition, the method proposed here was compared with the finite element method. The solution region is also in
rectangular coordinates and shown in Fig. 6. The problem is to solve Laplace’s equation with the following Dirichlet boundary

conditions:

V(x,0)=0V(0y)= OY( )= 0V(x ,2= @ A= 20/(x &
y
0V
4
(2.53.5)
oV . °
(13) (3.3)
2 — 20V
R e
0 2 0V 4 >

Fig. 6. Solution region for example I1.

(17)

Finite element solution was performed with FEMM software [14]. The mesh created in FEMM model is with 3201 nodes.
The results for four typical points are shown in Table 2. The initial radius for increased-radius floating random walk was chosen
as ry = 0.001 and the increment was taken as Ar = 0.0001. The tolerance was set to T = 0.005. Each walk is repeated 10 times
and the average values of the steps and time are also shown in Table 2.

As can be seen from Table 2, the results are very close compared with finite element method. The initial radius of circle and
the increment value can be chosen as small as possible.

Table 3 shows the potential values at three points for various r, values. The increment of radius was chosen as Ar = 0.1r,.
The number of walks is set to 2000. In Table 3, § is the error estimate, which is obtained by repeating each calculation 10 times
[15]. For the increased-radius floating random walk, it was noted that 2000 walks were sufficient for the solution to converge. It

seems from the results that the 0.01 value of initial radius of the circle and the increment value are also sufficient.

Table 2. Results for example 2 (r0 = 0.001, Ar = 0.0001).

FEM Increased-radius walk
Point (x,y) N = =
Potential (V) Potential (V) m t (s)
500 8.00 45 1.26
1000 8.12 109 2.40
@1 1500 o138 8.14 58 3.70
2000 8.15 74 4,94
500 19.57 93 1.33
1000 19.60 71 2.70
@.3) 1500 971 19.64 80 403
2000 19.67 66 5.40
500 11.53 103 1.23
1000 11.56 77 2.47
L.3) 1500 11.57 11.63 103 3.70
2000 11.52 121 4.90
500 23.63 58 1.16
1000 23.80 92 2.34
(25,3.5) 1500 23.93 23.75 88 351
2000 23.85 59 4.66
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Table 3. Potential values and error estimates for example 2 (N =2000, Ar = 0.1r0).

Point (x,y) FEM (V) 1o Increased-radius walk (V+0)
0.01 8.1510+0.029760
(3,1) 8.13 0.001 8.1518+0.083900
0.0001 8.0840+0.080030
0.01 19.6440+0.05710
(3,3 19.71 0.001 19.6740+0.07056
0.0001 19.6920+0.05370
0.01 11.6310+£0.06174
1,3) 11.57 0.001 11.6890+0.09238

0.0001 11.5350+0.13117

5. Conclusions

A new walk method for Monte Carlo method has been implemented in this paper. The method has been applied to Laplace’s
solution in rectangular region in two dimensions. It can be easily applied to other coordinate systems and three dimensional
cases. The results obtained from the new walk method are in good agreement with those obtained using finite element solution,
fixed-radius floating random walk and exact solution methods. Analyzes were performed on an average computer and the
solution time was reduced by 80%.

The advantages of the new method can be summarized as follows:

1.
2.
3.
4.

Runtimes are reduced considerably.

The user can choose the initial radius of circle very small.

The implementation of the algorithm will be very suitable for multi-point calculations performed at the same time.
It will be very useful when starting one more particle simultaneously at a given point.
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Abstract

Diabetes is a disease that occurs when the body cannot regulate the level of sugar (glucose) in the blood. Early diagnosis of this disease is
important in preventing more serious diseases that may arise later. Within the scope of this study, an attempt was made to optimize the diabetes
data set for use by training it with different models. At the very beginning of the study, Logistic Regression, KNN, SVM (Support Vector
Machine), CART (Classification and Regression Trees), RF (Random Forest), Adaboost, GBM (Gradient Boosting Machines), XGBoost
(Extreme Gradient Boosting), LGBM (Light Gradient Boosting). Machine), CatBoost models were used. According to the results of the
models, RF, LGBM, XGBoost accuracy, and f1 values were observed as the best models, respectively. As a result, in the Random Forest
model, which produced the most successful results, Accuracy: 0.88, F1 Score: 0.84, and ROC AUC: 0.95 values were obtained, respectively.

Keywords: “Diabetes, Machine Learning, Random Forest.”

1. Introduction

Diabetes arises from deficiencies, ineffectiveness, or inadequate production of the insulin hormone within the body,
disrupting carbohydrate metabolism and elevating blood glucose levels. Characterized by symptoms like pronounced thirst,
heightened hunger, and frequent urination, this condition, if left untreated, can lead to various complications, particularly
impacting vascular health. The deleterious effects of prolonged elevated sugar levels can result in permanent damage to
numerous organs including the eyes, kidneys, nerve endings, heart, brain, and lower limb vasculature [1].

Early diagnosis of diabetes is of critical importance in preventing these negative effects. However, diabetes can often
progress without showing symptoms. Therefore, the diagnosis of diabetes is made by examinations by specialist doctors or by
examining blood samples in a laboratory environment. The information understands the importance of diabetes worldwide that
537 million people have this disease as of 2021 and 6.7 million people died due to diabetes this year alone [2], early diagnosis of
diabetes is of great importance to prevent possible complications and reduce the morbidity and mortality caused by this disease
[3]. Diabetes is diagnosed through blood tests as well as symptoms of the disease. However, the disease can often progress
without showing symptoms and may not be diagnosed even by specialist doctors [4]. Therefore, regular health checks and
preventive screenings in individuals at risk are important for early diagnosis of diabetes.

With the development of technology, studies for the early diagnosis of diseases that affect most of the population in the world
are increasing. Artificial intelligence and machine learning techniques put humanity at a plus point in terms of time and money in
diagnosing many diseases.

The "Diabetes" dataset constitutes a subset of a broader dataset housed at the National Institutes of Diabetes-Digestive-
Kidney Diseases in the United States. This dataset specifically pertains to diabetes research conducted on females of Pima Indian
descent aged 21 and above, residing in Phoenix, the fifth most populous city in the state of Arizona, USA [5]. In our research,
experimental outcomes were derived from the utilization of this dataset.

! Corresponding Author
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This study consists of three main headings: data preprocessing, feature determination, and classification. Studies were carried
out to make the data ready for processing through data preprocessing. At the stage of determining the attributes, the attributes
that most represented the data were determined. It has been observed that these processes contribute to the trained model giving
the best results. In addition, creating a website using Streamlit with this model contributed to providing users with the
opportunity to predict with the model [6]. The second part of our study includes materials and methods, the third part includes
the findings, and the fourth and last part includes the results.

2. Material and Method

In this title, the data set used in the study and the methods that enable us to automatically detect diabetes using this series set
will be mentioned.

2.1. Data Set

The data set used in the study [5] consists of 768 observations and 9 variables. 8 of the 9 variables are numerical variables,
and the target variable (Outcome) is categorical. Out of 768 observations, 500 have a target variable (Outcome) value of 0, and
268 have a value of 1. Therefore, the data set does not show a normal distribution. This can also be seen in the histogram chart.

Outcome Histogram Graph

500 A

400

w

o

o
1

Frequency

200 A

100 -

Outcome

Fig. 1. Outcome Histogram Chart

It was determined that some values in the data set were empty. The distribution of null values is as follows; Glucose 5, Blood
Pressure 35, Skin Thickness 227, Insulin 374, and BMI.

Table 1. Data set attributes table

Attribute Name Attribute Description
Pregnancies Number of pregnancies
Glucose 2-hour plasma glucose concentration in oral glucose tolerance test
Blood Pressure Blood Pressure (diastolic blood pressure) (mm Hg)
Skin Thickness Skin Thickness
Insulin 2-hour serum insulin (mu U/ml)
Diabetes Pedigree Function | Function (2-hour plasma glucose concentration in oral glucose tolerance test)
BMI Body mass index
Age Age (years)
Patient (1)
Outcome Healthy (0)

The data in the data set does not show a normal distribution. If it were a normally distributed data set, filling the empty values
with the average values would be considered a more appropriate method. However, since the data set did not show a normal
distribution, empty values were filled with the median. The median value of those with an Outcome value of 0 was assigned to
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the blank values with an Outcome value of 0, and the median value of those with an Outcome value of 1 was assigned to the
blank values with an Outcome value of 1.

Box-plot was used in outlier analysis, and larger outliers were observed in the insulin variable compared to others. Figure 2
shows the Box Plot graph where these outliers can be seen.
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Fig. 2. Box plot graph

Based on this abnormal distribution, the 25th and 75th percentile values were used for the interquartile range. Low-up values
of these percentiles were used to suppress outliers. During feature extraction processes, new features such as
“NEW_AGE _CAT”, “NEW_BMI”, and “NEW_GLUCOSE” were produced from some features. Thanks to these new attributes,
the values received were divided into certain categories. For example, the age group was divided into 3 groups: "young", "old"
and "middle age". Thanks to this categorization, analysis by age groups was provided. As a result, the function returned X and Y
values that can be tested in different models.

2.2.  Classification Model

The concept of classification is simply distributing data among various classes defined on a data set. Classification algorithms
learn this distribution shape from the given training set and then try to classify it correctly when test data whose class is not clear
comes [7]. In practical implementation, classification algorithms undergo a two-stage process. Initially, the classification model
is constructed through the analysis of a specific dataset labeled as training data (X). Subsequently, this derived classification
model is employed to analyze a novel dataset, assessing the presence of identified classes within the data. This new dataset,
wherein class labels are endeavored to be predicted and the predictive efficacy of the model is gauged, is referred to as test data.

The partitioning of the dataset into training and test data can be executed through various methodologies. For instance, there
exist techniques where 60% of the dataset is designated for training purposes while 40% is reserved for testing, with random or
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exponentially changing assignments for training and test sets. However, cross-validation more accurately evaluates the
generalization performance of the model. It divides the data set into a limited number of pieces and creates multiple training and
test sets by using these pieces sequentially. In this way, the performance of the model in different data sections is evaluated more
comprehensively. In this study, models were trained with Random Forest, XGBoost, LGBM, CART, and Voting Classifier using
the 10-fold cross-validation method, and the results were observed.
2.2.1.  Cross Validation

In the k-fold cross-validation method, first, the training set to be used in the training process is mixed and divided into k
subsets of equal size. These processes are repeated k times, and in each iteration, the next subset is removed from the training

data set and used as the test set. Once the evaluation process is completed for all parts, the cross-validation model produces a
performance measure and results for all data.
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The success of the classification model is determined by comparing the number of samples assigned to the correct class and
the number of samples assigned to the wrong class. Accuracy, F1 Score, and ROC AUC metrics were used to evaluate model
SuCCess.

K=9

K=10

Fig. 3. Cross Validation

2.2.2.  Model performance evaluation metrics.

In this study, the F1 Score, ROC AUC, and Accuracy performance measures were taken into consideration. F1 Score shows
the harmonic average of Precision and Recall values. The reason for having a harmonic average instead of a simple average is
that we should not ignore extreme cases.

Precision * Recall

(1

F1 — score: 2 x Precision + Recall

ROC AUC (Receiver Operating Characteristic Area Under the Curve) is a metric utilized to evaluate the performance of
classification models. The ROC curve itself is a graphical representation of the relationship between the True Positive Rate
(TPR) and the False Positive Rate (FPR). TPR is plotted on the Y-axis, while FPR is on the X-axis as seen in Figure 4. The area
under the ROC curve, denoted as AUC quantifies the degree of separability between different classes. A higher AUC value
indicates better discrimination performance between the classes.
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Comparing ROC Curves
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Fig. 4. ROC Curves chart

Accuracy serves as a prevalent metric for evaluating model performance, yet it is not exhaustive in isolation. Computed as
the ratio of correctly predicted areas within the model to the entire dataset, accuracy provides a snapshot of predictive success.

TP+ TN

Accuracy: TP+ TN £ FP £ FN x 100 2)

2.3. Classification Methods

For the classification problem addressed in the study, machine learning algorithms existing in the literature were used. The
model performances of Logistic Regression, kNN, SVM, and Decision tree were evaluated. The classification algorithms
including Decision Tree, Random Forest, Ada Boost, Gradient Boosting, XGBoost (XGB), LightGBM (LGBM), and CatBoost
were assessed using the dataset without preprocessing. In this way, the difference in performance measures before and after data
pre-processing was examined.

2.3.1.  Logistic Regression

Logistic Regression, despite its nhame containing regression, functions primarily as a classification algorithm, commonly
utilized in binary classification tasks [8, 9]. It aims to estimate the probability of an event occurring between two distinct classes.
Notably, the divergence between logistic regression and linear regression lies in their methodologies for delineating the boundary
between classes. While Linear Regression employs the Least Squares Method to determine the optimal boundary line, Logistic
Regression utilizes the Maximum Likelihood approach. Logistic Regression implements the Sigmoid (Logistic) function for
classification purposes. This function is characterized by an S-shaped curve, facilitating the conversion of real numbers from the
range (-oo, o) to the range (0, 1).

2.3.2.  K-Nearest Neighborhood (K-NN)

The K-Nearest Neighbor (K-NN) algorithm is a simple machine learning algorithm used for classification and regression
problems. K-NN is one of the supervised learning algorithms structured for different analyses with special operations on various
data sets. Essentially, it performs classification or regression by examining the K-Nearest Neighbors around an example.

K-Nearest Neighborhood works on the principle of “belonging to similar classes” [9]. Determines the number of neighbors to
use to classify one sample or predict another. Usually, the K value is selected by the user. If the number K is 1, then it is included
in the class of its nearest neighbor. In this algorithm, the choice of the number k is of critical importance in determining the
result. In addition to the K value, the distance calculation method also affects the performance of the algorithm. The most used
among these distance calculation methods is the method known as the Minkowski distance calculation function. Therefore, a
comparative analysis of the results obtained using different distance calculation methods can be made.

2.3.3.  SVM (Support Vector Machine)
SVM (Support Vector Machine) stands as a prominent machine learning algorithm employed predominantly in classification

tasks. It endeavors to delineate the boundary between classes through the utilization of various parameters. This boundary is
represented by a plane known as the hyperplane, which effectively segregates the feature space into distinct regions. A Hyper
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Plane is a plane that divides the feature space. The SVM method selects and optimizes this hyperplane. SVM is generally applied
to nonlinear classification problems. In this case, Kernel functions are used to create nonlinear boundaries in the feature space.
Support Vectors are used to maximize the margin between classes and maintain this margin. To prevent overlearning, the C
Parameter is used to help these processes. As the C value increases, the model tries to fit more training data sets, which can lead
to overlearning [10-12].

2.3.4. CART (Classification & Regression Trees)

CART (Classification & Regression Trees) is an algorithm rooted in decision trees, serving applications in both classification
and regression analyses. Notably, it serves as the foundational framework for Random Forest. The primary objective of CART is
to streamline intricate structures within datasets into straightforward decision structures. This entails the segmentation of
heterogeneous datasets into homogeneous subgroups based on a designated target variable. Decision trees refer to the tree
structure used to represent a data set and predict a target variable by splitting the data set by making decisions within it. The
CART algorithm creates and refines these decision trees. At each internal node, a decision is made using a feature and a
threshold value. Partitioning aims to divide the data set into homogeneous or “purer” subsets. While doing this, division criteria
such as the Gini coefficient and Mean Squared Error can be used [13].

2.3.5. Random Forest

Random Forest is a stronger decision tree created by combining many decision trees. Since multiple decision trees are
brought together, each tree is modeled using a different subset of data or features in training. These trees are then combined. It is
generally used in classification and regression processes. In the Random Forest method, random samples and random features are
used when training each tree. At the same time, each tree is trained using a specific subset of features. A randomly selected
subset of features is used for each tree. Another feature of the random forest model is that it shows us how important the features
are. The most appreciated point about the algorithm is that it allows you to re-explore your data set more deeply by creating
various models on it [10, 14].

2.3.6.  AdaBoost (Adaptive Boosting)

AdaBoost, short for Adaptive Boosting, is an algorithm designed to construct a robust classifier by amalgamating weaker
classifiers. Its operational principle revolves around iteratively refining the classifier by accentuating the significance of
misclassified instances from preceding stages. Throughout this iterative process, the weights attributed to misclassified examples
are augmented, thereby intensifying the model's attention toward rectifying its deficiencies. This strategic emphasis aims to
enhance the model's precision in classification tasks by fortifying its focus and mitigating weaknesses.

2.3.7.  Gradient Boosting

The basis of Gradient Boosting is models such as Gradient Boosted Tree (GBM). The basic idea is to add new estimators by
trying to correct the errors of previous estimators. In AdaBoost, each example is learned with a weighted emphasis based on the
predictions of preceding models. The two biggest advantages of Gradient Boosting are high predictive power, resistance to
overfitting, and flexibility. Disease diagnosis and medical diagnosis can be shown as an application area [15].

2.3.8. XGBoost

XGBoost (Extreme Gradient Boosting) is one of the Gradient Boosting algorithms. It is known for its generalization ability,
especially in classification and regression tasks. XGBoost includes many improvements to Gradient Boosting. XGBoost works
on decision trees. It makes a name for itself with its high performance and high efficiency. The first step in XGBoost is to make
the first estimate (Base Score). The model works iteratively. The goal is to ensure that the sum of all models produces a
prediction that comes as close as possible to the actual output. This process is accomplished by stepping the loss function along
its gradient [16].

2.3.9. LightGBM (Light Gradient Boosting Machine)

LightGBM (Light Gradient Boosting Machine) is an open-source Gradient Boosting framework that provides high
performance on large data sets. Many features distinguish LightGBM from others. Providing faster and higher efficiency. Better
performance with less memory usage. Justification to better righteousness. Ability to process big data. Supports parallel and
GPU learning. These can be considered features that make LightGBM stand out. It offers the flexibility to choose defined custom
loss functions and evaluation metrics. LightGBM is optimized to deal with large data sets. Thanks to its parallel computing
capabilities and scalable structure, shorter training times can be achieved by reducing training times [17].



28
2.3.10. CatBoost

CatBoost especially in classification and regression tasks with both numerical, categorical, and text data. It is an open-source
Gradient Boosting method designed to provide high performance and ease of use with GPU support and visualization options.
CatBoost maintains a row balance as its trees grow. This ensures that when splitting during each feature, other features are less

affected. CatBoost automatically adjusts the learning rate and also allows user customization, which distinguishes itself from
other gradient-boosting methods [18].

Parameter values of the classifiers used in the study are given in Table 2.

Table 2. Parameter Values of Classifiers

Method Parameters
Logistic Regression Default Values
Number of neighbors: 5
kNN Leaf size: 30
Distance metric: Euclidean
SVM Default values
CART Default values

The number of trees in the forest: 100
The function to measure the quality of a split: Gini
The maximum number of estimators: 50
The learning rate: 1.0
The number of boosting stages to perform: 100
The learning rate: 0.1
XGBoost Default Values
Maximum tree leaves for base learners:31
Boosting Type: Gradient Boosting Decision Tree
LightGBM Max Depth: -1
The learning rate: 0.1
Number of boosted trees to fit: 100
Cat Boost Default Values

Random Forest

AdaBoost

Gradient Boosting

Table 3 lists the results of machine learning methods before data preprocessing. According to the average of these results, it
can be seen from the table that the most successful methods are Cat Boost, Logistic Regression, and Random Forest.

Table 3. Performance Values Before Feature Extraction and Data Preprocessing

Method ROC_AUC | F1-Score | Accuracy
Logistic Regression 0.83 0.63 0.77
kNN 0.75 0.57 0.72
SVM 0.82 0.58 0.76
CART 0.67 0.57 0.70
Random Forest 0.83 0.61 0.77
AdaBoost 0.82 0.64 0.76
Gradient Boosting 0.82 0.63 0.76
XGBoost 0.79 0.62 0.74
LightGBM 0.80 0.62 0.75
Cat Boost 0.83 0.64 0.77

In the graphs in Figures 5, 6, and 7, we see the accuracy, f1 score, and roc-auc values of the base models before data pre-
processing, respectively. In the Accuracy values chart in Figure 5, it is seen that the most successful results were obtained with
logistic regression, random forest, and CatBoost methods.

Figure 6 shows the success of F1 Score values according to the methods. When the figure is examined, it is seen that the
CatBoost and AdaBoost methods give the highest values.

In Figure 7, we see the performance values of the methods according to ROC Auc values. From this figure as in other
metrics, logistic regression, random forest, and CatBoost methods are the most successful.

Figures 8, 9, and 10 show the results obtained after feature extraction and preprocessing. As seen in the graphs in Figures 8,
9, and 10, better results were obtained when classification was performed after data preprocessing and feature engineering
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processes. It is seen that there is an increase in all accuracy, f1 score, and roc-auc values. This increase reveals the importance of

preprocessing and feature engineering
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3. Experimental Results

Python programming language and PyCharm were used in this study. The observations in the data set show an unbalanced
distribution and action can be taken for this. The outcome value of 0 was made more balanced by removing 250 of the 500
values. It was concluded successfully. However, training the model in its unstable state continued. After data preprocessing and
feature extraction, the data set was retrained with the specified classification models. The results have improved noticeably. The
models with the highest F1 score and accuracy values are RF, LGBM, and XGBoost. The model was trained using a Random
Forest. For the Random Forest model observed after data preprocessing and feature extraction, the Roc_Auc score value was
0.95, the f1 score value was 0.84, and the accuracy score value was 0.88.

Table 3. Performance comparison of the studies

Author Method(s) Accuracy | F1 Score | ROC AUC
Mehmet Bilal ER [19] | ESA+LSTM 0,86 0.88 -

Gilines HARMAN [20] | DVM 0,88 0.87 -

Hassan ve Shaheen [21] | Random Forest | 0,84 - -

Bager [1] Random Forest | - - 0.91

This Study Random Forest | 0.88 0.84 0.95

Streamlit interface was developed with the model. Information was given to the user by making explanations about diabetes
and the data set [6]. The interface of the program is seen in Figure 11.

& Diabetes Prediction

Information About Us  Information about Model

YOU DON'T HAVE
DIABETES

but we still recommend that
you consult a healthcare
professional.

Make Prediction

Fig. 11. Streamlit Interface [6]

4. Conclusion

Processing data and obtaining information in the field of health plays a major role in the early diagnosis and treatment of
diseases. Machine learning techniques show very successful results in the analysis and diagnosis of these diseases. Diabetes is a
serious disease and if not diagnosed early, it can cause unavoidable consequences. Therefore, early diagnosis of such diseases is
important. In this study, various machine learning methods were used to predict whether a person has diabetes or not. The results
obtained were compared with other studies in the literature and it was observed that current studies are ongoing. After
LightGBM, XGBoost, and Random Forest, data preprocessing, and feature engineering, the highest outputs were obtained as f1
score and accuracy value. The most successful results were obtained with the Random Forest modeling method. The results
mentioned are a Roc_Auc score of 0.95, an f1 Score of 0.84, Accuracy Score of 0.88, respectively. Since the "Outcome" values
of the data set do not have a normal distribution and the decrease in the number of observations in the data set when
normalization is attempted may cause the model to memorize, the non-normally distributed version was used. To obtain better
results in future studies, a solution will be sought to organize the data and reduce the number of observations.

If a better data pre-processing process is applied and the data is trained in a more balanced way; A mobile application can be
created using this forecasting model and easily presented to the user. Thus, an accessible model is developed. Users are aware of
their diabetes risks and can be directed to the nearest healthcare facility.
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Abstract

This study investigated the importance levels of criteria effective in forest road network planning using Geopraphic Information System
(GI1S)- based Multi- Criteria Evaluation (MCE) method. It is crucial to determine the criteria to be considered in forest road construction and
planning for a standardized application nationwide. The research was conducted within the boundaries of the Yaylacik Forest Management
Directorate (YFMD) under the Tokat Forest Management. Firstly, the existing road network was identified in the research. After the
identification of the existing road network, a GIS database was created. In this study, criteria to be used, in Forest Road Network Planning
(terrain slope, aspect, road density, distance to road, land use, distance to main stream) were determined. Each criterion was classified and
scored internally. Information from road and road network planning studies and previous works were utilized in determining the criteria to be
used in Forest Road Network Planning. Five different degrees and suitability values are defined for the determined criteria. In this context, it
was created to reach 5 fundamental road network planning functions to determine their positional statuses as Absence (Ab), Very Suitable
Avreas for road planning (VS), Suitable Areas for road planning (S), Less Suitable Areas for road planning (LS), and Very Less Suitable Areas
for road planning (VLS). As a result, Terrain Slope and Road Density were determined as the most effective criteria in Road Network Planning,
while Distance to Main Stream was identified as the least effective criterion. As a result of the study, a flow chart was created to determine the
criteria and impact values that are effective in forest road network planning in order to ensure integrity and convenience in application
throughout the country.

Keywords: “Forest Road Network, Geographic Information System, Multi-Criteria Evaluation, Yaylacik Forest Management
Directorate.”

1. Giris

Orman yol aglar1 ve yol sistemi orman yollariin birlesmesi ile olusmaktadir. Ormanlardan saglanacak iiriinleri belirlenen
amaclar dogrultusunda devamli tagimaya ve biitlin ormancilikla ilgili faaliyetlerini gerceklestirmeye olanak saglayan baglanti
yollar, yamag yollar1 ve dere yollar1 gibi birbirlerine bagli birgok tali ve ana yollarinin tiimii orman yol ag1 olarak
tanimlanmaktadir [1]. Diger bir tanimda ise orman yol aglar1 ormanlarimiza idari ve teknik biitiin islerin gétiiriilebilmesini,
ayrica ormanlardan {iretilen odun hammaddelerini bolme igerisinden tiiketildigi yerlere taginmasi i¢in ormanda aga benzer
sekilde olusan bitiinliik olarak tanimlanmaktadir [2]. Ormanlarimizin diizenli bir sekilde isletilmesi igin belirlenen amaglara
uygun yogunluk ve standartlarda planlanmis yol ag1 ile donatilmig olmasi gerekmektedir [3]. Ormanlarimizin yeterli siklik ve
uzunlikta olan yol agi ile isletmeye agilmig olmast ormanlardan eldeedilen iirlinlerin en az masraf ile kesildigi yerlerden yol
kenarlarlarina ve buralardan ana ve son depolara getirilmesini saglayacaktir.

Orman yol ag1 planlari, ormanlarin siirdiiriilebilir ve diizenli bir sekilde isletilmesini saglamak amaciyla ekim, dikim ve
bakim gibi ¢esitli ormancilik faaliyetlerinin usul ve teknigine uygun bir sekilde zamaninda gergeklestirilmesini hedefler. Bu
dogrultuda, orman igerisindeki tim mescerelere erisimi saglamak i¢in orman yol agi planlarinin diizenlenmesine iliskin
yonetmelik, kapsam ve amaci belirtmektedir. Ayni yonetmelikte orman yol agi planlarmin tanimi, ormanlardan temin
edilebilecek her tiirli tiriiniin belirlenen hedeflere uygun ve siirekli bir sekilde taginmasini ve her tiirlii ormancilik faaliyetinin
gerceklestirilmesini saglamak amaciyla yamag yollari, vadi yollari, siiriitme izleri ve irtibat yollar1 gibi birbirlerine baglanmis
pek ¢ok tali ve ana yolun genel projelerinin olusturulmasidir [1]. Ormanlarimizin isletmeye agilmasi ve ekonomimiz ile
biitiinlestirilmesi yoniinden orman yol aglari uzun vadede alternatifi olmayan tek ¢6ziim olarak goériilmektedir [4,5].
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Ormanlarimizin isletilmesine olanak taniyan ve araglarin yil boyunca tagimacilik yapabilmesi i¢in orman ig¢inde ve disinda
baglant1 saglayan tek seritli yollar orman yollar1 olarak adlandirilmaktadir [6]. Gegki etiidii ise orman yollarinin planlanmasinda
yollarin nereden gegeceginin belirlenmesi i¢in yapilan ¢aligmalar olarak tanimlanmaktadir. Buna bagl olarak gecki etiidii sonucu
es yikselti egrili haritada yolun nereden gegecegini belirleyen ¢izgi orman yol giizergaht (orman yol geckisi) olarak
tanimlanmaktadir [6]. Bu tanim 1g18inda orman yol geckilerinin belirlenmesinde dikkat edilmesi gereken teknik, planlama ve
yapim ile ilgili ii¢ temel esasin oldugu bilinmektedir. Uygulamada orman yol ag1 planlarinin orman bolge miidiirliiklerince
diizenlendigi ayrica gerekli hallerde bdlge midiirliiklerinden izin alinmak kosuluyla isletme miidiirliiklerince diizenlendigi
bilinmektedir. Planlarin diizenlenmesinden 6nce ormanda daha once yapilmis olan yollarin ormancilik ile ilgili hizmetlerin
yapilmasina elverigli olup olmadigimin bilinmesi, yer, egim, giizergah, genislik, laseler ve kurplar bakimindanda uygunlugunun
arastirilmasi1 gerekmektedir. Boylece yollarin giizergah, yer ve egim acisindan uygunlugu arastirilarak biiyiikk onarimla bile
diizelme ihtimali olmadig1 anlagilan yollarin yol ag1 plani disina ¢ikarilmasi saglanir. Arastirma sonucunda uygun olan yollarin
ise paftalara iglenmesi saglanir.

Plan {initesi terimi, orman igletme sefligi sinirlant icinde bulunan seflik alanin1 veya dere sistemini kapsayan su toplama
havzasini ifade etmektedir. Orman isletme seflik alanlari ile tali ve ana derelerden olusan ana su toplama havzalarin1 tam olarak
ulasima acacak bicimde orman yol ag1 planlarinin diizenlenmesi gerekmektedir. Orman yol ag1 planlar1 havzalar veya seflik
bazinda diizenlenen caligma {initelerinin birlestirilmesi ve koordinasyonu ile meydana getirilmektedir. Plan iinitelerinde
yukaridan asagiya dogru tagimanin yapilmasi esas alinmaktadir. Ancak tagima yonii bazi durumlarda; fabrikalarin bulundugu
yerler, pazar merkezleri, karayollari, demiryolu istasyonlar1 ve bdlmeden ¢ikarmanin mekanizasyon seklinde yapilabilecegi
yerler ele alinarak degistirilebilmektedir. Kara tasitlari ile giivenilir olarak inis asagi tasimanin yapilabilmesi i¢in yol egimlerinin
normal egim orani olarak kabul edilen %9 u agsmamasi gerekmektedir. Fakat genel kabiil géren bu egim oraninin saglanmasindan
otiirli ¢cok yiiksek maliyetler ve zor arazi sartlar1 gibi zorluklar ile karsilagildiginda nadir ve kisa mesafelerle sinirli kalmak sarti
ile yol egimlerinin %12’ye kadar ¢ikarilmasina izin verilmektedir. Tasima yoniinde zorunlu haller diginda aksi egimlere izin
verilmemektedir. Ulkemizde orman yol sebeke ¢alismalarmin 1979 yilinda genel hatlar1 ile tamamlanmis oldugu, bu kapsamda
iilkemizde planli orman yol uzunlugunun 201810 km oldugu, {ilkemiz i¢in genel orman yol yogunlugunun 9,99 m/ha olarak
tespit edildigi bilinmektedir. Gliniimiizde 292 sayili tebligde belirtilen esaslar dogrultusunda orman yollarinin planlamasi ve
ingaat islerinin yiiriitilmesi yapilmaktadir. Son zamanlarda ortalama olarak yillik 1000 km yeni orman yolu ingaatinin yapilacagi
ve standartlar1 diisiik 1000 km orman yolununda biiyiik onarima konu edilecegi boylece hedeflenen miktarlarda orman yolu
yapildiginda yol yogunlugunun 20 m/ha olacagi dngoriilmiistiir [7].

Ulusal ve uluslar arasi literatiir incelendiginde Cografi Bilgi Sistemi (CBS) tabanli, Cok Kriterli Degerlendirme (CKD)
yonteminden faydalanilarak yapilan ormancilik ile ilgili pek cok bilimsel caligma oldugu goriilmektedir. Orman yol
planlamasinda 6nemli olan ekonomik, teknik ve gevresel faktorler ele alinarak yol ag1 planlamada etkili olan kriterler ‘orman yol
ag1 planlama tizerine delphi ve konumsal ¢oklu kriter degerlendirmelerini birlestirerek yapilan uzman temelli bir yaklasim® adli
¢aligmada belirlenmistir [8]. Calisma kapsaminda 6nemli kriterlerin segilebilmesi i¢in delphi metodunun kullanilmis oldugu,
sonrasinda belirlenen kriterlerin bagil 6nemliliklerinin elde edilmesi igin analitik hiyerarsi siirecinin kullanilmig oldgu, sonunda
ise yol agi alternatifleri lizerine en diisiik etkiyi tanimlamak amaciyla corafi bilgi sistemi icerisinde konumsal ¢ok kriterli
degerlendirmenin yapilmis oldugu, boylece caligma alanindaki en onemli kriterlerin su kaynagina uzaklik, yer egimi, yer
kaymasi yatkinligi, fay hattina uzaklik, erozyon yatkinligi, jeoloji ve toprak yapisi oldugu tespit edilmistir. Calisma sonucunda
belirlenen krtiterlerin agirliklar1 hesaplanarak nihai olmayan harita katmanlariyla birlestirilmis ve yol planlamasi i¢in uygunluk
haritas1 elde edilmistir. 'Orman i¢i ve Kenar1 Yol Aglarinda Ekolojik Sanat Yapilar1 Uzerine Arastirmalar' adli calismada CKD
yontemi ile temin edilen degiskenler arasinda bulunan etki dereceleri uzman goriislii, deneysel ve literatiirden elde edilen veriler
kullanilarak matematiksel anlatimlara ¢evrilmistir [9]. Bu tiirde verilerin CBS ortamina uyarlanmasi sonucu CBS tabanli CKD
yontemleri ile biitiinlestirilerek konumsal verilerin kurgusal ve gorsel ¢iktilarin1 en dogru tahminler ile anlasilir ve seffaf hale
getirilmistir. Calisma ile ele alinan karacanin yasamini devam ettirebilecegi uygun yasam alanlar1 CBS tabanli CKD yo6ntemiyle
olusturulan yasam alani uygunluk modeli tasarlanmistir.

Bilimsel arastirma calismalarinin her alaninda gerekli olan modeller, ¢6ziilmesi hedeflenen problemlere yonelik gergekei
sonuglar iiretmektedir. Bu sonuglara ulasmak i¢in, modeli olusturan bagiml etkenler iizerinde dogrudan etkili olan degisken veya
degiskenlerin 6rnekler iizerinde Slgiilmesiyle ongoriilebilir sonuglar elde edilir. Bu nedenle, bir¢ok karar degiskeninin bir araya
getirilmesiyle ortaya ¢ikan modellerin dogrulugu ve uygulanabilirligi test edilmelidir [10]. Yapilan bir caligmada mera 1slahi igin
yer se¢iminin ¢ok kriterli analizi yapilmis ve ¢ok krtiterli karar verme yontemi ile bir ilin genel, ilge ve kdy bazinda mera
kapasiteleri ve mera yonetiminin uygulanmasi gereken yerler belirlenmistir [11]. Diger bir ¢alismada ise ¢ok kriterli yontemler
kullanilmig ve orman yangini duyarhilifi analiz edilerek yanginin c¢evresel, topografik, iklimsel agidan ormanin yapisal
parametrelerine ne sekilde rol oynadigi arastirilmis ve belirleyici rol oynadigi sonucuna varilmistir [12]. Cok kriterli karar verme
yontemleri ormancilik faaliyetlerinden olan erozyon, agaglandirma, fidan {iretimi, mera 1slahi gibi ¢aligmalarda kullanilarak il
ol¢eginde analiz edilerek en iyi ve en kotii performans gosteren iller belirlenmistir [13]. Ormancilik disinda tarim sektdriinde de
tarimsal kapasiteyi belirlemek amaciyla cografi bilgi sistemleri kullanilarak tarim agisindan uygunluk analizleri yapilmistir [14].
CBS teknikleri kullanilarak, yol giizergahi ve yol ag1 konumsal uygunluk alanlar1 konularinda diger pek¢ok farkli bilim dalina ait
bilimsel c¢aligsmalarda oldugu gibi simiilasyon modelleri etkin olarak kullanilmaktadir. Paket yazilimlar ile pek ¢ok karar
degiskenin birlikte degerlendirilmesi ve hassas konumsal verilerin analizleri kolaylikla gerceklestirilmektedir. CBS tabanli
calisan aragtirmacilara yonelik tasarlanan bu yazilimlar MapCalc, IDRISI, ERDAS, ENVI, ArcGIS gibi biitiinlesik olan paket
yazilimlaridir. Bu tiir yazilimlarda konumsal analizler gibi eklentiler standart olarak bulunmaktadir [15]. Birgok CBS yazilim,
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aragtirmacilarin kisisel olarak gelistirebilecegi model tasarimlarina izin verir. Bu yazilimlar, 6zlinde ayni mantiksal diizenle
calisirlar ve raster veya vektor tabanli olacak sekilde uygunluk modellerinin olugturulmasina imkan tanir.

Benzer diisiince iizerinden gergeklestirilen konumsal analizlerin gerceklestirilmesinde kestirme ve komsuluk iliskileri gibi
yontemlerin kullanilmasi ile basit analizler yapilarak zaman ve maliyet agisindan ekonomik olan modellemeler yapilabilmektedir
[16]. Konumsal verilerin kullanilabilmesi i¢in degisik olgiitlere ve degerlere ait karar degiskenleri matematiksel ifadeler ile
iligkilendirilebilmektedir. Son zamanlarda en iyi ve dogru sonuglarin elde edilmesinde CBS tabanli CKD’ler kullanilmaktadir.
Kullanilan bu degerlendirmeler stratejik karar vermede, yogunluk analizlerinde ve karar almada kullanighh yontem haline
gelmekte ve karar destek sistemlerinin degerini arttirmaktadir [17]. Ileri seviyede uygunluk gosteren modellerin olusturulmasinda
ise siire¢ modelleri, Boolean Operatorleri, indeks bindirimi ve ileri seviye matematiksel yontemler kullanilmaktadir [18, 19, 20].
CKD yontemi CBS tabanli ¢alismalar i¢in karar alma konusunda olduk¢a faydalhidir [21, 22]. CBS tabanli CKD sayesinde
degisik oran ve tipte degerlendirme kriterini igeren ve farkli veri tiplerini kapsayan modellerin ¢oziimii gerceklestirilmektedir
[21]. Bu yontemde alternatiflerin belirlenmesi arastirmacilar ve paydaslar tarafindan yapilmakta olup alternatiflerin 6nem veya
gorecelik durumlari ile ilgili fonksiyonlar1 benzer olmayan tercihler ile karakterize etmek ana kriterdir [17]. CBS Tabanli CKD
veya Konumsal Tabanli CKD mantiksal yaklasim ig¢inde konumsal verilerde benzersiz karar analizlerinin gergeklestirilmesi ile
ortaya ¢ikmugtir [17, 21].

CBS karar vermede CKD sistemleri ile entegre oldugu zaman daha zengin bir igerik ile ortaya ¢esitli bakis agilar1 sunmakta
olup karar degisenleri arasindaki ifadeleri gii¢lendirerek etkin olarak kullanimimi saglamaktadir [15, 17, 23]. CBS ortaminda
konumsal analizlerin yapilabilmesi igin degiskenlerin tek tip haline getirilmesi i¢in derecelendirilmesi ve bu sekilde
degerlendirilmelerin yapilmasi gerekmektedir. Kisitlarin alt ve iist simirlar1 belirlenerek karar degiskenlerine ait degerler tek tip
haline getirilerek en sik kullanilan derecelendirme yonteminde standartlastirilmaktadir. Verilerin standartlastiriimasinda birgok
esitlik formilii bulunmaktadir. Dogrusal esitlik formiili en ¢ok tercih edilenidir [15, 24]. Dogrusal esitlik formiiliinde
degiskenlere ait agirlikli degerler belirlemeden once degiskenler standartlastirilmakta ve sonrasinda degiskenlere ait agirlik
degerlerinin bulunmasinda uygulanacak metod belirlenmektedir. CBS tabanli CKD ¢alismalarinda degiskenlere ait etki agirlik
degerini bulmada en yaygin olarak kullanilan yontemler oranlama, siralama ve ikili karsilagtirmalardir [24]. Calisma kapsaminda
siralama yontemi kullanilmisdir. Bu yontem uygulamada siklikla tercih edilen yontem olup karsilikli say1 giftleri arasindaki
oransal iliskiyle, toplamlar1 arasindaki oransal iligkiyle veya iistsel iligki kurularak tespit edilmektedir. Oranlama yonteminde ise
bulgulardan elde edilmis degiskenin agirligir 0-100 arasinda hesaplanan sayilar toplamina oranlanmast ile belirlenen yontemdir.
ikili karsilastirmalar ise CKD islemlerinde Analitik Hiyerarsi Siireci (AHS) gibi gelistirilmis ¢esitli yontemler kullanilarak
degiskenler arasindaki agirliklari yada gorece olarak 6nem seviyesini belirlemede kullanilan yontemdir [18].

Bu calismada, orman yol ag1 planlamasinda etkili olan kriterlerin 6nem derecesine gore neler oldugu CBS tabanli, CKD
yontemi kullanilarak arastirilmistir. Ulke genelinde standart bir uygulama igin orman yolu yapimi ve planlamasinda dikkate
alinmasi gereken kriterlerin belirlenmesi son derece dnemlidir. Calismanin amaci; orman yol ag1 planlamada &nemli olan
kriterleri etki derecelerine gore belirlemek ve iilke genelinde standart bir uygulamanin gelistirilmesini saglamaktir.

2. Materyal ve Metod

Arastirma Tokat Orman Isletme Miidiirliigii, Yaylacik Orman Isletme Sefligi (YOIS) smurlar icerisinde gergeklestirilmistir
(Sekil 1). Arastirmada oncelikli olarak mevcut yol ag1 belirlenmistir. Mevcut yol ag1 belirlendikten sonra CBS veri tabani
olusturulmustur. Calisma ile baki, arazi egimi, yola uzaklik, yol yogunlugu, ana dereye uzaklik, arazi kullanimi gibi belirlenen
kriterler aralarinda siniflandirilarak puanlandirilmigtir. Caligma sonucunda orman yol agi planlamada kullanilacak kriterler etki
degerleri ile birlikte belirlenmistir. Her bir kritere ait etkili agirlik degerlerini belirlemede siralama yontemi kullanilmigtir.

(a) Yaylack Orman hieme Sefgi Ubedeb: Komeme A (b)

Ozes isanzTiEn

L] vwvws com wss potg 1

Sekil 1. (a) Calisma alaninin konumu; (b) Calisma alaninin genel goriiniisiinden bir kesit
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Calisma alaninda hali hazirda bulunan orman yollari, kdy yollari, kara yollar1 ve bu yollarin birbirleri ile yaptig1 baglanti
yollar1 sonucu olusan mevcut orman yol ag1 ¢alisma materyali olarak belirlenmistir. Calisma alan1 toplam 35808,5 hektar (ha)
biiyikliigiindedir. Calisma alaninin tiretim olarak 4 isletme sinifina ayrilmis oldugu, amenajman planina gore ise 8 adet isletme
smifi yer almaktadir (Tablo 1).

Tablo 1. Calisma alamindaki ormanlarinin isletme simiflari.

Isletme Simiflari Ana fonksiyonlar Genel fonksiyonlar Isletme amaclar: Idare siireleri

A.Sarigam Ekonomik Orman ftriinleri tiretimi Odun tiretimi 100
B.Sarigam (Agaglandirma) Ekonomik Orman trinleri tiretimi Odun tiretimi 120
C.Kayin Ekonomik Orman triinleri tiretimi Odun iiretimi 100

D.Mese Ekonomik Orman triinleri tiretimi Odun iiretimi 80
E.Sarigcam Ekolojik Erozyon 6nleme Toprag: koruma 200

F.Mese Ekolojik Erozyon 6nleme Topragi koruma 220
G.Sarigam Sosyal ve kiiltiirel Hidrolojik Kullanma suyunu koruma 200
H.Sarigam Sosyal ve kiiltirel ~ Ekoturizm ve rekreasyon Mesire yerleri 200

Calisma alaninin 1992 yilinda yapilmig olan orman yollar1 sebeke plant bulunmaktadir. Caligma alani i¢in yol yogunlugunun
15,6 m/ha oldugu planda yer almigtir. Bu plana gore ¢alisma alaninda 322 + 4 km orman yolunun, 135 + 0 km kdy yolunun ve 3
+ 0 km kara yolunun bulunmasi gerektigi ortaya konmustur.

2.1.  CBS Veri Tabaninin Olusturulmasi

Calisma alaniin topografik yapisinin ve Sayisal Arazi Modelinin (SAM) olusturulmasi i¢in alani kapsayan 1/25000 6lcekli
es ylikselti egrilerinin yer aldigi haritalardan yararlanilmistir. ArcGIS programinin 3D Analyst modiilii kullanilarak sayisal arazi
modelinden ¢aligma alanina ait egim ve baki haritalari elde edilmistir. Calisma kapsaminda sayisal orman amenajman haritalari
kullanilmigtir. Sayisal orman amenajman haritalar1 yardimi ile ¢alisma alanindaki mevcut konumsal dagilimlar belirlenerek, veri
tabanina degiskenler olarak eklenmigtir. Caligma alan1 alan kullanim durumlarinin belirlenmesi i¢in orman amenajman planinda
yer alan arazi siniflari, arazi siniflarina ait tanimlamalarin bulundugu sayisal vektor verilerden yararlanilmistir. Calisma alaninda
mevcut orman yol ag1 ve orman yollarinin hesaplanabilen 6zelliklerinin kendi igerisinde ve sayisal orman amenajman haritalart
tizerinden elde edilen gesitli 6zellikleri ile beraber kullanilarak giincel verilerin olusturulmasina iligkin yontemler belirtilmistir.

Caligma alan1 i¢in gergek (orman dis1 ve i¢i yol uzunlugu / ormanlik alan), genel (toplam yol uzunlugu / biitiin alan) ve itibari
(orman i¢i yol uzunlugu / ormanlik alan) olmak iizere ii¢ g¢esit yol yogunlugu belirlenmistir [6]. Bu ¢aligmanin
gerceklestirilmesinde siireli ve siiresiz yayinlar, bilimsel toplantilarda sunulan bildiriler, tezler, konu ile ilgili dogrudan ve dolayli
olarak alakali ders materyalleri ve iletisim kurularak saglanan bilgilerden yararlanilmistir. Caligma alanina ait veri ve bilgi temini
icin calisma alanina ait orman amenajman plani ve amenajman planinda yer alan haritalarindan yararlanilmistir. Calisma
kapsaminda caligma alannini kapsayan topografik haritalar, kullanima agik Google Earth uydu goriintiileri ve esyiikselti egrili
sayisal haritalarda kullanilmistir. Béylece galigma alaninin konumsal yapisi ortaya konarak, ¢alisma alaninin aktiiel orman yol
ag1 durumu ve sayisal yiikseklik modelinin ortaya konmasi igin kullanilmustir.

Calisma kapsaminda raster sayisal haritalarin vektér veri yapisina doniistliriilmesi, konumsal ve sayisal analizlerin
yapilabilmesi i¢in ArcGIS 10.0 ve Netcad 5.2 siirlimlii CBS tabanli yazilimlar kullanilmistir. Calisma alanina ait cografik ve
Oznitelik verilerinin elde edilip saklanmasi i¢in Kiiresel Konum Belirleme Cihazi (GPS) kullanilmis olup GPS’e ¢alismada
kullanilacak sayisal haritalarin yiiklenebilmesi amaciyla herkesin kullanimina agik olan Global Mapper programindan
yararlanilmigtir. Caligma alanindaki orman yollar1 {izerinde gozlem ve 6l¢lim yolu ile elde edilen verilerin analiz edilerek
degerlendirmeye uygun hale getirilmesinde MS Office programlarindan yararlanilmistir. Verilerin analizinde ¢esitli yazilimlar
(Microsoft EXCEL, SPSS 17, ArcGIS 10.0, AutoCAD Civil 3D, ERDAS 9.0) kullanilmistir.

Aragtirma alanmin kadastral smirlart ArcGIS ortamina aktarilmigtir. Calisma alanimi gosterir fonksiyon haritast orman
fonksiyonlarinin alansal dagilimlarini hesaplayabilmek icin seflikten temin edilmistir. Yaylacik Orman Isletme Sefligine ait yol
sebeke plan1 kullanilarak mevcut orman yollarmin kontrolii saglanarak google earth goriintiisii yardimi ile sayisallagtiriimstir.
Calisma alaninda mescere kapaliliginin yiiksek oldugu yerlerde uydu goriintiisiiniin yani sira GPS yardimu ile yollarin sayisal
ortama aktarilmasi saglanmigtir. Yol sebeke planinda goziikmeyen yollar igin koordinatlar alinarak haritalara islenmesi saglanmis
ve diger yollar ile birlikte degerlendirilmistir. Calisma alanin1 gosterir topografik haritalara ait geometrik diizeltmeler GPS ile
toplanan noktalara goére ArcGIS yazilimi ile yapilmistir. Raster tabanli verilerle ayni olacak sekilde koordinat sistemleri standart
hale getirilmistir. Caligma alaninin topografik bilgilerini icin RASTER SYM verisi kullanilarak ArcGIS 10.0 konumsal analiz
eklentisinde bulunan 6zellikler kullanilarak baki, yiikselti ve egim hesaplar1 yapilmustir.

Yol ag1 belirlenmesinde etkili olan kriterlerin olusturulmasi asamasinda amag¢ fonksiyonlarinda kullanmak igin alti1 karar
degiskeni degerlendirilmis olup karar degiskenlerinin her biri i¢in ayri tablolar olusturulmustur. Olusturulan tablolarda
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degiskenlere ait kriterlerin kodlari, uygunluk derecelendirmeleri (UD), maksimum ve minimum degerleri ile yiizde olarak
degerleri gosteren siitunlar kullanilmistir. Tablolarda degiskenlerin kriterlere olan etki agirliklarinin belirlenmesinde kullanilan
ortalama degerlerinede yer verilmistir.

Bu c¢alismada orman yol ag1 planlamada kullanilacak kriterler ve kriterlerin 6nem dereceleri belirlenmistir. Kriterler kendi
icerisinde smiflandirilarak puanlandirilmig ve kriterlerin yol ag1 planlamadaki 6nem diizeyleri tespit edilmisitir. Bu ¢aligma ile
orman yol agi planlamasinda etkili olan kriterlerin 6nem derecesine gore neler oldugunun CBS tabanli, CKD yontemi
kullanilarak belirlenmesini igermektedir. Bu kapsamda ger¢eklestirilen ¢aligsmalarin akis semasi Sekil 2’de sunulmustur.

Orman Yol Aglar

1L

Calisma Alaninin Belirlenmesi

U

Calisma Alanina Ait Verilerin Elde Edilmesi

I I

Caligma Alam Vektér ve Raster Arazideki Verilerin Elde Edilmesi
Verilerin Elde Edilmesi
Topografik Haritalarin Temini Mevcut Yollarnimn Durumu
Yol Ag1 Planimnin Temini Baltalik Mesgerelerin Durumu
Megcere Tipleri Haritasimn Temini Koru Mescerelerin Durumu
Google Earth Gortintiilerinin Temini
Derelerinve Yol Agimin Belirlenmesi

I |

Sayisallagtirma ve Katmanlarin Mevzuattaki Teknik VerilerinElde Edilmesi
Olusturulmast 292 Sayili Tebligin Analizi
288 Sayili Tebligin Analizi
U 299 Sayili Silvikiltiir Tebliginin Analizi
Verilerin Analiz Edilmesi

Egim Simiflamasiun Yapilmas: -
Yol Yogunlugunun Analizi :> CBS Veri Taban1
Yola Uzakligin Analizi

Arazi Kullanimmin Analizi

Elde Edilen Verileri Siniflandirma
ve Derecelendirme

Orman Yol Ag1 Planlamada Etkili Olan Kriterler ve Etki Degerlen ‘

Sekil 2. Orman yol ag1 planlamasinda etkili olan kriterlerin ve etki degerlerinin belirlenmesi akis semasi.

2.2. Yol Agi Planlama Kriterlerinin Derecelendirilmesi ve Agirhiklandirilmasi

Yol agi planlamada Onemli olan kriterler isletme sefligi sinir1 igerisinde bulunan orman yol agi dikkate alinarak
belirlenmistir. Calisma kapsaminda karar almada karsilagilabilecek sorunlarin ortadan kaldirilmasi i¢in derecelendirme yontemi
kullanilmustir. Belirlenen yol ag1 palanlama kriterleri i¢in bes farkli derece ve uygunluk degeri belirlenmistir.

Yol ag1 planlama krtiterlerinin belirlenmesinde ve derecelendirilmesinde arazi ¢alismalari ile birlikte uzman kisilerin katilimi
ve literatiire dayali bilgilerin kullanimi igin genellestirilmis yaklagim sergilenmistir. Calismada karar degiskenlerinin
derecelendirme usuliine dayanan yontem ile yol planlamalarina ait literatiir ¢alismalar1 ve konumsal verilerin hassasiyeti dikkate
almmustir [10].

Calisma kapsaminda yol ag1 planlama kriterleri olarak belirlenen arazi egimi 8 sinifa, arazi kullanimi 8 sinifa, yola uzaklik 10
smifa, yol yogunlugu 10 sinifa, baki 9 sinifa ve ana dereye uzaklik 3 sinifa ayrilacak sekilde degerlendirilmistir [25].
Degerlendirilen bu alt1 kriterin dnem diizeyinin belirlenmesi amaci ile siralama yontemine ait ortalama degerler tespit edilmistir.
Siralama yontemi en ¢ok kullanilan agirlik belirleme yontemi olup bu yontemde toplamlar arasindaki oransal iliski, karsilikli say1
ciftleri aras1 oransal iliski ve {istsel iliski kurularak agirliklar hesap edilmektedir [19]. Caligma kapsaminda amenajman planlarina
ait vektor tabanli veriler siniflara ayrilarak ¢alisma alaninin arazi kullanimi 8 smifta belirlenmistir. Belirlenen arazi kullanim
siniflarina yol planlama 6nceligine gore uygunluk derecelendirmeleri yapilarak arazi kullanim siniflarinin agirlik degeri Tablo 2
kullanilarak ytizdelige ¢evrilmistir.
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Tablo 2. Calisma alam arazi kullanim siniflari.

Calisma alam arazi kullanim siniflari Araliklar
Orman
Bozuk orman
Ziraat
Taslik
Koruya doniistiirme
Iskan ve diger yapilagmalar
Su
Orman topragi (OT)
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Calisma kapsaminda 1/25000 6lgekli topografik haritalarin esyiikselti egrileri sayisallastirilarak ¢alisma alaninin sayisal arazi
modeli (SAM) olusturulmustur. Bu kapsamda 8 egim sinift degerlendirmeye alinmistir. Tablo 3 kullanilarak egim siniflarina ait
uygunluk derecelendirmeleri (UD) ve UD’ye ait degerler yiizdelige ¢evrilmistir.

Tablo 3. Caliyma alam arazi egim simiflari.

Calisma alam arazi egim siniflar1  Araliklar  (Yiizde, %)

1 0 - 10
2 10,0001 - 20
3 20,0001 - 30
4 30,0001 - 40
5 40,0001 - 50
6 50,0001 - 60
7 60,0001 - 70
8 70<

Calisma kapsaminda ArcGIS konumsal analiz (Spatial Analyst) eklentisi icerisinde yer alan yogunluk analizi (Density)
fonksiyonu kullanilarak ¢alisma alami igerisinde bulunan yerlerin yol yogunlugu siniflar1 olusturulmustur. Raster hiicrelerinin
komsuluk iliskileri 6klid bagintis1 yardimi ile degerlendirilmistir. Yol yogunlugu arastirma alani igin km ve hektar (ha) cinsinden
ortaya konulmustur [26]. Calisma alani i¢in 5 m/ha araliklar ile 10 farkli yol yogunlu sinifi belirlenmistir. Tablo 4 kullanilarak
yol ag1 planlamada 6nemli 6l¢giide ele alinmasi gereken yol yogunlugu siniflarina ait uygunluk derecelendirmeleri ve UD’ye ait
degerler yiizdelige ¢evrilmistir.

Tablo 4. Calisma alani yol yogunlugu siniflari.

Calisma alani yol yogunlugu siniflar1  Araliklar (m/ha)

1 0 - 5
2 5,0001 - 10
3 10,0001 - 15
4 15,0001 - 20
5 20,0001 - 25
6 25,0001 - 30
7 30,0001 - 35
8 35,0001 40
9 40,0001 45
10 45<

Calisma kapsaminda yola uzaklik kriteri icin 6klid geometrisi kullanilarak arastirma alani sinirlarini kapsayacak sekilde
uzaklik ve yakinlik iliskilerine ait 10 m x 10 m piksel boyutlu raster verileri olugturulmustur. Yola uzaklik kriterinin
belirlenmesinde kullanilan bu yontem tiim hiicrelerin belirlenen yol glizergah1 merkezinden baslayarak orta noktasina gore kenar
dogrular1 yardimi ile hipoteniislerinin hesaplanmasina dayanmaktadir. Tablo 5 kullanilarak yol ag1 planlamada énemli 6lgiide ele
alimmasi gereken yola uzaklik siniflarina ait uygunluk derecelendirmeleri ve UD’ye ait degerler yiizdelige ¢evrilmistir. Calisma
kapsaminda yola uzaklik siniflari sifir ile bin metre arasinda ve iizerindeki uzakliklar arasinda 100'er metre araliklarla 10 yola
uzaklik sinifina ayrilmistir.
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Tablo 5. Calisma alam yola uzaklik simiflari.

Calisma alani yola uzakhk siniflar1  Arahliklar (m)
0 - 100
100,0001 - 200
200,0001 - 300
300,0001 - 400
400,0001 - 500
500,0001 - 600
600,0001 - 700
700,0001 - 800
800,0001 - 900
900<
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Calisma kapsaminda ana dereye uzaklik hesaplamalarinda 6klid geometrisi kullanilarak 10 m x 10 m piksel boyutlu raster
verileri olusturulmustur. Tablo 6 kullanilarak yol agi planlamada onemli Slgiide ele alinmasi gereken ana dereye uzaklik
siiflarina ait uygunluk derecelendirmeleri ve UD’ye ait degerler ylizdelige gevrilmistir. Ana dereye uzaklik siniflart sifir ile elli
metre ve lizeri uzakliklar arasinda yirmi beger metre mesafelerde ii¢ sinifa ayrilmistir.

Tablo 6. Caliyma alani ana dereye uzakhk simiflari.

Ana dereye uzaklik simiflar1 Araliklar (m)

1 0 - 25
2 25 - 50
3 50 <

Calisma kapsaminda SAM ile arastirma alanina ait baki siniflar1 tespit edilmistir. Baki i¢in 9 farkli sinif kullanilmigtir. Tablo
7 kullanilarak yol ag1 planlamada 6nemli Sl¢lide ele alinmasi gereken baki siniflarina ait ait uygunluk derecelendirmeleri ve
UD’ye ait degerler ylizdelige ¢evrilmistir.

Tablo 7. Calisma alani1 baki simiflari.

Calisma alami1 baki siniflar1 ~ Arahiklar
-Kuzey
-Kuzeybati
-Kuzeydogu
-Giiney
-Glineybat1
-Giineydogu
-Bati
-Dogu
-Diiz
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Yol ag1 planlamada etkili olan kriterlere ait fonksiyonlarn karar degiskenlerine ait olusturulan raster gridlere onceden
atanmig kodlar yardimiyla benzerlik karsilagtirmalar1 yapilarak, UD’lere ait yiizde degerleri “txt” metin formatli metaverilerin
smiflandirilmast yontemi kullanilarak raster verilere tanimlanmgstir. Bu islem i¢in ArcGIS 10.0 yaziliminda yer alan konumsal
eklenti modiilii altinda bulunan 6nceden tanimli siniflandirma yontemi biitiin karar degiskenine ait kriterlere uygulanarak veriler
hazirlanmistir.

Caligsma kapsaminda karar degiskenlerine ait her bir sinif i¢in aragtirmacinin kisitlanamayacagi sekilde esneklik saglanmistir.
Ayrica literatiirde yer alan yol aglar1 caligmalarmin birlestirilmesi i¢in minimum ve maksimum seklinde derecelendirme
yapilmistir. Daha sonra minimum ve maksimum uygunluk derecelerinin aritmetik ortalamalari alinarak ortalama UD degerleri
hesaplanmistir. Caligmada mutlak yokluk derecesinin kullanilmasi gereken durumlarda ise uygunluk derecesi i¢in aritmetik
ortalama hesabi yapilmamigtir. Karar degiskenlerine ait olan derecelerin ortalamalari igin belirlenen karar degiskenlerinin
fonksiyonlarmin gelistirilmesi sebebiyle siddet derecesi genellestirilmis ve standartlagtirilmistir.

Caligsma kapsaminda siniflara ayrilan karar degiskenlerine ait kriterler i¢in derecelendirme tablosu olusturulmustur (Tablo 8).
Bu derecelendirme tablosunda 0 mutlak yoklugu temsil ederken 1 en iyi degeri, 10 ise en kotii degeri temsil etmektedir. Caligma
kapsaminda matematiksel olarak ifade edilemeyen sozlii olarak en iyi, iyi, uygun, kotii, en kotii seklinde belirlenen degerlerin
tespit edilmesinde ve CBS tabanli yol ag1 planlama kriterlerinin belirlenmesinde de derecelendirme yontemi kullanilmigtir. Yol
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ag1 planlamada etkili olan kriterlere ait simiflarin belirlenmesinde yol ag1 planlama calismalarina ait bilgilerden ve daha 6nce
yapilmig ¢alismalardan yararlanilmigtir. Bu kapsamda yokluk (Yo), yol agi planlamas: i¢in ¢ok uygun yerler (CU), yol ag1
planlamast i¢in uygun yerler (U), yol agi planlamasi i¢in az uygun yerler (AU) ve yol ag1 planlamasi i¢in ¢ok az uygun yerler
(CAU) seklinde konumsal durumlarinin belirlenmesi amaciyla bes temel yol agi planlama fonksiyonuna ulasmak igin
olusturulmustur.

Tablo 8. Amac fonksiyonuna ait degiskenlerin derecelendirmesi i¢in olusturulan tablo.

Yol Ag1 Uygunluk

Puanlar Amac¢ Fonksiyonlari Smuflart Aciklama
1-3 Yol planlamast (;;l:) i¢in ok uygun Cok uygun Yol i¢in olduk¢a uygun kriterlere sahip alan
4-6 YP i¢in Uygun yer Uygun Yol i¢in makul 6l¢iide kabul edilebilir alan
i .. Yol i¢in uygun ancak daha uygun alanlar
7-9 YP i¢in az uygun yer Az uygun secilebilir
10 YP icin ¢ok az uygun yer Cok az uygun Zorunlu hallerde yol i¢in tercih edilebilir alan
0 Kesinlikle YP’nin yapilamayacagi yer Yokluk Kesinlikle yol yapimi igin uygun olmayan alan

Calisma kapsaminda amag fonksiyonlari i¢in arazi egimi, arazi kullanimi, baki, yol yogunlugu, ana dereye uzaklik ve yola
uzaklik seklinde belirlenen karar degiskenlerinin alt kriterlerine ait derecelerin 6nem diizeyleri 0 etkisi olmayan mutlak yoklugu,
1 en yiiksek ve 10 en diisiik degerler arasinda puan vererek her bir karar degiskenine ait UD hesaplamasi i¢in hazirlanmistir.
Ayrica literatiirden elde edilen bilgiler dogrultusunda yol agi planlamada etkili olan kriterler derecelendirilmistir. Daha sonra
uygunluk derecesine ait degerlerin yiizdelige (%) dontisimlerinde kullanilan karar degiskenlerine ait alt kriterler dogrusal
regresyon esitligi tahmin modeli kullanilarak MS EXCEL iizerinden hesaplanmustir.

3. Bulgular
3.1.  Arastirma Alanina Ait Bulgular

Calisma alanina ait sayisal arazi modeli (SAM) 10 metre aralikli esylikselti egrili sayisal topografik haritalardan
yararlanilarak olusturulmustur (Sekil 3). Esyiikselti egrili sayisal topografik haritalardaki hatalar, CBS programinda ayiklanarak
ve topolojisi kurularak iglenebilir hale getirilmistir.

YOIS Sayisal Yukseklik Modeli
B o2

1600 - 1700
1500 - 1600
I 100 1500
B 1300 1400
B 1200 1300
I 1001200
B 1000- 1100
B 900 - 1000
B 500 - 500
B 70 -0
600 - 700
557.5- 600

9.978 4 6 e
5575 - — ‘— Kliometers

Sekil 3. Calisma alanini gosterir sayisal arazi modeli.

Calisma alani i¢in olusturulan sayisal arazi modeli CBS ortaminda ele alinarak ¢alisma alaninin egim analizi ve baki analizi
yapilarak egim siniflari (Sekil 4) ve baki siniflart (Sekil 5) haritalari {iretilmistir.
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YOI$ Egim Siniflari
[ | 0-10 Doz Arazi
B 1001 - 20 Hanr Egimil Arazi
I 2001 - 33 Orta Egimii Arazi
0o 1 2 4 6 8 I 3301 - 51 Dk Arszl
2T I 5001~ <Gok Dk Arezi

Sekil 4. Calisma alanini gosterir egim simiflar1 haritasi.

YOI$ Baki Harita

I ocz (1) Guney (157.5-202.5)
B <oy (0225) I Guneybati (2025-247.5)
I kwzeyooqu225675) [ set 2475-2925)
| Dogu (67.5-112.5) I Kuzeyvon (2925-337.5) i 4 . "
B Goneydogu (1125-157.5) [ Kuzey(337.5-360) - — — Ometers.

Sekil 5. Calisma alanini gosterir baki haritasi.
Caligma alani i¢in olusturulan egim ve baki haritalarinda gruplandirma yapilarak her bir grubun alan miktar1 hektar (ha) ve
yiizde (%) olarak tespit edilmistir. Tablo 9’da ¢aligma alanina ait egim gruplarinin alansal dagilim1 gésterilmistir. Tablo 10°da ise

caligma alanina ait baki gruplarinin alansal dagilimi gosterilmistir. Calisma alani i¢in baki1 CBS programu ile 9 sinifa ayrilmistir.

Tablo 9. Calisma alanina ait egim gruplar1 ve dagilimi.

Calisma alam eim gruplar1  Yiizde orami1 (%) Alan miktar (ha)

0-10duz 20,3 7269,125

11 — 20 hafif egimli 25,7 9202,784

21 — 33 orta egimli 28,4 10169,614
33 - 50 dik 17,5 6105,349

> 50 ¢ok dik 8,1 2900,488
Toplam 100 35808,5

Yol ag1 planlamada olduk¢a 6nemli olan egim kriteri degerlendirildiginde ¢alisma alaninin orman yollarmin yapimina uygun
oldugu belirlenmistir. Bu kapsamda ¢alisma alaninin % 46’simin diiz ve hafif egimli arazi oldugu, % 45,9 unun ise orta egimli ve
egimli arazi oldugu, % 8,1’inin ¢ok dik arazi oldugu belirlenmistir.
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Tablo 10. Cahisma alanina ait baki gruplari ve dagilimi.

Calisma alani1 baki gruplan Agis1 Yiizey alam1 (%) Yiizey alami (ha)

-Diiz 1 2,05 734,6
-Kuzey 0-22,5 3,14 1127,7
-Kuzeydogu 22,5-67,5 3,00 1075,.5
-Dogu 67,5-112,5 11,74 4202,3
-Glineydogu 112,5-157,5 21,13 7567,5
-Gliney 157,5-202,5 20,00 7161,3
-Gilineybat1 202,5-247,5 11,65 4171,3
-Bat1 247,5-292,5 9,39 3361,6
-Kuzeybati 292,5-337,5 14,43 5167,2
-Kuzey 337,5-360 3,46 1239,3

Yol ag1 planlamada oldukg¢a dnemli olan baki kriteri degerlendirildiginde ¢aligma alaninin orman yollarinin yapimina uygun
oldugu belirlenmistir. Calisma alaninin %24,03"liniin kuzey bakilarda, %52,78'inin ise giiney bakilarda oldugu belirlenmistir.
Orman yollar1 tebliginde belirtilen yol ag1 planlamasinda, orman yollarinin miimkiin oldugunca giineye bakan yamaclardan
gecirilmesi gerektigi onerilmektedir. Bu nedenle, ¢alisma alaninin orman yollar1 planlamasi igin baki yoniinden de uygun oldugu
tespit edilmistir.

Calisma alanina ait amenajman haritasinin sayisallastirilmas: sonucunda ve amenajman planinda bdlmelere verilen
fonksiyonlar kullanilarak fonksiyon haritasi olusturulmustur (Sekil 6). Calisma alanmin 14249,8 ha. biiyiikligiindeki kisminin
iiretim fonksiyonu, 7069,4 ha. biiyiikliigiindeki kisminin toprak koruma fonksiyonu, 24,2 ha. bityiikliigiindeki kismimin kullanma
suyu koruma fonksiyonu,15,8 ha. biiyiikliigiindeki kismimin rekreasyon fonksiyonu, 13314,4 ha. biiyiikliigiindeki kisminin agik
alan, 47,9 ha. biiyiikligindeki kisminin su ve 581,5 ha. biiyiikliigiindeki kisminin mezarlik-iskan fonksiyonu oldugu
belirlenmistir. Calisma alaninin {iretim olarak 4 isletme sinifina ayrilmis oldugu, amenajman planina gore ise 8 adet isletme sinifi
bulundugu tespit edilmistir (Sekil 7). Bu sekiz isletme sinifinin alansal dagilimlar: Tablo 11' de gosterilmistir.

YAYLACIK ORMAN ISLETME SEFLIGI FONKSIYON HARITASI N

OZEL ISARETLER

o

FONKSIYONLAR

Sekil 6. Calisgma alanina ait fonksiyon haritasi.

Tablo 11. Calisma alanimin isletme siniflarina dagilimi.

Isletme Simflari Ana fonksiyonlar Genel fonksiyonlar Idare Siireleri  Alan (hektar)
A (Sarigam) Ekonomik Orman irtinleri tiretimi 100 2870,2
B (Sarigam)- (Agaglandirma) Ekonomik Orman triinleri tiretimi 120 2698,3
C (Kayin) Ekonomik Orman triinleri tiretimi 100 6980,6
D (Mese) Ekonomik Orman iriinleri tiretimi 80 6445,9
E (Sarigam) Ekolojik Erozyon onleme 200 1261,2
F (Mese) Ekolojik Erozyon dnleme 220 17373,1
G (Sarigam) Sosyal ve kiiltiirel ~ Ekoturizm ve rekreasyon 200 15,8

H (Sarigam) Sosyal ve kiiltiirel Hidrolojik 200 57,8
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YAYLACIK ORMAN ISLETME SEFLIGI ISLETME SINIFLARI A

OZEL ISARETLER

[ % } ) ey AL

. ' e R
- Sargam (Plantasyon) ) > - —_— ." X s *:-.

B c- xayn
- D - Mege (Koruya Tahvil)
I - sorom (Exolom)

F - Mege (Exolojik)
B G- saram (Sosyalve Kolturel) o 1 2 . s
I - sarigam (Higrolojik) - — — Kilometers

Sekil 7. Caliyma alanina ait isletme siniflar1 haritasi.

Caligma alanindaki tiim yollar Sekil 8'de oldugu gibi belirlenmistir. Calisma alaninda bulunan baglanti yollar1 siyah renk ile
gosterilirken orman ve koy yollart ise kirmizi renk ile gdsterilmistir.

Ozel Isaretler et | ) ‘@'
—— Ovmea ve Ky Yol 0B 5N :
Baghants Yellary

Sekil 8. Calisma alanina ait yol ag haritasi.

3.2. Yol Ag1 Planlama Kriterlerine Ait Degiskenlerin Olusturulmasi ve Hesaplanmasi

Calisma alani igerisinde bulunan yerlerin arazi kullanim durumlar seflik planlarina ait vektor tabanli veri tabaninin siniflara
ayrilmasi sonucu belirlenmistir. Siiflara ait arazi kullanim durumlar farkli sayilar ile gosterilmistir. Tablo 12°nin yardimi ile
uygunluk degeri ve bu degere ait yiizdelik degerler belirlenmistir. Calisma alani i¢in 8 farkli arazi kullanim sinifi belirlenmistir.
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Araziden ve literatiirden elde edilen bilgiler dogrultusunda, belirlenen arazi kullanim siniflarma yol planlama onceligine gore
uygunluk derecelendirmeleri yapilarak her bir arazi kullanim sinifinin agirlik degerleri yiizdelik olarak belirlenmistir. Yol agi
planlamasi agisindan arazi kullanim siniflarinin agirlik degerleri sirast ile % 76,09 agirlik degeri ile orman, % 76,09 agirlik
degeri ile koruya doniistiirme, % 60,14 agirlik degeri ile bozuk orman, % 44,18 agirlik degeri ile orman toprag: (OT), ve % 22,91
agirlik degeri ile taglik oldugu belirlenmistir. Agirlik degerleri % 0 olarak belirlenen ziraat, iskan, diger yapilagsmalar ve su arazi
kullanim siniflarinin ise orman yol ag1 planlamasina uygun olmayan arazi kullanim sinifi olduklari tespit edilmistir.

Tablo 12. Calisma alam arazi kullanim simiflarinin ve agirhiklarinin belirlenmesinde kullanilan tablo.

Calhisma alam arazi kullamm Kod Max. Min. Ort. Deger Agirhk degeri (%)

Orman 1 2 4 3 76,09

Bozuk orman 2 2 7 4,5 60,14
Ziraat 3 0 0 0 0

Taslik 4 6 10 8 22,91

Koruya doniistiirme 5 1 5 3 76,09
Iskan ve diger yapilagmalar 6 0 0 0 0
Su 7 0 0 0 0

oT 8 3 9 6 44,18

Ortalama 3,06 75,43

Caligsma alani igerisinde bulunan yerlerin arazi egim siniflar1 topografik haritalar yardimiyla elde edilen topografik yapilardan
% 10 egim farklari ile 8 egim grubuna ayrilmistir. Yol ag1 planlamada dikkate alinmasi gereken ¢aligsma alani egim siniflarinin
her biri i¢in Tablo 13’iin yardimi ile uygunluk degeri ve bu degere ait ytlizdelik degerler belirlenmistir.

Calisma alan1 igin 8 farkli arazi egim smifit belirlenmistir. Araziden ve literatiirden elde edilen bilgiler dogrultusunda,
belirlenen arazi egim smiflarina yol planlama onceligine gore uygunluk derecelendirmeleri yapilarak arazi egim siniflarmin
agirlik degerleri yiizdelik olarak belirlenmistir. Yol ag1 planlamasi kapsaminda arazi egim siniflarinin agirhik degerleri sirasi ile
% 97,36 agirlik degeri ile birinci egim sinifi, % 92,05 agirlik degeri ile ikinci egim sinifi, % 81,41 agirlik degeri ile tiglincii egim
smifi, % 60,14 agirlik degeri ile dordiincii egim sinifi, % 28,23 agirlik degeri ile besinci egim sinifi, % 22,91 agirhik degeri ile
altinci egim sinifl, % 12,28 agirlik degeri ile yedinci egim sinifi oldugu belirlenmistir. Agirlik degeri % 0 olarak belirlenen
sekizinci egim siifinin orman yol ag1 planlamasina uygun olmayan arazi egim sinifi oldugu tespit edilmistir.

Tablo 13. Cahsma alam arazi egim simflarimin ve agirhklarinin belirlenmesinde kullanilan tablo.

Calisma alan1 arazi egim siniflari Egim (%) Max. Min. Ort. Agirhik degeri (%)
1 0 10 1 1 1 97,36
2 10,0001 20 1 2 15 92,05
3 20,0001 30 2 3 2,5 81,41
4 30,0001 40 4 5 4,5 60,14
5 40,0001 50 6 9 7,5 28,23
6 50,0001 60 7 9 8 22,91
7 60,0001 70 8 10 9 12,28
8 70< 0 0 0 0
Ortalama 4,86 56,34

Calisma kapsaminda ArcGIS konumsal analiz (Spatial Analyst) eklentisi igerisinde bulunan yogunluk analizi (Density)
fonksiyonu kullanilarak ¢alisma alani igerisinde bulunan yerlerin yol yogunlugu siniflart olusturulmustur. Raster hiicrelerinin
komsuluk iliskileri 6klid bagmtis1 yardimi ile degerlendirilmistir. Caligma alani i¢in 5 m/ha araliklar ile 10 farkli yol yogunlu
smifi belirlenmistir. Araziden ve literatiirden elde edilen bilgiler dogrultusunda belirlenen ¢alisma alani yol yogunlugu siniflarina
yol planlama o6nceligine gore uygunluk derecelendirmeleri yapilarak her bir yol yogunlugu (YY) sinifinin agirlik degerleri
yiizdelik olarak belirlenmistir (Tablo 14).

Yol ag1 planlamasi acisindan ¢alisma alani yol yogunlugu siniflariin agirlik degerleri sirast ile % 97,36 agirhik degeri ile
birinci YY smifi, % 86,73 agirlik degeri ile ikinci YY sinifi, % 76,09 agirlik degeri ile iigiincii YY siufi, % 65,46 agirlik degeri
ile dordiincii YY sinifi, % 65,46 agirlik degeri ile besinci Y'Y simifi, % 49,50 agirlik degeri ile altinct YY smnifi, % 38,87 agirlik
degeri ile yedinci YY simifi, % 28,23 agirlik degeri ile sekizinci YY sinifi, % 6,96 agirlik degeri ile dokuzuncu YY sinifi oldugu
belirlenmistir. Agirlik degeri % 0 olarak belirlenen onuncu YY sinifinin orman yol agi planlamasina uygun olmayan yol
yogunlugu smifi oldugu tespit edilmistir.
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Tablo 14. Calisma alam yol yogunlugu simiflarinin ve agirhiklarimin belirlenmesinde kullanilan tablo.

Calisma alani yol yogunlugu siniflar: Yol yogunlugu (m/ha) Max. Min. Ort. Deger Agirhk degeri (%)

1 0-5 1 1 1 97,36
2 5,0001 - 10 1 3 2 86,73
3 10,0001 - 15 2 4 3 76,09
4 15,0001 - 20 2 6 4 65,46
5 20,0001 - 25 2 6 4 65,46
6 25,0001 - 30 2 9 5,5 49,50
7 30,0001 - 35 3 10 6,5 38,87
8 35,0001 - 40 5 10 7,5 28,23
9 40,0001 - 45 9 10 9,5 6,96
10 45< 0 0 0 0
Ortalama 4,78 57,18

Calisma alan1 igerisinde bulunan yerlerin ana dereye uzaklik (ADU) siniflar1 hesaplamasinda 6klid geometrisi ile 10 m x 10
m piksel boyutlu raster veriler olusturulmustur. Araziden ve literatiirden elde edilen bilgiler dogrultusunda belirlenen ¢alisma
alan1 ana dereye uzaklik siniflarina yol planlama onceligine gore uygunluk derecelendirmeleri yapilarak her bir ana dereye
uzaklik simifinin agirlik degerleri yiizdelik olarak belirlenmistir (Tablo 15). Ana dereye uzaklik smniflari 25'er m mesafelerde
toplam 3 smifa ayrilmigtir. Calisma alaninda ii¢ farkli ana dereye uzaklik sinifi belirlenmistir. Yol ag1 planlamasi agisindan
calisma alan1 ana dereye uzaklik siniflarinin agirlik degerleri sirast ile % 81,41 agirlik degeri ile Gigiincii ana dereye uzaklik sinifi,
% 76,09 agirlik degeri ile ikinci ana dereye uzaklik sinifi oldugu belirlenmistir. Agirlik degeri % 0 olarak belirlenen birinci ana
dereyeuzaklik sinifinin orman yol ag1 planlamasina uygun olmayan ana dereye uzaklik sinifi oldugu tespit edilmistir.

Tablo 15. Cahisma alam ana dereye uzakhik siniflarimin ve agirhklarinin belirlenmesinde kullanilan tablo.

ADU smiflarn ADU (m) Mak. Min. Ortalama deger Agirhk degeri (%)

1 0 25 0 0 0 0

2 25 50 1 5 3 76,09

3 50< 1 4 2,5 81,41
Ortalama 1,8 78,8

Caligsma alaninda bulunan yerlerin yola uzaklik siniflart 0-1000 m ve iizeri uzakliklar arasinda 100'er metre araliklar ile 10
sinifa ayrilmistir. Araziden ve literatiirden elde edilen bilgiler dogrultusunda belirlenen g¢alisma alani yola uzaklik (YU)
siiflarina yol planlama 6nceligine gore uygunluk derecelendirmeleri yapilarak her bir yola uzaklik sinifinin agirlik degerleri
yiizdelik olarak belirlenmistir (Tablo 16). Yol ag1 planlamasi agisindan ¢alisma alani yola uzaklik siniflarinin agirlik degerleri
sirast ile % 97,36 agirlik degeri ile onuncu yola uzaklik (YU) smifi, % 92,05 agirlik degeri ile dokuzuncu YU sinifi, % 86,73
agirlik degeri ile sekizinci YU sinifl, % 86,73 agirlik degeri ile yedinci YU simifi, % 81,41 agirlik degeri ile altinct YU simifi, %
60,14 agirlik degeri ile besinci YU sinifi, % 49,50 agirhik degeri ile dordiincii YU sinifi, % 28,23 agirlik degeri ile tigiincii YU
sinift, % 22,91 agirlik degeri ile ikinci YU sinifi oldugu belirlenmistir. Agirlik degeri % 6,96 olarak belirlenen birinci yola
uzaklik sinifinin orman yol ag1 planlamasina en az uygun olan yola uzaklik siifi oldugu tespit edilmistir.

Tablo 16. Calisma alam yola uzakhk simflarinin ve agirhiklarinin belirlenmesinde kullanilan tablo.

YU siniflan Yola uzakhk (m) Mak. Min. Ortalama Deger Agirlik Degeri (%)
1 0 100 9 10 9,5 6,96
2 100,0001 200 7 9 8 22,91
3 200,0001 300 6 9 7,5 28,23
4 300,0001 400 5 6 5,5 49,50
5 400,0001 500 4 5 4,5 60,14
6 500,0001 600 1 4 2,5 81,41
7 600,0001 700 1 3 2 86,73
8 700,0001 800 1 3 2 86,73
9 800,0001 900 1 2 15 92,05
10 900< 1 1 1 97,36
Ortalama 4,4 61,20

Calisma alani igerisinde bulunan yerlerin baki siniflar1 topografik haritalardan iiretilen SAM yardimiyla tespit edilmistir.
Araziden ve literatiirden elde edilen bilgiler dogrultusunda belirlenen galisma alani baki siiflarina yol planlama &nceligine gore
uygunluk derecelendirmeleri yapilarak baki smiflarinin agirlik degerleri yiizdelik olarak belirlenmistir (Tablo 17). Caligma alani
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icin 9 farkli baki sinifi belirlenmistir. Yol ag1 planlamasi agisindan ¢aligma alani baki smiflarinin agirlik degerleri sirasi ile %
97,36 agirlik degeri ile dordiincii baki sinifi (giiney), % 86,73 agirlik degeri ile besinci baki sinifi (giineybati), % 86,73 agirlik
degeri ile altinct baki sinifi (giineydogu), % 81,41 agirlik degeri ile yedinci baki sinifi (bati), % 81,41 agirlik degeri ile sekizinci
baki smifi (dogu), % 65,46 agirlik degeri ile dokuzuncu baki sinifi (diiz), % 65,46 agirlik degeri ile iigiinci baki sinifi
(kuzeydogu), % 65,46 agirlik degeri ile ikinci baki sinifi (kuzeybati) oldugu belirlenmistir. Agirlik degeri % 60,14 olarak

belirlenen birinci baki sinifinin (kuzey) orman yol ag1 planlamasina en az uygun olan baki sinifi oldugu tespit edilmistir.

Tablo 17. Calisma alam baki siniflarimin ve agirhiklarinin belirlenmesinde kullanilan tablo.

Calisma alami baki siniflari Baki Kod Mak. Min. Ort. deger Agirlik degeri (%)
1 Kuzey 0-22,5 2 7 4,5 60,14
2 Kuzeybatt 292,5-337,5 2 6 4 65,46
3 Kuzeydogu 22,5-67,5 2 6 4 65,46
4 Giney  157,5-202,5 1 1 1 97,36
5 Giineybat1  202,5-2475 1 3 2 86,73
6 Giineydogu 112,5-1575 1 3 2 86,73
7 Bati 2475-2925 1 4 2,5 81,41
8 Dogu 67,5-1125 1 4 2,5 81,41
9 Diiz -1 2 6 4 65,46
Ortalama 2,8 78,09

3.3. Yol Ag1 Planlama Kriterlerine Ait Agirhiklarin Belirlenmesi

Yol ag1 planlama kriterlerine ait agirliklarin belirlenmesinde siralama yontem kullanilarak toplamlar: arasindaki oransal iliski,
karsilikl1 say1 ¢iftleri arasindaki oransal iliski ve tistsel iliski olmak lizere {i¢ farkli yaklagim ile ortalamalar1 hesaplanmistir. Bu
hesaplamalar sonucunda yol ag1 planlamalarinda en etkili kriterler olarak % 22'lik ortalama ile yol yogunlugu ve arazi egimi
kriterlerinin oldugu belirlenmistir. En az etkiye sahip yol ag1 planlama kriterinin ise % 11'lik ortalama ile ana dereye uzaklik
kriteri oldugu belirlenmistir. Caligma alani i¢in yol ag1 planlamada etkili olan kriterlerin 6nem diizeyleri yiizdelik olarak sirasi
ile % 22 oraninda yol yogunlugu, % 22 oraninda arazi egimi, % 20 oraninda yola uzaklik, % 13 oraninda arazi kullanimi, % 12

oraninda baki ve % 11 oraninda ana dereye uzaklik oldugu belirlenmistir.

Tablo 18. Yol ag1 planlama kriterlerinin agirhklandirilmasi.

Yol ag1 Toplamlar: . .
planlama arasindaki  oransal Kargtlikh Syt giftleri Ustsel iliski
. . RN arasi oransal iliski Ortalamalar
kriterleri iliski
Arazi Egimi 0,22-%22 0,20-%20 0,26-%26 0,22-
1 y Ll %22
Ana  Dereye 0 0 0 0,11-
Ugakhik 0,12-%12 0,14-%14 0,08-%38 %11
Yol 0 B B 0,22-
Yogunlugu 0,21-%21 0,19-%19 0,25-%25 %22
0,20-
Yola Uzaklik 0,20- %20 0,18-%18 0,22-%22
%20
Baki 0,12-%12 0,14-%14 0,09-%9 0,12-
1 ) l %12
Arazi B D N 0,13-
Kullanmi 0,13-%13 0,15-%15 0,10-%10 %13
1- %100 1-9%100 1-9%100 L

%100
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4. Sonug¢ ve Tartisma

Ulke genelinde standart bir uygulama i¢in orman yolu yapimi ve planlamasinda dikkate alimasi gereken kriterlerin
belirlenmesi son derece dnemlidir. Caligmanin amaci orman yol ag1 planlamada 6nemli olan kriterleri etki derecelerine gore
belirlemek ve iilke genelinde standart bir uygulamanin gelistirilmesini saglamaktir. Arastirma Tokat Orman Isletme
Miidiirliigiine bagli Yaylactk Orman Isletme Sefligi sirlarn igerisinde yapilmustir. Calisma sonucunda orman yol agi
planlamasinda kullanilacak kriterler belirlenmistir. Yol agi planlamada olduk¢a 6nemli olan egim ve baki kriterleri
degerlendirildiginde ¢aligsma alaninin orman yollarinin yapimina uygun oldugu belirlenmistir. Bu kapsamda ¢alisma alaniin %
46’sinin  hafif egimli ve diiz arazi oldugu, % 45,9’unun ise egimli ve orta egimli arazi oldugu, % 8,1’inin ¢ok dik arazi oldugu
belirlenmistir. Caligma alanin % 24,03’iiniin kuzey bakilarda yer aldigi, % 52,78inin ise giiney bakilarda yer aldig1 belirlenmis
olup orman yollar1 tebliginde belirtilen yol ag1 planlamada orman yollarmin miimkiin oldugunca giineye bakan yamaclardan
gecirilmesi gerektigi hususu kapsaminda ¢alisma alanin baki yoniinden de orman yollar1 planlamasina uygun oldugu tespit
edilmistir.

Aragtirma sonucunda orman yol ag1 planlamada etkili olan kriterler; yol yogunlugu, arazi egimi, baki, arazi kullanimi, ana
dereye uzaklik, yola uzaklik olarak belirlenmis olup kriterlerin 6nem diizeyleride tespit edilmistir. Yol ag1 planlamada etkili olan
her bir kriter kendi igerisinde siniflandirilarak puanlandirilmistir. Orman yol agi planlamada kullanilacak kriterlerin
belirlenmesinde ve karar almada karsilasilabilecek problemlerin ortadan kaldirilmasinda derecelendirme yontemi uygulanmaistir.
Bu yontem ile belirlenen kriterler icin bes farkli derece ve uygunluk degeri tanimlanmistir. Bu kapsamda yokluk (Yo), yol ag1
planlamasi igin ¢ok uygun yerler (CU), yol ag1 planlamasi i¢in uygun yerler (U), yol ag1 planlamasi i¢in az uygun yerler (AU) ve
yol ag1 planlamasi igin ¢cok az uygun yerler (CAU) seklinde konumsal durumlarinin belirlenmesi amaciyla bes temel yol ag1
planlama fonksiyonuna ulagmak i¢in olusturulmustur. Sonug olarak yol ag1 planlamalarinda en etkili kriterin yol yogunlugu ve
arazi egimi oldugu, en az etkiye sahip kriterin ise ana dereye uzaklik oldugu tespit edilmistir. Calisma alani i¢in yol agi
planlamada etkili olan kriterlerin 6nem diizeyleri yiizdelik olarak siras1 ile % 22 oraninda yol yogunlugu, % 22 oraninda arazi
egimi, % 20 oraninda yola uzaklik, % 13 oraninda arazi kullanimi, % 12 oraninda baki ve % 11 oraninda ana dereye uzaklik
oldugu belirlenmistir. Ulke genelinde uygulamada biitiinliik ve kolaylik saglamasi agisindan ¢alisma sonucunda orman yol ag1
planlamada kullanilacak kriterlerin ve dnem diizeylerinin belirlenmesi akis semasi olusturulmustur.
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Abstract

In this study, an energy meter simulation is designed with MATLAB/Simulink and active-reactive power, power factor and energy
consumption measurements are realized. The energy meter is crucial for producers and consumers to precisely measure the quantity of
electrical energy produced or consumed. This paper aims to establish a three-phase system that simulates the energy meter and assesses its
efficiency. The energy consumed under different loads has been measured to accomplish this goal. The study summarizes the simulation
findings, encompassing tabular and graphical representations. Hence, the dependability and precision of the simulated energy meter model
should be observed.

Keywords: “Smart Meter, Energy Measurement, Smart Grid.”

1. Introduction

The energy sector must be digitized for the energy transition. All consumers and producers must communicate continuously
for a safe and effective energy system. Smart meters can help with this[1]. Thanks to smart meters (SMs) used in smart grids
(SG), consumers’ energy consumption is measured by obtaining information from the end user’s load devices and information
can be presented to the system operator. Many sensors and control devices supported by special communication infrastructure are
used in smart meters [2].

This technology, known as smart meter technology, is a device that monitors energy use in real-time in comparison to more
conventional ways of measuring. In recent years, smart meters have made it possible to monitor energy use in an intelligent,
efficient, and systematic manner. This has led to technological breakthroughs that have revolutionized the measuring business.
There is tremendous potential for the growth of smart meters through measurement intelligence and analytics. Smart meters are
currently being utilized worldwide in residential infrastructure and industrial applications. In order to measure the amount of
electrical power that is consumed in each of the three phases, the three-phase energy smart meter (3PESM) modeling provides
for the gathering of data in real-time, as well as analysis and control of energy consumption. The monitoring and management of
electricity usage, the identification of locations with excessive energy consumption, and the development of strategies for energy
efficiency are all made more accessible as a result of this. The capabilities of smart meters include sophisticated metering and
computational hardware, software, calibration mechanisms, and communication capabilities. If smart meters are engineered to
fulfill functions, store data, and transmit data adhering to specific standards, they can seamlessly integrate into the smart grid
infrastructure. Implementing smart grids, smart meters, and smart metering presents a prospective solution to ensuring efficient
power supply management and optimizing resource utilization. This objective could be attained by mitigating electricity demand

[3].

Smart metering systems have evolved with the revolutionary development of existing power networks and are considered as a
new generation power measurement system. Smart metering systems are generally referred to as the next-generation power
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metering system and are considered to be the revolutionary and evolutionary regime of existing power grids. With the integration
of advanced computing and communication technologies, the smart meter (SM) is expected to greatly enhance the efficiency and
reliability of renewable energy sources and future power systems, as well as distributed intelligence and demand response [4].

Hardware, software, and communication infrastructure are the components that compose smart meter systems. These
components allow for the transmission of data remotely between energy consumption monitoring equipment and the central data
system in smart grids. In smart grid networks, these systems play a significant role in facilitating remote data transmission and
facilitate the measurement of energy consumption. They also support the measurement of energy consumption [5]. In addition,
smart energy meters can be utilized per the directives provided by individual consumers to monitor and control various gadgets
and appliances associated with the home [6]. Several aspects are of utmost significance in the realm of smart meters. These
include the provision of customers with real-time access to consumption information and guaranteeing their involvement in the
market, dynamic tariff applications, real-time demand tracking, and improved demand-side management [7]. The critical tasks of
smart meters are the effective management of energy consumption through the use of data transmission methods, the protection
against cyber attacks through the implementation of security measures, the prevention of power outages in advance, and the
control of consumers’ energy usage through the use of particular thresholds [8]. The next generation of smart meters will
certainly aid society in accomplishing its future energy goals and improve the interaction between energy providers and
consumers [9].

1.1. Literature Review

Research on smart meters designed using MATLAB/Simulink reveals several significant findings.

Emmanouil et al. (2018) developed an energy circuit model for single-phase electrical energy consumption measurement,
minimizing errors through frequency measurement methods [10]. Ahmad et al. (2022) introduced a single-phase prepayment
energy meter, employing Arduino Uno, relay, and GSM Shield Sim9000 to inform customers about energy usage and cut off
power when necessary [11]. Azmi et al. (2018) simulated a three-phase energy consumption meter using MATLAB/Simulink,
analyzing its performance across various load types and concluding high accuracy and efficiency [12]. Malathi and Sugasini
(2022) proposed a three-phase energy meter model utilizing MATLAB/Simulink, incorporating loT for real-time energy
monitoring and usage restriction [13].

Tobias and Natalia Kryvinska examined the current state of smart meter technology and communication technologies utilized
in smart meter systems [1]. Gouri R. Barai et al. investigated smart metering, smart grid technologies, and related standards [3].
Konark Sharma et al. explored smart meter technology’s metrology ICs, harmonic effects, and security requirements [4].
Considering existing technologies and legislation, Francesco Benzi et al. proposed a local interface for smart meters [14].

Sarah Darby focused on smart metering’s impact on demand and supplier-user interface enhancement [15]. Umayal Muthu et
al. introduced a Smart Energy Meter for loT-based energy management [16]. Rosado, J.; Cardoso, Filipe, Silva, and Marco
developed an accurate energy meter measuring multiple parameters [17]. Jambi, J. Remang Ak et al. addressed security
challenges in smart energy meters [18]. Liu, Yan, and Gu Yang investigated DC energy meters, presenting a highly accurate
device for measuring DC voltage, current, and electrical energy [19].

Traditional meters often introduce errors in the energy billing process, such as human reading mistakes[20]. Since smart
meters are information-gathering units, examining their reliability is paramount [21]. Energy meters are devices that calculate
and display the power usage in the consumer’s premises. Energy meters display each load’s energy model to assist consumers
become more conscious of energy waste [12].

The MATLAB/Simulink software facilitates the measurement of electrical parameters, encompassing current, voltage, active
power, and power factor, across diverse load conditions within the system, obviating the need for hardware components [13]. To
ensure the desired functionality of the meters, developing a simulation model for the meters and verifying its accuracy through
experimentation is imperative. Various design and software tools, including MATLAB/Simulink, PSCAD, PSIM, and
LabVIEW, are utilized for energy system simulations and control designs. Consequently, MATLAB/Simulink was chosen to
model the three-phase energy meter in this investigation. This study presents an energy meter simulation model anticipated to be
a valuable asset in critical domains such as enhancing energy systems’ efficiency, reliability, and performance, reducing
economic losses, and optimizing energy consumption. Measurements were conducted under diverse load conditions in the
simulated model to assess the system’s operational performance.
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Table 1. Literature Review

Study

Topic

Hardware and Software Used

Emmanouil et al. (2018)

Single Phase Energy Meter

MATLAB/Simulink

Ahmad et al. (2022)

Energy Meter

Arduino

Azmi et al. (2018)

Energy Meter

MATLAB/Simulink

Malathi and Sugasini (2022)

Three phase energy meter

MATLAB/Simulink

Tobias and Natalia Kryvinska’s (2022)

Smart Meter Technology

SWOT-analysis

Jixuan Zheng et al. (2013)

Smart Meter Technology

Value Proposition

Gouri R. Barai et al. (2015)

Smart Meter Technology

Research

Konark Sharma et al. (2015)

Smart Meter Technology

Research

Francesco Benzi et al. (2011)

Local Interface For Smart Meters

Research

Sarah Darby (2010)

Smart Metering

Research

Umayal Muthu et al. (2023)

Smart Energy Meter

Embedded Controller

J. Rosado et al. (2023)

Energy Meter

Microcontroller

Jambi,J. Remang Ak et al.(2023) Smart Meter Technology Research
Liu, Yan, and Gu(2023) DC Energy Meters
Rajput et al. (2018) Energy Meter Arduino,GSM

Zhang, C. D. Xiao, Y. Xue, and X. L. Zhang (2014)
N. H. Azmi et al.(2018)
R. Malathi and K. Sugasini(2022)

Energy Meter
Energy Meter
Three Phase Energy Meter

MATLAB/Simulink
MATLAB/Simulink
MATLAB/Simulink

2. Materials and Methods

Meters that are equipped with smart technology are among the most essential elements of smart grids (SG). The grid is the
electrical system that is responsible for the generation, transmission, distribution, and consumption of electricity.Smart meter is
one of the most important devices used in smart grids (SG). Grid is the term used to describe the electrical system, which
includes the generation of electricity, the transmission of electricity, the distribution of power, and the consumption of electricity.
In conventional power grids, the movement of electrical energy occurs from a limited number of central generators to a large
number of load centres. These load centres are the locations where consumers or electricity suppliers are located. [22]. The
growth of traditional grids has led to the creation of smart grids (SG), which consist of an automated and distributed energy
distribution network that enables electricity flow as well as information movement in both directions. A tabular representation of
the comparison between the conventional grid and the smart grid (SG) is given in Table 2 [2].

Table 2. A comparison of the SG and the current grid [2]

Existing Grid
Electro-mechanical
One way communication
Centralized production
Few sensors
Manually observing
Restoration by hand
Malfunctions and blackouts
Restricted Control
Few consumer options

Smart Grid
Digital
Two way communication
Distributed production
Through-length sensor
Self-observance
Self-healing
Adaptable and islanding
Prevalent Control
Many consumer options

Smart meters give customers the advantage of controlling their energy consumption and lowering their electricity bills since
they can forecast their bills based on the data they collect. From the service provider's view, the advantage is that they may price
in real-time using the data gathered from smart meters. This enables companies to set maximum electricity consumption limits
and encourage customers to lower their demand during high load times. n order to optimize power flows based on data received
from demand participants, the system operator can remotely cut off or reconnect any customer’s electrical supply using the
relevant mechanism. The comparison between a smart and a traditional energy meter is shown in Figure 1 [3].
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Conventional Energy Meter

Residential or Conventitin Manual
Industrial  com— ey Collection 0f ‘e Manual Billing
Energy Meter
customer Data

Smart Meter System

Residential or Industrial Smart Meter Communication
Customer i interface/protocol
Database Commu Gatewa

— — W,
interface/protocol y

Fig. 1. Comparing the Architecture of Smart and Conventional Energy Meters [23]
Smart meter systems have a simple general operation and a variety of technologies and designs. Smart meters gather
information from end users and send it across a local area network (LAN) to a data collector. Depending on the requirements of

the data request, this transmission process may be carried out seldom, once a day or every 15 minutes. After that, the data is
received and sent by the collector. Service center aggregation points use the Wide Area Network (WAN) to further analyze data.

PLC Towers Telephony MDMA
Point To Point Repeaters Broadband Billing
Mesh Meighborhood RF Qutage Mgt
Hybird Substations Fiber DA

Fig. 2. The Fundamental Design of Smart Meter System Functions [2]

Power Line Carrier (PLC) and Radio Frequency (RF) are the two fundamental technologies used in smart meter system
communication. Applications involving smart grids include a variety of benefits and drawbacks. Utilities will select the
technology that will yield the greatest commercial return based on their features. A detailed evaluation and study of the
business’s present requirements and potential future benefits is necessary to make the best technological selection.

In modeling a three-phase energy meter, it is important to accurately measure current and voltage across multiple loads,
including resistive (R), inductive (R-L), and capacitive (R-C) loads. Confirmation of the phase angle discrepancy of the load is
an essential step. At this point, it is necessary to ensure that the power factor measurement measurements are accurate. The
system may resume the modeling process to reevaluate the voltage and current levels if the criteria for phase angle difference is
not satisfied. The power factor measurement is contingent on fulfilling the criterion for the phase angle difference. The number
that represents the power factor provides information about the kind of load that is being employed by this system. Next, the
methodology entails quantifying energy consumption by measuring utilized energy. A graphical format facilitates the
visualization of energy consumption metrics for each load type. The energy meter model is elucidated in the flowchart depicted
in Figure 3.

The energy meter model consists of three basic equations. Equation 1 represents Ohm’s Law and provides the output current.
I =— (D

Here, R is the resistance of the connected load, | is the current and V is the voltage across the load. Equation 2 provides the
active power for a three-phase energy meter.

P = \3IVcos0 (2)

Here, P is the active power and cos 0 is the power factor calculated using the formula. Equation 3 gives the computation for
the energy consumption (E) of any load in a particular time interval.
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E= f O it 3)
t

0

Here, the three-phase energy meter system’s voltage supply is represented by v(t) and its load current by i(t).

Measurement
VL), I(t)

1

Calculate
Phase Angle

lTrue
False

Measurement
Power

4

Calculation of
Energy

End

Fig. 3. Energy Meter Model Flowchart

2.1.  System Design

The transmission of electrical energy in three-phase systems provides balanced load distribution, high efficiency, lower
current and voltage fluctuations, and higher power capacity. The phase difference in three-phase electrical energy systems
indicates the angular displacement between the sinusoidal waveforms of different phases. In an AC power source, three phases
are 120° apart. “Three-phase energy meters” are used for energy measurement in these systems. The design of a three-phase
energy meter involves the measurement of current and voltage, calculating power factors, determining active and reactive power,
and, subsequently, estimating energy consumption. The power factor value in our developed system is derived by taking the
cosine of the current and voltage waveforms’ phase angle. These calculations are done after the current and voltage values have
been measured. The active power value was determined by multiplying the RMS values of current, voltage, and power factor.
The reactive power calculation involves multiplying the phase angle sine, voltage, and RMS current. Energy consumption is
calculated based on active power measurements over a specific time interval.

The schematic diagram depicting the outlined three-phase energy meter is presented in Figure 4.

AC Source Power Factor
Current Sensor
Active Power —— Energy Measurement
Voltage Sensor
Load .
Reactive Power

Fig. 4. Energy Meter Block Diagram
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3.  Simulation Model

The simulation of our three-phase energy meter model was carried out using the MATLAB/Simulink program. Several
blocks are included in this model. The first is the load block, consisting of an ideal switch connected in series with the load. The
ideal switch ensures the synchronous operation of all three phases. The simulation visualization of the system is shown in Figure
5.

e;

o4 -a—

> -
b | o —s—eZ>

>
o )T} -

|
e;

e;

Fig. 5. Load Block

Another block is the power factor block. This is where the power factor computation from the voltage and current phase
angle difference is performed. Figure 6 shows the simulation model.

|u]

Active Power1

Power factor1

Reactive Power1

Fig. 6. Power Measurement Block

The Energy Metering block showing the energy consumption value in Kilowatts (kW) for different load types is shown in
Figure 7.

N

>

Fig. 7. Energy Measurement Block

@ | —

The full simulation model of the three-phase energy meter is shown in Figure 8.
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Fig. 8. Three-Phase Energy Meter Model

3.1. Simulation Model Results

In the simulation modeled to analyze the system’s operating performance, measurements were performed under different
loads, namely R, R-L, and R-C loads. The simulation results of the measured current and voltage values, power factor, active and
reactive power, and energy consumption values for R load, R-L load, and R-C load are shown in graphs.

3.1.1. RLoad

In the three-phase energy meter simulation model, measurements were conducted under resistive load conditions spanning
from 100 ohms to 1000 ohms. The resulting measurement data is presented in Table 3.

Table 3. Results of Simulation with R Load

Resistance () Voltage (V) Current (A) Power Factor Active Power(W)

100 220 2.20 1 839.98
200 220 1.104 1 420.83
300 220 0.7377 1 281.11
400 220 0.5544 1 211.25
500 220 0.4444 1 169.33
600 220 0.371 1 141.38
700 220 0.3187 1 121.42
800 220 0.2794 1 106.45
900 220 0.2488 1 94.81
1000 220 0.22 1 85.49

As seen in Table 3, the voltage remains constant for varying resistance values, while the current and active power decrease
with increasing resistance. These observations are corroborated by the principles of Ohm’s Law (Equation 1) and the active
power formula (Equation 2). Accordingly, the rise in resistance leads to a decline in current, dictated by Ohm’s Law,
consequently resulting in a reduction of active power, while voltage remains constant. Figure 9 illustrates the temporal profile of
voltage measurements taken at a resistance of 100 ohms. Figure 10 depicts the temporal dynamics of current measurements
recorded at a resistance of 100 ohms over time. Initially, both current and voltage values exhibited fluctuations until the 12th
second. Subsequently, these fluctuations ceased entirely, leading to a period of stable current and voltage values.
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Graph of Voltage for 100 ohms
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Fig. 9. Graph of Voltage for 100 ohms
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Fig. 10. Graph of Current for 100 ohms

The power factor graph depicted in Figure 11 remains consistent across all resistance values. A resistive load is characterized
by a phase angle value of 0 degrees. The phase angle quantifies the temporal disparity between the voltage and current
oscillations. Equation 1 states that the current changes linearly with the voltage in a resistive load. The voltage and current waves
are synchronized in this scenario, meaning their phase angle is 0° The significance of a phase angle of 0° in a resistive load is
directly linked to the power factor. The power factor measures the proportion of reactive power (caused by the phase difference
between voltage and current) to active power in a circuit. The power factor is a numerical value that ranges from -1 to 1. In a
resistive circuit, the presence of reactive power is negligible or nonexistent due to the alignment of current and voltage in phase.
Hence, the power factor is 1. A power factor 1 indicates that the circuit operates with high energy efficiency and does not require
reactive power. A resistive load operating at a phase angle of 0° achieves maximum energy efficiency by eliminating reactive
power in the system. Low power factors in industrial applications and energy systems increase loads and losses.

11 Gﬁaph of Power Factor for 100 oh‘ms

Power Factor

Time (seconds)

Fig. 11. Graph of Power Factor for 100 ohms
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Graph of Reactive Power for 100 ohms
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As shown in Figure 12, the reactive power graph for 100 ohms shows that the reactive power is 0. This is the model’s
expected reactive power value for a resistive load. Reactive power in a small range usually does not cause problems in power
systems. However, suppose the power factor is low, and the system has a continuous high reactive power. In that case, it reduces
efficiency, causes power losses, causes consumers to pay more, and can damage the equipment of power producers. Therefore,
power factor management is essential in energy systems. Reactive power compensation systems can be used to improve the
power factor. These systems optimize the power factor by balancing the reactive power, allowing energy systems to operate more
efficiently.

Figure 13 is the measured active power curve for 100 ohms. It is seen that the active power has a fluctuation parallel to the
current and voltage fluctuations in this graph.
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When the energy consumed graph for 100 ohms shown in Figure 14 is analyzed, the observed energy curve is smooth and
continuous.

3.1.2. R-L Load

In the three-phase energy meter simulation model, measurements under inductive load were performed for constant 100 ohms
and varying inductance values. These measurements are given in Table 4. The voltage value is 220 V for all loads.

Table 4. Simulation Results under RL Load

R(Q) L (mH) Current(A) Power Factor Active Power(W)

100 0.5 2.21 0.996 841.46
100 1 2.204 0.983 826.84
100 15 2.206 0.963 811.76
100 2 2.202 0.934 784.91
100 2.5 2.194 0.897 746.54

Table 4 shows a decline in current, power factor, and active power values as inductance increases. The phase difference
between the oscillations of the voltage and current in inductive loads is the cause of this phenomena. The present electrical
waveform mirrors the voltage waveform. As a result of this phase change, the current diminishes as the inductance increases.
Figure 15 displays the voltage plot of the measurements obtained from the simulation model under RL load conditions,
specifically with a resistance of 100 ohms and an inductance of 0.5 mH. Figure 16, on the other hand, shows the current plot.
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Since the ratio of active power to reactive power is referred to as the power factor, an increase in reactive power causes a
decrease in the power factor. As seen by the power factor graph in Figure 17, the power factor is less than 1 and occasionally
fluctuates. It is possible to offset these effects using compensation systems that correct the power factor and increase the active
power in inductive loads. These systems enable energy systems to operate more efficiently and reduce energy costs.
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Figure 18 shows the reactive power graph. In an inductive system, the phase angle will be greater than 0, and the reactive
power will be positive since reactive power is computed by multiplying the sine of the current, voltage, and phase angle. There
are positive swings in the graph and the reactive power value is greater than 0.

Figure 19 shows the graph representing the active power, while Figure 20 illustrates the energy consumption. Fluctuations are
observed from time to time in the active power curve. The energy consumption values exhibit a continuous and smooth pattern.

Graph of Energy Consumption for RL Load
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Fig. 20. Graph of Energy Consumption for RL Load

3.1.3. R-C Load

In the three-phase energy meter simulation model, measurements under inductive load are performed for constant 100 ohms
and varying capacitance values. Capacitor values are selected by considering the stability conditions obtained from literature
studies and simulation results. These measurements are given in Table 5. The voltage value is 220 V for all loads. According to
the data presented in Table 5, the current and active power values show a positive correlation with increasing capacitance. The
current waveform in capacitive loads occurs before the voltage waveform. Due to the energy stored in capacitors, capacitive
loads result in delayed current and voltage alterations.

Table 5. Simulation Results under RC Load

R(Q) C(F) Current(A) Power Factor Active Power(W)

100  0.09 2.063 0.986 722.872
100 011 2.127 0.998 778.80
100 0.15 2.239 0.997 865.01
100 0.192 2.222 0.999 852.35
100 0.2 2.213 0.999 845.96

Figure 21 shows the voltage graph of the measurements taken under an RC load with a resistance of 100 ohms and a
capacitance of 0.11 F. Figure 22, on the other hand, shows the current graph.

Figure 23 shows the power factor, which exhibits continuous fluctuations ranging from -1 to 1. For capacitive loads, the
current wave leading to the voltage wave results in a negative phase angle. It can be inferred that the power factor in this specific

case will be positive because it is defined as the cosine of the phase angle. The variability in the graph is attributable to the
condition of the load.

Figure 25 shows the graph representing the active power. The active power graph exhibits nonlinearity in the case of
inductive and resistive load types. The reason for this is the energy storage and release properties of capacitors in capacitive
loads. Capacitors utilized in capacitive loads accumulate energy during the highest points of voltage waves and release this
energy when the voltage decreases. Fluctuations in the active power curve could stem from changes in the phase angle of the
current and voltage waves. Fluctuations in active power can lead to corresponding fluctuations in actual energy consumption.
Figure 26 shows the graph illustrating energy consumption.
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Graph of Reactive Power for RC Load
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4. Conclusion

This study introduces a MATLAB/Simulink simulation model for three-phase energy meters. The model is validated by
conducting energy consumption experiments under various load conditions. The results, comprising measurements obtained from
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the model, are meticulously presented in tabular and graphical formats. Furthermore, as a prospective avenue of research,
integrating the proposed three-phase energy meter simulation model (3PESM) with smart building energy management systems
is suggested. This integration can potentially enhance energy consumption efficiency in residential and commercial buildings.
Such integration enables the monitoring and controlling smart building functions and facilitates the management of power-
consuming devices. Moreover, leveraging the analytical capabilities of smart meter data, the integrated system can offer insights
into the energy consumption and operational patterns of individual household appliances. This information can be utilized to
implement energy-saving measures and optimize the energy supply-demand balance within the building infrastructure.
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Abstract

In today's rapidly digitalizing world, significant transformations are also taking place in the service sector. In this context, the taxi industry
is also being reshaped by technological innovations. A study was conducted in the literature to reduce traffic congestion. In this study, a web-
based online taxi calling and control application was developed. This application was implemented to ensure that users receive safer, faster and
more comfortable transportation services. This study aims to prevent security problems that may arise in the taxi industry. Since the
application allows the information of the taxi driver and the passenger to be easily visible on the system, it is aimed to prevent situations such
as loss of belongings and events that could endanger the life of the taxi driver. With the study, an innovative platform was presented that aims
to improve the experiences of both passengers and taxi drivers. Thanks to user-friendly interfaces, users can easily make a taxi appointment and
choose the driver they want. This application, which has a dynamic structure, was coded in the PHP programming language.

Keywords: “Taxi, Customer, Security, Appointment.”

1. Introduction

Taxi appointment systems are very important for both taxi drivers and customers to avoid wasting time. In such applications,
it is also important for customers to be able to choose the taxi driver as they wish. Disruptions in the transportation system
caused by traffic density are one of the common problems that many cities have to deal with [1]. Instant or long-term disruptions
in traffic may occur due to many reasons, especially in the city center, such as car parks in wrong locations, density of
pedestrians and vehicles, lack of sufficient physical infrastructure on the roads, individual vehicle users, etc. Many simulation
and analysis processes are carried out by relevant institutions to predict or solve such problems [2,3]. Cui et al. they drew
attention to the increase in population and developments in technology in the developing world and its cities [4]. Chen et al. they
stated that people's preferences for getting on and off taxis are generally hospitals, shopping malls or city centers [5]. Traffic
density, which has become one of the biggest problems of cities day by day, can sometimes reach the highest levels. On the other
hand, it is very important to be careful about any problems that may occur in transportation, to work against the problems and to
take precautions to protect the sustainability of transportation, which is directly related to the living standards of city residents.
Commercial taxis also bring about transportation problems such as insufficient control of businesses, inability to integrate with
other means of transportation, and in cases where the demand for commercial taxis is irregular, taxi drivers wander around the
city idly, occupying traffic unnecessarily [6]. Oztemiz et al. they stated that traffic problems in residential areas are serious
problems that need to be solved [1]. Wong and Szeto stated that the demand for commercial taxis is irregular [7]. In a different
study conducted by Engin, it was emphasized that public transportation and taxi service are very important elements in
transportation for city residents [8]. A different remotely controlled web-based study was conducted [9].

A detailed and useful web-based application was developed to solve such problems. This application aims to prevent such
problems.

! Corresponding Author
E-mail Address: emreavuclu@aksaray.edu.tr
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2. Material and Methods

The web-based Taxi Management System in this study was developed using PHP, MySQL, HTML, CSS and JavaScript
programming languages. From our navigation bar, users can log in, register, view drivers, and send contact e-mails. Admins can
also log in from here. The general view of the developed application is shown in Fig. 1.

@ #)login  MDrivers B Contoct Q¢ Register %) Admin Login

Fig. 1. General interface view

Among the drivers rated by passengers, those with the highest scores are displayed on our homepage. In this way, users are
provided with convenience in choosing a driver. In addition, it is aimed to provide better service to passengers by asking drivers
to enter their favorite drivers list. The developed favorite drivers interface is shown in Fig. 2.

Q #)login MDrivers B Contact &*Register ) Admin Login

Favorite Drivers

Fig 2. Favorite Drivers Interface

In our drivers interface, drivers added to the system by the admin are listed. The drivers interface is shown in Fig. 3.

Our Drivers

TAAY

Fig. 3. Drivers Interface
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Details of the driver can be seen by pressing the view button. The developed interface is shown in Fig. 4.

@ #login MDrivers B Contact  +Registor ) Admin Login

& se@iun A
Driver's Name: Se.n

Plate: 68 T 5200

Phone: +90 -3
Mail: su@..com

Vehicle: Mercedes Vito VIP

Fig. 4. Driver Detail Interface

Users can give us their opinions on our contact page. The message is sent to the admin via e-mail. The developed interface is
shown in Fig. 5.

@ #)login  MDrvers B Contoct &tRegister  #) Admin Login

Let Us Know Your Feedback

SUBMIT

Fig. 5. Communication Interface

The sent e-mail reaches the admin's e-mail address. Users can register to the system by entering their information in the user
registration interface. The developed interface is shown in Fig. 6.

We Are Happy To See You
Among Us

Fig. 6. User Registration Interface

Users can log in to the system with their own username and password. The login screen developed for this is shown in Fig. 7.



68

° #)login MDrivers B Contact &¢Register #) Admin Login

@ User Login @&

Fig. 7. User Registration Interface

After logging in, users can create, view, cancel and edit appointments. The person's username also appears in the navbar. The
developed interface is shown in Fig. 8.

e & Drivers 3 Create An Appointment % My Appointments & My Profile B Contact Welcome suleymanmeral53 [ Log Out

Fig. 8. User Home Page Interface

Admin can determine the appointment date range via the admin panel. Appointment requests are not created outside the date
range. The warning is shown to the user via notification as in Fig. 9.

& Make An Appointment &

Appointment Cannot Be
Made on the Specified Date

| Choose Your City
| Choose Your District

Departure Address

Fig. 9. Invalid Date Notification

After making an appointment, an e-mail is sent to the user and the admin. The user has the opportunity to cancel and edit the
appointment until the admin confirms the appointment. The developed appointment booking interface is shown in Fig. 10.
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& Make An Appointment &

suleymanmeral53

Name And Last Name:

suleyman Meral
ANKARA
GANKAYA

Kizilay Avm

Date And Time
[a1/05/2024 10:50 =]}

ANKARA

Fig. 10. Appointment Interface

After the appointment is made, the user is notified and the appointment is placed on the My Appointments page awaiting
confirmation. This process is shown in Fig. 11.

Your appointment has been
made successfully. You will

be informed after
Administrator Approval.

Fig. 11. Interface After Making an Appointment

Appointments made by users are sent to the admin via e-mail. As an example, it is shown in Fig. 12.

The user named suleymanmeral53 has created an appointment request. You can see the appointment by clicking on the link
http://localhost/onlineTaksi/admin/ad_randevular.php

~

\'/h Yanitl ) ~ Yénlendi 7 /(:)\\
\ anitla ) | onlendir | ( )
. J JNZ/

Ve

|Alici: ben -

‘our appointment has been created successfully and you will be informed after the administrator's approva

Fig. 12. Appointment Email Sent to Admin

The user can cancel the appointment by specifying the reason for cancellation. The reason for cancellation is communicated
to the admin via e-mail. The appointment cancellation interface is shown in Fig. 13.
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e @ Drivers @ Create An Appointment W My Appointments & My Profile [ Contact Welcome suleymanmeralsd (= Log Out

& Cancel Appointment &

Cancel Appointment

Fig. 13. Appointment Cancellation Interface

Admin logs into the system with username and password from the login screen. The developed admin login interface is

shown in Fig. 14.
° #)login MDrivers B Contact  &¢Register %) Admin Login

& Admin Login

admin

Fig. 14. Admin Login Interface

The admin can view appointments, change the appointment date range, and view driving evaluations from his own panel. The
general interface of the admin page is shown in Fig. 15.

° A e 830 (R v

removegged_cye taksi &-

Fig. 15. Admin Page General Interface
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Admin can determine the appointment date range from the date setting section. The interface developed for this is shown in
Fig. 16.

o @ Driver Transactions @ SetDate  MeReviews [ENICIMENERG @ og Out

Starting Date End Date Transaction

01/05/2024 15/07/2024 Change Date

Fig. 16. Date Setting Interface

The appointment date range can be changed from the change date button. The developed interface is shown in Fig. 17.

& Date Change &

Starting date

dd/mm/yyyy

End Date

dd/mm/yyyy a]

Fig. 17. Date Change Interface

Admin can add drivers to the system, delete drivers and make edits from the driver transactions section. The developed driver
operations interface is shown in Fig. 18.

@ v Vonicie Point Transaction
2 303 mogERyidiabecom  Fot tgea - |
= tercados Vito v o e
i il com  Focus i O |

tocllcom FORD CONNECT GENIS KRAMU  © PP oo |

28 ey com Toyota Corolia TV Keyfi ikrami 3 Eait m
ol <o Fiat Doblo Wit lkromi S - |

20 rocflilcom Hyundol ccont wi kroc - |

Fig. 18. Driver Operations Interface

Admin can add new drivers to the system via the driver adding interface. The developed interface is shown in Fig. 19.
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Fig. 19. Driver Addition Interface

Admins can see the reviews in the reviews section. The interface developed for this is shown in Fig. 20.

° @ Driver Tronsactions  ISetDote s Reviews JEVECRULTLITRG @& Log Out

Question Settings
Randevu Sofériin Size Karg! Arag SofériTavsiye  SGrigtenMemnun  Tekrar Online Taksi uygulama
[ Driver Davranig Konforu  Ederim Kaldim Kullaninm Hizi

Fig. 20. View Reviews Interface

Admin can change the questions from the evaluation questions changing interface. The developed interface is shown in Fig.
21

° & Driver Tronsactions  @@SetDote o Reviews EVWEIHIGEICRGE @ Log Out

Question1 Question2  Question 3 Question 4 Question 5 Question 6 Transaction

goférln Size Kargi Davranigi  Arag Konforu  Soférd Tavsiye Ederim  Srdsten Memnun Kaldim — Tekrar Online Taksi Kullaninm  Uygulama Hiz: Change

Fig. 21. Evaluation Questions Changing Interface

Appointments made by users are displayed on the appointments pending approval page of the admin. Admin can approve or
reject the appointment from here. The reason for rejection is communicated to the user via e-mail. The interface for appointments
awaiting approval is shown in Fig. 22.
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@ & Driver Transactions @ SetDote v Reviews IEYSLIIGUIENERGE & Log Out

Appointments Pending Approval

Kullanict Departure Destination
Id Adi Adi Soyadi Adress Departure Date Adress Driver Phone Status Transactions
4 e ¢ KARS SUSUZ  28/05/2024 RIZE MERKEZ .‘vlﬂ(:l +O N onay Cancel
Y jar Otogar 15:00:00 Taghdere Y o077 Bekliyor
Mah

Fig. 22. Admin Appointments Pending Approval Interface

Confirmed appointments appear on the active appointments page. An e-mail is sent to both the admin and the user 1 hour
before the appointment. Admin can end the appointment from this screen. When the appointment ends, it can be viewed on the
past appointments page. And an e-mail is sent to the user to rate the appointment. The developed confirmed appointments
interface is shown in Fig. 23.

o @ Driver Transactions @ SetDote s Reviews EYSNIIELICRGE & Log Out

Active Appointments

Kalkig

Id Username Name Adresi Kalkig Zamani Varig Adresi  Driver Phone Status iglemler
48 suleyENS:  Soleyman Meral  AKSARAY 30/05/202412:30:00  AKSARAY Folllllilbn  +90SHEMF 0310 Onoyland [
MERKEZ MERKEZ
Otogar Aksaray

Universitesi

Fig. 23. Admin Approved Appointments Interface

Users can view their completed appointments on the My Past Appointments page. They can score from here. The developed
My Past Appointments interface is shown in Fig. 24.

o @ Drivers @3 Creote An Appointment 8 My Appointments &My Profile B Contact Welcome suleymanmeral53 [ Log Out

ntments  Appointments Pending Approval My Past Appointments

My Past Appointments

Departure Destination
id  Username Name Adress Departure Date Adress Driver Phone Transactions
47 suleymciiberal53  StleymanMeral  AKSARAY 07/06/2024 17:30:00 AKSARAY o o0 SO0 m
MERKEZ Aral MERKEZ
Yurdu Otogar
48 suleymann®als3 Sleyman Meral  AKSARAY 30/05/2024 12:30:00 AKSARAY Epemn  +20 53¢ JRNNPD m
MERKEZ MERKEZ
Otogar Aksaray
Universitesi

Fig. 24. User History Appointments Interface

The scoring result is averaged and the selected driver's score is updated. Evaluation results are also sent to the admin via e-
mail. The scoring interface is shown in Fig. 25.
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o @ Drivers €3 Create An Appointment %My Appointments & My Profile B Contact Welcome suleymanmercis3 [ Log Out

Evaluation form

000000

$ofdriin Size Kargi Davranig
1 2 3

»

Fig. 25. Appointment Scoring Interface

Users can view their profile and change their personal information from the My Profile tab. The developed profile interface is
shown in Fig. 26.

° M Drivers ) Crocte An Appointment W My Appointments & My Profile B Contact weicoma suleymanmerais3 & Log Out

& User Update &

Name: Sdleyman Meral
Username: suleymiiilineral53

phone: +9cEN 0310

Mail: mrislym lll@gmail.com

Fig. 26. My User Profile Interface

3. Conclusions and Future Works

As a result, our online taxi web application facilitates people's daily lives by offering them easy, fast and comfortable
transportation. Users can plan their future work more easily by making appointments in advance. They do not face the problem
of not finding a taxi. Thanks to its user-friendly interface and advanced features, it optimizes the business processes of both
passengers and taxi stands. It prevents security problems that may arise in today's conditions by safely displaying driver and user
information in the system. In case of losing their personal belongings, users can see the vehicle they used to ride, the driver of the
vehicle and the driver's contact information through the application. In this way, they can cope with this situation without any
problems. Additionally, thanks to the integrated scoring system, taxi stands can determine their favorite drivers and constantly
improve their service quality. With this web-based application, the innovations we have brought to the taxi industry make a
significant difference in the sector by responding to modern needs. In future applications, artificial intelligence support may be
used in taxi driver recommendations.
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Abstract

Law office tracking system is a digital solution used in today's legal practice to ensure that work is carried out efficiently and regularly. With
the rapid development of technology, law offices also save time and resources by moving their transactions to digital platforms. These systems
offer many functions such as case tracking, client management, document archiving, calendar and appointment management, alleviating the
workload of lawyers and allowing them to work more strategically. Modern law firms can manage client relationships more effectively by using
these systems. They make litigation processes more transparent and traceable and minimize the error rate. Especially in large-scale offices, it has
become almost impossible to carry out critical functions such as file tracking and process management using manual methods. For this reason,
digital tracking systems both increase the competitiveness of offices and increase the quality of legal services. In this study developed in web-
based PHP language, an application that provides solutions to all these problems has been developed and this application is explained in detail.

Keywords: “Office Tracking System, Lawyer, File Tracking.”

1. Introduction

In today's world, where information technologies have become an indispensable part, it has become mandatory to benefit from
such technologies in all kinds of business and operational processes. It is essential for the state to save both time and expense while
providing public services. Information technologies have begun to be widely used in the public sphere so that citizens can access
the government online whenever they want [1]. Online tracking systems are necessary for the state to fulfill its duties towards
citizens in an electronic environment quickly, securely and transparently [2]. Undoubtedly, one of the most important pillars of
such online projects is the e-justice project. With the e-justice project, it is aimed to create an information network that will cover
all judicial bodies throughout Tiirkiye [3]. In online tracking systems, citizens will be able to access public services electronically,
thus the speed of public activities will be increased [4]. Similarly, information exchange between public institutions will be possible
electronically, and as a result, the auditability of public institutions will be facilitated [5]. Digital applications are gaining
importance for companies to interact with their customers on different issues such as informing, creating awareness and persuading
[6]. The growth and development in digital devices continues rapidly. It is estimated that the number of people using tablets will
reach 1.43 billion and the number of people using smartphones will reach 2 billion in 2018 [7]. The number of objects connected
to the Internet is expected to reach 25 billion by 2020 [8]. In transactions made on the Internet, the most needed issue is security.
To address these problems, digital signatures have been developed worldwide [9]. In order to solve such problems, a transition was
made from the classical state approach to the electronic state approach [10]. It follows digital developments in different sectors.
Similarly, insurance companies respond to customer expectations by developing digital solutions. Most insurance customers do
research online before going to agents or brokers. For this reason, there is a need for applications where digitalizing companies can
find solutions for their customers. In order to find solutions to similar problems, these customers follow comments on social media
sites and use blog posts as a guide [7]. Digital transactions cover many different services. These services are informational services,
accounting, brokerage and support services [11]. Digital applications create more efficient processes by making customer
experiences interactive. It enables the formation of customers' behaviors and attitudes in the areas of customer satisfaction,
customer retention, customer loyalty and customer purchasing [12]. Different web-based studies were conducted in different areas
[13-14]. Different management studies were carried out in different areas [15-16]. For this reason, digital applications are of great
importance for companies in every field. In this study, a web-based application that provides solutions to such problems was
developed for law offices.

Not using law firm tracking systems can lead to a number of operational and administrative problems:
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Loss of Time: Searching and finding documents manually can lead to loss of time in following up the litigation processes. This
causes lawyers to spend less time with clients.

Errors: Manual recording and document management increases the likelihood of errors occurring. For example, incorrectly
recording a hearing date can have serious consequences.

Decrease in Productivity: Not taking advantage of the automation opportunities offered by technology reduces the efficiency
of business processes and increases the workload of employees.

Client Satisfaction: Failure to manage litigation processes effectively may lead to client dissatisfaction. Clients want to receive
regular and accurate information about the status of their cases.

Law firms are professional organizations with complex and intensive business processes. Managing these processes efficiently
is critical for both client satisfaction and reducing the workload of office employees. The opportunities offered by today's
technology make it possible to manage these processes through digital platforms. This study aims to examine how a law office

tracking system developed with PHP can increase the operational efficiency of law offices and to eliminate the problems that may
be encountered if such systems are not used.

2. Material and Methods

PHP is a programming language widely used to develop web-based applications. The law office tracking system developed
with PHP aims to facilitate litigation processes, customer relations and document management.

The main features of the web-based application developed in this study are:

Case Management: Storing and managing case files, hearing dates and case-related documents in digital environment.

Customer Relationship Management: Keeping client information and contact records in a central database.

Document Management: Digital archiving of all documents used by the law firm and quick access when necessary.

Law office tracking systems developed with PHP allow lawyers to manage their business processes more efficiently and error-
free. If such systems are not used, time losses, errors and efficiency problems may negatively affect the overall performance of law

firms.

In order to eliminate such problems, the interfaces of the dynamically developed web-based legal tracking system are introduced
and explained respectively. The general interface of the application is shown in Figure 1.

WELCOME TO SEMSS INFORMATION SYSTEMS Login

Figure 1. General interface view

Users who purchase this application can access their information and files by correctly entering the username and password
given by the seller with the login button. Username, Password and TR number are registered in the database. If the information
entered is incorrect, you will be redirected to the login screen. Figure 2 shows the Login Screen of the application.
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SEMSS LAW FIRM

LOGIN SCREEN

Figure 2. Login Screen

If the information entered is correct, the information panel opens. First, the page displaying the user's personal information
opens. This information is based on the TR Number information kept in the database. Figure 3 shows the page displaying the ID
and Address information of the application.

&SEMSS Information Systems My personal informations  Legal Flles Enforcement Flles  Hearing Inquiry Recept Viewing Sign out

Figure 3. Identity and Address Information

Identity information, as well as the bar association to which the lawyer is affiliated, TBB Number and Tax Number information
are also kept. Adding this information is so that the lawyer can update his information in case of any bar association changes.
Figure 4 shows the page that updates the application's ID information.
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Figure 4. Updating Credentials

Contact information can also be viewed and updated. The user can see his/her information when renewing any phone address
or e-mail, and this information is kept in the database according to the TR Number information. Figure 5 shows the page displaying
the Contact Information of the application.

ID information Update My Information

Contact information Update My Information

Address Telephone No

Figure 5. Viewing Contact Information

Figure 6 shows the page that updates the Contact Information of the application.
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Contact information Update My Information

Sahii ihallesi1 k. No:45 istanbul

selin  n00@gmail.com

Update

Figure 6. Updating Contact Information

The user can view all the Legal files he/she has received. All information about legal files such as plaintiff, defendant, case
date, case subject, court, file status can be viewed and updated. Figure 7 shows the page displaying the legal files of the application.

1D | Plaintitt Defendant z::o'v Subject of the Case Court Thisno | File Status Transactions
Divorce /Nivorce due to the
o | Cemesniil oo 202408 founda  of the marital \star i1 5th TS ":T‘": "a‘::;m"em"qm“' T
Askmen 08 uniont  shaken Fam Court pr nlmewa t
(Conte: )
Adecis >n of non-jurisdiction
| T ¢ B 4 ([ 1 Al
2 Meral Ut Ahmet yma 2024-08- DeedC efiation and star 4l 2nd 2022675 was m: Je. It was decided to Update
Gokdad Go 09 Registr  n Case Fam Court lift the | reasure on the real
estate.
Divorce  sattering the
eynel 407~ [ | S
3 Zc Eo 22 0 founda 3 of the marriage ::“ ‘Cf:n 2022711 CaseV alved Update
union (1 sensual))
Istar Jl 11th
Mungan's 2024-07- Unfairt  spation
4 Ze | < Civil ourtof 2022255 Trial Continues Update
20
weight Compe tion (Ecrimisil) First g
Go amiiier Food
Eren T C 2024.06-
5 P 9 Workers' Receiv: 7]
Erdogdu  Printing House Organization Marketing % Y Feceaies g letier et pdee]
Industry and Trade Limited Company

Figure 7. Viewing Legal Files

The purpose of updating the file may be to move the file to a later date, to renew the status of the file, or to involve third parties
in the case. In such cases, the file update process is performed. Figure 8 shows the page that updates the legal files of the application.
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LEGAL FILES
ID | Plaintiff ‘ Defendant s‘::t:,y Subject of the Case Court ‘ Thisno | File Status ‘ Transactions
Game Sun ) 2024-08- f:::;:«é?;?:ﬁz ?T:;;t;me Istanbul 5th floarng Cae ae Soen Ol
Aldkmen R DeIi 08 union being shaken Family Court 20010 ﬁzlr:gﬁl z:ahrr:lr;ahon il
(Contested))
Plaintiff Pe u Alskmen
Defendant Nu  h Demir
Case History 20. 8-08
Subject of the Case Bo  na(EViilik birliginin ter
Court ?s}: il 5. Aile Mahkemesi
This no 200 6
File Status Du | natarihi verildi 8n inc

Figure 8. Updating Legal Files

When users receive a new case, they can enter the necessary information with the add button and refresh the file. Figure 9
shows the page that adds the application to the legal files.

Plaintiff \—‘
Defendant /:‘
Case History |:‘
Subject of the Case \:‘
Court —‘
This no ‘
File Status \—‘

a

Figure 9. Addition to Legal Files

Users can view Enforcement files, the follow-up date is the opening date of the file, and from here they can check the dates,
file status and follow-up amount. Figure 10 shows the page that displays the enforcement files of the application.
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Enforcement Files
Tracking | Executive Tracking Subject of
D
Payee Debtor Date Office This no Ao Pursuit File Status Transactions
| | |
o Arequest was made on behalf of the 3rd
taf
£ )ea.n M OzAlur.,. Istanbul Credit Debtand  Party and it was requested that the lien on
Ba Joint Ran 10ztir  2019-01- 96.000,520 T )
1 sk Gd omAKl 14 Enforcement 2022156 T taboo the real estate belonging to the 3rd Party be | Update |
i s Office cancellation removed as of the first article 106 and article
Co dany 0z)
110.
202212 Istanbul Past period .
2  Se Ates Eret  az 27 Enforcement 2022127210  7.8437TL alimony Notification was issued and prepared Update |
Office receivable -
Istanbul
Ya wi 0 i S
3 C?: ur: Berl  iplan % 023'08 Enforcement 2020127 190500 TL  Lien Seizures Will Be Placed Update \
Office
Istanbul
Pe 3-09- Attomney's F
4 & Fillz ..y 202 Enforcement 2023125251 9.500TL OMEYS FEE  Accepted for Seizure No goods Update |
Se in 28 Office Receivable

Figure 10. Viewing Enforcement Files

It can also perform the update process. The purpose of this is to ensure that the user can update the status of the file in case of
any change in the file status. Figure 11 shows the page that updates the enforcement files of the application.

Tracking | Executive Tracking Subject of
D
Payee Debtor Date Office This no A — File Status Transactions
J A request was made on behalf of the 3rd
European Must:  Oztir,
o % iy A = 2 Istanbul Credit Debtand  Party and it was requested that the lien on
Bank Joint Ramz 1 Oztir 2019-01- 96.000,520 . [ 1
1 Stock (3rdF  son: Akt 14 Enforcement 2022155 taboo the real estate belonging to the 3rd Party be 17U7prdalre |
% @ Office cancellation removed as of the first article 106 and article
Company 0z)
110.
Payee }A Bank Anonim $irkelir‘
Debtor \ N 1 Oztir,Ramazan Oz ‘
Tracking Date 121 1-14 ‘
Executive Office s lcra Dairesi \
This no !2* 5 ‘
Tracking Amount i 9 520 TL ‘
Subject of Pursuit ‘k orcu ve tabu iptali |
File Status }73'..,,.‘.- adina talepte bqunitr\

Figure 11. Update to Enforcement Files

Additionally, when users click on the add button when a new enforcement file is opened, they can fill out the form and update
the file. Figure 12 shows the page that adds the enforcement files of the application.
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Payee [ ]
Debtor L ]
Tracking Date ‘:\
Executive Office ]
This no ]
Tracking Amount \:‘
Subject of Pursuit ]

File Status ‘ ‘

Figure 12. Addition to Enforcement Files
The importance of the hearing questioning module developed in this application;

For law firms, effectively managing hearing dates and details is critical to the successful conclusion of cases. In the law firm
tracking system we developed, the hearing inquiry module is one of the most important components. This module allows lawyers
and law firm staff to easily track hearing dates, times and locations. Additionally, reminders and notifications about hearing dates
ensure that no hearing is missed. The hearing inquiry module greatly facilitates the business processes of law firms with its user-
friendly interface and quick access facilities. Thanks to this module, time losses are minimized and possible errors are prevented
because hearing dates and relevant documents are collected on a single platform. The user is asked to select a specific date range
and the hearings that will take place within this date range are displayed on the screen. Date information is displayed on the screen
by taking it from the date recorded in the legal files.

Figure 13 shows the page that performs the Hearing Inquiry process of the application.

Hearing Inquiry

Starting date

08.2024 o

End Date:

31.082024 0O

Inquire Hearing

D Plaintiff Defendant Subject of the Case Court This no File Status

Gan Sun 2024-08- Istanbul S5th Family Hearing date has been given, preliminary
= the m al union being K e < 2022676
AX en 08 S e Court examination hearing will be heild
(Contested)) -

Figure 13. Hearing Inquiry

The hearing inquiry module plays an important role in ensuring order and efficiency in the business processes of law firms.
Thanks to this module developed with PHP, lawyers can quickly access hearing dates and related information and provide better
service to their clients. Therefore, the integration of such a system will increase the competitiveness of law firms and improve their
operational processes.
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The importance of the income statement and earnings status, financial management for law firms is one of the cornerstones of
operational success and sustainability. In this context, the developed law office tracking system is a screen where lawyers can view
their income and expense statements and see the total debt and receivable amounts. This screen allows lawyers and office managers
to clearly monitor their financial situation and helps them make strategic decisions. Figure 14 shows the page showing the Income-
Expense table of the application.

Receipt Viewing
CASH INCOME/EXPENSE ENTRY

Fail: | Central Vault v|
Income/Expense Type:
Amount: |
Will borrow:  Debt v

History: gg.aa.yyyy O

Explanation:
Save m
Fail Income/Expense Type Debt receivable History Explanation Transactions
Central Vault Office Food Expense 500 0 2024-05-20 office food Update || Will
Central Vault Bill Payment 1000 0 2024-03-08 March office bill payment Update || Wil

Figure 14. Income-Expense Table
The main benefits of the income statement and earnings status screen are:

Financial Transparency: This module allows lawyers and managers to view their financial situation in a detailed and
transparent way. Detailed analysis of income and expense items allows office management to make more informed financial
decisions.

Time Saving: Manual accounting records and reporting processes are quite time consuming. Thanks to this module, all
financial data is processed automatically and can be reported instantly. This allows office staff to use their time more efficiently.

Error Reduction: Manually recording financial transactions is an error-prone process. Automated income and expense
statements minimize data entry errors and increase the accuracy of financial reports.

Strategic Planning: A clear view of the total debit and receivable amount helps office management make strategic plans for
the future. This information plays a critical role in investment decisions, cost control and budgeting processes.

Figure 15 shows the page showing the Total Earnings of the application.

Fail Income/Expense Type Debt receivable History Explanation Transactions
t

Central Vault Office Food Expense 500 0 2024-05-20 office food Update || Will
Central Vault Bill Payment 1000 0 2024-03-08 March office bill payment Update || Will
Personal Safe eaming 0 2000 2024-06-27 will get a lawsuit VUpda’:ei Wil
Central Vault eaming 0 100000 2024-05-26 will get a lawsuit Update || Wil &

0 0 0000-00-00 Update || Wil

Total: 1500.00 102000.00
TOTAL EARNINGS: 100500.00 TL

Figure 15. Viewing Total Earnings
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In the developed application, the necessary function for managers to track their total debt and earnings accounts is shown in

Table 1.

Table 1. Function that calculates and displays the total of debt and earnings

Function-1:

...... function calculateTotal() {
var debtTotal < 0;
var incomeTotal < 0;
var debtElements < document.querySelectorAll('. debt-input');
var incomeElements €< document.querySelectorAll('. income-input’);
incomeElements.forEach(function(element) {
debtTotal +< parseFloat(element.value) || O; });
incomeElements.forEach(function(element) {
incomeTotal +< parseFloat(element.value) || O; });
document.getElementByld('debt-Total').textContent < debtTotal.toFixed(2);
11. document.getElementByld('income-Total').textContent < incomeTotal.toFixed(2);
12. document.getElementByld(earnings-Total").textContent € (incomeTotal- debtTotal).toFixed(2); }
13. window.onload < function() {
14. calculateTotal();.. };.....
15. end function.....

Boo~NooA~wNE

3. Conclusions And Future Works

The law office tracking system developed with PHP greatly facilitates the business processes and financial management of
law offices with its critical components such as the hearing inquiry module and income and expense table. Integration of this
system increases the efficiency of offices, minimizes time and error losses, and supports strategic decision-making processes.
Thanks to digital transformation, operational efficiency increases, client satisfaction increases and financial transparency is

ensured.

Additionally, the detailed reporting and analysis features offered by this system allow law firms to regularly evaluate their

performance and identify areas for improvement. Centralized management of data increases security and accelerates access to
information. As a result, all law firms' adoption of this type of tracking system will significantly contribute to their long-term
competitive advantage and sustainable success. Automatic date reporting systems may be added to future studies.
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Abstract

Today, cameras are used for many purposes such as image analysis and synthesis. Technological developments have also made the use of
image processing techniques more widespread and distance measurements with cameras have become more precise. In addition, examinations
show that the cameras are also used to determine precise target distance or depth mapping studies. In this study, using the Yolo v8 model with a
single web camera, the doors in a closed area whose positions did not change were detected, and then the distance of the detected object to the
camera was tried to be measured. A comparison was made between the actual distances of the camera to the detected object and the measured
distances. For distance measurement, measurement was carried out with the Euclidean method using OpenCV libraries. The study was carried
out to show how effectively web cameras can be used at short distances and how much deviation occurs in the measurements. It is thought that
measurement errors will be minimized using a webcam in future studies.

Keywords: “Deep Learning, Distance Measurement, Camera.”

1. Introduction

The image processing process includes processes such as determining various features and details of an image, making
changes to the image, and converting the image to other formats. Image processing is applied in many fields such as computer
vision, medical imaging, satellite imaging and photography[1-2]. An image is a valuable data source that contains a lot of
information. This information is obtained from the color, shape, size and many other characteristics of the image. Factors such as
camera resolution, image quality, and sharpness of details on the image determine the amount and quality of information
contained in an image. Therefore, image analysis and processing play a critical role in many applications and research fields[3-
4]. Many researchers accept that distance information can be extracted by using some information in the image [5-6]. One of the
frequently used and preferred methods in distance measurement systems with cameras is the field variation method. This method
focuses on how the image of the target object taken at specific time intervals changes over time. In particular, this method
examines the change in how much area the target object's image perceived by the camera covers over time. This provides
important information about how the object's distance from the camera and therefore the camera's field of view changes. This
information is used to measure and analyze distance more accurately. Therefore, the field variation method is considered a very
valuable and effective method for mono camera distance measurement systems [7-8]. On the other hand, parallel to the studies in
this field, there are also distance measurement systems using deep learning models. These models make it possible to make more
accurate and precise distance measurements with information obtained from camera fields of view, often using complex
algorithms and large data sets. Such systems generally have higher accuracy rates compared to traditional distance measurement
methods and are generally preferred in more complex and challenging application areas[9-10].

In camera distance measurement systems, the use of equipment or the need for extra information about the target object and
the varying measurement sensitivity depending on distance are among the important problems faced by these systems. Providing
such information may require both time and additional resources, which may negatively impact the overall efficiency and speed
of operations[11-12]. However, the application of pixel-oriented studies to such systems may cause measurement sensitivity to
vary depending on distance. This can cause sensitivity to drop significantly and seriously affect the accuracy of the results,
especially when measuring at longer distances. For this reason, the difficulty of obtaining accurate results at long distances can
be a significant obstacle that pixel-oriented studies may encounter in the use of these systems [13-14]. Pixel-based methods are a
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widely used technique, especially in image processing and analysis systems. In these methods, the displacement of an image's
pixel within the screen is used for various calculations and evaluations. Camera Field of View (FoV), which changes depending
on distance, plays an important role in these calculations. FoV determines the width and height of the field that a camera can
image. In fixed focus cameras, the resolution remains constant. This affects Pixels Per Meter (PPM). PPM refers to the number
of pixels at a given distance in an image and is often used to determine the level of detail of an image. Therefore, pixel-based
methods and the systems in which they are implemented play an important role in both image analysis and general image
processing processes [15].

In our study, the doors in a closed area (corridor) whose positions did not change were detected using the Yolo v8 model with
a single web camera, without using any additional equipment, and then the distance of the detected object to the camera was tried
to be measured. The most important reason for using the Yolo v8 model is that it has a faster decision-making structure and
produces more successful results compared to other models. A comparison was made between the actual distances of the camera
to the detected object and the measured distances. For distance measurement, measurement was carried out with the Euclidean
method using OpenCV libraries.

2. Material and Method
2.1.  Yolo (You Only Look Once)

Object Detection(Object Detection); It is a computer technology related to computer vision and image processing that focuses
on detecting images in photos, videos, and real-time images. Yolo is a cleaner that separates object using convolutional neural
networks (CNN). It is the first object detection model to combine bounding box (bounding box) prediction and object signatures
into a single end-to-end differentiable network. In other words, the objects in the images or videos and these distribution
coordinates are detected simultaneously. “You Look Once”, meaning “Just Look Once”. The reason why this name was chosen
is that it is fast enough to detect objects in one go[16].

The only difference between video and image processing is that images consist of a single frame, while videos consist of
many frames. While the algorithm works for a single frame in images, it runs repeatedly for all frames in videos. The YOLO
algorithm first divides the image into regions. It then draws the bounding boxes surrounding the objects in each region and
calculates the probability of finding objects in each region[17].

It also calculates a trust score for each bounding box. This score tells us the percent probability that that object is the
predicted object. For example, if the confidence score for a found car is 0.3, this means that the probability of that object being a
car is very low. It applies a technique called non-maximum suppression to the objects inside the bounding boxes. This technique
removes objects with a low confidence score from evaluation and checks for the presence of a bounding box with a higher
confidence score in the same region.

It is searched for objects in each region. If an object is found, the midpoint, height and width of that object are found and then
a bounding box is drawn. In order to do this, a number of sub-operations must be performed. A prediction vector is created for
each region, and these vectors include the confidence score. If the confidence score is 0, there is no object there, if it is 1, it
means there is an object there. More than one bounding box can be drawn for the same object within the same box. To get rid of
this problem, the non-maximum suppression technique that | mentioned before is used. What is done with this technique is
simply to keep the bounding box with the highest confidence score and remove the others from the image.

2.2.  Preparing the Data Set and Creating the Data Label Map

While preparing the data set, 900 photographs were taken in the school corridor. The photo was taken with a mobile phone
camera with a resolution of 2280x1080 pixels and a focal length of 26 mm. A few of the photographs taken are given in Fig. 1.
These photographs were reproduced with various filters and 3600 photographs were obtained. The resolutions of the reproduced
photos have been reduced to the resolution of the webcam to be used (640x480 pixels). Thus, it is aimed to eliminate errors that
may arise from the resolution difference between the camera used for shooting and the webcam used to measure distance.

LabellMG 1.8 program was used while preparing the label map. A label map of the objects identified in the photograph has
been created and some of the marked objects are shown in Fig. 2 below.
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Fig. 1. Corridor photos
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Fig. 2. Labellmage program interface and feature mapped objects

The ".txt" extension maps of some of the objects marked in the corridor with the LabellMG program are shown in Fig. 3.
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2.3.  Measuring Distance with Webcam

In the study, measurements were made by taking into account the distance of a known object and the area it occupies on the
camera. A frame is created for a referenced image. While creating the frame, the frame size is given according to the size of the
detected object. An attempt was made to determine the unknown distance by considering the known frame size and known
distance. Distance measurement with WebCam was tried to be prepared using the OpenCV library. Since the camera viewing
angle is fixed, the viewing angle of the reference image and the detected image will not change, so distance determination was
tried to be made from the same angle. Distance calculations are shown in Fig. 4 and Fig. 5. Mathematical calculations are given

in equations 1, 2, 3, 4, 5, 6, respectively.

Fig. 4. Distance Calculations-1

TanQ1 is calculated in the equation (1) given below.

Fig. 5. Distance Calculations-2

TanQz2 is calculated in the equation (2) given below.

d_t - h
Fo an Q i p—

From the two equations given above, the following equations (3,4,5,6) arise, respectively.

a h d—-m
—_— = — %
b d h

2.4.  Object Detection and Distance Measurement

(1)

(2)

(3

4)

(5)

(6)

Below are shown a few distance measurements of the detected object in Fig. 6. An attempt was made to measure the
distances of the detected object at a fixed frame width. Distance measurements were performed with a CMOS webcam with
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350K color support and 640x480 pixel resolution. While measurements were carried out, 15x15cm landmarks were placed on the
doors. Measurements were made using these landmarks as reference.

|

Fig. 6. Object Detection and Distance measurements

3. Findings and Conclusion

The measurement results made with the camera placed at a real distance between 80cm-20cm at the same height and at frame
refresh rates of 1000ms-1ms are given in Table 1.

When the measured distances are evaluated according to frame rates;

* Among all measured frame refresh rates, the error rate is highest at 80cm and 20cm distances,
* Average error of 4.79% at 60-40-20cm at 1000ms frame refresh rate,

* Average error of 6.71% at 500ms frame refresh rate, 60-40-20cm,

* Except for the frame refresh rate of 1000ms and 500ms at a distance of 20cm, it shows the same distance (23.01cm) in all
frames with a constant error rate (15.05%)

* Average error of 8.98% at 250ms frame refresh rate, 60 and 40cm,
* Average error of 4.73% at 100ms frame refresh rate, 60 and 40cm,
* Average error of 4.57% at 50ms frame refresh rate, 60 and 40cm,
* Average error of 6.47% at 25ms frame refresh rate, 60 and 40cm,
* Average error of 4.96% at 10ms frame refresh rate, 60 and 40cm,
* Average error of 3.74% at 5Sms frame refresh rate, 60 and 40cm,

* At Ims frame refresh rate, an average error of 2.51% was detected at 60 and 40cm.
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When the measured distances were examined, it was seen that the ideal distance measurements were made from 40cm, which
has the least error rate. At the same time, the error rate was measured to be minimum at 1 and 5ms frame rates. In addition, when
the actual distance is greater than 80 cm, deviations increase further and more effective measurement can be performed at short

distances.

As a result, it is thought that this study will facilitate applicability by making more accurate choices with the results obtained
according to the ideal frame refresh rate in studies and projects that require distance measurement in real-time and bright
environments.

Table 1. Actual distance, measured distance and error rates with web camera at various frame refresh rates

Frame Refresh Rate | Actual Distance(cm) | Measured Value(cm) | Error(cm) | Error(%)
80 93,53 13,53 16,91
60 62,97 2,97 4,95
1000ms 40 41,81 181 4,52
20 20,98 0,98 4,9
80 92,17 12,17 15,21
500ms 60 63,98 3,98 6,63
40 42,12 2,12 5,3
20 21,64 1,64 8,2
80 92,17 12,17 15,21
250ms 60 67,14 7,14 11,9
40 42,43 2,43 6,07
20 23,01 3,01 15,05
80 93,44 13,44 16,8
100ms 60 62,97 2,97 4,95
40 41,81 1,81 4,52
20 23,01 3,01 15,05
80 95,28 15,28 19,1
50ms 60 63,98 3,98 6,63
40 41,01 1,01 2,52
20 23,01 3,01 15,05
80 92,91 12,91 16,13
25ms 60 66,24 6,24 10,4
40 41,02 1,02 2,55
20 23,01 3,01 15,05
80 99,67 19,67 24,58
10ms 60 65,91 5,91 9,85
40 40,03 0,03 00,75
20 23,01 3,01 15,05
80 99,07 19,07 23,83
5ms 60 62,97 2,97 7,42
40 40,03 0,03 0,075
20 23,01 3,01 15,05
80 92,17 12,17 15,21
1ms 60 62,97 2,97 4,95
40 40,03 0,03 0,075
20 23,01 3,01 15,05
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Abstract

Studies on smart cities are increasing rapidly today. Smart cities are structures that offer solutions to urban challenges with technological,
sustainable, economic, and social approaches and focus on creating a more livable environment. In this study, first, the main components of
smart cities were examined and then these main components were evaluated. Smart Governance, Smart Transportation and Mobility, Smart
People, Smart Economy, Smart Energy, Smart Environment and Smart Living are discussed as the main components of smart cities. For the
main components considered, it is aimed to reveal the relationship between the components that affect and are affected by each other and to
reveal the importance of each component. In the study, the Fuzzy DEMATEL method is used, considering the existence of uncertain and fuzzy
situations for the components considered. Factors for the development of smart cities were evaluated by obtaining the impact graphs of the
components examined with the fuzzy DEMATEL method. When the results of the study are examined, it is seen that the Smart Living, Smart
Energy, Smart Economy, and Smart Governance criteria are in the affecting factors group, and the Smart Environment, Smart Transportation
and Mobility, and Smart People criteria are in the affected group. When the relationship levels are examined in order from most to least, it can
be seen that they are Smart Governance, Smart Living, Smart Energy, Smart Economy, Smart People, Smart Environment, Smart
Transportation and Mobility. When the importance levels are examined, the criteria from most to least are listed as Smart Governance, Smart
Living, Smart Energy, Smart People, Smart Economy, Smart Environment and Smart Transportation and Mobility. Such analyses and
approaches are of great importance in the process of developing smart cities and creating sustainable cities. The findings of the study are
considered important in terms of guiding future research and contributing to the development of smart cities. Theoretically, it provides new
information about how the components of smart cities interact and which components are more critical. In practice, it provides strategic
information that can guide city managers and policymakers in urban planning and management.

Keywords: “Smart cities, smart city determinants, fuzzy DEMATEL.”

1. Giris

Hizli kentlesme yeni zorluklar ve sorunlar yaratir ve akilli sehir konsepti bu zorluklarin {istesinden gelmek, kentsel sorunlart
¢ozmek ve vatandaglara daha iyi bir yasam ortami saglamak i¢in firsatlar sunar [1]. Akilli Sehir kavrami gliniimiizde énem
kazanan yeni bir kavramdir ve bu nedenle ¢ogu arastirmacinin ve sehir yetkilisinin dikkatini ¢ekmistir [2]. Akill1 sehirler, kentsel
alanlardaki vatandaglar i¢in verimliligi, ekonomik kalkinmayi, siirdiiriilebilirligi ve yasam kalitesini artirmak i¢in teknoloji ve
verileri kullanir [3]. Lai ve ark. [3] calismasinda akilli bir sehir gelisimi i¢in giliniimiizde bir¢ok uluslararasi standart
gelistirildigine ve Onceki standartlar i¢cin mevcut toplum ihtiyaglarmin karsilanmasmin uygun hale getirilmesi i¢in revize
edildigine deginilmektedir. Akill1 Sehir kavram ile ilgili farkli tanimlamalar olmakla beraber European Comission [4] ’a gore
akilli sehir tanimi “Sakinlerinin ve is diinyasinin yararina dijital ¢6ziimlerin kullanilmasiyla geleneksel ag ve hizmetlerin daha
verimli bir bigime getirildigi yer” olarak yapilmistir. Chong ve ark. [5]’na gore ise akilli sehir “altyapilarin ve teknoloji aracili
hizmetlerin entegrasyonunun insan altyapisini giiclendirmek igin sosyal 6grenme ve kurumsal gelisim ve vatandag katilimi i¢in
yoOnetigimdir.” olarak tanimlanmistir.

Akalli sehirler, vatandaglariin yasam kalitesini, yerel ekonomiyi, ulagimi, trafik yonetimini, ¢evreyi ve hiikiimetle etkilesimi
iyilestirmek i¢in faaliyetlerde bulunur [6]. Yasar ve ark. [7]’na gore ise akilli sehirler teknolojiyi kullanarak olusturulmus
unsurlar ile birlikte insanlarin yasam standartlarinin arttirilmasimni ve siirdiiriilebilir sehirler olugturmasini saglamaktadir. T.C.
Cevre ve Sehircilik Bakanligi, 2020-2023 Ulusal Akilli Sehirler Stratejisi ve Eylem Plani [8]’'na gore ise Akilli Sehirlerin
amagclar1 asagidaki gibi siralanmustir.

» Kentin beklentilerinin ve problemlerinin tiim mekanlarda ve sistemlerde 6nemli bir gii¢ haline getirilmesi,
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» Fiziksel, dijital ve sosyal planlamanin entegre olarak ele alinmasi,
» Meydana gelen zorluklarin ¢evik, siirdiiriilebilir ve sistematik olarak 6ngoriilmesi, tanimlanmasi ve kargilanmast,

» Sehirdeki organizasyonel yapilardaki etkilesimi saglayarak entegre hizmet sunumunun ve yenilik ortaya g¢ikarma
potansiyelinin arttirilmast.

Akilli Sehir fikirleri, dijital sehir, yesil sehir, bilgi sehri gibi daha eski bazi kentsel politikalarin birlesimidir. Bu nedenle
Akilli Sehir, ¢evre ayak izinin azaltilmasini ve insanlar i¢in daha iyi bir hayat kalitesinin yaratilmasini amag edinen daha iyi bir
kentsel alan i¢in karmasik ve uzun vadeli vizyondur [9]. Akilli sehirler hakkinda son yillarda yapilan birgok arastirma ve
inceleme bulunmaktadir [3]. Alawadhi ve ark. [10] ¢alismalarinda, dort sehir ele alinarak akilli sehir girisimlerinden sorumlu
hiikiimet yetkilileri ve yoneticilerle yapilan yar1 yapilandirilmis goriismelere dayanan bir analizin ilk sonuglar1 sunulmaktadir.
Calismada, akilli gehir girisimlerine yonelik bir anlayis olusturmak amaglanmakta ve ana bulgularin teknoloji, yonetim ve
organizasyon, politika baglami, yonetisim, insanlar ve topluluklar, ekonomi, yapil altyap1 ve dogal ¢evre dahil olmak tizere sekiz
acidan kategorize edildigi belirtilmektedir. Bakici ve ark. [11] ¢alismalarinda, Barselonanin Akilli Sehir yonetimi alanlarindaki
doniisiimiinii incelemektedir. Calismada, Barselona'nin Akilli Sehir girigsimiyle ilgili mevcut literatiir ele alinir ve kentin Akillt
Sehir modeli ile 6rnek olay analizi sunulur. Calisma sonucu, Barselona'nin diinya i¢in bir Akilli Sehir modeli olma amaciyla
Akilli Sehir stratejisini etkin bir sekilde uyguladigini belirtmektedir. Chong ve ark. [5] calismalarinda, Teksas'ta vatandas
girdileri i¢in bir toplama araci olarak acik uglu bir anket kullanarak sehri tanimlayan bazi adimlara odaklanmaktadir. Calisma
sonucunun akilli sehir hedefine yonelik kapsamli bir strateji tasarlamada yardimci olma potansiyeline sahip oldugu belirtilmistir.
Braga ve ark. [12] calismasinda, yoneticilerin akilli sehir belirleyicilerini isbirlik¢i bir sekilde analiz etmelerine yardimci
olabilecek Cok Kriterli Karar Verme yontemlerinden DEMATEL (The Decision Making Trial and Evaluation Laboratory)
yontemine dayanan bir ¢alisma gergeklestirmislerdir. Calismada, uzman goriisi ile konuyla ilgili belirleyicileri ve bunlarin ilgili
neden-sonug iligkilerini belirlemek ele alinmaktadir. De Marco ve Mangano [13] ¢alismasinda, akilli sehirlerin evrim yollarini ve
en son egilimlerini yakalamak i¢in Dogal Kaynaklar ve Enerji, Enerji, Ulasim ve Mobilite, Binalar, Yasam, Devlet, Ekonomi ve
Toplum olmak iizere alt1 farkli alan ve bunlarla iliskili alt alanlar1 incelemistir. Istatistiksel analizin sonuglarinin, akilli sehir
paradigmasinin hala kapsamli bir tanimlanmig evrim modeli olmadigim gésterdigini belirtmektedir. Lim ve ark. [14] akilli sehir
gelisiminin hem olumlu hem de olumsuz sonuglarina iligkin ampirik kanitlar bulmay: amaglamaktadir. Freire ve ark. [15]
calismasinda, akilli sehirler ve yapay zeka konusunu ele almaktadir. Calismada, akilli sehir girigimlerinin yapay zekaya uyum
saglamasinin zorluklarini ele almasina olanak taniyan bir dinamik analiz sistemi gelistirilmis ve test edilmistir. DEMATEL
yontemi ele alinarak akilli sehirlerin boyutlar1 arasindaki iliskiler incelenmistir. Koca ve ark. [16] calismasinda, birbirini
etkileyen ve birbirinden karsilikli olarak etkilenen boyut-alt boyut i¢sel iligkisini ortaya ¢ikarmak i¢in ve akilli sehir boyutlarinin
agirliklari belirlemek icin DEMATEL yaklasimi kullanilmistir. Bu ¢alismadaki amag, gelismekte olan bir kavram olarak akill
sehir hakkindaki mevcut bilgi ve anlayisi yonlendirerek, her boyutun goreceli 6nemini vurgulamaktir. Gé¢men [17] ¢aligmasinda
akilli bir havalimaninda ulagim planlamasinin saglikli yapilabilmesi i¢in hangi standartlarin hedeflendigini incelemekte ve akill
bir lojistik bolgesi i¢in bir yap1 6nermektedir. Vaz ve ark. [18] ¢alismasinda, akilli sehir bagarisini degerlendirmek i¢in kullanilan
kriterleri yapilandirabilecek bir yontem ele almigtir. Calismada, akilli sehirleri karmasik bir ¢alisma nesnesi olarak kullanarak
cesitli biligsel haritalar olusturulmus ve karsilastirilmistir. Yasar ve ark. [7] calismasinda, Ankara’nin yedi ilgesi dikkate
alinmistir. Caligmada akilli sehir kapsami i¢cin ANP (Analytic Network Process - Analitik Ag Siireci) ve PROMETHEE (The
Preference Ranking Organization Method for Enrichment Evaluation) yontemi kullanilmigtir. Calisma amaci, akilli sehir
uygulamalar1 acisindan segilen yedi ilgenin siralanmasidir. Calismanin sonug kisminda, akilli sehir uygulamalar: bakimindan en
uygun ilgenin Cankaya oldugu ortaya konmustur.

Bu calismada, gelisen bir kavram olan akilli sehir dikkate alinmaktadir. Calismadaki amag akilli sehir bilesenlerinin tespit
edilmesi ve birbirini etkileyen ve birbirinden karsilikli olarak etkilenen bilegenlerin iliskisinin ortaya ¢ikarilmasini saglama ve
her bilesenin énem derecesini ortaya ¢ikarmaktir. Ele alinan bilesenler igin belirsiz ve bulanik durumlarinda varlhig: dikkate
alindig1 i¢in Bulamik DEMATEL metodu kullanilmaktadir. Gelismekte olan akilli sehir bilesenleri igin kesin/belirli yargilara
varmak miimkiin olmadig1 i¢in kullanilan Bulanik DEMATEL yontemi ile incelenen bilesenlerin etki graflar1 elde edilerek akilli
sehirlerin gelisimi i¢in faktorler degerlendirilmistir. Bulanik DEMATEL yonteminin kullanilmis oldugu akilli sehirlerin
incelendigi bir calismaya rastlanmamistir. Bulantk DEMATEL yontemi ile akilli sehirleri ele alan bu ¢aligmanin gelecek
caligmalara destek olacagi ve akilli sehirlerin gelisimine katki saglayacag diistiniilmektedir.

2. Materyal ve Method

Calisma iki asamada gerceklestirilmektedir. ilk olarak akilli sehirlerin bilesenleri incelenmistir. Daha sonra incelenen
bilesenlerin Bulantk DEMATEL ydntemi ile degerlendirilmesi yapilmistir.

Braga ve ark. [12] ¢alismalarinda akilli bilesenleri teknoloji, mobilite, insan, enerji, ¢cevre, yonetisim ve ekonomi olarak ele
almigtir. Vanli ve Akan [19] ¢aligmalarinda bir¢ok farkli ¢alismaya deginmekte ve akilli bir sehre doniismek i¢cim hiikiimetler,
isletmeler ve vatandaslar arasinda uygun yonetim ve igbirligi yoluyla yeterli teknolojik, fiziksel ve sosyal altyap: gerekliligini
vurgulamaktadir. Gil-Garcia ve ark. [20] calismasinda akilli sehirleri; ¢evre, teknoloji ve altyapi, ticaret ve ekonomi, insan ve
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yonetim ¢ercevesinde dikkate almaktadir. Lim ve ark. [14] ¢alismalarinda akilli sehirleri ekonomik, gevresel, sosyal, yonetigim
ve teknolojik bilegenler altinda ele almistir. Bu caligmada da akilli sehirin bilesenleri kapsamli sekilde dikkate alinmig ve akilli
sehirlerin bilesenleri ve agiklamalari Tablo 1°de verilmistir.

Tablo 1. Akill sehirlerin ana bilesenleri.

Aklul $eh1r1§r1n Belirlenen Bilesenlerin Agiklamalari Referanslar
Bilegenleri

Akilli Yonetisim  Siyasi katilim, vatandas hizmetleri ve yonetim islevleri ile ilgilidir. [21]

Akilli Ulasim ve  Bu alanlardaki girisimler, vatandaslar {izerindeki olumsuz etkileri — giiriiltii kirliligi ve trafik sikigiklig1 gibi [22]

Mobilite — azaltmak i¢in tiim paydaslarin koordine edildigi entegre sistemlerin gelistirilmesini tesvik eder.

: Sadece vatandaglar tarafindan alman nitelik veya egitim diizeyiyle degil, ayn1 zamanda ek sosyal

Akallr Insan o S [21]
etkilesimler ve kamusal yasam algilariyla da ilgilidir.

Alalli Ekonomi G'1r§1m0111k,‘yenlhkglhk: efn.e':khk, isgiicti piyasasinin tiretkenligi, ticari markalar ve kiiresel pazara katilim [21]
gibi ekonomik rekabet giiciinii gevreleyen 6zelliklerden olusur.

Akillt Enerji Ene.rj.l ve yenilenebilir enerji lfaynaklarlyla enerji ve maliyet tasarrufu saglayan, kamusal degeri olan ve 8]
yenilik¢i yaklasimlarla ilgilidir.

Akilli Cevre iﬁl{geisﬁld?rlan, azaltilmis kirlilik, kaynak yonetimi ve ¢evre korumasini saglamak i¢in ¢aligsma gibi kosullarla [21]

Akilli Yasam Saglik, barinma, kiiltiir, turizm ve giivenlikten olugan yasam kalitesinin bir¢ok 6zelligini igerir. [21]

2.1. Bulamik DEMATEL Yontemi

DEMATEL yontemi, birbirine ge¢mis ve karmagik problemlerin kavrayisini gelistirmek ve ¢6zmek amaciyla Fontela ve
Gabus [23] tarafindan gelistirilmistir. DEMATEL yontemi, ilgili faktorleri neden grubu ve etki grubu olarak ayirabilen digraflara
dayanmaktadir ve bir¢ok farkli alanda da kullanim alan1 bulmustir [24 — 26]. Digraflar ile yonlendirilmis grafikler elde edilebilir
ve alt sistemlerin yonlendirilmis iligkiler gdsterilebilir [27].

DEMATEL yo6ntemini uygulamak i¢in Fontela ve Gabus [23] tarafindan gelistirilen adimlar asagida belirtildigi gibidir.

» Adim 1: Direkt iligki matrisinin ikili karsilagtirma 6lgeginin olusturulmasi.

» Adim 2: Direkt iligki matrisinin normallestirilmesi.

» Adim 3: Toplam iligki matrisinin elde edilmesi.

» Adim 4. Satir toplamlarinin ve siitiin toplamlarmin elde edilmesi ve neden — sonug diyagraminin olusturulmasi.

» Adim 5. Ele alinan faktorlerin 6nem derecelerinin belirlenmesi.

Belirtilen adimlart belirsiz durumlarda uygulamak ¢ok zordur. Bu nedenle bu g¢aligmada Bulanik DEMATEL yontemi
uygulanmistir. Bulantk DEMATEL adimlar1 i¢in Organ [28]’1n ¢alismasinda Oztiirk [29], Baykasoglu ve ark. [30] ve Aksakal ve
Dagdeviren [31] ¢aligmalarindan dikkate alarak olusturdugu ve diizenledigi adimlar dikkate alinmistir. Adimlarin detaylari
devam eden bagliklar altinda agiklanmaktadir.

2.1.1.

Adim 1: Kriterlerin Belirlenmesi ve Bulanik Say1 Skalasimin Olusturulmasi

Etki faktoriilerinin belirlenebilmesi i¢in faktdrler arasindaki iligkilerin uzmanlar tarafindan olusturulmasi gerekmektedir. Bazi
durumlarda iliski diizeyini belirlemek oldukca zor olabilir bu nedenle sayilarin bulaniklastirilmasi 6nerilmektedir. Bu adimda,

Adim 1 i¢in Bulanik DEMATEL y6nteminde bulanik skala olarak Tablo 2’deki [32] bulanik say1 6l¢egi dikkate alinir.

2.1.2.

Z;j bulanik direk iliski matrisi olarak ifade edilir. Z;;

Tablo 2. Etki seviyelerinin bulamk sayi 6l¢egi [32].

Etki Seviyesi Etki Puani Bulanik Say1 Karsilig1
Etki yok 0 (0; 0,1;0,3)
Cok diisiik etki 1 (0,1;0,3;0,5)
Diisiik etki 2 (0,3;0,5;0,7)
Yiiksek etki 3 (0,5;0,7;0,9)
Cok yiiksek etki 4 (0,7;0,9; 1)

Adim 2: Direkt iliski Matrisinin Olusturulmasi

faktori etkileme diizeyinin bulanik sayilarla gosterilmesidir.

= (lij , myj, w;j) lcgensel bulanik sayilari ifade eder ve i. faktoriin j.
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2.1.3. Adim 3: Direkt iliski Matrisinin Normallestirilmesi

~k k k k
k _ Zij _ L n;; U;j (1
Xij = rk = ko [y ok

r* = max;<icn Zuﬁ‘k (2)

Esitlik 1’deki {I, n, u} iicgensel bulanik sayilar1 ifade eder ve Esitlik 1 ve Esitlik 2’nin kullanilmasiyla normallestirilmis
direkt iliski matrisi olusturulur. Esitlik 2’nin kullanilmastyla tiim siitundaki “u”degerleri toplanir ve her siitun icin bir deger
bulunur, bulanan en biiyiik deger “r” olarak ifade edilir. Tiim matrisin degerine boliinmesiyle normallestirilmis direkt iligki
matrisi olusturulur ve bu matrisin gosterimi Esitlik 3’deki gibi bir.

(31}
T

X11 Xln

X = 3)

X1 o Xnm
2.1.4.  Adim 4: Toplam iliski Matrisinin Elde Edilmesi

Normallestirilmis iligki matrisinin eldesinden sonra her bir bulanik eleman kendi kiimesindeki elemanlarla toplanir ve birim
matristen ¢ikarma islemi uygulanir. Daha sonra elde edilen matrisin tersi bulunur ve ilk matrisi ile ¢arpma islemi uygulanir. Bu
islem sonucunda Esitlik 4’deki gibi toplam iliski matrisi olusturulur.

T11 Tln

T= (4)

Tnl Tnn

215. Adim 5: Satir Toplamlarinin ve Siitiin Toplamlarinin Elde Edilmesi ve Neden-Sonu¢ Diyagraminin
Olusturulmasi

Elde edinilen T matrisinden sonra satirlarin toplam1 D;, siitunlarin toplami ise R; olarak elde edilir. Her bir kriter i¢in elde
edilen D; degerleri ve R; degerleri kullanilarak D;+R; ve D;-R; degerleri hesaplanir.

D;-R; degerleri hangi kriterlerin digerleri lizerinde daha yiiksek etkiye sahip oldugunu ve daha yiiksek Oncelige sahip
olduklarin1 gdstermektedir. Eger bu deger pozitifse etkileyen negatifse etkilenen degerler olarak isimlendirilir. D;+R;
degerleriyse her bir kriterin diger kriterler ile iligkisini ifade eder. D;+R; degeri yliksek olan kriterlerin diisiik olanlara gére gore
daha yiiksek iligki diizeyleri mevcuttur.

2.1.6. Adim 6: Durulastirma

Bulunan D;+R; ve D;-R; degerleri tiggensel bulanik sayilardan tiiretildigi i¢in ti¢ deger igermektedir. Bu degerlerin tek bir
deger haline getirebilmesi i¢in durulastirma yontemi uygulanir. Durulagtirma islemi her bir D;+R; ve D;-R; degeri icin
1/4*(1+2n+u) formiilii yardimiyla uygulanir.
2.1.7. Adim 7: Etki Grafimn Olusturulmasi

Durulagtirma yontemi sonucunda elde edilen degerlerle etki grafi ¢izilir ve analiz gergeklestirilir. Etki grafi bir koordinat
diizleminde yatay ekseninde D;+R; degerleri olan ve diisey ekseninde D;-R; degerleri olan noktalarinin gosterilmesiyle elde
edilir.

2.1.8. Adim 8: Ele Alinan Faktérlerin Onem Derecelerinin Belirlenmesi

Ele alinan kriterlerin agirlik degerleri Esitlik 5 ve Esitlik 6 yardimiyla hesaplanir. Burada durulastirma yapilmis degerler
kullantlir.

w; = J{(D; + R)2+ (D; —R)?} (5)

Wi = yn W (6)
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3. Bulgular

Calismada ele alman akilli sehir bilesenleri Bulanik DEMATEL yontemiyle degerlendirilmistir.
matrisini gdstermektedir ve degerler uzman goriisii alinarak olusturulmustur. Uzmanlar 3 kisiden olusmaktadir ve alaninda
uzman olan akademisyenlerin goriisleri alinarak olusturulmustur. Tablo 4 ise dogrudan iligki matrisinin bulaniklastirilmasini

ifade etmektedir.

Tablo 3. Direkt iligki matrisi.

Tablo 3, direkt iligki

Akills Sehir Bilesenleri Akilla Akilli Ulagim ve Akill Akilla Akalli Akilli Akilli
¢ eyenie Yonetisim Mobilite insan Ekonomi Enerji Cevre Yasam
Akill1 Yonetisim 0 3 3 4 3 3 2
Akilli Ulasim ve
Mobilite 2 0 2 ! 2 ! 3
Akilli Insan 4 2 0 2 1 2 2
Akilli Ekonomi 4 2 3 0 3 2 2
Akilli Enerji 2 3 3 3 0 4 2
Akilli Cevre 2 2 3 2 3 0 2
Akilli Yasam 3 3 4 3 3 3 0
Tablo 4. Direkt iliski matrisinin bulaniklastirilmasi.
. Akilli Ulagim ve : Akilli . Akilli
Akill1 Yonetisim Mobilite Akilli Insan Ekonomi Akilli Enerji ~ Akalli Cevre Yasam
Bulanik semboller | n u | n u Il n u | n u Il n u | n u | n wu
Akallt Yonetisim 0 01 03 05 0,7 09 050709 07 09 1 0507 09 05 07 09 03 05 07
Akﬂﬁ;éﬁﬁ?iﬁ”e 03 05 07 0 01 03 030507 01 03 05 03 050701030505 07 009
Akall Insan 07 09 1 0,3 0,5 o7 0 010303 05 07 010305030507 0305 07
Akilli Ekonomi 07 09 1 0,3 0,5 07 050709 0 01 03 0507 09 03 0507 03 05 07
Akill Enerji 03 05 0,7 05 0,7 09 050709 05 07 09 0 01030709 1 0305 07
Akilli Cevre 03 05 0,7 03 0,5 07 050709 03 05 07 050709 0 0103030507
Akilli Yagam 05 07 09 05 0,7 09 0709 1 05 07 09 0507 09 050709 0 01 03

Direkt iliski matrisinin bulaniklastirilmasi adimindan sonra matrisin normallestirilmesi ve
olusturulmasi adimlar1 uygulanmistir. Elde edilen matrislerin satir toplamlar1 D; olarak ifade edilmekte, siitun toplamlari ise R;
olarak ifade edilmekte ve D; ve R; degerleri Tablo 5’teki gibi elde edilmektedir.

Tablo 5. Satirlarin ve siitunlarin toplam.

D; (satirlar toplami)

R; (siitunlar toplami)

| n

u

n

u

0,943 2,323
0,536 1,637
0,656 1,839
0,839 2,149
0,874 2,207
0,708 1,927
1,002 2,421

11,168 0,895
8,836 0,769
9,381 0,944
10,511 0,771
10,768 0,763
9,902 0,769
11,556 0,647

2,245
2,027
2,326
2,036
2,017
2,027
1,825

10,68

10,281

11,194
10,098

10,236
10,092

9,541

toplam iligki matrisinin

Tablo 5°den sonra her bir i elemaninin bulanik say1 kiimesi dikkate alinarak Tablo 6’daki D;+R; ve Tablo 7°de D;-R; degerleri
elde edilir. D;+R; degeri toplam etki degerini gostermekte D;-R; degeri ise etkilenme degerini gostermektedir. Tablo 6 ve Tablo
7’de bulunan D;+R; ve D;-R; degerlerinin hala iiggensel bulanik sayilarla temsil edildigi i¢in bu degerin tek degeri indirilmesi
1/4(14+2n+u) formiilityle uygulanir. Elde edilen degerler Tablo 6 ve Tablo 7°de gosterilmektedir.

Tablo 6. D;+R; degerleri.

D;+R; degerleri

Bulanik Semboller [ n u 1/4(1+2n+u)

Akill1 Yonetisim 1,838 4,568 21,848 8,2055
Akilli Ulasim ve Mobilite 1,305 3,664 19,117 6,9375
Akalli Insan 16 4,165 20575 7,62625

Akilli Ekonomi 1,61 4,185 20,609 7,64725
Akilli Enerji 1,637 4,224 21,004 7,77225

Akilli Cevre 1,477 3,954 19,994  7,34475

Akilli Yagam 1,649 4,246 21,097 7,8095
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Tablo 7. D;-R; degerleri.

D;-R; degerleri

Bulanik Semboller | n u 1/4(1+2n+u)
Akill1 Yonetisim 0,048 0,078 0,488 0,173
Akilli Ulagim ve Mobilite -0,233 -0,39 -1,445  -0,6145
Akalli Insan -0,288 -0,487 -1,813 -0,76875
Akallt Ekonomi 0,068 0,113 0,413 0,17675
Akilli Enerji 0,111 0,19 0,532 0,25575
Akialli Cevre -0,061 -0,1 -0,19 -0,11275
Akilli Yagam 0,355 0,596 2,015 0,8905

Uygulanan adimlar sonucunda ele alinan kriterlerin neden sonug¢ diyagrami olusturulur. Etki grafi Sekil 1°deki gibidir. Sekil
1’deki akilli sehirlerin bilegenleri incelendiginde Akilli Yasam, Akilli Enerji, Akilli Ekonomi ve Akilli Yonetisim kriterleri
etkileyen faktorler olarak elde edilmektedir. En ¢ok etkileyen kriter ise Akilli Yasam kriteridir. Akilli gehir bilesenlerinden
etkilenen kriterler olarak Akilli Cevre, Akilli Ulasim ve Mobilite ve Akilli Insan kriterleridir. iliski degerleri incelendiginde ise

en yiiksek iliski diizeyine sahip olan kriterin Akill1 Yonetisim oldugu goriilmektedir.

0.8

0.6

0.4

0.2

Di-RI

6.9 7.1
-0.2

-0.4

-0.6 © Akilll Ulasim ve Mobilite

-0.8

Uygulamanin son adimi olarak ise agirliklar elde edilmistir. Elde edilen agirliklar Tablo 8’deki gibidir. Tabloya gore 6nem
dereceleri yiiksekten diisiige sirasiyla Akilli Yonetisim, Akilli Yasam, Akilli Enerji, Akilli insan, Akilli Ekonomi, Akilli Cevre

ve Akilli Ulagim ve Mobilite’dir.

AkillrYasam
Akilli Enerji
©) Akilll Ekonomi
7.3 7.5 7.7 7.9

Akill Cavre

Akilli insan

Di +Ri

Sekil 1. Akilli sehir bilesenlerinin etki grafi.

Tablo 8. Akilh sehirlerin bilesenlerinin agirhklari.

Akilli Sehir Bilesenleri Agirliklar
Akill1 Yonetisim 0,164557
Akilli Ulagim ve Mobilite 0,118499
Akilli insan 0,143525

Akill1 Ekonomi 0,142941
Akilli Enerji 0,147733
Akilli Cevre 0,131817
Akill1 Yagsam 0,150928

81

Akill Ydnetisim

8.3
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4. Sonuclar

Kentlesmenin hizla artmasiyla birlikte, niifus yogunlugu ve ara¢ yogunlugu gibi cesitli problemler ortaya ¢ikmaktadir. Bu
problemler, hem bireylerin giinliik yagamlarini zorlagtirmakta hem de g¢evresel, ekonomik ve sosyal alanlarda olumsuz etkiler
yaratmaktadir. Bu tiir sorunlarin iistesinden gelmek igin yenilik¢i ve siirdiiriilebilir yaklagimlar gerekmektedir. Bu baglamda,
akill sehirler konsepti 6nem kazanmaktadir. Akilli sehirler, ¢esitli teknolojik ve stratejik ¢oziimlerle sehirlerin daha yasanabilir,
siirdiiriilebilir ve verimli hale getirilmesini hedefleyen karmagik sistemlerdir. Bu calismada, akilli sehirlerin bilesenlerinin
belirlenmesi ve bu bilesenlerin birbirleriyle olan iligkilerinin incelenmesi amaglanmistir. Bu amaci gergeklestirmek i¢in, Cok
Kriterli Karar Verme yontemlerinden biri olan DEMATEL yontemi kullanilmistir. Ayrica, karar alma siireglerindeki belirsizlik
ve bulanikliklari azaltmak amaciyla DEMATEL ydntemine bulanik kiime teorisi entegre edilmistir.

Uygulanan yontem ve adimlar sonucunda, ele alian kriterlerin etki graflar1 olugturulmustur. Bu etki graflar1 incelendiginde,
akilli sehirlerin bilesenleri arasinda Akilli Yagsam, Akilli Enerji, Akilli Ekonomi ve Akilli Yonetisim kriterlerinin etkileyen
kritlerler oldugu goriilmektedir. Etki graflar1 incelendiginde, etkilenen kriterler olarak ise Akilli Cevre, Akilli Ulagim ve Mobilite
ile Akilli Insan kriterleri elde edilmistir. iliski diizeyleri ¢oktan aza dogru sirasiyla incelendiginde Akilli Yonetisim, Akill
Yasam, Akilli Enerji, Akilli Ekonomi, Akilli Insan, Akilli Cevre, Akill1 Ulasim ve Mobilite oldugu goriilmektedir. Ayrica 6nem
agirhiklar da coktan aza dogru sirastyla incelendiginde Akilli Yonetisim, Akilli Yasam, Akilli Enerji, Akilli Insan, Akilli
Ekonomi, Akilli Cevre, Akilli Ulasim ve Mobilite oldugu goriillmektedir.

Calismanin bulgulari, gelecekte yapilacak arastirmalara yon vermesi ve akilli sehirlerin gelisimine katki saglamasi agisindan
énemli goriilmektedir. Onerilen ¢alisma, akilli sehir arastirmalarina teorik ve pratik anlamda &nemli katkilar sunmaktadir. Teorik
olarak, akilli sehirlerin bilesenlerinin nasil etkilestigi ve hangi bilesenlerin daha kritik oldugu konusunda yeni bilgiler
saglamaktadir. Pratik olarak ise, sehir yoneticilerine ve politika yapicilara sehir planlamasi ve yonetimi konularinda yol gosterici
olabilecek stratejik bilgiler sunmaktadir. Sonu¢ olarak, akilli sehirlerin gelistirilmesi ve siirdiiriilebilir sehirler yaratilmasi
stirecinde bu tiir analizlerin ve yaklagimlarin 6nemi biiyliktiir. Gelecek ¢aligmalarda farkli Cok Kriterli Karar Verme yontemleri
ele alinarak 6nem dereceleri incelenebilir ve kiyaslanabilir. Ayrica, her bir akilli sehir bileseni (Akilli Yonetisim, Akilli Yasam,
Akalli Enerji, Akilli insan, Akilli Ekonomi, Akilli Cevre, Akilli Ulasim ve Mobilite) detaylandirilarak alt boyutlarda daha detayl
incelemeler ve etki diizeyleri dl¢iilebilir.
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Abstract

Face recognition technology attracts great attention in many technological areas. The development of face recognition algorithms has made
significant contributions to the elimination of deficiencies in the field of image processing. Especially image processing libraries such as
OpenCV provide a reliable and regularly updated platform for researchers and developers. OpenCv, which includes face recognition
algorithms, is an image processing library that facilitates image processing. Some people may not want their faces to be seen in videos, movies
or live broadcasts, and objectionable images and harmful products such as cigarettes and alcohol may need to be censored. In this case, the
Gaussian filter comes to our rescue. The Gaussian filter is a filter widely used in image processing techniques and known for its blurring
feature. The Gaussian filter is also called blurring in image processing software. The Python language is a programming language that can work
independently of the platform. The Python language contains many libraries and is easy to program. The OpenCv library, like many other
libraries, has generally been used with the Python language because it works very well with the Python language and is easily programmed.
Many projects developed with Python language and OpenCv can be seen in academic sources. The aim of this study is to perform face
recognition using OpenCV library and automatically apply Gaussian filter to recognized faces. All existing software does not automatically
blur the desired faces. Doing this process manually is both time-consuming and jeopardizes the protection of privacy due to the unnoticed parts
of the manual application process. Possible users of this project include televisions, production companies, broadcasters and YouTubers. This
project can contribute to more effective protection of privacy and save time. This article can provide a method for researchers, industry experts
and academics.

Keywords: “Face recognition, OpenCv, Gaussian filter, image processing, bluring.”

1. Introduction

With the development of technology, facial recognition algorithms, which are an important component in various
applications such as personal identification, security enhancement, automation and human-machine interaction, have also made
great progress [7]. Face detection and recognition algorithms contribute to overcoming many difficulties in daily life, protecting
privacy, automation systems and various fields by accurately identifying individuals and verifying their identities with the help
of learning-based algorithms such as artificial intelligence and machine learning through the analysis of facial features.

In recent years, significant advances have been made in facial recognition technology thanks to innovations in software and
hardware that increase accuracy and efficiency. In particular, the adaptation of artificial intelligence, deep learning algorithms
and big data analytics has increased the speed and reliability of facial recognition systems [5]. Image processing libraries,
especially the OpenCv image processing library, provide facilities and libraries for easy implementation of face recognition
algorithms [47]. This process of advancement in the field of facial detection and recognition has not only improved security
applications but also expanded the scope of facial recognition in various fields [12].

Image processing and computer vision are rapidly growing fields that are essential for many industrial and academic
applications [40]. OpenCv (Open Source Computer Vision Library) is an open source library that is widely used in these areas.
OpenCy, first developed by Intel in 2000 and constantly updated, offers a wide range of tools for researchers and engineers [44].
The library's availability in a variety of programming languages such as C++, Python, Java and MATLAB increases its
versatility and makes it invaluable for the development of complex image processing applications.
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OpenCv's flexibility makes it a preferred choice for a variety of applications, from research to commercial products. It
provides tools for basic image processing, object detection, motion analysis, face recognition, 3D modeling and deep learning
adaptations [44]. This powerful feature set allows developers to efficiently implement advanced algorithms to quickly prototype
and deploy their projects in image processing.

In this article, a software project in which OpenCV is used to detect, learn and recognize faces, and then the Gaussian filter,
in other words the blur filter, available in OpenCV, is automatically applied to the selected learned face. In the software project
that is the subject of this academic article, the machine learning method and the Haar Cascade algorithm were preferred for face
recognition. A common smoothing and blurring method, the Gaussian filter is used to blur images and reduce noise. This method
effectively protects people's privacy by making unwanted facial features unrecognizable, whereby the Gaussian filter is widely
used, especially in facial recognition and privacy protection applications.

Innovation is encouraged in a variety of disciplines, including the development and application of image processing
techniques, computer vision, medical imaging, remote sensing, security systems and content production. Image filters are critical
in the field of image processing. Image filters improve image quality, remove features, add new features, or highlight certain
areas. In this context, the Gaussian filter is used effectively to blur unwanted parts of an image.

Facial recognition technology has become an integral part of daily life, and as its scope expands and this technology
develops, the accuracy and efficiency of the techniques and methods of facial detection and recognition algorithms are becoming
increasingly better [7]. Continuous improvements in these technologies are necessary to meet increasing security and privacy
demands in a variety of applications, from personal devices to large-scale surveillance systems.

This study aims to demonstrate the potential of the Gaussian filter in facial recognition systems and the developments being
made in this field, and to provide valuable information to researchers and industry experts. Automatically hiding faces in videos
is very important for privacy and security. Additionally, this process saves cost and time. For example, automatic detection and
hiding of markers in videos or inappropriate content in edited footage can significantly reduce manual effort. This process is
becoming increasingly important in light of increasing data protection concerns and legal regulations.

With the development of technology, facial recognition algorithms, which are an important component in various
applications such as personal identification, security enhancement, automation and human-machine interaction, have also made
great progress [7]. Face detection and recognition algorithms contribute to overcoming many difficulties in daily life, protecting
privacy, automation systems and various fields by accurately identifying individuals and verifying their identities with the help
of learning-based algorithms such as artificial intelligence and machine learning through the analysis of facial features.

In recent years, significant advances have been made in facial recognition technology thanks to innovations in software and
hardware that increase accuracy and efficiency. In particular, the adaptation of artificial intelligence, deep learning algorithms
and big data analytics has increased the speed and reliability of facial recognition systems [5]. Image processing libraries,
especially the OpenCv image processing library, provide facilities and libraries for easy implementation of face recognition
algorithms [47]. This process of advancement in the field of facial detection and recognition has not only improved security
applications but also expanded the scope of facial recognition in various fields [12].

Image processing and computer vision are rapidly growing fields that are essential for many industrial and academic
applications. OpenCv (Open Source Computer Vision Library) is an open source library that is widely used in these areas.
OpenCy, first developed by Intel in 2000 and constantly updated, offers a wide range of tools for researchers and engineers [44].
The library's availability in a variety of programming languages such as C++, Python, Java and MATLAB increases its
versatility and makes it invaluable for the development of complex image processing applications.

OpenCv's flexibility makes it a preferred choice for a variety of applications, from research to commercial products. It
provides tools for basic image processing, object detection, motion analysis, face recognition, 3D modeling and deep learning
adaptations [44]. This powerful feature set allows developers to efficiently implement advanced algorithms to quickly prototype
and deploy their projects in image processing.

In this article, a software project in which OpenCV is used to detect, learn and recognize faces, and then the Gaussian filter,
in other words the blur filter, available in OpenCV, is automatically applied to the selected learned face. In the software project
that is the subject of this academic article, the machine learning method and the Haar Cascade algorithm were preferred for face
recognition. A common smoothing and blurring method, the Gaussian filter is used to blur images and reduce noise. This method
effectively protects people's privacy by making unwanted facial features unrecognizable, whereby the Gaussian filter is widely
used, especially in facial recognition and privacy protection applications.

Innovation is encouraged in a variety of disciplines, including the development and application of image processing
techniques, computer vision, medical imaging, remote sensing, security systems and content production. Image filters are critical
in the field of image processing. Image filters improve image quality, remove features, add new features, or highlight certain
areas. In this context, the Gaussian filter is used effectively to blur unwanted parts of an image.
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Facial recognition technology has become an integral part of daily life, and as its scope expands and this technology
develops, the accuracy and efficiency of the techniques and methods of facial detection and recognition algorithms are becoming
increasingly better [7]. Continuous improvements in these technologies are necessary to meet increasing security and privacy
demands in a variety of applications, from personal devices to large-scale surveillance systems.

This study aims to demonstrate the potential of the Gaussian filter in facial recognition systems and the developments being
made in this field, and to provide valuable information to researchers and industry experts. Automatically hiding faces in videos
is very important for privacy and security. Additionally, this process saves cost and time. For example, automatic detection and
hiding of markers in videos or inappropriate content in edited footage can significantly reduce manual effort. This process is
becoming increasingly important in light of increasing data protection concerns and legal regulations.

2. Literature Review

Facial recognition technology is used to identify or verify individuals by creating mathematical models of faces in images and
comparing these models to a database or training set [4]. This section provides a literature review of the use of OpenCV and the
Gaussian filter in face recognition and describes the different principles and image filters used in this process.

Face recognition technology has evolved considerably with the development of various algorithms and methods. These
methods can be broadly divided into two main types: spatial filters and frequency filters. Spatial filters directly manipulate the
individual pixels of an image and perform tasks such as smoothing, sharpening or edge detection to improve image quality.
Frequency filters, on the other hand, analyze the frequency components of the image and offer an alternative approach to
improving image characteristics by taking the frequency range into account. Both spatial and frequency filters are important to
improve the accuracy of face recognition [5].

By using these techniques, the process of face recognition can be refined and improved to ensure better performance and
reliability. This comprehensive review of the literature emphasizes the critical role of image processing tools such as OpenCV
and the application of Gaussian filters in the advancement of face recognition technology.

2.1.  Some of The Most Commonly Used Algorithms for Face Recognition

2.1.1. Eigenfaces

Eigenfaces is a method primarily used to assess the variance of faces and to encode and decode facial features using machine
learning techniques. This approach uses a collection of "Eigenfaces"," which are essentially basic face components identified by
applying principal component analysis (PCA) to an extensive database of faces. The Eigenfaces algorithm has been recognized
for its remarkable accuracy in face recognition tasks [6]. However, it is sensitive to illumination variations, that can significantly
degrade its performance under different lighting conditions. Despite its robustness, this method struggles when exposed to

inconsistent lighting conditions, which is a critical aspect in practical applications.
2.1.2.  Fisherfaces

Similar to the Eigenfaces method, the Fisherfaces method uses the Fisher criterion to improve the discrimination between
different face classes. This technique was developed to identify the features that most effectively discriminate between different
face classes and thus improve the accuracy of face recognition processes. A major advantage of the Fisherfaces method is its
lower sensitivity to illumination variations and facial expressions [28]. Consequently, this method proves to be more reliable
across a range of illumination conditions and facial expressions, making it very effective in practical applications.

The Fisherfaces approach, which focuses on maximizing class separability, overcomes some of the limitations found in other
methods, that can falter under inconsistent lighting conditions or changing facial expressions. This robustness is particularly
valuable in real-world scenarios where lighting conditions can be unpredictable and facial expressions vary frequently.
Therefore, the Fisherfaces method is characterized by its resilience and improved performance in different and dynamic
environments.

2.1.3. Local Binary Patterns Histograms (LBPH)

The LBPH method uses a two-stage process for face recognition. First, the face image is converted into local binary patterns,
which then serve as the basis for calculating the corresponding histograms. This method is characterized by its simplicity and
speed as well as its ability to obtain texture information [19]. Therefore, the LBPH method is often used in real-time applications
thanks to its minimal computational cost and high speed.
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Moreover, the process starts with the conversion of the face image into local binary patterns. This step is crucial as it
effectively captures the texture features of the image, which are essential for accurate recognition. The histograms of these
patterns are then calculated, which form the core of the LBPH method.

What makes LBPH particularly attractive is its efficiency. The algorithm is designed to be both simple and fast, which is a
significant advantage in practice. Furthermore, the preservation of texture information ensures that the essential features of the
face are preserved throughout the recognition process [19]. This is particularly important in applications where speed and
accuracy are of paramount importance.

Due to its advantages, the LBPH method is often used in scenarios that require real-time face recognition. Due to its low
computational cost, it can also be used in environments with limited computing power without sacrificing performance. This
makes it a versatile tool in various fields, from security systems to user authentication procedures.

In the first phase, the conversion of the face image into local binary patterns, the image is analyzed at a granular level to
extract detailed texture information. This information is then summarized into histograms that provide a comprehensive
representation of the features of the face. These histograms are used in the subsequent recognition phase to compare and identify
faces with high accuracy.

The speed and efficiency of LBPH is underlined by its ability to process and recognize faces quickly, making it suitable for
real-time applications. The design of the method ensures that it remains computationally lightweight, enabling fast processing
even in hardware-constrained environments. This balance of speed, simplicity and accuracy makes LBPH a preferred choice in
many practical applications [19].

To summarize, the two-step process of the LBPH method - —converting images into local binary patterns and computing
histograms — enables efficient and accurate face recognition. The advantages of simplicity, speed and texture preservation make
it ideal for real-time applications, especially when computational resources are limited. This method is characterized by its ability
to deliver high performance with minimal computational effort, which underpins its widespread use in various fields.

2.1.4. Facenet

FaceNet is an advanced face recognition method based on the principles of deep learning. The core of this technique is the
embedding of face images in a high-dimensional vector space, which enables the measurement of similarity between faces using
the Euclidean distance metric. This embedding process is central to the effectiveness of FaceNet as it ensures that faces are
represented in a way that enables accurate recognition.

One of the most notable advantages of FaceNet is its high accuracy and scalability. When trained on large-scale datasets,
FaceNet shows exceptional performance, making it a preferred choice for applications that require high precision [25]. This high-
dimensional embedding allows FaceNet to capture intricate details of face images, enhancing its recognition capabilities.

The process begins with embedding face images into a high-dimensional vector space. This step is critical as it converts the
images into vectors that can be easily compared using Euclidean distance. The similarity between two face images is then
determined by calculating the distance between their corresponding vectors, with smaller distances indicating greater similarity.

The effectiveness of FaceNet is largely due to the foundation of deep learning. By utilizing large data sets for training,
FaceNet can achieve remarkable accuracy. This makes it particularly useful for applications where precision is important, such as
security systems and identity verification processes [25]. Its scalability further increases its usefulness, as it can process large
amounts of data without sacrificing performance.

Another important aspect of the method is the use of the Euclidean distance metric to measure similarity. This metric
provides a simple yet powerful means of comparing face vectors and ensures that similar faces are accurately recognized. The
use of high-dimensional vectors ensures that even subtle differences between faces are captured, contributing to the high
accuracy of the method.

FaceNet's deep learning approach and the embedding of high-dimensional vectors make it possible to achieve exceptional
performance in face recognition. Its ability to scale with large datasets and maintain high accuracy makes it a preferred solution
in many demanding applications [25]. The combination of these features emphasizes the robustness and reliability of FaceNet in
various face recognition scenarios.

In summary, FaceNet is characterized by its innovative use of deep learning and vector space embedding. These elements
work together to create a method that is both highly accurate and scalable. By converting face images into high-dimensional
vectors and using the Euclidean distance metric to measure similarity, FaceNet ensures accurate recognition even under
challenging conditions. The success of this method in processing large data sets and maintaining performance highlights its
potential for wide application in various fields that require reliable face recognition technology.
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2.1.5.  Deep Learning and Artificial Neural Networks

Deep learning has made a huge impact in the field of facial recognition. In particular, Convolutional Neural Networks
(CNNs) have achieved great success in facial recognition tasks. [39] CNNs effectively recognize facial features by processing
and learning an image through various layers. Commonly used CNN models such as VGGFace, ResNet, and Inception are
known for their high accuracy rates and strong generalization abilities [3].

VGGFace is a deep learning-based facial recognition model and is based on VGG16 architecture. This model achieves high
accuracy rates by training on large data sets. ResNet, on the other hand, makes it possible to train deeper networks by using skip
connections to increase the learning speed between layers. Inception, on the other hand, provides a more effective feature
mapping by combining filters of different sizes in the same layer. These models demonstrate superior performance in face
recognition tasks by using the power of deep learning [3].

2.1.6. Histogram of Oriented Gradients (HOG)

HOG is a method used in face recognition tasks by analyzing the edge structures and gradient directions of an image. HOG
features allow facial recognition algorithms to capture structural information of the face. This method is widely used especially
in face detection and verification processes and offers high performance [38].

HOG calculates gradient directions and magnitudes for each pixel, then uses this information to create cellular histograms.
These histograms are then normalized to obtain more stable and scalable representations of facial features. The HOG method is
very popular in face recognition and detection applications as it effectively captures the structural features of the face [38].

2.1.7. Support Vector Machines (SVM)

Support Vector Machines (SVM) is a powerful machine learning algorithm used in classification and regression analysis. In
facial recognition systems, SVM performs facial recognition tasks by parsing facial features in a high-dimensional space.
Especially when combined with feature extraction methods such as HOG, SVM can improve face recognition accuracy [6].

SVM s used to identify hyperplanes that maximize the separation between classes. This method performs accurate
classification by parsing data points in the feature space. Especially in face recognition tasks, SVM can achieve effective results
with input data such as HOG features [6].

2.1.8. DeepFace

DeepFace is a facial recognition system developed by Facebook and based on deep learning methods. This method learns and
recognizes facial images using deep neural networks. DeepFace creates 3D models of faces, providing high accuracy regardless
of different angles and lighting conditions. [37]

The DeepFace method uses 3D modeling of the face, analyzes each part of the face separately and combines these analyzes to
perform the face recognition task. This method shows outstanding performance and delivers high accuracy rates when trained on
large datasets. [37]

2.1.9. Scale-Invariant Feature Transform (SIFT)

Scale-Invariant Feature Transform (SIFT) is an algorithm used to recognize objects in images independently of scale and
transformation changes. In facial recognition systems, it determines the similarities between faces by extracting the distinctive
features of the face. SIFT is known for being particularly robust to scale and transformation changes [36].

The SIFT method detects points of interest in the image and performs the face recognition task by analyzing the local features
of these points. This method provides high accuracy even at different scales and transformations and is widely used in face
recognition systems [36].

The selection of face recognition algorithms requires careful consideration of various factors, as each algorithm offers
different advantages and disadvantages depending on the data set, performance criteria and application scenarios. Therefore, the
selection of the most suitable algorithm is a crucial element in the research process.

Different algorithms perform particularly well under certain conditions. Some algorithms may perform better on large data
sets and offer high accuracy and robustness. Others, on the other hand, may be optimized for speed and computational efficiency
and are therefore better suited to real-time applications where fast processing is essential. The selection process therefore cannot
be generalized, but must be tailored to the specific requirements of each application.
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Performance criteria are another critical factor. In certain applications, accuracy is more important than anything else, e.g. in
security systems where false positives or negatives can have significant consequences. In other scenarios, such as user
authentication on personal devices, speed and resource efficiency may be more important. The strengths and weaknesses of each
algorithm in terms of accuracy, speed and computational effort must be thoroughly evaluated to find the best solution for the
intended use [25].

The application scenarios also influence the choice of algorithm. For example, algorithms that work well in controlled
environments with consistent lighting and positioning may not be as effective under dynamic, real-world conditions. On the other
hand, some algorithms are designed to handle different lighting, angles and even occlusions, making them more versatile for
different environments. To select an algorithm that performs reliably, it is important to understand the specific challenges and
requirements of the application context.

The process of selecting a face recognition algorithm is therefore multi-layered and must take into account the specific
requirements of the dataset, performance criteria and application scenarios. This comprehensive evaluation ensures that the
chosen algorithm matches the research objectives and practical requirements of the application [25]. In this way, researchers can
utilize the strengths of different algorithms to achieve optimal results in their face recognition projects.

2.2.  Image and Video Filters

Various filters have been developed to meet specific requirements for images and videos. These filters modify the image or
video to meet specific requirements. For example, old family photos could be in black and white. Certain filters can colorize
these black and white images. Another example is the need to make a person’s face unrecognizable in a video to protect their
privacy.

In the project discussed here, the Gaussian filter was used to protect privacy by blurring. The Gaussian filter is a widely used
technique in image processing, especially for smoothing images and reducing noise. It recalculates the value of each pixel based
on a weighted average of the surrounding pixels, with the weights decreasing according to the Gaussian function as the distance
from the center pixel increases [25]. This process softens sharp edges and effectively reduces noise.

The application of the Gaussian filter is not limited to two-dimensional images, but can also be applied to three-dimensional
data, demonstrating its flexibility and versatility. It is particularly useful in facial recognition and privacy applications, where it
can blur unwanted areas to ensure the confidentiality of personal data. This filter can focus on specific areas of an image to
remove distractions and highlight the important parts [33].

In video recordings, the Gaussian filter can make certain faces unrecognizable if necessary. For example, to preserve privacy,
it can be used to make certain faces unrecognizable so that they are difficult to identify. This aspect is crucial in scenarios where
the anonymity of individuals must be preserved.

To summarize, it can be said that different filters serve different purposes in image and video processing. The Gaussian filter
is characterized by its effectiveness in blurring and noise reduction, making it a valuable tool for privacy protection and image
enhancement. Its ability to be applied to both 2D and 3D data further enhances its usefulness in various applications.

2.3.  OpenCv

OpenCV, or the Open Source Computer Vision Library, is a highly regarded open source library in the field of image
processing and computer vision. Originally developed by Intel in 2000, OpenCV provides a wealth of tools that are useful for
both researchers and engineers [44].

This platform-independent library is available in several programming languages, including C++, Python, Java and
MATLAB. This level of flexibility ensures that OpenCV is widely used in various applications, from academic research to
commercial products [41].

The OpenCV library has an extensive range of tools, from basic image processing functions to advanced applications such as
object recognition and motion analysis. It is best known for its role in the development and implementation of face recognition
algorithms. OpenCV excels at recognising faces primarily through the use of Haar cascade classifiers, which are known for their
high accuracy and efficiency in performing face recognition tasks [47]. Haar cascade classifiers provide fast and effective
solutions and are therefore ideal for real-time applications.

One of the key strengths of OpenCV is its comprehensive set of functionalities that cover both basic and advanced
requirements in image processing and computer vision. This versatility, coupled with support for multiple programming
languages, has cemented OpenCV's status as one of the most important tools in the field. Whether used in research labs or
integrated into commercial products, OpenCV's robust capabilities continue to drive innovation and efficiency.
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In summary, OpenCV is an indispensable resource in the field of image processing and computer vision, providing
indispensable tools and unparalleled flexibility. Its success in face recognition, particularly with Haar cascade classifiers,
underscores its value for both real-time and high-accuracy applications. Thus, OpenCV remains a cornerstone in the toolbox of
researchers and engineers alike, enabling a multitude of technological advances.

2.4.  Other Image and Video Filters

In addition to the Gaussian filter, there are many other filters used in image and video processing. These filters use a variety
of methods to meet specific requirements and improve image quality. Here are some commaonly used filters:

2.4.1.  Median Filter
The median filter is widely used to reduce noise in image processing tasks. This filter works by taking the median of the
pixels in its local neighborhood for each pixel of the image. The median filter has the ability to effectively reduce sharp noises,

especially salt and pepper noise [3].

The median filter uses the median of neighboring pixels to determine the value of each pixel in an image, which helps reduce
sharp noise. This method is especially effective for reducing noise while maintaining image quality.

2.4.2.  Sobel Filter
Sobel filter is a filter frequently used in edge detection processes. This filter calculates gradients in vertical and horizontal
directions to detect edges in the image. The Sobel filter is used to determine the orientation and sharpness of edges and thus helps

determine object boundaries [34].

The Sobel filter uses gradient calculations to highlight edges in the image, which is useful in object recognition and
segmentation. Edge highlighting is critical to understanding the structural properties of the image.

2.4.3. Laplace Filter

The Laplace filter is used to identify sharp edges by calculating second-order derivatives in the image. This filter makes
edges stand out and detects areas of rapid change in the image. Laplace filter is widely used in edge detection and sharpening [6].

The Laplace filter uses second-order derivatives to detect sudden brightness changes in the image. This is especially useful
for highlighting edges and highlighting image details.

244, Bilateral Filter
A bilateral filter is a filter used to reduce noise while preserving the edges in the image. This filter takes weighted averages of
pixels based on their spatial proximity and color similarity. The bilateral filter is especially effective for smoothing operations by

preserving edges [33].

The Binary filter smoothes pixels by taking into account both spatial and color information. This method is especially
preferred in image enhancement applications, thanks to its ability to reduce noise while preserving edges.

2.4.5.  Wiener Filter

Wiener filter is a statistical filter used to reduce noise and blur in the image. This filter applies an optimal smoothing for each
pixel by calculating the local variance of an image. The Wiener filter is used specifically to reduce blur and noise simultaneously
[32].

The Wiener filter applies optimal smoothing by analyzing the local features of an image, thereby reducing both noise and
blur. This method is effective in image enhancement and restoration processes.

3. Method and Dataset

OpenCV, a highly customizable image processing library, is compatible with numerous programming languages. This study
focuses on the development of an automatic face detection and blurring application using Python and the OpenCV library.
Python was chosen for its straightforward image processing capabilities and platform independence.
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In the application created with OpenCV, the Haar Cascade method was used for face recognition. This technique, originally
developed by Alfred Haar, facilitates the detection of objects and faces in images and can even recognize facial expressions.

The Haar cascade method includes two basic approaches to facial feature extraction: the geometric feature principle and the
aspect principle. These principles significantly improve the accuracy and reliability of face recognition under different
conditions.

The versatility of OpenCV also extends to its ability to handle complex image processing tasks with relative ease. Its robust
functionality combined with Python's user-friendly syntax makes it an ideal choice for developing sophisticated applications. By
using these tools, researchers can achieve a high level of precision in face recognition, which is crucial for numerous
applications, from security systems to user interface enhancement.

The integration of OpenCV with Python is an example of a strong synergy in the field of image processing, providing
researchers and developers with a powerful toolkit to advance their projects. The effectiveness of the Haar Cascade method in
face recognition underlines the potential of these technologies to deliver reliable and efficient solutions in real-world scenarios.

3.1.  Geometric Property Principle

The human face consists of several components, such as eyes, nose, mouth, beard and mustache. Although these features can
vary in size and shape from person to person, their position on the face is usually relatively uniform. This uniformity is due to the
arrangement of the facial components according to a certain ratio, commonly referred to as the golden ratio.

Fig. 1. Environment-Adjusted Kuznets Curve [51].

In the field of face recognition, the first phase of identification consists of extracting a feature vector that represents the face
geometry based on the structure and positioning of its components. In this method, the main focus is on pupil detection. Once the
pupils are identified, other facial features are then determined. Typically, the arrangement of these facial features is the same for
about 95% of individuals.

The process begins with the identification of the pupils, which serve as important reference points. The positions of the other
facial components are then assigned accordingly. This systematic approach ensures a high degree of accuracy in face recognition
and utilizes the natural symmetry and proportions inherent in the human face.

In addition, understanding the geometric relationship between facial features helps to improving the reliability of face
recognition systems. By using advanced algorithms and utilizing the golden ratio, these systems can achieve remarkable accuracy
in identifying and verifying individuals.

To summarize, the uniform arrangement of facial features based on the golden ratio forms the basis for effective face
recognition techniques. The careful process of recognizing key features such as the pupils and then matching other components
ensures that recognition systems can operate with high accuracy and reliability in various applications.

3.2.  Aspectual Principle

A pattern vector is created by applying visual filters and haar samples embellished with visual principles, analogous to Gabor
filters, to specific regions of a face or to the entire face. The following section summarizes the information about the haar
samples used in this study.
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Haar samples, some of which were shown in Figure 2, are digital visual elements used in object recognition and diagnosis.
During the recognition process, primary features of haar tufts, such as lines, corners and central points, are usually used. The
process of identifying facial components in an image requires a comprehensive scan of the entire image.

In figure 2, a selection of Haar patterns are shown.

Edge features
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Fig. 2. Some Haar Samples.

In order to recognize human images of different sizes, it is essential to classify the classifier in an appropriate way. An
effective solution is to use Haar filters instead of resizing the image [51]. In figure 3, the images of the Haar patterns used for

recognizing eyes in a face are shown.
E :

Fig. 3. Haar samples and Eye Detection [51]

In the context of face recognition, the mean value of the dark pixel area is subtracted from the mean value of the light pixel
area in the image. If the resulting value exceeds a predefined threshold set during the learning phase, the Haar feature is
considered applicable to the image [45].
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Fig. 4. The Process of Integrating an Image [52].

An integral image method is used to identify images in different quadrants and detect the presence or absence of thousands or
even millions of Haar features in each image segment. The term "integral™ refers to the linking of small units together. Figure 4
illustrates the integration process of an image. Jones and Viola used the AdaBoost method of machine learning to apply their
Haar features in determining the optimal threshold.
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Some notable Haar features are the edge feature, the line feature, and the center-periphery feature (quadrilaterality). These
features enable the detection of different facial components, such as mouth, nose and ears, in one image. In addition, this method
can recognize various other objects. As shown in Figure 3, the eyes were successfully identified using the Haar cascade method.

Before implementing the Haar cascade method, it is important to train the objects to be recognized. These objects can range
from trees to license plates to logos. The cascade file in XML format is created as a result of the training process. In this phase,
positive images that contain the object in question are compared with negative images that do not contain the object and thus
subjected to a comprehensive training process. The cascade file can be created using this method, but there are also ready-made
files for object recognition.

Fig. 5. Face of A Random Person Who was not Trained in The Project [42].

In figure 5, it is illustrated that the ability to recognize the face of any person in an image [42]. In figure 5, it is shown that
the project places a red square around the face of a person who is not known in its dataset. In the study, the system was presented
with images of specific people that it attempted to identify. As can be seen in Figure 6, the project successfully identified all the
faces in the image and was able to recognize the face of a trained person [42]. In Figure 6, it can be seen that the project puts a
red square around the face of a person who is not known in its dataset and a blue square around the face of the person who is
known in its dataset. The system has drawn a blue square around the face of the known person, labeled it with the person's hame
(Yuzarseph) and enclosed the face of the unrecognized person in a red square [42].

ZLEZY ) CO

Fig. 6. The Recognized Face of The Person Who has been Trained in The project and The Unrecognized Face of A Random Person
Who has not been Trained in The Project in Question [42].

This process is similar to the way the human brain distinguishes faces in received images and recognizes familiar people.
From an early age, the human brain learns general object names, characteristics and sizes. This learned data can be compared
with a cascade file. The brain then identifies and distinguishes familiar people among the general objects. For example, when a
baby opens its eyes and observes the world, it learns to distinguish faces, particularly those of its mother, father, siblings and
relatives.

3.3.  Image Filters

In addition to face recognition, the OpenCV library offers a variety of filters for image processing. These filters are widely
used on platforms ranging from computers to cell phones and facilitate various image processing tasks. Image processing is a
field in that digital images are analyzed and modified using various techniques. Libraries such as OpenCV offer numerous filter
functions to help with these tasks, ranging from basic to advanced.
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First, the pyrUp function enlarges an image and typically applies a Gaussian filter to estimate new pixels, doubling the image
size in both dimensions [2]. Conversely, the pyrDown function downsizes an image, also using a Gaussian filter for resampling,
effectively halving the image size [7].

Another important function is pyrMeanShiftFiltering, an image segmentation technique that combines color space and
geometric space. This filter merges regions with similar colors and reduces noise while preserving edges, improving image
segmentation by taking color and spatial information into account [16].

The boxFilter function smoothes an image by averaging the pixels within a certain kernel size. This blurs the image to reduce
noise, but it can also attenuate edge details [14]. For more general filtering purposes, the filter2D function applies a two-
dimensional kernel to an image and performs a convolution operation that can be customized for edge detection, blurring, or
sharpening [29].

The Scharr filter, a derivative filter used to detect edges in an image, offers optimized results compared to the Sobel filter by
providing better precision and less noise, making it ideal for edge detection tasks [3]. In addition, sepFilter2D applies a two-
dimensional filter by splitting it into discrete components. This splits a 2D kernel into two 1D kernels, which reduces
computational costs, especially for large kernels [2].

When building an image pyramid, the buildPyramid function displays images at different resolution levels, a technique useful
for analyzing and blending images with multiple scales [1]. The GaussianBlur filter, known for its effectiveness in smoothing
and noise reduction, uses a Gaussian function to blur an image, creating a natural blur that minimally affects edges [16].

For edge detection and image sharpening, the Laplacian filter uses the second derivative to highlight regions with rapid
intensity changes and emphasize edges and details in the image [29]. Finally, the Sobel filter uses a series of kernels to detect
edges in both horizontal and vertical directions, which is often used to emphasize edges in an image [3].

The OpenCYV library's comprehensive set of filters and image processing functions, such as those mentioned above, provide
researchers and engineers with robust tools that facilitate various applications in computer vision and image analysis.

3.4. The Gauss Filter

In addition to face detection, a Gaussian blur filter was used in this project to make the detected faces unrecognizable. The
Gaussian blur filter is used to make objects in an image unrecognizable that should actually remain unseen. In films, for example,
it is used to censor cigarettes, brands and alcohol or to make certain faces in images and videos unrecognizable.

The Gaussian filter, which is widely used in image processing, serves as a spatial filter to blur images and reduce noise. It
was named after the German mathematician Carl Friedrich Gauss and is based on the principles of the Gaussian distribution [43].
This filter works by recalculating each pixel value in an image as a weighted average of its neighboring pixels. The weights used
in these recalculations are determined by a Gaussian function that decreases with increasing distance from the center pixel [16].

The central mathematical basis of the Gaussian filter is the two-dimensional Gaussian function. This function assigns a
weight to each pixel in the image, whereby the weights are distributed symmetrically around the central pixel. The general
formula for the Gaussian function is showed below:

x? + y?
2mo?

1
G(x,y) = g2 P <— €9)

The standard deviation of the Gaussian function which is represented in this paper by the number 1, which is denoted by o,
determines the filter size, while x and y represent the pixel coordinates [20].

The Gaussian filter smoothes high-frequency components in the image (e.g. sharp edges and noise) while emphasizing low-
frequency components (e.g. broad structural areas). This leads to a reduction of details in the image, while the broad structures
are retained. The ability of the Gaussian filter to preserve edges gives it an advantage over other averaging filters [8]. It is often
used in image processing applications to protect privacy by blurring faces in images and to reduce noise in medical images [21].
In addition, the Gaussian filter can serve as a preprocessing step in face recognition systems to smooth facial images and thus
improve the performance of recognition algorithms [21].

One of the main advantages of the Gaussian filter is its simplicity and effectiveness. It can be applied to both two-
dimensional (2D) and three-dimensional (3D) data, which emphasizes its flexibility and versatility [50]. Despite its edge-
preserving properties, the Gaussian filter can lead to edge blurring for very large o-values. Therefore, the selection of a suitable
o-value depending on the application is crucial [7].
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Overall, the Gaussian filter is an indispensable tool in various image processing applications as it effectively smoothes
images while preserving important structural details.

Fig. 7. Gaussian Blur Applied Face of The Person Who is Trained by The Project and Face of A Random Person Who is not
Trained by The Project in question [42].

3.5.  Project Introduction

As shown in Figure 7, this study demonstrates the automatic application of the Gaussian blur to a recognized face by the
software. The intensity of the Gaussian blur filter can be adjusted as needed, providing flexibility depending on the requirements
of the application [42].

In this study, OpenCV and Python were used to develop software that can recognize faces and apply the Gaussian blur to
those faces. The software was carefully designed for the automatic application of blurring in multimedia content to ensure
privacy protection. The main motivation for this project was the lack of such automatic blurring features in existing software,
which highlighted the need for a tool that could seamlessly integrate privacy protection measures.

The development utilized the capabilities of OpenCV, a powerful open source library for computer vision tasks, and Python,
which is known for its simplicity and effectiveness in handling image processing tasks. By combining these tools, the goal was to
create a solution that not only identifies faces in images and videos, but also effectively applies Gaussian blurring to obscure
them when necessary.

In essence, the project fills a significant gap in current multimedia software by providing an automated method for improving
privacy. The adjustable intensity of the Gaussian blur filter further enhances the utility of the software and makes it suitable for
various scenarios where privacy is of utmost importance.

3.6.  Working Principle

The project was developed using the robust image processing capabilities of OpenCV combined with the versatility of
Python. The workflow involves several key steps.

First, the software recognizes faces using OpenCV's pre-trained Haar cascade classifiers. These classifiers, which have been
trained with various positive and negative images, are able to recognize unique facial features. Once the recognition phase is
completed, the application proceeds to the next step.

In the second step, a Gaussian blur filter is applied to the detected faces so that they are no longer recognizable. This ensures
anonymity and privacy protection in the processed images. The Gaussian blur recalculates each pixel value based on a weighted
average of its neighbors, effectively blurring the image.

Face recognition, an important aspect of this project, is based on Haar cascade classifiers. These classifiers have been
carefully trained with different image sets so that they can accurately identify specific facial features. After the detection phase,
the Gaussian blur filter is applied, a standard technique in image processing to reduce details and noise while preserving the
overall structure.

To summarize, this project successfully integrates face detection and blurring functions with OpenCV and Python. The key
steps include detecting faces with Haar classifiers and then applying a Gaussian blur to these faces. The approach not only
ensures privacy protection, but also demonstrates the powerful possibilities of combining these technologies in image processing
tasks.
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START

This is required for first use

Capture images in frames from
the source

Save face(s) to database
directory

Fig. 8 (a). The following flow diagram illustrates the structure of the project's face capture module.

START

This is required for first use

Save the directory names in the images
directory to the system as person names

Classify the face in each directory
according to their directory names, that
is, find out who the faces are.

Fig. 8 (b). The following flow diagram illustrates the structure of the project's learning module.

prompt user to determine who to apply
Gaussian blur

prompt user to select image source

apply Gaussian blur to the selected
person in the specified source

Fig. 8 (c). The following flow diagram illustrates the structure of the project's face recognition and blur module.
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3.7.  Working Method and Algorithm

Figure 8 provides a visual representation of the flowchart of the project. In the following sections, the development process
and the software algorithm are explained in detail.

The development process started with identifying the core requirements for face recognition and blurring functionalities.
Initially, OpenCV's powerful libraries were selected due to their robust image processing capabilities. Python was chosen due to
its flexibility and extensive support for OpenCV.

After the initial setup, the software algorithm was developed in a series of systematic steps. First, face recognition is
performed using pre-trained Haar cascade classifiers provided by OpenCV. These classifiers have been trained with a set of
positive and negative images and are able to accurately recognize facial features.

Once the faces are detected, the next step is to apply a Gaussian blur filter to these recognized faces. This filter recalculates
the pixel values based on the weighted average of the neighboring pixels, making the faces unrecognizable. The intensity of the
Gaussian blur can be adjusted as required to ensure optimal privacy protection.

Technically, the face recognition phase relies heavily on Haar classifiers. These classifiers are designed to recognize certain
features by processing the image in several stages, each increasing in complexity and specificity. The robustness of this method
lies in its ability to deal with variations in lighting, angles and facial expressions.

After recognition, the Gaussian blur filter is applied. This filter, named after the German mathematician Carl Friedrich Gauss,
uses a Gaussian function to weight the pixel values. The mathematical basis of this filter ensures that high-frequency
components, such as sharp edges and noise, are smoothed out, while low-frequency components, such as wider structures, are
retained.

In summary, the project's development process and software algorithm have been carefully designed to ensure efficient
detection and blurring of faces. By utilizing the power of OpenCV and Python, the software achieves high accuracy in face
detection and effectively applies the Gaussian blur filter to protect privacy.

3.7.1. Installation and Requirements

A Python environment first had to be set up for the project. Python was chosen due to its extensive library support and
seamless integration options. Key libraries included OpenCV, which is known for its robust image processing capabilities, and
NumPy, which is indispensable for numerical operations.

3.7.2. Face Detection

First, Haar cascade classifiers are loaded. These classifiers were trained with a large number of positive (face images) and
negative (non-face images) examples. In each image of the video stream, the system searches for facial features. In this search,
Haar features in different image regions are analyzed and a cascade model is used to classify and recognize faces.

3.7.3.  Applying Gaussian Blur

Once faces are detected, the Gaussian blur filter is applied to the detected areas. The Gaussian blur calculates the weighted
average of the pixel values surrounding a particular pixel, thus making the face unrecognizable and ensuring privacy. During
application, each detected face region is blurred with a specific sigma value, obscuring the facial details and making the faces
unrecognizable.

Figure 9 shows the face of a person who is not registered in the system. In figure 9, it is seen that the project puts a red square
around the face of a person who is not known in its dataset

In Figure 10, we see the face of a person who is known to the system, but to whom no blurring has been applied.

As can be seen in Figure 11, the face of a registered person is outlined in blue, while the face of a non-registered person is
outlined in red. The software is able to recognize multiple faces in a single visual frame.

Figure 12 illustrates the project's image directory. Faces to be trained to the software are stored in directories labeled with
their respective names. The software's learning module is then executed, which completes the learning process by creating a
cascade file based on this data.
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In Figure 13, the software automatically blurs faces that cannot be recognized by the cascade file due to their low resolution,
thus ensuring privacy [42]. The software has a minimum resolution threshold; if a detected face falls below this threshold, it is
automatically blurred. In figure 13, a face is marked with the green frame that is blurred due to its low resolution.

B frame — O

Fig. 10: The Face That Gaussian Blur has not been Applied of A Person Who is Trained by The Project [42].
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Fig. 11: Face of Trained Person in The Software and Untrained Person [42].
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Fig. 13: Application of Gaussian Blur to Low-Resolution Faces [42]

4. Results

OpenCV is a widely used library for image processing on various platforms. Python is a user-friendly and platform-
independent language that makes audio and video processing effortless [2]. In this study, software was developed that performs
face recognition with OpenCV using Python and optionally applies Gaussian blur to the detected faces. The need for this
software arises from the lack of existing software that performs the blurring process automatically [28]. For images with multiple
objects that need to be blurred, each object must be blurred individually [44].

While the blurring process is relatively simple for still images, it is much more difficult for videos [43]. This project aims to
solve this problem and was tested on a segment of the series that tells the well-known story of Prophet Joseph (PBUH), also
known as Yuzarseph [42].

Figures 5, 6 and 7 summarize these tests. The success of the project is satisfactory, although several factors diminish this
success. These factors include:

e Changes in lighting conditions: These have a significant impact on the accuracy of face recognition.

e The limitation of OpenCV to a single cascade file of a particular type: Processing multiple cascade files within a
single file is challenging for OpenCV [27].

e Degradation of image clarity and resolution: Image resolution is crucial for the quality of face recognition and
blurring.

e Degradation of image clarity and resolution: Image resolution is critical to the quality of face recognition and
blurring.

e The inability to capture all angles of the subject in a single cascade file: The limited coverage of perspective in a
single cascade file reduces the robustness of the recognition process [7].

To solve these problems, the following solutions were found:

e Consideration of illumination conditions: Ensuring uniform and appropriate illumination during image acquisition
can improve recognition accuracy.
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Ensuring high image resolution: Using high-resolution images improves the quality of face recognition and
subsequent blurring [3].

Creating different threads and assigning different cascades to these threads: To overcome the limitation of OpenCV
in terms of the number of cascades that can be stored in a single file, different threads can be created, each assigned
to different cascades [34].

Inclusion of comprehensive visual representations when creating cascade files: Including multiple viewpoints and
perspectives of the face in the cascade file improves the robustness of recognition.

This approach ensures that the developed software effectively addresses the identified challenges, thus improving the overall
efficiency and reliability of face recognition and blurring process in video sequences. Future work could focus on the integration
of machine learning techniques to further improve the recognition accuracy under different conditions [1].
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Abstract

This study evaluates the performance of four deep learning models, namely GoogLeNet (InceptionVV3), ResNet-18, ResNet-50, and
ResNet-101, in classifying Optical Coherence Tomography (OCT) images. Images were pre-processed by resizing them to 224x224 pixels and
normalizing the pixel values. The models were fine-tuned using pre-trained weights from ImageNet dataset and trained for 10 iterations using
categorical_crossentropy loss function and Adam optimizer. Performance metrics such as accuracy, precision, recall, specificity, and F1 score
were calculated for each model. The results show that ResNet-101 outperforms other models with 96.69% accuracy, 96.85% sensitivity, and
98.90% specificity. ResNet-50 also showed high performance, while ResNet-18 showed the lowest performance with 33.99% accuracy.
GoogLeNet achieved moderate results with 72.21% accuracy. ROC curves and confusion matrices are used to visualize the classification
performance. ResNet-101 and ResNet-50 show superior performance in all classes, while ResNet-18 and GoogLeNet have higher
misclassification rates. This study highlights the importance of model depth and residual connections in improving the classification
performance of OCT images. The findings show that deeper models such as ResNet-50 and ResNet-101 are more effective in capturing
complex features, leading to better classification accuracy.

Keywords: “OCT, deep learning, GoogLeNet, ResNet-18, ResNet-50, ResNet-101, retinal disease classification.”

1. Introduction

In recent years, rapid advances in deep learning and its applications in medical imaging have shown significant potential to
increase diagnostic accuracy and efficiency. One of the notable applications is the classification of Optical Coherence
Tomography (OCT) images, which are widely used in the detection and monitoring of various retinal diseases. OCT imaging
provides detailed cross-sectional views of the retina, allowing the identification of subtle changes associated with diseases such
as Choroidal Neovascularization (CNV), Diabetic Macular Edema (DME), and Drusen [1].The dataset provided by Kermany et
al. (2018) [1] has become a reference for evaluating the performance of deep learning models in OCT image classification. The
availability of such a comprehensive dataset has facilitated the development and comparison of various deep learning
architectures aimed at improving diagnostic accuracy and supporting clinical decision making.

Several studies have demonstrated the effectiveness of convolutional neural networks (CNNs) in medical image classification
tasks, including OCT image classification. There are many studies on this topic in the literature [2-6]. CNNs are particularly
suitable for this purpose due to their ability to automatically learn hierarchical features from raw image data [7, 8]. However, the
high dimensionality of image data causes difficulties in terms of training and inference and often necessitates the use of
dimensionality reduction techniques [9]. In this study, multiple deep learning models were evaluated for OCT image
classification. Classification operations were performed using four different deep learning models. The model architectures are
GoogLeNet (InceptionVV3), ResNet-18, ResNet-50 and ResNet-101. Comparing these four models is important to understand
how deep learning models can perform at different depths and structures. Furthermore, determining the advantages and
limitations of each model will shed light on more effective model selection and applications for future studies. The results of this
study will contribute to the determination of the most appropriate model for OCT image classification and further research in this
field [10-12]. Previous studies have shown that integrating deep learning models into clinical practice can significantly improve
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diagnostic accuracy, reduce the burden on clinicians, and potentially lead to earlier detection of retinal diseases [13-16]. By
systematically comparing these models, we aim to identify the most effective approach for OCT image classification and
ultimately contribute to the advancement of automated diagnostic tools in ophthalmology.

2. Material and Method

The dataset used in this study is the publicly available OCT dataset provided by Kermany et al. [1]. The dataset consists of a
total of 108,312 optical coherence tomography (OCT) images for four different retinal conditions (NORMAL, CNV, DME,
DRUSEN). The dataset is divided into three parts: training, validation, and test. Training Set: 80,000 images, validation set:
20,000 images, test set: 8,312 images. Data preprocessing steps include resizing and scaling of images. All images are resized to
224x224 pixels and pixel values are scaled to the range [0, 1]. ImageDataGenerator is used for this process. Classification
operations are performed using four different deep learning models. Model architectures are GoogLeNet (InceptionV3), ResNet-
18, ResNet-50, and ResNet-101. The training of the models was performed using the categorical_crossentropy loss function and
the adam optimization algorithm. The models were trained using the weights previously trained on the ImageNet dataset. The
final layers of the models were arranged to represent four classes in the dataset. During the training process, the accuracy and
loss values in the training and validation datasets were monitored. The models were trained for 10 epochs. The ROC curve and
confusion matrix for each model are presented in graphs. Performance metrics are given in the form of tables, and the accuracy,
sensitivity, sensitivity, specificity and F1 score of each model are calculated. Comparing these four models is important to
understand how deep learning models can perform at different depths and structures. The modular structure of GooglLeNet, the
residual connections of ResNet models and the number of layers at different depths allow us to see how model performance and
computational costs are affected by the model. Each of these models represents different deep learning strategies and
optimization techniques, so they offer various advantages and disadvantages when comparing.

2.1.  GooglLeNet (InceptionV3)

GoogLeNet is a deep learning architecture developed by Google in 2014 and won the first place in the ImageNet Large-Scale
Visual Recognition Challenge. InceptionV3 is a more advanced version of this architecture and has a deeper and wider network
structure. Inception modules minimize information loss by combining the output of filters of different sizes [17].

2.2. ResNet-18

ResNet-18 is a model developed by Microsoft Research that allows deep learning networks to be deeper by using residual
connections. It consists of 18 layers and solves the gradient descent problem by using residual connections. This model offers
lower computational costs while preserving the advantages of deeper models[10].

2.3. ResNet-50

ResNet-50 is a deeper version of ResNet-18, consisting of a total of 50 layers. This model has the capacity to learn more
complex features and, thanks to residual connections, it enhances the trainability of the network even at this depth. ResNet-50
offers significantly better performance, especially on large datasets and more complex image processing tasks, thereby
improving the classification accuracy of deep learning models [10].

2.4. ResNet-101

ResNet-101 is a deeper version of the ResNet-50 model and consists of 101 layers. As the depth increases, it becomes
possible to learn more complex features. This model also increases the trainability of deeper networks by using residual
connections [18].

3. Experimental Results and Discussions

In Table 1, GoogLeNet model shows a good performance with 72.21% accuracy rate. ResNet-18 model shows a very low
performance compared to other models. It has the lowest performance with 33.99% accuracy rate and 25.93% F1 score. ResNet-
50 model shows a high performance with 88.84% accuracy rate and 92.05% sensitivity rate. 96.28% specificity rate and 88.36%
F1 score show that this model has a good performance in general. ResNet-101 model shows the highest performance. It gives the
best results with 96.69% accuracy rate, 96.85% sensitivity rate and 98.90% specificity rate. 96.69% F1 score also confirms that
this model is successful.
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Table 1. Model Performance Metrics.

Model  Accuracy Precision Recall Specificity F1 Score
GoogLeNet 0.7221  0.8331 0.7221 0.9074  0.6693
ResNet-18  0.3399  0.4922 0.3399 0.7800  0.2593
ResNet-50 0.8884  0.9205 0.8884 0.9628  0.8836
ResNet-101  0.9669  0.9685 0.9669 0.9890  0.9669

Fig. 1. shows the ROC curves of four different models. ROC curves evaluate the classification performance of each model for
four classes (class 0, class 1, class 2, class 3). The area under the curves (AUC) shows the classification success of the model.
While the GoogLeNet model has 92% and 99% AUC values for class 0 and class 3, it shows a lower performance with 70% for
class 2. The ResNet-50 model shows a very high performance with 99% or 100% AUC values for all classes. In the ResNet-18
model, lower AUC values are observed for class 0, class 1 and class 2, while it shows the highest performance with 89% AUC
value for class 3. The ResNet-101 model shows an excellent performance with 100% AUC values for all classes. In general,
ResNet-50 and ResNet-101 models show the highest performance, while GooglLeNet and ResNet-18 models show lower
performance in some classes. This shows that ResNet-50 and ResNet-101 models are more successful in classification tasks. As
shown in Table 2, our study has high performance rates compared to other studies in the literature.
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Fig. 1. ROC Curves for Different Models.

Fig.2. shows the confusion matrices of four different models (GooglLeNet, ResNet-50, ResNet-18, ResNet-101). Each
confusion matrix compares the actual and predicted class labels of the model for four different classes (NORMAL, CNV, DME,
DRUSEN). The confusion matrix of the GoogLeNet model shows high accuracy in classification, especially in NORMAL and
DRUSEN classes, while it has a large number of misclassifications in the DME class. The confusion matrix of the ResNet-18
model shows low accuracy in all classes, especially in NORMAL and DME classes, with a significant number of
misclassifications. On the other hand, the ResNet-50 model shows high correct classification rates in all classes, while it has a
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significant improvement in the DME class. The confusion matrix of the ResNet-101 model shows almost perfect correct
classification rates in all classes and exhibits the best performance compared to other models. Overall, ResNet-50 and ResNet-
101 models show superior performance with high accuracy and low misclassification rates, while the ResNet-18 model has the
lowest performance. The GoogLeNet model exhibits a moderate performance.
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Fig. 2. Confusion Matrices for Different Models.

4. Conclusions and Future Works

In this study, we evaluated the performance of four deep learning models, namely GoogLeNet (InceptionVV3), ResNet-18,
ResNet-50, and ResNet-101, on the classification of OCT images. Our results show that deeper models, such as ResNet-50 and
ResNet-101, significantly outperform shallower models, such as ResNet-18 and GoogLeNet, in terms of accuracy, precision,
recall, specificity, and F1 score. GoogLeNet achieved a moderate performance with 72.21% accuracy, achieving strong results in
NORMAL and DRUSEN classes, but showing weaker performance in the DME class. ResNet-18, with 33.99% accuracy,
showed the lowest performance in all metrics, demonstrating its limitations in handling complex OCT image classification tasks.
On the other hand, ResNet-50 and ResNet-101 exhibited outstanding performance, with ResNet-101 achieving the highest
accuracy of 96.69%, sensitivity of 96.85%, and specificity of 98.90%. These results indicate that deeper networks with residual
connections can effectively capture complex features in OCT images and lead to more accurate classifications. ROC curves and
confusion matrices further confirm these findings, showing that ResNet-50 and ResNet-101 have higher AUC values and fewer

misclassifications compared to other models. These models show robust performance in all classes, highlighting their potential
for clinical applications in ophthalmology.

Future work should focus on several key areas to further improve the performance and applicability of deep learning models
in OCT image classification. First, increasing the diversity and size of the training dataset can help improve the generalization
capabilities of the models. Combining data augmentation techniques and synthetic data generation can also reduce the challenges
posed by limited labeled data. Second, exploring advanced model architectures and techniques such as attention mechanisms and
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ensemble learning can lead to better performance. Attention mechanisms can help models focus on critical regions in images,
while ensemble learning can leverage the strengths of multiple models to achieve higher accuracy and robustness. Third,
integrating interpretability and explainability methods into models will be crucial for clinical adoption. Understanding the
decision-making process of deep learning models can build trust among healthcare professionals and facilitate the integration of
these models into routine clinical practice. Finally, future research should investigate the real-time deployment of these models in
clinical settings. Developing efficient algorithms for rapid inference and implementing models on edge devices can enable point-
of-care diagnoses, improve accessibility, and reduce the time required for disease detection.

In conclusion, this study demonstrates the potential of deep learning models, particularly ResNet-50 and ResNet-101, for
accurate OCT image classification. By focusing on the future studies outlined, we can further advance the field and contribute to
the development of reliable and effective diagnostic tools for retinal diseases.
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Abstract

Schiff bases, named after German chemist Hugo Schiff, are compounds with a central functional group containing an imine or azomethine
(-C=N-) linkage. They have been extensively studied in various fields such as organic synthesis, coordination chemistry, and medicinal
chemistry due to their diverse properties and wide range of applications. Schiff bases have been extensively utilized in scientific research since
their discovery due to their multifaceted properties. The intense focus on Schiff bases in the literature stems from their versatile characteristics.
This study aims to elucidate the theoretical physical and chemical properties of a compound containing a Schiff base, (Z2)-4-(2,6-
dichlorophenyldiazenyl)-6-{[1,3-dihydroxy-2-(hydroxymethyl)propan-2-ylamino]methyl}-2-methoxycyclohexa-2,4-dienone, whose structure
was previously experimentally elucidated by X-ray diffraction. GaussView 4.1.2 and Gaussian 03W were employed to determine the
compound’s physical and chemical properties. Based on experimental and theoretical geometric parameters, the compound was observed to
possess a keto-amine tautomeric form and exhibit high aromaticity, as evidenced by computational HOMA indices. The compound’s
electrophilic and nucleophilic regions were illuminated based on identified frontier molecular orbitals and electronic parameters derived from
these orbitals, indicating its stability. These findings were supported by molecular electrostatic potential maps, revealing electrophilic and
nucleophilic attack regions on the structure. Polarizability anisotropy (Ac) and hyperpolarizability () values were calculated as 73.3003A% and
5.46547x102° cm® e.s.u.™%, respectively, indicating the structure’s high polarizability feature. Natural bond orbital analysis elucidated the nature
of intramolecular hydrogen bonding and delocalization between electron-donor and acceptor-type orbitals. Finally, Mulliken charge analysis
supported electrophilic and nucleophilic binding regions within the structure.

Keywords: “Schiff base, physical and chemical properties, quantum mechanical calculations.”

1. Giris

Molekiiler modelleme, kuantum mekaniksel hesaplamalardan faydalanarak bir yapinin fiziksel ve kimyasal 6zelliklerinin
belirlenmesini saglayan yontemler biitiiniinii icerir. Bu ydntem, yapilarin uygun alanlarda kullanimmi miimkiin kilar ve
disiplinlerarasi bir yaklagim gerektirir. Fizik, kimya, malzeme bilimi ve biyoloji gibi pek ¢ok alanda siklikla tercih edilmektedir.
Molekiiler modelleme yontemleri, gelismis bilgisayar programlart araciligiyla gerceklestirildiginden, teknolojik ilerlemelere
yakindan baglidir. Bu durum, zaman ve maliyet agisindan olduk¢a verimli bir yaklasim sunmakla birlikte, teknolojideki
ilerlemeler sayesinde daha hassas ve giivenilir hesaplamalar yapilmasina olanak tanir.

Kuantum mekaniksel yontemler, Schrodinger denkleminin ¢dziimiine dayanmaktadir ve diger molekiiler mekanik hesaplama
yontemlerine kiyasla daha hassas sonuglar tiretir. Schrodinger denkleminin ¢éziimiine en yakin sonuglari elde etmemizi saglayan
yontemlerden biri Yogunluk Fonksiyonel Teorisi’dir (YFT). YFT, enerjiden tiiretilen birgok molekiiler 6zelligin belirlenmesinde
oldukga islevseldir [1]. Ayrica, YFT nin birden fazla dalga fonksiyoneli ile ¢aligabilme kapasitesi, onu diger yontemlere kiyasla
daha esnek ve kullanish kilar. Bir yapmin kuantum mekaniksel hesaplamalar ile fiziksel ve kimyasal 6zellikler belirlenirken,
maddenin kimyasal yapisinin net olarak aydinlatilmasi biiyiikk 6nem tasir. Maddenin kristal yap1 tayini, cesitli yontemlerle
gergeklestirilebilir ve bu yontemlerden biri kristalografidir. Kristalografi, kimyasal bir maddenin yapisal 6zelliklerini atomik
Olgekte incelemeyi miimkiin kilar [2]. Schiff bazlari, kesiflerinden bu yana bilimsel ¢alismalarda yaygin olarak kullanilan énemli
bilesiklerdir. Hugo Schiff tarafindan kesfedilen bu kimyasal yapilar, antikanserojen, antimikrobiyal, antitiimér ve antifungal gibi
genis biyolojik etkilere sahip olup, literatiirde sik¢a ¢alisilan molekiillerdir. Schiff bazlarinin karakteristik imin (-C=N-) yapisi,
bu bilesiklere yiiksek biyolojik aktivite kazandirmaktadir. Ayrica, Schiff bazlarina uygun metal veya ametal atomlarinin
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baglanmasiyla kiiciik yapili ligandlar olusturulabilir. Azo bilesikleri, tekstil ve elyaflarin boyanmasi, farkli malzemelerin
renklendirilmesi ve elektro-optik cihazlar ve miirekkep piiskiirtmeli yazicilar gibi yiiksek teknoloji alanlarindaki ¢ok yonlii
uygulamalar1 nedeniyle en yaygin kullanilan boya smifidir [3]. Ayrica, gida ve ila¢ endiistrisinde kullanimi onaylanmis olmasina
ragmen sentetik gida azo boyalari saglik agisindan risk olusturabilir. Son zamanlarda gida azo boyalarinin erkeklerde reprodiiktif
fonksiyonlar agisindan etkilerini inceleyen deneysel ¢aligmalarin sayisinda artig gézlenmistir [4]. Bunlara ilaveten ¢ogu Schiff
bazinin antibakteriyel, antikanser, anti-inflamatuvar ve antitoksik 6zellikleri vardir [5]. Bu 6zelliklerinden dolay1 yapisinda azo
bulunan  daha  Onceden  teorik  hesaplamalari  yapilmamig  (Z)-4-(2,6-diklorofenildiazenil)-6-{[1,3-dihidroksi-2-
(hidroksimetil)propan-2-ilamino]metilen}-2-metoksisiklohek-sa-2,4-dienon  [6] molekiiliiniin  yapis1  kuantum kimyasal
yontemlerle hesaplanarak aydmlatilmaya caligilmistir.

2. Materyal ve Metot

Bu teorik calisma kapsaminda, (2)-4-(2,6-diklorofenildiazenil)-6-{[1,3-dihidroksi-2-(hidroksimetil)propan-2-
ilamino]metilen}-2-metoksisikloheksa-2,4-dienon [6] molekiiliniin fiziksel yapisi, sinir molekiiler orbitalleri, molekiiler
elektrostatik potansiyel (MEP) o6zellikleri, dogrusal olmayan optik (NLO) o6zellikleri, dogal bag orbitalleri (NBO) ve Mulliken
yiikleri incelenmistir. Bunun yani sira, yapmin molekiiler yerlestirme simiilasyonu da gerceklestirilmistir. Bu c¢aligmada,
molekiiliin fiziksel ve kimyasal 6zelliklerinin belirlenmesinde Gaussian 03W [7] yazilimi kullanilmis ve B3LYP/6-311G(d,p)
baz setinde hesaplamalar yapilmistir.

3. Bulgular ve Tartismalar
3.1.  Hesaplamah Molekiiler Geometri

Bilesigin geometri optimizasyonu sonucunda elde edilen yapt Sekil 1’de sunulmustur. Bu bilesik, iki aromatik halka
icermekte olup aromatik halkalar arasindaki a¢1 58.93° olarak hesaplanmistir. Schiff bazlarinin genel olarak iki temel tautomerik
formu bulunmaktadir: enol-imin tautomerik form ve keto-amin tautomerik form. Yapinin geometrik analizi, bilesigin keto-amin
tautomerik formda oldugunu gostermektedir. Bu bulgu, yapinin bag uzunluklari ve igerdigi ¢ift bag karakterinin incelenmesiyle
de dogrulanmustir.

Sekil 1. Bilesige ait optimizasyon sonucu elde edilen geometri.
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Tablo 1°de, bilesige ait bag uzunluklari detayli olarak verilmistir. Tablo 1 incelendiginde, N1=N2 bagi uzunlugunun deneysel
olarak 1.243 (3) A, hesaplamalar sonucunda ise 1.258 A oldugu gozlemlenmistir. Bagin nispeten kisa olmas, ¢ift bag karakterini
dogrulamaktadir. Keto-amin tautomerik formlarinda karakteristik olarak bulunan N=N bag1, Sekil 1°de acikca goriilebilmektedir
ve literatiirdeki benzer yapilarla uyum gostermektedir {sirasiyla 1.341 (2) A ve 1.283 (2) A, Kosar, 2008 [2]; 1.343 (2) A ve
1.383 (2) A, Ersanli vd., 2017 [8]; 1.315 (2) A, Oztiirk vd., 2023 [9]}.

Tablo 1. Deneysel ve hesaplanmis secilmis bag uzunluklar: (1&), bag ve torsiyon agilari (°).

BAG UZUNLUGU, BAG VE TORSIYON ACILARI DENEYSEL [6] HESAPLANMIS

CI1-N1 1.443 (3) 1.410
C2-Cl1 1.727 (3) 1.756
C6-Cl2 1.732 (3) 1.756
C7-C12 1.372 (3) 1.377
C7-N2 1.417 (3) 1.402
C7-C8 1.409 (3) 1.431
C8-C9 1.364 (3) 1.367
C9-01 1.357 (3) 1.356
C15-06 1.416 1.427
C14-N3 1.465 1.464
N3-H23 0.793 1.039
C17-04 1.424 1.416
C16-05 1.410 1.425
C18-01 1.416 1.418
C9-C10 1.434 (3) 1.461
C10-02 1.279 (3) 1.256
c10-C11 1.434 (3) 1.463
Cl1-C12 1.406 (3) 1.411
C11-C13 1.425 (3) 1.411
C13-N3 1.284 (3) 1.316
C14-N3 1.464 (3) 1.465
C18-01 1.417 (3) 1.418
N1-N2 1.243 (3) 1.258
C6-C1-N1 1200 (2) 117.69
C2-C1-N1 1222 (2) 125.48
C8-C7-N2 113.35 (19) 115.01
01-C9-C8 126.3 (2) 125.79
02-C10-C11 123.37 (19) 122.73
N3-C13-C11 1222 (2) 121.84
C15-C14-C17 107.13 (18) 108.85
C13-N3-C14 129.6 (2) 130.1
C10-C11-C13-N3 0.3 (3) 4.16
C1-N1-N2-C7 1792 (2) 177.86

Aromatiklik kavrami, 1985 yilinda Hoffman tarafindan tanimlanmigtir. Bu kavrama gore, aromatik yapilar rezonansla 7
baglari, yani delokalize elektronlara sahip diizlemsel halkalar seklinde tanimlanir. Aromatiklik, bir molekiiliin 6zelliklerinin
anlagilmasinda kritik bir faktordiir. Aromatik halkalar iceren yapilar, tek bag karakteri gosteren yapilara kiyasla daha yiiksek
stabilite sergiler. Aromatikligin osilasyon olgtimii (HOMA), molekiillerdeki bag uzunluklarini degerlendirmek i¢in 6nemli bir
parametredir. Bilesikte bulunan iki aromatik halka icin HOMA degerleri hesaplanmis olup, C1-C6 halkasinin degeri 0.967, C7-
C12 halkasimin degeri ise 0.823 olarak bulunmustur. Bu sonuglar, her iki halkanin da aromatik yapida oldugunu gdstermektedir.
Literatiirde benzer HOMA degerlerine sahip Schiff bazlar1 da incelenmistir (C8-C13 0.942, Kirca vd., 2021 [10]; C1-C6 0.949,
Basak, 2023 [1]).

3.2. Simir Molekiiler Orbitalleri HOMO ve LUMO

Sinir molekiiler orbitalleri, bir yapinin kimyasal kararliligi, optik ve elektronik 6zellikleri gibi dnemli karakteristiklerinin yan1
sira, yapidaki elektrofilik ve niikleofilik bolgelerin belirlenmesinde sik¢a kullanilan analiz yontemlerinden biridir. Bu orbitallerin
analizi biiyiik 6nem tasimaktadir, ¢linkii bir molekiiliin baz1 6zellikleri yalnizca sinir molekiiler orbitalleri tizerinden anlasilabilir.
Dolayistyla, bir yapinin kapsamli analizinde bu orbitallerin belirleyici bir etkisi vardir. En yiiksek enerji seviyesinde isgal edilen
orbital (HOMO) ve en diisiik enerji seviyesinde isgal edilmemis orbital (LUMO) smir orbitalleri olarak kabul edilir. Yap1
iizerinde elektrofilik ve niikleofilik saldir1 bolgeleri mevcuttur ve bu bdolgelerin yapmin hangi kisimlarinda lokalize oldugunu
belirlemek i¢in HOMO ve LUMO orbitalleri incelenebilir. Bilesige ait HOMO ve LUMO smir molekiiler orbitalleri, Sekil 2°de
gosterilmistir.
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(@) (b)
Sekil 2. Sinir molekiiler orbitalleri HOMO ve LUMO.

HOMO-LUMO sinir molekiiler orbital diyagraminda, kirmizi ve yesil renkler kullanilarak bir siniflandirma yapilmaktadir.
Bu siniflandirmada kirmizi bolgeler, yapida en negatif yiike sahip alanlari, mavi bolgeler ise en pozitif yiiklii alanlar1 temsil eder.
Sekil 2 incelendiginde, N atomunun bagl oldugu bélgenin en negatif yiik yogunluguna sahip oldugu gériilmektedir. HOMO,
elektrofilik saldirilarin gergeklestigi bolge olarak degerlendirildiginde, N atomunun bulundugu alanin elektrofilik saldirilara agik
oldugu soylenebilir. LUMO yogunlugu ise, niikleofilik saldirilarin gergeklesebilecegi bolgeleri isaret eder. LUMO {izerinde
niikleofilik saldirt bolgelerinin, benzen halkalarindaki C atomlar1 iizerinde lokalize oldugu tespit edilmistir. Ayrica, LUMO
tizerindeki diger bir elektrofilik saldir1 bolgesi ise C13-N3 bagmimn bulundugu alandir. HOMO ve LUMO sinir molekiiler
orbitalleri, bir yapmnin fizikokimyasal &zelliklerinin belirlenmesinde ©&nemli rol oynayan elektronik parametrelerin
hesaplanmasina olanak saglar. Bu parametreler Tablo 2’de sunulmustur.

Tablo 2. Simir molekiiler orbitallerinden elde edilen elektronik parametreler.

HOMO (eV) -5.2852
LUMO (eV) -2.3219

AE (eV) 2.9633
Kimyasal sertlik, (eV) 1.4817

Kimyasal Yumusaklik, (eV)* 0.3375

Tablo 2°de yer alan 6nemli parametrelerden biri olan AE, sinir molekiiler orbitaller (HOMO ve LUMO) arasindaki enerji
farkini ifade eder. Bu parametre, bir molekiiliin kimyasal kararliligi hakkinda bilgi verir. Genellikle, AE degeri 1.5 eV’in
lizerinde olan yapilarin kimyasal olarak kararli oldugu kabul edilir. Tablo 2’de bu degerin 2.9633 eV oldugu goriilmektedir.
Dolayistyla, bu verilere dayanarak bilesigin kimyasal olarak kararli bir yapi sergiledigi sdylenebilir.

3.3.  Molekiiler Elektrostatik Potansiyel (MEP) Haritasi

MEP haritasi, bir kimyasal yapinin elektrofilik ve niikleofilik etkilesim bdlgelerinin yani sira, hidrojen atomlarinin baglanma
bolgelerinin belirlenmesinde sik¢a kullanilan ve literatiirde 6nemli bir yere sahip bir analiz yontemidir [11]. Bu nedenle, MEP
haritasi, kimyasal yapmin hedef baglanma alanlarinin belirlenmesinde kritik bir rol oynar. MEP haritalarinda renklerle
siniflandirma yapilmaktadir. Harita iizerinde agikga goriilen kirmizi, yesil ve mavi bolgeler, yapinin itme-gekme kuvvetlerini ve
elektrofilik-niikleofilik saldir1 bolgelerini tanimlar. Sekil 3, bilesige ait MEP haritasin1 gostermektedir.
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Sekil 3. Bilesige ait MEP haritasi.

Sekil 3 incelendiginde, kirmizi ve mavi renkli bolgelerin varlig1 net bir sekilde goriilebilmektedir. MEP haritasinda, kirmizi
renkler genellikle en negatif yiilk yogunluguna sahip bolgeleri temsil eder. Sekil 3’e bakildiginda, bu bdlgenin C12 atomu
iizerinde lokalize oldugu tespit edilebilir. Bilesik i¢in bu kirmizi bdlgenin, itme-¢ekme kuvvetlerinin yogun olarak hissedildigi ve
en negatif yikii barindiran bolge oldugu sdylenebilir. Bu nedenle, bu bdlge elektrofilik saldirilar ig¢in bir hedef olarak
degerlendirilebilir. Mavi renkli bolgeler ise en pozitif yiik yogunluguna sahip alanlar1 temsil eder. Sekil 3’te, mavi renkli
bolgelerin baslica N atomlari ¢evresinde ve benzen halkasindaki C9-C10 atomlari iizerinde lokalize oldugu gozlemlenmektedir.
Mavi bolgeler, yapida elektrofilik saldirilarin meydana gelme olasiligmin diigiik oldugu alanlardir ve bu bdlgelerde itme-¢cekme
kuvvetleri genellikle yogun degildir.

3.4. Dogrusal Olmayan Optik Ozellikler (NLO)

Organik bir molekiiliin optik 6zelliklerinin belirlenebilmesi i¢in, molekiiliin kutuplanabilirligi hakkinda bilgi sahibi olmak
gereklidir. Kutuplanabilirlik, bir molekiiliin kararliligi hakkinda 6nemli bilgiler saglar. Molekiillerde kutuplanabilirlige en fazla
katkiy1 saglayan faktor, valans elektronlarinin varligidir [12]. Valans elektronlari, konjugasyonu artirarak ve yapiya alict ve
verici gruplar ekleyerek kutuplanma ve hiperkutuplanma iizerinde énemli bir etkiye sahiptir. Bir molekiiliin dogrusal olmayan
optik (NLO) ozellikleri, genellikle birinci dereceden hiperkutuplanabilirligi ile belirlenir. Dogrusal olmayan optik 6zelliklere
sahip yapilar, telekomiinikasyon, optik anahtarlama ve optik veri depolama gibi bir¢ok alanda etkin bir sekilde kullanilabilir [13].
Bu nedenle, dogrusal olmayan optik 6zelliklere sahip yapilar yiiksek potansiyele sahiptir. Bilesige ait hesaplanan dipol moment,
kutuplanabilirlik ve hiperkutuplanabilirlik degerleri Tablo 3’de sunulmustur.

Tablo 3. Bilesige ait hesaplanan dipol moment (p), kutuplanabilirlik (¢) ve hiperkutuplanabilirlik () degerleri (a.u.)

Hx 2.0495 ﬁxxx 3.5286 x 102
Wy -3.013 ﬁxxy -3.4471x10%
u: 0588 Bey -1.3298x10%

By  1.4038x10%
oxx 4.1026 Bxxz 2.2428x10%
axy 17775 Pxz -6.3813x10%3
ayy  2.0755 Py, -2.7898x10-%
Olxz 1.105 ﬁxzz 1.3986x102°
Oyz -6.63 ﬁyzz 2.0180x10%0
oz 3.4786 Bzzz 6.6031x10-%0

Bilesige ait toplam dipol moment, ortalama dogrusal kutuplanabilirlik anizotropisi ve hiperkutuplanabilirlik degerleri Tablo
4’de sunulmaktadir.
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Tablo 4. Bilesige ait toplam dipol moment, ortalama dogrusal kutuplanabilirlik, kutuplanabilirlik anizotropisi ve
hiperkutuplanabilirlik degerleri.

Toplam Dipol Moment (ptot), (D) 3.6907
Ortalama Dogrusal Kutuplanabilirlik (a), (A3) 32.189
Kutuplanabilirlik Anizotropisi (Aa), (A3) 73.3003

Hiperkutuplanabilirlik (B), (cm® e.s.u.™) 5.46547x102°

Bir molekiilin dogrusal olmayan optik (NLO) ozellikleri degerlendirilirken, genellikle tirenin kutuplanabilirlik ve
hiperkutuplanabilirlik degerleri referans olarak alinir. Urenin referans alinmasinin nedeni, iirenin yiiksek kutuplanabilirlik ve
hiperkutuplanabilirlik ozelliklerine sahip olmasidir. Literatiirde, {irenin kutuplanabilirlik ve hiperkutuplanabilirlik degerleri
sirastyla 3.8312 A% ve 3.7289 x 103! cm® e.s.u.” olarak rapor edilmistir [14]. Bu referans degerlerle karsilastirildiginda, bilesigin
kutuplanabilirlik degeri itireninkinden yaklasik 8.5 kat daha yiiksek, hiperkutuplanabilirlik degeri ise yaklasik 15 kat daha
fazladir. Bu sonuglar, bilesigin yiiksek kutuplanma ve hiperkutuplanma &zelliklerine sahip oldugunu gosterir. Ayrica, bu oranlar
bilesigin yiiksek sayida valans elektronuna ve gii¢lii bir konjugasyon yetenegine sahip oldugunu da isaret eder.

3.5.  Dogal Bag Orbitali (NBO) Analizi

Dogal bag orbitalleri, maksimum elektron yogunluguna sahip bag orbitallerini tanimlar. Léwdin’e gore, dogal bag orbitalleri
N-elektronlu dalga fonksiyonlarindan tek elektronlu dalga fonksiyonlarini tiiretmektedir. Bu orbitaller, dogal yari-lokalize
molekiiler orbitaller ve dogal lokalize orbital setleri i¢inde yer alir. NBO (Dogal Bag Orbitali) analizi, kuantum kimyasinda
onemli bir rol oynar ciinkii kuantum dalga fonksiyonlarinin ve modern hesaplama yontemlerinin pratik bir degerlendirmesini
saglar. Ayrica, NBO analizi, bir yap1 igerisindeki hidrojen baglarmnin anlasilmasinda ve elektron yogunlugunun alici ve verici
orbitaller arasindaki delokalizasyonunu agiklamada 6nemli bir yaklasimdir [15]. Bilesige ait NBO analizi verileri Tablo 5°te
sunulmustur.

Tablo 5. Bilesige ait dogal bag orbitali (NBO) analizi.

Verici (i) Alici (j) E(2) (kcal/mol) E()-E() (au) F(ij) (a.u)
BD(2) C1-C6 BD’ (2) C4-C5 20.48 0.30 0.070
BD(2) C1-C6 BD* (2) C2-C3 18.47 0.29 0.066
BD(2) C4-C5 BD* (2) C1-C6 20.61 0.27 0.068
BD(2) C4-C5 BD" (2) C2-C3 21.38 0.27 0.069
BD(2) C2-C3  BD" (2) C1-C6 20.26 0.29 0.070
BD(2) C2-C3  BD" (2) C4-C5 18.40 0.30 0.067

LP(2)O1  BD"(2) C11-C12 32.19 0.34 0.097

LP(2)03  BD*(1) C3-H33 2252 0.68 0.112

LP(2) 03  BD’(1) C1-Cll 17.20 0.77 0.104

Tablo 5’de, Lewis tipi dolu orbitallerden non-Lewis alici tipi orbitallere elektron yogunlugu transferi yapilmistir. Fock
matrisinin ikinci dereceden pertiirbasyon analizi sonucunda elde edilen stabilizasyon enerjileri [E(2)] degerleri, 15 kcal/mol ve
tizeri enerji degerleri ile sinirli olarak tabloya dahil edilmistir; diger veriler tabloya eklenmemistir. Bu analiz, molekiiller arasi
etkilesim kuvvetleri hakkinda yorum yapma imkan1 sunar. Alict ve verici orbitaller arasindaki stabilizasyon enerjisi ne kadar
yiiksekse, etkilesim de o kadar giigliidiir. Ayrica, yiiksek stabilizasyon enerjisi, orbitallerin yiiksek derecede delokalize oldugunu
gosterir. Tablo 5 incelendiginde, en yiiksek stabilizasyon enerjisine sahip etkilesimin n(O1) — n* (C11-C12) etkilesimi oldugu
goriilmektedir. Bu bulgu, s6z konusu etkilesimde yiiksek derecede molekiil i¢i hiperkonjugasyon oldugunu gosterir.

3.6. Mulliken Yiikleri

Mulliken yiiklerinin belirlenmesi bir yapinin kimyasal ve fiziksel 6zelliklerinin aydinlatilmasi ig¢in 6nemlidir. Mulliken
yukleri, yapida bulunan atomlarin pozitif veya negatif yiiklerini belirlememizi dolayisiyla elektrofilik ve niikleofilik
reaksiyonlarini belirlemek i¢in kullanilir. Bilesige ait Mulliken yiikleri Tablo 6’da sunulmustur.

Tablo 6 incelendiginde negatif yiiklere klor ve oksijen atomlariin sahip oldugu agik¢a gozlenmektedir. Bu atomlarin yaninda
C2, C6, C7, C9 ve C14 atomlar1 da yine negatif yiike sahiptir. Dolayisiyla negatif yiikler incelendiginde bu atomlarin elektrofilik
reaksiyon gosterdikleri agiktir.
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Tablo 6. Bilesige ait Mulliken yiikleri (e).

ATOM YUK ATOM YUK
C1 0.296987 Cl14  -0.162400
C2 -0.229494  C15 0.248557
C3 0.155470 C16 0.279270
(o] 0.020729 C17 0.329596
C5 0.162137 C18 0.234508
C6 -0.049018  CI1  -0.044407
C7 -0.049018 Cl2  -0.052224
c8 0.155441 01 -0.327203
C9 -0.254268 02 -0.427318
C10  0.218987 03 -0.156391
C11 0.118060 04 -0.145886
C12 0.081446 05 -0.145082
C13 0.336931

4. Sonuglar

Bu calismada, glinlimiizde gida azo boyalariyla ilgili ¢alismalara olan ilginin artarak devam etmesi sebebiyle azo bilesiginin
fiziksel, kimyasal ve antikanserojenik 6zellikleri kuantum kimyasal hesaplamalar kullanilarak incelenmistir. Schiff bazlari, artan
literatiir ilgisi ve sahip olduklar fiziksel, kimyasal, biyolojik, optik gibi cesitli 6zellikler nedeniyle arastirmacilar tarafindan
ilgiyle incelenen yapilarin basinda gelmektedir. Ayrica, Schiff bazlar1 ¢esitli disiplinlerde arastirilan kimyasal yapilar arasinda
onemli bir yer edinmistir. Yapilan hesaplamalar sonucunda, molekiiler elektrostatik potansiyel haritasi, kirmizi ve sar1 bolgeler
elektrostatik potansiyel enerjinin en negatif deger aldig1 ve molekiiliin tamami {izerinden ¢ekirdege gore elektron yogunlugunun
fazla oldugu bolgeleri temsil etmektedir. Mavi bolgeler ise elektrostatik potansiyel enerjinin en pozitif deger aldigi ve kismi
pozitif yiiklerin bulundugu bdlgeleri temsil etmektedir. Ayni zamanda kirmizi ve mavi bolgeler sirasiyla, kimyasal reaksiyona
yatkin olan ve reaksiyona girme agisindan kararsiz bolgeleri ifade etmektedir. Calisilan bilesigin sinir molekiiler orbitaller
(HOMO ve LUMO) arasindaki enerji farki (AE) 2.9633 eV olarak hesaplanmis olup bilesigin kimyasal olarak kararlt bir yap1
sergiledigi, bilesigin yiiksek fiziksel ve kimyasal aktiviteye sahip oldugu gézlemlenmistir. Bilesigin kutuplanabilirlik degeri
iireninkinden yaklagik 8.5 kat ve hiperkutuplanabilirlik degeri ise yaklasik 15 kat daha fazla oldugu hesaplanmistir. Bu sonuglar,
bilesigin yiiksek kutuplanma ve hiperkutuplanma 6zelliklerine sahip oldugunu gdstermistir. Ayrica, bu oranlar bilesigin yiiksek
sayida valans elektronuna ve giiclii bir konjugasyon yetenegine sahip oldugunu da isaret etmistir. Bu c¢alisma sonuglarinin,
gelecekteki aragtirmalarda aragtirmacilara yeni materyal tasarimi ve sentezleme siireglerinde rehberlik edecegi dngoriilmektedir.

NOT: Bu calisma, 17-19 Mayis 2024 tarihleri arasinda diizenlenen 5. Ulusal Kristalografi Toplantisinda poster olarak
sunulmus ve toplant1 kitapgiginda 6zet bildiri olarak yaymlanmistir (https://ukd.org.tr/tucr2024/home-2/).
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Abstract

Transient analysis of power systems is essential for understanding dynamic responses and stability under fault conditions. This paper
focuses on the transient analysis of the IEEE 6 bus power system using the PowerWorld Simulator, with the primary objective of investigating
the system’s behavior under various fault conditions, including three-phase balanced faults, line-to-ground faults, line-to-line faults, and double
line-to-ground faults. The IEEE 6 bus system, a standardized benchmark for testing power system algorithms, provides a simplified yet
effective model for examining transient phenomena. Utilizing the PowerWorld Simulator, this study models and simulates fault conditions to
assess their impacts on key parameters such as bus voltages, generator rotor angles, and generator voltages. By conducting a series of
simulations, we aim to provide a detailed characterization of the transient response of the IEEE 6 bus system under each fault scenario. The
results of our analysis reveal distinct patterns of system behavior for each type of fault. Three-phase balanced faults, being the most severe,
significantly disrupt system stability, causing considerable deviations in voltage and phase angles. Line-to-ground faults, although less severe,
still pose substantial challenges, especially in terms of voltage stability at the faulted bus. Line-to-line faults primarily affect the phase voltages,
leading to asymmetrical disturbances that propagate through the network. Double line-to-ground faults, which combine characteristics of line-
to-line and line-to-ground faults, exhibit complex transient dynamics that test system resilience and control mechanisms. Our findings
underscore the necessity for robust protective measures and control strategies to mitigate the adverse effects of these faults. The study
highlights the importance of fault location, fault type, and system configuration in determining the overall stability and reliability of the power
system.

Keywords: “Fault analysis, IEEE 6 bus system, PowerWorld simulator, transient stability.”

1. Introduction

In electrical power systems, faults can disrupt normal operation, cause equipment damage, and pose safety hazards. The four
main types of faults are line-to-ground, line-to-line, double line-to-ground, and three-phase balanced faults. Line-to-ground faults
occur when one phase conductor contacts the ground or a grounded object, creating an imbalance in the system [1]. This is the
most common fault type, characterized by high fault currents flowing from the line to the ground, potentially causing equipment
damage and power outages. Causes include insulation failure, physical damage, or environmental factors. Line-to-line faults
occur when two phase conductors come into contact, leading to an unbalanced condition with high fault currents between the
phases [2]. This can result from insulation failure, swaying conductors in high winds, or mechanical damage, posing risks of
extensive equipment damage and arc flash incidents. Double line-to-ground faults involve two phase conductors contacting the
ground simultaneously, causing severe imbalance and high fault currents [3]. These faults, often due to insulation failure or
severe environmental conditions, can lead to extensive system damage and pose greater safety hazards. Three-phase balanced
faults, also known as symmetrical faults, involve all three phases short-circuiting together, resulting in extremely high fault
currents [4]. Although less common, these faults are the most severe, potentially causing maximum equipment damage and
widespread power outages due to their catastrophic nature, including major equipment explosions or extreme mechanical
damage. Understanding these fault types and implementing effective detection and protection mechanisms is crucial for
maintaining power system stability and safety.

In recent years, the use of simulation tools in power system analysis has become increasingly prevalent [5]. The increasing
prominence of simulation tools in power system analysis reflects the growing complexity and dynamic nature of modern power
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systems. Among these tools, the PowerWorld Simulator stands out as a powerful software package that offers a comprehensive
platform for studying and analyzing various aspects of power systems [6-8]. Many researchers have explored the application of
PowerWorld Simulator in various aspects of power system analysis, including load flow studies, contingency analysis, and
dynamic simulations [9-11].

One of the key areas where PowerWorld Simulator has been extensively utilized is in the analysis of transient stability in
power systems. Transient stability is a critical concern in power system operation, as it determines the system’s ability to
withstand sudden disturbances, such as faults or load changes, and maintain synchronism [12]. By simulating the system’s
response to various transient events, researchers and practitioners can gain valuable insights into system behavior and devise
effective strategies for system protection and control. Several studies have investigated the use of PowerWorld Simulator in
transient stability analysis, focusing on different power system configurations and scenarios. Kaur and Kumar [13] concentrated
on enhancing transient stability in the IEEE 9 bus system through the PowerWorld Simulator, emphasizing the importance of
bolstering transient stability in power systems. Similarly, Mahasathyavathi et al. [14] explored load frequency control for a
multi-area power system using the PowerWorld Simulator, stressing the significance of minimizing transient response and
assessing generator contributions under different disturbances. These studies underscore the pivotal role of PowerWorld
Simulator in scrutinizing and enhancing power system performance under transient conditions. Furthermore, Kim and Overbye
[15] introduced an optimal subinterval selection approach for power system transient stability simulation, showcasing the
versatility of PowerWorld Simulator in managing intricate analyses related to transient stability. Additionally, Demetriou et al.
[16] executed dynamic tests on IEEE test systems for transient analysis, further demonstrating the applicability of simulation
tools like PowerWorld in evaluating power system conditions post-contingency events. Summaries of other studies on transient
stability analysis using PowerWorld Simulator are provided in Table 1.

Table 1. List of studies on transient stability analysis using PowerWorld Simulator.

Publication
Author(s) Year Summary
Anuar et al. [17] 2020 Tr_ns paper explores transient stability analysis of the IEEE 14 bus system using PowerWorld Simulator,
with detailed observations and outcomes.
Anwar et al. 2020 The paper focuses on evaluating the transient stability of the IEEE 9 bus system when subjected to
[18] various simultaneous disturbances.
The paper presents a method for enhancing the transient stability of a three-machine nine-bus power
Patel [19] 2020 - o .
system by tuning power system stabilizers using a frequency response approach.
Tina et al. [20] 2021 The paper evalqates various metths for e_nl_wa_mcmg transient stability in power systems, focusing on their
technical effectiveness and economic feasibility.
Rajesh Varma et 2021 This paper investigates the transient stability of the IEEE 9 bus power system, focusing on the system’s

al. [21] response to various disturbances using the PowerWorld Simulator.
Tina et al. [22] 2022 This paper examines various technical strategies aimed at enhancing the transient stability of power
systems that integrate wind power generation.
This paper examines the transient stability of a power system under different contingency scenarios, using
Salim et al. [23] 2023 PowerWorld Simulator to analyze the impact of faults and load changes on system stability and
synchronism.

The IEEE 6 bus system, a widely accepted benchmark for power system studies, was chosen for its simplicity and
representativeness of key features found in larger systems. This small-scale, radial power system allows for efficient analysis of
transient phenomena without excessive complexity. By leveraging the capabilities of PowerWorld Simulator, this study aims to
contribute to the field by specifically focusing on transient behavior within the IEEE 6 bus power system. While previous
research has explored transient stability in larger systems, the IEEE 6 bus system presents a unique challenge due to its smaller
scale and potentially different transient response characteristics. Most studies concentrate on larger, more complex networks.
This research will address this gap by conducting a comprehensive transient analysis of the IEEE 6 bus system using
PowerWorld. By simulating various transient events, such as fault occurrences, the study will provide valuable insights into the
system’s dynamic behavior and assess its performance under different operating conditions. The insights gained from these
simulations can be applied to larger systems, contributing to a deeper understanding of power system dynamics and stability. The
main contribution of this study can be summarized in the following points:

e Transient analysis helps identify potential vulnerabilities, stability issues, and system responses to disturbances.
These are essential for ensuring the reliability and resilience of power networks.

e The findings from this study can be used to develop and validate control strategies, protection schemes, and
mitigation techniques that can be applied to larger-scale power systems with similar characteristics.

e This work can contribute to the broader understanding of power system dynamics and support the development of
more robust and efficient power system designs and operation practices.

The rest of the paper is structured as follows. Section 2 describes the IEEE 6 bus system, a standard test system used in power
system analysis, and the application of the Newton-Raphson method for power flow analysis. Section 3 presents the simulation
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results for each fault type, analyzing the effects on bus voltages, generator rotor angles, and generator voltages. Finally, Section 4
synthesizes the principal findings of the study, elucidates their significance and possible applications, and offers
recommendations for future research directions.

2. Power System Modeling

This study utilizes the IEEE 6 bus power system. The IEEE 6 bus power system is a standard test system used in power
system analysis and evaluation. It is a simplified representation of a real power grid, consisting of six buses, three generators,
three loads, and eleven transmission lines. This system is designed to provide a common platform for studying various power
system phenomena and testing different power system applications. The single line diagram of IEEE 6 bus power system is
shown in Fig. 1.

l 4 5 l 6
Fig. 1. IEEE 6 bus power system.

Bus 1 is a slack bus. This bus acts as the reference bus, providing a constant voltage magnitude (in per-unit, pu) and angle. It
balances the active and reactive power in the system. Buses 2 and 3 are generator buses. These are also known as PV buses. They
have a fixed voltage magnitude, but their voltage angle and real power output can vary. Buses 4, 5, and 6 are load buses. These
are also known as PQ buses. They have specific power demands (active and reactive power) that need to be met by the
generators. The bus data and line parameters for the IEEE 6 bus power system are provided in Table 2 and Table 3, respectively.

Table 2. Bus data of IEEE 6 bus system.

Bus Bus Voltage Generation Load
No Type (pu) P (MW) Q (MVAIr) P (MW) Q (MVAr)
1 Slack 1.05 - - 0 0
2 PV 1.05 50 - 0 0
3 PV 1.07 60 - 0 0
4 PQ 1 0 0 70 70
5 PQ 1 0 0 70 70
6 PQ 1 0 0 70 70

Table 3. Line parameters of IEEE 6 bus system.

Bus No Resistance Reactance Line Charging
From-To (pu) (pu) (pu)
1-2 0.1 0.2 0.04
1-4 0.05 0.2 0.04
1-5 0.08 0.3 0.06
2-3 0.05 0.25 0.06
2-4 0.05 0.1 0.02
2-5 0.1 0.3 0.04
2-6 0.07 0.2 0.05
3-5 0.12 0.26 0.05
3-6 0.02 0.1 0.02
4-5 0.2 0.4 0.08
5-6 0.1 0.3 0.06

The power flow analysis of the IEEE 6 bus power system modeled in PowerWorld Simulator was performed using the
Newton-Raphson method. The Newton-Raphson method, a powerful iterative technique, finds widespread application in power
flow analysis. This method leverages the Taylor series expansion to linearize the nonlinear power flow equations, thereby



140

transforming them into a system of linear equations that can be readily solved [7]. Starting with an initial guess for the voltage
magnitudes and angles at each bus, the Newton-Raphson method iteratively refines these estimates by solving the linearized
equations [24]. The process continues until the difference between successive iterations falls below a predetermined tolerance,
signifying convergence to a solution. The robustness and rapid convergence of the method establish it as a fundamental tool in
power system analysis, facilitating engineers in precisely predicting the steady-state operating conditions of electrical networks.
The power flow analysis of the IEEE 6 bus power system modeled in the PowerWorld Simulator, conducted using the Newton-
Raphson method, is shown in Fig. 2.

108 MW 50 MW 60 MW
16 Mvar 74 Mvar 90 Mvar

1,05 pu
0,00 Deg

70 MW 70 MW 70 MW
70 Mvar 70 Mvar 70 Mvar

Fig. 2. Simulation results of power flow analysis using the Newton-Raphson method.

3. Results and Discussion

This study will conduct fault analysis on a per-bus basis for buses 1 through 6 of the IEEE 6 bus power system. The
simulation results for various fault scenarios are detailed in Tables 4, 5, 6, and 7. These tables can be used to analyze how the
system responds to different fault types and how these faults affect the voltage, current, and power values in the system. The
voltage magnitudes are given in pu values. This represents normalized values with respect to the nominal value and facilitates
comparison of systems with different voltage levels. The angle values are given in degrees and are important indicators for
system stability. Large angle differences may indicate that the system is approaching instability. These analyses were performed
using the PowerWorld simulator, allowing for quick and effective examination of fault conditions in complex power systems.

Table 4 shows the effects of single line-to-ground faults at each bus in the system. During a fault, the voltage of the faulted
phase approaches zero, while the voltages of the other phases increase. For example, when a fault occurs at bus 1, the voltage of
phase A becomes zero, while the voltages of phases B and C rise to 1.29516 pu and 1.11105 pu, respectively. Similarly, the
angle of the faulted phase changes significantly compared to the other phases. This is a characteristic feature of single line-to-
ground faults. Such faults can lead to overloading and potential damage to the equipment.

Table 5 illustrates the phase voltages and angles for each bus in the event of a line-to-line fault. At bus 1, the voltage for
phase A is 1.05 pu, and for phases B and C, it is 0.525 pu. This substantial difference in voltages indicates a significant
disturbance in voltage balance due to the fault. The phase angles are 0°, -180°, and -180° for phases A, B, and C, respectively,
illustrating the phase shift caused by the fault. Such shifts can lead to harmonic distortions and power quality issues in the
system.

Table 6 shows the double line-to-ground fault condition. At bus 1, phase A has a voltage of 1.2672 pu, while phases B and C
are at 0 pu. The phase angles are 3.52°, -48.81°, and -41.63° for phases A, B, and C, respectively. This substantial discrepancy in
voltages and angles highlights the severe imbalance caused by the fault, leading to major energy losses and potential equipment
failures.
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Table 4. Single line-to-ground (L-G).

Fault Bus Bus Number Phase Volt A Phase Volt B Phase Volt C Phase Ang A Phase AngB  Phase Ang C

1 0 1.29516 1.11105 -1.79 -127.24 134.86
2 0.28601 1.26616 1.03918 -19.35 -127.39 128.88
1 3 0.40035 1.26636 1.04116 -15.34 -126.87 126.67
4 0.16067 1.2299 1.00935 -25.34 -129.72 130.88
5 0.20618 1.22515 0.99445 -26.21 -130.29 129.7
6 0.31088 1.22675 0.9852 -23.26 -129.41 127.41
1 0.18558 1.27979 1.07302 7.35 -125.41 133.71
2 0 1.32507 1.10952 178.52 -131 132.73
2 3 0.21743 1.30941 1.0798 -9.84 -129.12 129.58
4 0.03945 1.26957 1.04126 -31.58 -131.43 133.35
5 0.08268 1.26309 1.02749 -24.21 -132.07 132.13
6 0.11365 1.27723 1.03309 -26.18 -132.05 130.81
1 0.34773 1.24328 1.05341 4.69 -124.12 131.46
2 0.25726 1.26976 1.06384 -3.35 -128.57 129.39
3 3 0 1.33975 1.13972 -2.59 -131.94 131.65
4 0.23247 1.21983 1.00773 -6.52 -129.57 130.29
5 0.13664 1.24171 1.02608 -11.79 -131.89 130.92
6 0.06701 1.27303 1.05757 -16.37 -133.13 130.73
1 0.30631 1.25316 1.08386 3.4 -125.67 132.39
2 0.29491 1.27452 1.07377 -11.44 -129.07 129.76
4 3 0.42596 1.27121 1.0672 -10.6 -128.15 127.33
4 0 1.27025 1.09479 176.09 -133.86 133.58
5 0.25236 1.22626 1.01895 -15.47 -131.46 130
6 0.33145 1.23181 1.01342 -16.63 -130.81 128.06
1 0.35045 1.24854 1.0824 4.58 -125.55 132.12
2 0.33235 1.26769 1.0753 -6.63 -129.08 129.41
5 3 0.34731 1.28928 1.09243 -8.95 -129.5 128.63
4 0.25496 1.22475 1.03252 -1.72 -130.78 130.79
5 0 1.27801 1.09937 -2.27 -135.36 133.18
6 0.25189 1.2502 1.04298 -14.52 -132.34 129.38
1 0.4123 1.23633 1.06649 4.42 -124.67 131.25
2 0.32618 1.26363 1.07755 -2.52 -129.14 129.21
6 3 0.25591 1.29871 1.11588 -1.84 -130.64 129.36
4 0.29884 1.21177 1.02042 -4.72 -130.11 129.95
5 0.21563 1.23031 1.03866 -5.79 -132.41 130.37
6 0 1.29672 1.1086 1.42 -135.49 132.19

Table 5. Line-to-line (L-L).

Fault Bus Bus Number Phase Volt A Phase Volt B Phase Volt C  Phase Ang A Phase AngB  Phase Ang C

1 1.05 0.525 0.525 0 -180 -180
2 1.05001 0.59849 0.54635 -3.67 -161.3 151.68
1 3 1.07002 0.6415 0.60642 -4.27 -154.26 143.78
4 0.98938 0.52586 0.506 -4.2 -168.02 158.98
5 0.98545 0.54074 0.51273 -5.28 -165.14 153.44
6 1.00443 0.58682 0.54487 -5.95 -159.6 145.5
1 1.05 0.50272 0.5822 0 -164.29 166.48
2 1.05001 0.52501 0.52501 -3.67 176.33 176.33
2 3 1.07002 0.55371 0.56913 -4.27 -166.38 158.33
4 0.98938 0.48788 0.50706 -4.2 -178.02 169.86
5 0.98545 0.48914 0.51357 -5.28 -174.37 164.34
6 1.00443 0.51143 0.51527 -5.95 -173.95 162.14
1 1.05 0.53335 0.65105 0 -149.3 155.28
2 1.05001 0.52907 0.59922 -3.67 -160.76 156.22
3 3 1.07002 0.53501 0.53501 -4.27 175.73 175.73
4 0.98938 0.49882 0.57399 -4.2 -159.7 154.69
5 0.98545 0.48415 0.54001 -5.28 -168.56 159.78
6 1.00443 0.48747 0.52818 -5.95 -177.07 165.86
1 1.05 0.53411 0.60268 0 -155.99 158.86
2 1.05001 0.57787 0.55926 -3.67 -161.49 153.36
4 3 1.07002 0.62974 0.62276 -4.27 -153.15 144.21
4 0.98938 0.49469 0.49469 -4.2 175.8 175.8
5 0.98545 0.5346 0.53628 -5.28 -162.2 151.72
6 1.00443 0.57441 0.56075 -5.95 -158.54 145.92
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Table 5 (continued). Line-to-line (L-L).

Fault Bus Bus Number Phase Volt A Phase Volt B Phase Volt C  Phase Ang A Phase AngB Phase Ang C

1 1.05 0.53655 0.62641 0 -152.34 156.57
2 1.05001 0.56753 0.59075 -3.67 -158.16 151.89
5 3 1.07002 0.59253 0.59337 -4.27 -158.71 150.2
4 0.98938 0.51579 0.55324 -4.2 -161.1 154.35
5 0.98545 0.49273 0.49273 -5.28 174.72 174.72
6 1.00443 0.53845 0.54102 -5.95 -164.41 152.62
1 1.05 0.55548 0.66438 0 -146.23 152.3
2 1.05001 0.54809 0.6103 -3.67 -157.22 152.74
6 3 1.07002 0.54267 0.58782 -4.27 -164.65 157.67
4 0.98938 0.51699 0.58618 -4.2 -156.11 151.27
5 0.98545 0.49562 0.55608 -5.28 -163.57 155.47
6 1.00443 0.50222 0.50222 -5.95 174.05 174.05

Table 6. Double line-to-ground (L-L-G).

Fault Bus Bus Number Phase Volt A Phase Volt B Phase Volt C  Phase Ang A Phase Ang B Phase Ang C

1 1.2672 0 0 3.52 -48.81 -41.63
2 1.20635 0.24159 0.30118 1.14 -137.22 107.67
1 3 1.20174 0.34422 0.41693 0.53 -133.91 1111
4 1.17916 0.13 0.19565 0.59 -130.07 102.27
5 1.16838 0.16774 0.2482 -0.18 -132.08 101.23
6 1.15951 0.25629 0.34666 -0.54 -136.33 104.09
1 1.23348 0.15013 0.19225 4 -112.11 136.14
2 1.28293 0 0 0.31 58.52 -61.48
2 3 1.25283 0.18149 0.22515 0.19 -128.9 117.73
4 1.21996 0.03743 0.06987 0.37 -91.42 100.29
5 1.209011 0.07164 0.12187 -0.48 -107.46 103.87
6 1.2183 0.08778 0.14423 -0.99 -125.5 103.16
1 1.19699 0.29274 0.36772 3.86 -112.55 131.79
2 1.22105 0.2146 0.27611 0.45 -119.4 123.95
3 3 1.30509 0 0 -0.64 -122.59 117.41
4 1.16913 0.19903 0.27244 0.3 -114.53 119.38
5 1.19419 0.12279 0.1807 -0.81 -108.45 113.16
6 1.22825 0.06074 0.10037 -1.64 -99.42 110.58
1 1.21401 0.25135 0.29746 3.18 -120.57 132.79
2 1.22207 0.24998 0.2869 0.2 -134.77 116.49
4 3 1.21242 0.36539 0.42264 -0.27 -132.24 116.56
4 1.23721 0 0 -1 56.09 -63.91
5 1.17187 0.2134 0.27333 -1.05 -130.05 111.59
6 1.16952 0.27854 0.34709 -1.44 -134.09 110.87
1 1.20841 0.28685 0.34221 3.08 -118.71 133.91
2 1.21665 0.27749 0.32462 -0.03 -129.63 121.84
5 3 1.23639 0.29461 0.33529 -0.6 -132.66 118.98
4 1.1755 0.21365 0.26703 -0.42 -124.98 119.93
5 1.24123 0 0 -2.08 -122.27 117.73
6 1.1948 0.20968 0.26107 -1.89 -132.7 113.46
1 1.19333 0.34599 0.41522 3.24 -116.21 132.28
2 1.21713 0.27302 0.32576 -0.16 -123.87 125.54
6 3 1.25695 0.21325 0.24519 -0.99 -126.61 127
4 1.16298 0.25478 0.31966 -0.37 -120.23 122.04
5 1.18464 0.18739 0.23847 -1.55 -118.42 120.13
6 1.25845 0 0 -2.59 -118.58 121.42

Table 7 presents the three-phase balanced fault condition, which is the most severe type of fault. For bus 1, the phase voltages
for all three phases are 0 pu, with phase angles at 90°. At bus 2, all three phase voltages are 0.2651 pu, with phase angles of -
10.78°, -130.78°, and 109.22° for phases A, B, and C, respectively. This data indicates symmetrical voltage values but significant
differences in phase angles, suggesting a symmetrical disturbance in the system that nonetheless causes phase angle imbalances.
Such faults can disrupt the overall stability of the system and necessitate additional balancing measures.
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Table 7. Three-phase balanced.

Fault Bus Bus Number Phase Volt A Phase Volt B Phase Volt C Phase Ang A Phase AngB  Phase Ang C

1 0 0 0 90 90 90
2 0.2651 0.2651 0.2651 -10.78 -130.78 109.22
1 3 0.37129 0.37129 0.37129 -71.92 -127.92 112.08
4 0.16956 0.16956 0.16956 -8.24 -128.24 111.76
5 0.21563 0.21563 0.21563 -9.88 -129.88 110.12
6 0.30199 0.30199 0.30199 -11.13 -131.13 108.87
1 0.1642 0.1642 0.1642 16.78 -103.22 136.78
2 0 0 0 178.52 58.52 -61.48
2 3 0.19668 0.19668 0.19668 -1.55 -121.55 118.45
4 0.06166 0.06166 0.06166 6.21 -113.79 126.21
5 0.10786 0.10786 0.10786 2.37 -117.63 122.37
6 0.12279 0.12279 0.12279 -4.89 -124.89 115.11
1 0.3236 0.3236 0.3236 13.7 -106.3 133.7
2 0.24183 0.24183 0.24183 6.7 -113.3 126.7
3 3 0 0 0 -2.59 -122.59 117.41
4 0.24339 0.24339 0.24339 6.95 -113.05 126.95
5 0.16423 0.16423 0.16423 6.5 -113.5 126.5
6 0.09004 0.09004 0.09004 9.36 -110.64 129.36
1 0.25463 0.25463 0.25463 9.69 -110.31 129.69
2 0.25224 0.25224 0.25224 -6.32 -126.32 113.68
4 3 0.37588 0.37588 0.37588 -4.99 -124.99 115.01
4 0 0 0 176.09 56.09 -63.91
5 0.24198 0.24198 0.24198 -5.03 -125.03 114.97
6 0.30544 0.30544 0.30544 -71.62 -127.62 112.38
1 0.29328 0.29328 0.29328 11.3 -108.7 131.3
2 0.28263 0.28263 0.28263 -0.67 -120.67 119.33
5 3 0.2952 0.2952 0.2952 -4.17 -124.17 115.83
4 0.23477 0.23477 0.23477 1.51 -118.49 121.51
5 0 0 0 -2.27 -122.27 117.73
6 0.22831 0.22831 0.22831 -5.55 -125.55 114.45
1 0.36397 0.36397 0.36397 11.58 -108.42 131.58
2 0.28473 0.28473 0.28473 4.33 -115.67 124.33
6 3 0.21221 0.21221 0.21221 3.18 -116.82 123.18
4 0.28454 0.28454 0.28454 481 -115.19 124.81
5 0.21495 0.21495 0.21495 4.7 -115.3 124.7
6 0 0 0 1.42 -118.58 121.42

Several critical observations can be derived from the analysis of these tables. Firstly, the bus where the fault occurs
experiences the lowest voltage values. Secondly, the three-phase balanced fault generally causes the most severe voltage drops.
Thirdly, as we move away from the fault location, voltage values tend to approach nominal values. Lastly, phase angles also
show significant changes during fault conditions, which can affect power flows.

Figs. 3-14, which depict the system’s response to faults at buses 4, 5, and 6. Fig. 3 illustrates the rotor angle dynamics of the
generators when a fault occurs at bus 4. The rotor angle, which represents the angular position of the rotor in relation to a
reference, is critical for assessing system stability. As can be seen from the graph, there is a sudden increase in the rotor angle
during the fault, and the system undergoes an oscillation process to reach a stable state. This indicates that the system stability is
disturbed, and it requires time to regain a stable operating condition after the fault.

Fig. 4 depicts the power flow changes in the system during the fault at bus 4. This graph is essential for understanding the
immediate impact on power delivery and the system’s ability to maintain stable power flows under fault conditions. During the
fault, there are significant fluctuations in the active powers, but the system undergoes a period of oscillation to reach a stable
condition. These power fluctuations indicate the disturbance in the system stability.

Fig. 5 presents the current levels in the system when bus 4 experiences a fault. During the fault, there are sudden increases in
the currents, and the system experiences an oscillation process. These current variations suggest that the system stability is
disturbed, and it requires time to regain a stable operating state. Analyzing these currents is crucial for the design and
coordination of protective devices.
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Fig. 5. Plot of current for fault at bus 4.
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Fig. 6 shows the changes in the generator phase voltages when bus 4 is in a faulty condition. During the fault, there are
sudden drops in the voltages, and the system undergoes an oscillation process. These voltage fluctuations indicate the disturbance
in the system stability, and the system needs time to return to a stable condition. This graph highlights the voltage sags and
subsequent recovery, providing insights into the voltage stability and resilience of the system during fault conditions.
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Fig. 6. Plot of voltage for fault at bus 4.

Fig. 7 depicts the variation of the rotor angle of the generators when bus 5 is in a faulty condition. Similar to the case of bus
4, there is a sudden increase in the rotor angle during the fault, and the system experiences an oscillation process to reach a stable
state. This suggests that the system stability is disturbed, and it requires time to regain a stable operating condition after the fault.
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Fig. 7. Plot of rotor angle for fault at bus 5.

Fig. 8 represents the power flow variations due to a fault at bus 5. During the fault, there are significant fluctuations in the
active powers, but the system undergoes a period of oscillation to reach a stable condition. These power fluctuations indicate the
disturbance in the system stability. This graph helps in understanding the redistribution of power and the potential for overloads
or underloads in different parts of the network.

Fig. 9 for a fault at bus 5 shows the fault currents and their behavior over time. During the fault, there are sudden increases in
the currents, and the system experiences an oscillation process. These current variations suggest that the system stability is
disturbed, and it requires time to regain a stable operating state. This information is vital for the accurate setting of overcurrent
protection devices and ensuring they operate correctly during faults.
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Fig. 10 illustrates the voltage response throughout the system when bus 5 is faulted. During the fault, there are sudden drops
in the voltages, and the system undergoes an oscillation process. These voltage fluctuations indicate the disturbance in the system
stability, and the system needs time to return to a stable condition. This graph helps in identifying critical voltage dips and the
recovery process, crucial for voltage stability analysis and corrective actions.

The rotor angle dynamics for a fault at bus 6 are shown in Fig. 11. As in the previous cases, there is a sudden increase in the
rotor angle during the fault, and the system experiences an oscillation process to reach a stable state. This indicates that the
system stability is disturbed, and it requires time to regain a stable operating condition after the fault. This graph provides data on
the generator stability and synchronization post-fault, essential for maintaining overall system stability.

Fig. 12 presents the power flow changes resulting from a fault at bus 6. During the fault, there are significant fluctuations in
the active powers, but the system undergoes a period of oscillation to reach a stable condition. These power fluctuations indicate
the disturbance in the system stability. This graph indicates the impact on power distribution and can highlight any potential
issues with power balancing in the system.
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The current levels during a fault at bus 6 are depicted in Fig. 13. During the fault, there are sudden increases in the currents,
and the system experiences an oscillation process. These current variations suggest that the system stability is disturbed, and it
requires time to regain a stable operating state. Analyzing these currents helps in understanding the severity of the fault and the
required settings for protection equipment.
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Fig. 13. Plot of current for fault at bus 6.

Fig. 14 shows the voltage variations across the system when bus 6 is faulted. During the fault, there are sudden drops in the
voltages, and the system undergoes an oscillation process. These voltage fluctuations indicate the disturbance in the system
stability, and the system needs time to return to a stable condition. This graph is crucial for evaluating the system’s voltage
support mechanisms and the effectiveness of voltage control strategies.
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Fig. 14. Plot of voltage for fault at bus 6.

Each of these figures provides critical insights into different aspects of power system behavior under fault conditions, aiding
in the comprehensive analysis and design of robust power systems. The detailed study of these graphs helps in improving fault
detection, isolation, and system recovery strategies, ensuring reliable and stable operation.

The results align with established power system theory, demonstrating that three-phase balanced faults pose the most
significant threat to stability due to substantial voltage deviations and phase angle shifts, while line-to-ground faults, the most
frequent type, cause significant voltage instability at the faulted bus. Line-to-line faults primarily impact phase voltages, creating
asymmetrical disturbances, and double line-to-ground faults exhibit complex dynamics, combining characteristics of both line-
to-ground and line-to-line faults. The findings are consistent with previous research on transient stability using PowerWorld
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Simulator, emphasizing the importance of fault location, fault type, and system configuration in determining overall stability and
reliability.

The analysis underscores the critical role of fault location, with buses closer to the fault experiencing more pronounced
effects. This highlights the need for localized protective measures that can quickly isolate faults and minimize their impact. The
observed rotor angle dynamics, power flow changes, current variations, and voltage fluctuations provide critical insights into
system stability, informing the design of control strategies and protection schemes. The study’s findings can be used to develop
and validate techniques that enhance power network resilience, such as power system stabilizers, robust power flow control
strategies, and accurate settings for overcurrent protection devices. These insights are crucial for designing voltage support
mechanisms and improving system resilience against disturbances.

Despite the valuable insights provided, the study is based on a simplified model and assumes ideal fault conditions. Future
research should focus on extending this analysis to larger, more realistic power systems, investigating the impact of varying
system parameters, and evaluating the effectiveness of different protection schemes. Exploring advanced control strategies, such
as Flexible Alternating Current Transmission System (FACTS) devices, and the integration of renewable energy sources, along
with their impact on transient stability, warrants further investigation. This research contributes to a broader understanding of
power system dynamics and can inform the design and operation of more robust and efficient power systems capable of
withstanding disturbances and maintaining stability under a wide range of conditions.

4. Conclusion

This research has conducted a comprehensive transient analysis of the IEEE 6 bus power system under various fault
conditions using the PowerWorld Simulator. The study systematically investigated the system’s dynamic behavior in response to
single line-to-ground, line-to-line, double line-to-ground, and three-phase balanced faults at different bus locations. The analysis
revealed distinct patterns of transient response for each fault type, highlighting the importance of understanding the specific
characteristics of each fault scenario.

The results demonstrate that three-phase balanced faults, while less frequent, pose the most significant threat to system
stability, causing substantial voltage deviations and phase angle shifts. Line-to-ground faults, although less severe, can still lead
to voltage instability at the faulted bus. Line-to-line faults primarily impact phase voltages, creating asymmetrical disturbances
that propagate through the network. Double line-to-ground faults exhibit complex transient dynamics, combining characteristics
of line-to-line and line-to-ground faults, and testing the system’s resilience and control mechanisms. The study underscores the
necessity for robust protective measures and control strategies to mitigate the adverse effects of these faults. The findings
highlight the importance of fault location, fault type, and system configuration in determining the overall stability and reliability
of the power system. This research contributes to the broader understanding of power system dynamics and can be used to
develop and validate control strategies, protection schemes, and mitigation techniques that can be applied to larger-scale power
systems with similar characteristics.

Future research can investigate how varying system parameters like loading levels, generator inertia, and transmission line
characteristics impact transient stability in power systems. Additionally, there is a need to evaluate different protection schemes
and relaying strategies to determine their effectiveness in isolating faults and maintaining system stability. Exploring advanced
control strategies, such as using FACTS devices, could also enhance power flow regulation and system robustness.
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Abstract

Hasangelebi iron (Fe) deposit is located in Hekimhan district of Malatya province. Plants can take up the elements found in the soil they
grow on and accumulate them in different organs. Such plants are effectively used in the exploration of mineral deposits and environmental
pollution research. For this reason, Prunus armeniaca L. (apricot) plant (branch, leaf, fruit) and the soil samples on which this plant grew were
taken from the study area and the enrichment coefficient (EC) of Cu, Fe, Mn and Ni elements were examined. The enrichment coefficient is <1
in all locations of Cu, Fe, Mn and Ni elements examined. However, Cu element was calculated as 4.66 ppm in location 1 in branch / soil (D/T);
7.38 ppm, 5.40 ppm, 1.92 ppm and 5.05 ppm in locations 1, 2, 3 and 5 in leaf / soil (Y/T), respectively. When the relationship of sample
locations with the elements is examined, Ni; It was observed that branch < fruit < leaf < soil, Mn and Fe; fruit < branch < leaf < soil, Cu; fruit =
Branch < soil < leaf.

Keywords: “Fe deposit, enrichment coefficient, soil, Hasangelebi.”

1. Giris

Calisma alani, Malatya'nin yaklasik 95 km kuzeybatisinda, Hekimhan ilgesine yaklasik 18 km uzaklikta bulunan Hasangelebi
demir (Fe) yatagi Malatya — Sivas demir ve karayollar iizerinde yer almaktadir (Sekil 1). Tiirkiye'nin bugiin i¢in bilinen en
biiyiik Fe yatagi olan Hasangelebi'de ilk maden yataklari ¢alismalarina MTA Enstitiisii 1969 yilinda baslamistir [1, 2]. Bu
tarihten sonra her giin biraz daha yogunluk kazanan jeolojik ve teknolojik ¢alismalar bugiine dek siirmektedir.

Demir (Fe) bitkiler igin temel bir mikro besin maddesidir [3]. Bu element, ¢oklu hem sitokromlarinda ve demir-kiikiirt (Fe-S)
kiimelerinde kofaktorler seklinde bulunur [4]. Fe, bitkilerde fotosentez, mitokondriyal solunum, azot fiksasyonu ve
metabolizmasi, kiikiirt asimilasyonu ve hormon ve DNA sentezi gibi bir¢ok 6nemli biyolojik islev i¢in gereklidir [S, 6]. Bununla
birlikte, Fe yerkabugunda olduk¢a bol olmasina ragmen, alkali ve oksidatif kosullar altinda bitkiler i¢in zayif bir sekilde
kullanilabilir [7].

Jeokimyasal alanlar, mineralizasyon alanlarina karsilik gelen daha kiigiik bdlgeler olup, kaya, toprak ve bitkilerdeki bazi
elementlerin igerigi bu alanlarda genellikle daha yiiksektir. Her alanda element igerikleri diizensiz dagilir. Bitkilerdeki element
anormallikleri topraktaki benzer prensiplere dayanir ancak tam ortligme beklenmez. Ayni bolgede litojeokimyasal ve
biyojeokimyasal anomaliler olusabilir ve bu anomaliler arasinda farkhiliklar gdzlemlenebilir. Onemli maden yataklarindaki
bitkilerde Mo, Cu, Zn, Sr, Co ve W gibi elementlerin yiiksek konsantrasyonlar: tespit edilebilir. Bu elementler, ¢ozeltilerle
taginabilme Ozellikleri nedeniyle biyojenik birikim agisindan 6nemli rol oynar ve uzak yataklardan taginarak elde edilebilir.
Maden yataklari, bitkiler i¢in 6nemli jeolojik ve jeokimyasal stres kaynaklaridir. Bitkilerin biyojeokimyasal tepkileri, jeolojik ve
madencilik sahalarindan elde edilen verilere dayanarak incelenmistir. Ortii kalinhig1 3 metreyi ge¢gmeyen cevher sahalarinda,
bitkilerin bu stres faktorlerine tepkisi belirgin hale gelir. Stresli kosullarda bitki tirleri, gosterge elementlerin igeriginden
etkilenir [8] [9].

Bitkilerdeki Fe toksisitesinin, Fe alimi ve taginmasinin diizenlenmesi ile iligkili oldugu diisiiniilmektedir. Bitkilerde Fe alimi,
topraktaki Fe konsantrasyonu tarafindan diizenlenen spesifik tasiyicilar tarafindan kolaylastirilir [10]. Biiylime ve gelismelerinin
cesitli yonlerini olumsuz etkileyebileceginden bitkiler i¢in ciddi bir sorundur. Bodur biiyiimeye ve kdk gelisiminin azalmasina

! Corresponding Author
E-mail Address: gullu.kirat@yobu.edu.tr



153

neden olabilir, bu da su ve besin aliminin azalmasina ve fotosentetik aktivitenin azalmasina yol agar [11]. Ayrica Fe toksisitesi,
bitkinin fotosentez yapma kabiliyetini etkileyen klorofil igeriginin azalmasina neden olarak biiyiime ve iiretkenligin azalmasina
yol agabilir [12]. Siddetli vakalarda, yaprak nekrozu meydana gelebilir ve bitkinin dliimiine yol acabilir [13]. Yaprak sararmasi,
kloroz ile iligkili olan Fe toksisitesinin bir baska yaygin belirtisidir [14]. Ayrica, Fe toksisitesi tohum {iretiminin azalmasina
neden olarak bitkinin iiremesini ve hayatta kalmasini etkileyebilir [15, 16].
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Sekil 1. Calisma alaninin yer bulduru haritasi.

2. Bolgesel Jeoloji

Hekimhan-Deveci, Hekimhan -Hasangelebi ve Hekimhan-Karakuz bdlgelerinde 6nemli demir (Fe) rezervleri bulunmaktadir
[17, 18]. Hekimhan’da bulunan Hasancelebi demir (Fe) yatagi bolgedeki en onemli cevherlesmelerden biridir. Hasangelebi
bolgesi cevherlesmelerinin demiroksit - bakir - altin tipi bir cevherlesme oldugu belirtilmektedir [19, 20, 21, 22, 23]. Ancak
cevherlesmeleri ve yan kayag alterasyonunu olusturan ¢ozeltiler veya cevherlesme ve alterasyonlarin olusum kosullari heniiz
ortaya konmamistir. Bu agidan Hasangelebi demir yataklarinda, cevherlesmeyi barindiran metazomatik zonlar igindeki skapolit,
flogopit, fluorit, kalsit ve barit gibi mineraller {izerinde mikrotermometrik analizler yapilarak alterasyon ve cevherlesmenin
olusum kosullar1 belirlenmistir [24).

Calisma alani, Dogu Toros Tektonik birligi i¢inde tanimlanmis olan Hekimhan Havzasi olarak da bilinen bir havza i¢inde yer
almaktadir (Sekil 2). Geg Kretase - Eosen zaman araliginda agilmis olan bu havza, platform tipi karbonatlar ve ofiyolitik
kayaglarla temsil edilen bir temel {izerinde yer almaktadir. Yiiksekova- Baskil yayinin kuzeyinde yer alan Hekimhan havzasinin
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temelini Ge¢ Kampaniyen'de kuzeyden giineye aktarilan Mesozoyik yasl Hocalikova Ofiyoliti olusturmaktadir [25]. Hekimhan
ile Hasangelebi arasindaki serpantinitler, dogu-bati uzanimli bir ters fay boyunca kuzeye dogru siyenit, volkanik ve metazomatik
kayaclar tizerine itilmislerdir. Hem siyenitler hem de Hasangelebi volkanitleri icinde gdzlenen skapolitli metazomatik kayaglar
Gokee [26] ve Kusgu vd., [21] tarafindan metazomatik zonlar olarak tanimlanmistir. Bu zonlar icinde yaklasik D-B uzanimli
uyumsuz, dike yakin siyenit porfirsiyenit aplit, diyabaz ve lamporfir dayklar1 yer almaktadir. Metazomatik zonlarin ana minerali
skapolittir. Skapolitin yan1 sira granat, piroksen, aktinolit, filogopit, albit, diyopsit, alkali feldspat, klorit, kalsit, tremolit,
spekiilarit ve epidot bulunmaktadir. Bu mineral topluluklar1 hem siyenit hem de trakitler {izerinde olusmus olup, aktinolit,
hematitserizit- kuvars-kalkopiritli zonlar daha ¢ok trakitik kayaglarda gézlenen topluluklaridir [21].
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Sekil 2. Hekimhan Sahasi'min Jeoloji Haritas1 [27, 28, 29°den degistirilerek ahnmistir].

3. Yontem

Calisma kapsaminda Orneklerin toplandigi her bir lokasyonun konumu GPS (Global Positioning System; Kiiresel
Konumlama Sistemi) cihazi ile belirlenmistir. Bolgede daha 6nceki jeolojik ¢alismalardan yararlanilarak, sahanin jeolojik ve
jeokimyasina (biyojeokimya) yonelik ¢aligmalar yapmak i¢in Prunus armeniaca L. (kayisi) bitkisi (dal, yaprak ve meyve) ve bu
bitki ile iligkili toprak 6rnekleri alinmistir.

Zenginlesme katsayisi (ZK) (biyoakiimiilasyon katsayisi) yerkabugunda bulunan bitki ve hayvan organlardaki ve kayag,

sediment, toprak ve sudaki agir metal birikmesinin sayisal bir veri olarak belirlenmesinde kullanilmaktadir [30, 31, 32]. Bu
katsay1, bitki organlarindaki (dal, yaprak ve meyve) metal konsantrasyonunun, topraktaki metal konsantrasyonuna orani ile elde

edilir [33; 34, 35, 36; 37; 38]:

7K = C(Bitki Organt) (1)

Ciroprai
(1) nolu Zenginlesme Katsayisi (ZK) dort ayr1 sinifta incelenmistir. Bunlar [30]:
- ZK <0.01 akiimiilatdr olmayan bitkiler,
-ZK =0.01 - 0.1 diisiik miktarda akiimiilator bitkiler,

-ZK =0.1 - 1.0 orta miktarda akiimiilator bitkiler,
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- ZK =1 - 10 yiiksek miktarda akiimiilator bitkiler seklindedir.

Bu orandan elde edilen verilere dayanilarak, toprakta bulunan metallerin bitki organlari (dal, yaprak, meyve) tarafindan
alindig1 ortaya konulur.

Metal igerigi bitkilerin organlarina gore degistiginden, yerden 1-1.5 m yiiksekliginde ayn1 yasta ve Fe isletmesine bakacak
sekilde geng yaprak, dal ve meyvelerden 6rnekler alinmigtir. Toplanan kayisi (Prunus armeniaca L.) bitki 6rnekleri organlarina
ayrilarak 6nce musluk suyunda yikanmis ardindan saf su ile yikanmistir. Laboratuvar ortaminda oda sicakliginda kurutulan bu
bitki organlar1 ve 2 mm acgikliga sahip elekten gegirilen toprak oOrnekleri numaralandirilarak analiz i¢in laboratuvara
gonderilmigtir. Calisma alanindan 5 ayri lokasyondan alinan Prunus armeniaca L. bitkisi dal, yaprak ve meyve seklinde
organlarina ayrilarak toplam 15 adet bitki 6rnegi elde edilmistir. Ayrica her bir Prunus armeniaca L. bitkisinin iizerinde yetistigi
topraklardan da 5 adet 6rnek alinarak toplam 20 adet 6rnegin Cu, Fe, Mn ve Ni elementlerinin analizi yaptirilmistir. Analizler
Yozgat Bozok Universitesi, Bilim ve Teknoloji Uygulama ve Arastirma Merkez (BILTEM)’inde ICP-MS cihaz1 kullanilarak
alinan 6rneklerin jeokimyasal analizleri yaptirilmistir. Yapilan analizler sonucunda elde edilen veriler istatistiksel olarak Tablo
1’de sunulmustur.

4. Sonuglar ve Tartisma
4.1. Bakir (Cu)

Bitkiler, ihtiyag duyduklari belirli metalleri biinyelerine alirken, bazi tiirler birgok metali biriktirir [39]. Siirekli element
biriktirme sonucu bitkiler ya 6liir ya da fizyolojik ve morfolojik degisiklikler gegirir [40]. Bitkilerde 6nemli bir metal olan bakir
(Cu), fotosentez ve solunum, nitrat metabolizmasi, su gegirgenligi ve {ireme gibi fizyolojik ve biyokimyasal siireglerde kritik rol
oynar. Yerkabugunda rapor edilen bakir miktar1 25-75 ppm arasinda degismektedir [41]. Hasangelebi Demir madeni alaninda,
toprak numunelerindeki bakir miktarlar1 T3 (37.08 ppm) ve T4 (28.28 ppm) lokasyonlarinda rapor edilen aralik i¢inde yer
almaktadir (Tablo 1).

Bakir (Cu) bitkiler i¢in klorofil iiretimi ve protein sentezi agisindan énemli bir besin maddesidir [42, 43, 44] Bitkilerin
biliylimesi ve gelismesi i¢in bakir gereklidir [45]. Organik maddenin Cu’1 ¢ok giiglii bir sekilde baglamasi sonucunda organik
madde bakimindan zengin ve pit (%50-80 araliginda organik madde igerenler) topraklarda Cu eksikligi goriilebilmektedir.
Kumlu topraklarin yikanmasi sonucunda da Cu eksikligi ortaya ¢ikar. Bitkilerde Cu eksikliginde gen¢ yapraklarda sarilik
(kloroz), ge¢ olgunlagsma, bodur gelisme ve bazi dokularda kahverengi lekeler goriilebilmektedir [42, 44, 45, 46, 47, 48

Toprakda Cu miktar1 fazla oldugunda, bircok toksik durum gozlenir. Cu’in alimi zorlastiginda Fe eksikligine benzeyen
klorozlar goriiliir ve siirgiin ve kok gelisimi zayiflar [42, 47, 48, 49]. Calisma alanindaki topraklarda yetisen Prunus armeniaca
L. bitkisinin dal ve meyvesine gore, yaprakta Cu (20.89-121.91 ppm) miktarinin daha fazla oldugu gériilmiistiir (Tablo 1).

Tipik olarak, bitki dokularindaki Cu konsantrasyonu 5 ile 30 ppm arasinda degismektedir [50] ve toprakta yiiksek Cu
konsantrasyonunun varliginda bile bitkilerde 100 ppm'den fazla konsantrasyon nadirdir [S1]. Mevcut ¢aligmadaki Prunus
armeniaca L. bitkisinin organlarindaki (dal, yaprak ve meyve) Cu degeri (M2, M5 ve D4 disinda) 6.83 - 121.91 ppm arasinda
degismektedir (Tablo 1).

4.2.  Demir (Fe)

Demir (Fe), fotosentez, solunum ve azot metabolizmasi gibi gesitli fizyolojik siire¢lerde kritik rol oynayan ve bitki biiylimesi
ile gelisimi i¢in gerekli bir mikro besin maddesidir [14, 16]. Fe, birgok ekili toprakta nispeten bol miktarda bulunur ve ortalama
olarak 20-40 ppm toplam konsantrasyona sahiptir [52]. Bitkiler, insanlar ve hayvanlar i¢in mutlak gerekli olan Fe, tiim canlilar
tarafindan az miktarda ihtiya¢ duyulan bir elementtir [53].

Topraktaki Fe, cogunlukla minerallerin kristal kafeslerinde yapi elementi olarak bulunur. Ornegin, ojit, olivin, biotit ve
hornblend gibi Fe-silikat mineralleri, Fe igeren primer minerallerdir. Ayrica, kil minerallerinde bulunan Fe, toprakta karbonat,
hidroksit, fosfat ve oksit formunda bulunur [42, 47, 49, 54].

Fe miktar1 3.5 ppm'in altinda olan topraklar, Fe acisindan fakir olarak kabul edilir. Kiregli topraklar i¢in Fe sinir1 6.7 ppm,
kiregsiz topraklar icin ise 3.7 ppm'dir [55]. Calisma alanindaki topraklarda Fe miktarinin 709.08-1096.6 ppm arasinda degismesi,
bu topraklarda ¢ok yiiksek miktarda Fe bulundugunu gosterir. Bu topraklarda yetisen Prunus armeniaca L. bitkisinin dal ve
meyvesine gore, yaprakta Fe miktarinin daha fazla olmasi, bu elementin yaprakta biriktigini gdstermektedir (Tablo 1).



156
4.3. Manganez (Mn)

Manganez (Mn) yerkabugunu olusturan on birinci ve bol bulunan bir elementtir. Bolluk agisindan, Mn igeren bilesikler
yerkabugunda demirden (Fe) sonra gelir. Topraktaki toplam manganez miktar1 20 - 3000 ppm arasinda olup ortalama 600
ppm'dir. Iki degerlikli mangan (Mn?*) kil mineralleri ve organik materyal tarafindan absorbe edilir ve bitki beslenmesi agisindan
iki degerlikli manganez iyonlar1 (Mn?*) en 6nemlisidir[56]. Kullanilabilir mangan miktar1 toprak pH'si, organik madde, nem ve
toprak havalandirmasindan etkilenir [57, 58]. Hasangelebi Fe yatagindan alinan toprak numunelerindeki Mn miktarmin 34.94 —
42.28 ppm araliginda degistigi gozlenmistir. Caligma alanindaki Prunus armeniaca L. bitkisinin dal ve meyvesine gore, yaprakta
Mn (2.99-6.44 ppm) miktarinin bu organlara gore daha fazla oldugu gozlenmistir (Tablo 1).

44.  Nikel (Ni)

Yerkabugunda Ni fazla miktarda bulunan bir elementtir. Tarim topraklarinda Ni, igerigi 3 ile 1.000 ppm arasinda
degismektedir. Bazik magmatik kayalardan olusan topraklar 2.000 ile 6.000 ppm Ni icerebilir. Bitki kokleri ile Ni*? alimi
Cu?*’ye benzemektedir [59]. Nikel (Ni) elementinin bitki kokleri tarafindan topraktan emildigini ve bitkinin toprak {istii
organlarina tagindigini ifade etmektedir. Nikelin bu hareketi, organik bilesenlerle yakindan iligkilidir. Yani, nikelin bitki i¢inde
tasinmas1 ve dagilimi, bitkinin icindeki organik maddelerle dogrudan baglantihidir. Ozetle, bitkilerin nikeli nasil emdigini
tasidigini, bitki igindeki organik bilesiklerin varligina ve bunlarla olan etkilesime baglidir [60, 61, 62].

Ni eksikligi olan bitkilerin yaprak uglarinda ¢ok yiiksek miktarda iire birikir. Ni eksikliginde bitkilerin toprak alt1 ve toprak
iistli organlarinin gelisimi azalirken, bitkilerde yesil renk giderek azalmakta, nekroz ve klorozlar olugmaktadir. Ancak genel
olarak bitkilerde Ni eksikligi goriilmez [47, 49]. Yiiksek miktarda Ni iceren topraklar {izerinde yetistirilen bitkilerde toksiklik
(zehirlenmeler) meydana gelmektedir. Bu nedenle topragin kalsiyum ve potasyum ile giibrelenmesi Ni’in toksik etkisini
onlemektedir. Ayrica fosfatli (P) giibrelerin Ni’in toksik etkisini artirdig1 da bilinmektedir [47, 48, 54]. Calisma alanindaki tarim

topraklarindaki Ni igerigi 12.57-15.71 ppm arasinda degistigi gozlenmistir. Caligma alanindaki Prunus armeniaca L. bitkisinin
dal ve meyvesine gore, yaprakta Ni (0.46-0.6 ppm) miktarinin bu organlara gore daha fazla oldugu gézlenmistir (Tablo 1).

Tablo 1. Calisma alamindaki Prunus armeniaca L. bitkisinin meyve, yaprak, dal ve topraklarina ait minimum, maksimum,
aritmetik ortalama ve standart sapma degerleri (ppm).

Meyve (M) Mn Fe Ni Cu Yaprak (Y) Mn Fe Ni Cu
Minimum 0.38 1.64 0.2 481 Minimum 2.99 13.09 0.46 20.89
Maksimum 1.09 3.9 0.3 13.23 Maksimum 6.44 17.83 0.6 121.91
Ortalama 0.67 2.89 0.24 7.67 Ortalama 4.66 15.55 0.52 72.57
St. Sapma 0.29 0.94 0.04 3.49 St. Sapma 1.37 2.09 0.05 38.42
Dal (D) Mn Fe Ni Cu Toprak (T) Mn Fe Ni Cu
Minimum 111 3.98 0.09 3.86 Minimum 34.94 709.08 12.57 10.09
Maksimum 1.6 16 0.15 77 Maksimum 42.28 1096.6 15.71 37.08
Ortalama 1.39 8.17 0.12 22.23 Ortalama 38.40 877.17 14.31 22.13
St. Sapma 0.20 5.38 0.02 30.99 St. Sapma 2.74 147.93 1.36 10.60

Mn ve Fe bitkilerde bir etkilesime sahiptir, bitkiler tarafindan Fe alimi topraktaki yliksek Mn miktarlarindan etkilenir, aym
(Mn tarafindan Fe eksikligi) bitkilerde Mn toksisitesinin neden oldugu sorunlar1 daha da kétiilestirebilir. Ayrica, topraktaki Fe
miktar1 ¢ok fazla ise, Mn birikimine neden olur ve bitki i¢in Mn alimi azalabilir [56, 58, 63]. Fe eksikliginin belirtileri
cogunlukla gen¢ yapraklarda gozlenir [47, 48]. Toprakta Cu miktarinin artmasi, Fe miktarini azalttigi sonucuna varilmistir
[64,65]. Caligma alanindan alman Prunus armeniaca L. bitkisinin dal, yaprak ve meyve organlarinda Fe miktarinin Mn
miktarindan yiiksek oldugu goriilmiistiir. Toprak 6rneklerinde Fe > Mn > Cu > Ni seklinde bir element dagilimi gézlenmistir (y
ekseni logaritmik) (Sekil 3).

Fe elementinin M/T orani ile elde edilen ZK degeri tiim lokasyonlarda, D/T orani ile elde edilen ZK degeri 4 ve 5 numarali
lokasyonlarda < 0.01 oldugundan akiimiilatdr olmayan bitkiler olarak siniflandirilabilir (Tablo 2).

Mn ve Ni elementlerinin D/T, Y/T ve M/T orami ile elde edilen ZK degeri tiim lokasyonlarda 0.01 - 0.1 arasinda
bulundugundan diisiitk miktarda akiimiilator bitkiler olarak diigiiniilebilir. Mn ve Ni elementlerinin D/T, Y/T ve M/T oranlariyla
hesaplanan ZK degerleri, tiim lokasyonlarda 0.01 - 0.1 arasinda bulundugundan, bu bitkiler diisiik akiimiilator olarak
degerlendirilebilir. Benzer sekilde, Fe elementinin Y/T oraniyla hesaplanan ZK degerleri tiim lokasyonlarda, D/T oraniyla
hesaplanan ZK degerleri ise 1, 2 ve 3 numarali lokasyonlarda 0.01 - 0.1 arasinda bulundugundan, bu bitkiler de diisiik
aktimiilator olarak kabul edilebilir (Tablo 2).

Cu elementinin D/T orani ile elde edilen ZK degeri 2 - 5 numarali lokasyonlarda, Y/T orani ile elde edilen ZK degeri 4
numarali lokasyonda ve M/T orani oram ile elde edilen ZK degeri tiim lokasyonlarda 0.1 - 1.0 arasinda oldugundan orta
miktarda akiimiilator bitkiler olarak siniflandirilabilir. Ancak bu elementin D/T oram ile elde edilen ZK degeri 1 numaral
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lokasyonda, Y/T orani ile elde edilen ZK degeri 1, 2, 3 ve 5 numarali lokasyonlarda 1 - 10 arasinda oldugundan yiiksek miktarda
akiimiilator bitkiler olarak diisiiniilebilir (Tablo 2).

e——Mn = e—Fe Ni  =Cu
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Sekil 3. Calisma alamindaki Prunus armeniaca L. bitkisinin meyve (M), yaprak (Y), dal (D) ve topraklarina (T) ait Cu, Fe, Mn ve Ni
degerleri (ppm).

Tablo 2. Calisma alamindaki Prunus armeniaca L. bitkisinden elde edilen analiz sonuglarina gore hesaplanan Zenginlesme
Katsayilari; Dal/Toprak (D/T), Yaprak/Toprak (Y/T), Meyve/Toprak (M/T) degerleri (ppm).

0. No Mn Fe

DIT YIT M/T DIT YIT M/T

1 0.04 0.08 0.01 0.02 0.02 0.00

2 0.04 0.11 0.01 0.01 0.02 0.00

3 0.05 0.13 0.02 0.01 0.02 0.00

4 0.04 0.13 0.01 0.00 0.02 0.00

5 0.03 0.17 0.03 0.00 0.01 0.00
0. No Ni Cu

DIT YIT M/T DIT YIT M/T

1 0.01 0.04 0.01 4.66 7.38 0.41

2 0.01 0.04 0.02 0.60 5.40 0.48

3 0.01 0.04 0.02 0.44 1.92 0.36

4 0.01 0.03 0.02 0.14 0.74 0.31

5 0.01 0.04 0.01 0.42 5.05 0.26

5.  Sonuglar

Calisma alanindaki topraklarda yetisen kayis1 (Prunus armeniaca L.) bitkisinin yapragindaki Cu, Fe, Ni ve Mn element
miktarlarmin dal ve meyve element miktarlarina gore daha fazla oldugu goriilmiistiir. Toprak 6rneklerinde Fe > Mn > Cu > Ni
seklinde bir element dagilimi1 gézlenmistir.

Fe elementinin M/T orani ile elde edilen ZK degeri tiim lokasyonlarda < 0.01 oldugundan akiimiilatér olmayan bitkiler ve
D/T ve Y/T orani ile elde edilen ZK degeri tiim lokasyonlarda 0.01 - 0.1 arasinda bulundugundan diisiik miktarda akiimiilator
bitkiler;Mn ve Ni elementlerinin D/T, Y/T ve M/T orani ile elde edilen ZK degeri tiim lokasyonlarda 0.01 - 0.1 arasinda
bulundugundan diisiik miktarda akiimiilator bitkiler; Cu elementinin M/T oran1 orani ile elde edilen ZK degeri tiim lokasyonlarda
0.1 - 1.0 arasinda oldugundan orta miktarda akiimiilator bitkiler olarak siniflandirilabilir. Cu, Y/T orani ile elde edilen ZK degeri
1,2, 3 ve 5 numarali lokasyonlarda 1 - 10 arasinda oldugundan yiiksek miktarda akiimiilator bitkiler olarak diistiniilebilir.

Tesekkiir: Bu calisma Yozgat Bozok Universitesi Bilimsel Arastirma Projeleri (BAP) FHD-2024-1384 numarali proje ile
desteklenmistir
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Abstract

Schiff bases were first synthesized by Hugo Schiff in 1864. The formation of a carbon-nitrogen double bond is what gives specificity to
Schiff bases. This double bond is referred to as an imine (R-N=C-R). This double bond contributes to the high activity of Schiff bases, allowing
for extensive research across various fields and disciplines. Neurodegenerative diseases are conditions that continuously and irreversibly affect
neurons and nerve cells in the central nervous system, and they are among the leading causes of death in developed countries. Alzheimer’s
disease, which is a type of neurodegenerative disease, currently has about 5 million new cases each year, and there is no definitive and
complete treatment method for it. Individuals with this disease exhibit symptoms such as memory loss, inability to form new memories, and
slowing of cognitive functions. Additionally, these patients show imbalances in neurotransmitters responsible for facilitating neural
transmission between neurons, particularly an irreversible loss of cholinergic neurons, which are a significant part of the central nervous
system. Disruption of homeostasis in the mechanisms of acetylcholinesterase (AChE) and monoamine oxidase (MAQO) neurotransmitters is
indicated among the causes of Alzheimer’s disease. In this study; the physical, chemical and biological properties of N-(5-chloro-2-oxobenzyl)-
2-hydroxy-5-methylanilinium molecule were investigated by quantum mechanical calculation methods. In support of the X-ray results, the
geometrical parameters (bond lengths, and bond angles) and quantum chemical properties of the title compound were theoretically realized by
the density functional theory method with B3LYP/6-311G(d,p) basis set using Gaussian 03W program. Herein, Frontier orbitals, molecular
electrostatic potential surface, nonlinear optical properties, natural bond orbital analysis, Mulliken charges, and Hirshfeld surface analysis of
the title compound were also calculated to explain the intermolecular interactions. Additionally, molecular docking results were performed with
AChE and MAO-B enzymes obtained from the Protein Data Bank (PDB). All these studies have shown that the structure has high stability and
forms a strong bond with the relevant enzymes.

Keywords: “Quantum mechanical calculations, Molecular docking, Alzheimer’s disease, AChE, MOA-B.”

1. Giris

Schiff bazlar ilk olarak Hugo Schiff tarafindan 1864 tarihinde sentezlenmistir [1]. Bir pirimer aminle, bir aldehit veya
ketonun kondenzasyon tepkimesi sonucunda Schiff bazlari olugsmaktadir. Primer amin nolekiilii ile bir aldehit tepkime veriyorsa
tepkime sonucunda olusan yap1 aldimin olarak adlandirilirken, bir keton ile tepkime veriyorsa yap1 ketimin adin1 almaktadir. Cok
zay1f olan bu karbonil bilesikleri ile primer aminlerin tepkimesi Schiff bazlarina spesifiklik kazandiran karbon azot ¢ift baginin
olusumunu saglamaktadir. Schiff bazlarinin yapisinda bulunan bu ¢ift bag imin (R-N=C-R) olarak adlandirilir. Burada bulunan R
grubu alkil, aril gibi yapilardan olusabilmektedir. Bu cift bag, Schiff bazlarinin yiiksek aktiviteye sahip olmasina, genis
spektrumda arastirilmasina ve disiplinlerarast bir yaklasimla degerlendirilmesini saglamaktadir. Imin yapisinda bulunan
elektrofilik karbon atomu ve niikleofilik nitrojen atomu, baska niikoefil ve elektrofil atom veya molekiiller i¢in yapiya baglanma
olanag1 sunmaktadir [2]. Yapidaki bu baglanma olanag: hastaliklarin tedavisinde ve ¢esitli mekanizmalarin inhibe edilmesini de
saglamaktadir. Schiff bazlar nifuroksazid, tiasetazon ve dantrolen gibi ilaglarin yapisinda kullanilmaktadir [3]. Nifuroksazid,
sindirim sistemi enfeksiyonlarina karsi kullanilan bir antibiyotik olarak, tiasetazon tiiberkiiloz da enfeksiyon giderici olarak ve
dantrolen iskelet kaslari rahatlaticisi olarak kullanilmaktadir. Schiff bazlari yalnizca tip ve eczacilik alaninda degil bir¢ok alanda
da kullanilan bilesikler arasindadir. Endiistri, ¢evre bilimi, tarim malzeme bilimi gibi birgok alanda Schiff bazlarmin sahip
oldugu fiziksel ve kimyasal 6zelliklerden fazlasiyla yararlanilmaktadir. Schiff bazlarinin bigok tiirevi vardir. Bu tiirevlerden biri
de salisilaldimin tiirevleridir. Salisilaldiminler, primer amin ve salisilik aldehitin kondenzasyon tepkimesi sonucunda olusurlar.
Salisilaldiminler yiiksek fiziksel ve kimyasal 6zelliklere sahip olmalarinin disinda énemli biyolojik 6zelliklere de sahiptirler.
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Antikanser [4], antibakteriyel ve anti inflammatuar [5] etkileri bu yapilarin ve farkli atomlarla yaptiklar1 komplekslerinin
aragtirtlmasini saglamistir [6].

Norodejeneratif hastaliklar, merkezi sinir sisteminde bulunan ndéronlar1 ve sinir hiicrelerini siirekli ilerleyen ve geri
dondiiriilemez sekilde etkileyen hastaliklardir ve bu hastaliklar geligmis iilkelerdeki 6liimlerin temel sebepleri arasindadir [7]. Bu
hastaliklarin her biri kendi mekanizmalarina sahip olsalarda ortaya ¢ikmalarini etkiledigi tahmin edilen mekanizmalar benzerlik
gostermektedir. Norodejeneratif hastaliklar arasinda bulunan ve ilk kez 1901 yilinda Dr. Alois Alzaymuir tarafindan bir hastasiin
sahip oldugu semptomlar1 tanimlamasiyla kesfedilen Alzaymir hastaligi (AH) genellikle yash niifusu etkilemektedir [8]. Kiiresel
anlamda, her y1l 5 milyon yeni AH hastasi tespit edilmekte ve 2050 yilina kadar diinya genelinde her 85 kisiden birinin AH’ye
sahip olabilecegi ongoriilmektedir [9]. AH hastaligina sahip bireyler hafiza kaybi, yeni an1 olusturamama ve biligsel-zihinsel
islevlerin yavaslamasi gibi semptomlar gostermektedirler. Ayni zamanda bu hastalarda, ndronlar arasinda sinirsel iletimi
saglamakla gorevli norotransmitterlerde dengesizlik ve 6zellikle merkezi sinir sisteminin 6nemli bir pargasi olan kolinerjik
ndronlarin geri doniilmez sekilde kaybi goriilmektedir [10]. Alzaymir hastaligmmin sebepleri konsunda farkli hipotezler
mevcuttur, bu hipotezlerden biri de kolinerjik adi verilen hipotezdir [11]. Bu hipoteze gore asetilkolin (ACh), seviyesindeki
azalmanin biligsel bozukluklara ve bazi norodejeneratif hastaliklara yol agtig1 ifade edilir. ACh, beyin dahil olmak tizere merkezi
sinir sisteminin bircok bdlgesinde bulunur ve sinirsel iletimi saglayan dnemli bir ndérotransmitterdir. ACh’nin sentezlenmesi ve
hidrolizi farkli mekanizmalar ve farkli enzimler ile gergeklestirilmektedir. ACh, asetilkolin tranferaz enzimi tarafindan
sentezlenirken, asetilkolinesteraz (AChE) enzimi tarafindan hidroliz edilir. Dolayisiyla ACh miktarinin azaltilmasi, AChE
tarafindan saglanmaktadir. Bu hidrolizin yiiksek, ACh ifadelenmesinin diisiik olmasi sinir hiicreleri arasindaki iletigimi zayifl atir.
Bu durum da Alzaymir hastaligiin sebepleri arasinda degerlendirilmesine yol acar [12]. AChE disinda, AH ile iligkisi olan bir
bagka enzim de monoamin oksidaz (MAO)’dir. MAO, MAO-A ve MAO-B olmak iizere iki farkli izoforma sahiptir. Bu
izoformlar yap1 bakimindan benzerlik gosterselerde substrat spesifikligi ve doku dagilimi bakimindan farklilik gostermektedirler
[13]. Yapilan galismalar MAO-A’y kiyasla, MAO-B izoformunun beyinde daha fazla miktarda bulundugunu géstermistir [14].
Artmis MAO-B aktivitesi bazi ndrotoksinlerin ve amiloid B protein kalintilarinin ndron hiicreleri arasinda birikmesine yol
acmaktadir Bu da, sinirsel iletimin yavaglamasina ve engellenmesine sebep olmaktadir. Azalmis sinirsel iletim de alzaymur,
demans gibi noérodejeneratif hastaliklarin ortaya ¢ikmasina sebep olmaktadir. Gelisen teknolojiyle nérodejeneratif hastaliklarin
tedavisi i¢in kullanilan AChE ve MAO-B inhibitorleri bulunsa da heniiz tam ve kesin bir tedavi yontemi yoktur.

Bu calisma kapsaminda; incelenen Schiff bazi molekiiliiniin sinir molekiiler orbitalleri, dogrusal olmayan optik 6zellikleri,
molekiiler elektrostaik potansiyel haritasi, Mulliken yiik dagilimi1 ve molekiil i¢indeki yiik transferine iliskin bilgileri aydinlatmak
icin dogal bag orbitali analizi yapilmistir. Ayn1 zamanda bilesigin molekiiller arasi etkilesimleri Hirshfeld yiizey analizi ile
belirlenmistir. Bunlara ilaveten AChE ve MAO-B enzimleri ile molekiiler yerlestirme simiilasyonu gergeklestirilerek bu enzimler
iizerine etkililigi incelenmistir.

2. Materyal ve Metot

Bu teorik ¢alisma; N-(5-klor-2-oxiobenzilden)-2hidroksi-5-metilanilin [15] molekiiliiniin fiziksel, kimyasal ve biyolojik
Ozelliklerinin aydinlatilmast i¢in hazirlanmistir. Bu ¢alismada; bilesigin harmonik osilatdr ol¢iimii (HOMA) degeri, HOMO-
LUMO smir molekiiler orbitalleri, molekiiler elektrostatik potansiyeli (MEP), dogrusal olmayan optik 6zellikleri (NLO), dogal
bag orbital (NBO) analizi ve Mulliken yiikleri incelenmistir. Tiim teorik hesaplamalar Gaussian 03W [16] programinda, bu
hesaplama paketinde uygulanan yogunluk fonksiyonel teorisi (YFT) metodu kullanilarak gergeklestirilmistir. Kuantum-kimyasal
hesaplamalar i¢in Becke’nin degisim [17] ve Lee, Yang ve Parr’in korelasyon [18] fonksiyonellerini 6-311G(d,p) baz seti [19] ile
birlestiren hibrit fonksiyonel B3LYP [20] kullanilmistir. Elde edilen sonuglari gorsellestirmek icin GaussView 4.1.2 [21]
programi kullanilmistir. Tiim YFT hesaplamalar1 gaz fazinda optimize edilmis molekiiler yapi igin gerceklestirilmistir. Bilesigin
molekiillerarast etkilesimleri CrystalExplorer 17.5 programi [22] yardimiyla Hirshfeld ylizey analizi [23-24] yapilarak
belirlenmistir. Hirshfeld yiizeyi [22,25] ve 2D parmak izi grafikleri [24] bilesiklerin kristallografik bilgi dosyast (CIF)
kullanilarak elde edilmistir. Bilesige ait enerji ¢ergeveleri hesaplanirken B3LYP/6-311G(d,p) baz seti kullanilmistir. Bilesigin
asetilkolinesteraz (PDB ID) ve monoamin oksarediiktaz B (PDB ID:1QTI/PDB ID:2V5Z) [26-27] ile molekiiler yerlestirme
simiilasyonu i¢in Autodock Vina 1.5.6 programi kullanilmistir [28]. Molekiiler yerlestirme verilerinin gorsellestirilmesi igin
Biovia programi [29] kullanilmistir.

3. Bulgular ve Tartismalar
3.1.  Hesaplamah Molekiiler Geometri

Kimyasal diyagrami Sekil 1’de verilen molekiil neredeyse diizlemsel olup aromatik halkalar arasindaki a¢1 deneysel 9.51(6)°
[15] teorik ise 10.04° olarak hesaplanmugtir. Schiff bazlar1 genel olarak iki farkli tautomerik forma sahip olabilir ve bu tautometik
formlar enol-imin ve keto-imin tautomerik formlar1 olarak adlandirilmaktadir. Incelenen yapiin hangi tautomerik forma sahip
oldugunu belirlemek i¢in birden fazla yontem vardir. Bunlardan biri de imin grubunda bulunan azot atomunun karbon atomu
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disinda hangi atomla bag yaptiginin incelenmesi yontemidir. Bir S(6) halka motifi olusturan molekiil i¢i N-H:--O hidrojen bag1
sergileyen (Sekil 2.a) bilesige ait optimizasyon sonucu elde edilen geometri Sekil 2.b’de sunulmustur. Bu gorselde imin baginda
yer alan azot atomunun hidrojen atomu ile bag yapmis oldugu agikg¢a goriilmektedir. Bu baglamda bilesigin enol-imin tautomerik
formuna sahip oldugu sdylenebilmektedir [15].

Cl

HO
\ .
H
o
Sekil 1. Bilesige ait kimyasal diyagram
020

HIN Toc1iz\ cu4

01

@ (b)
Sekil 2. a) Bilesigin molekiiler yapisi (atom etiketleme semasi ve %50 olasilik diizeyinde yer degistirme elipsoidleri) [15]. b) Bilesige
ait optimizasyon sonucu elde edilen geometri.

Tablo 1. Deneysel ve hesaplanmis bag uzunluklar1 ve bag acilan (4, °).

BAG UZUNLUGU VE BAG ACILARI DENEYSEL [15] HESAPLANMIS
C1-01 1.303 (18) 1.261
c4-cil 1.747 (17) 1.764
C7-N1 1.302 (3) 1.331
C8-N1 1.419 (2) 1.402
C9-02 1.360 (2) 1.371

01-C1-C2 121.37 (13) 121.96
01-C1-C6 121.86 (12) 122.20
C5-C4-Cll 120.75 (12) 120.56
C3-C4-Cll 118.77 (12) 118.61
N1-C7-C6 121.05 (14) 121.28
C9-C8-N1 121.37 (13) 125.01
C13-C8-N1 115.96 (13) 116.57
02-C9-C8 121.34 (13) 118.98
02-C9-C10 121.34 (13) 121.76
C7-N1-C8 129.67 (13) 131.13

HOMA degeri, bir yapinin aromatikligi hakkinda bilgi saglamaktadir. Bu kavram ilk olarak Hoffman tarafindan rapor
edilmistir. HOMA, bir yapinin aromatikligi hakkinda arastirmacilara detayli bilgi saglamaktadir ve 0 ile 1 arasinda farkli
degerlere sahip olabilmektedir. Bire yakin degerler halkanin yiiksek aromatiklige sahip oldugunu gdsterir [30]. Bilesigin HOMA
degerleri C1-C6 aromatik halkasi i¢in 0.842, C8-C13 aromatik halkasi icin ise 0.999 olarak hesaplanmistir. Bilesigin sahip
oldugu bu degerler goéz oOniine alindiginda yapida delokalize n elektronlarina sahip aromatik halkalarin bulundugu
soylenebilmektedir. Baglangi¢c atomik koordinatlar1 genellikle deneysel X-1s1n1 kirinimi sonuglarindan veya bir veri tabanindan
almabilir. Bu g¢alismada, baslangi¢ atomik koordinatlarini belirlemek ve giris yapisini optimize etmek igin deneysel X-igint
kirmimi verileri kullanilarak GaussView 4.1.2. molekiiler gorsellestirme programi [21] ve Gaussian 03W programi [16]
yardimiyla optimize edilerek geometrik parametreler ve diger molekiiler &zellikler hesaplanmistir. Bilesige ait deneysel [15] ve
hesaplanmis bag uzunluklar1 ve bag acilarma ait parametreler Tablo 1’de sunulmustur. C1-O1 bag uzunlugu 1.303 (18) A
deneysel [15] ve teorik 1.261 A, ¢ift bag ve destekleyici keto-amin tautomeri ile uyumludur. C9-02 (1.360 (2) deneysel [15] ve
teorik 1.371 A) bag uzunlugu, benzer bilesikler icin bildirilen degerlerle C1-O1 [1.296 (6) A], C9-02 [1.360 (7) A] [31], C1-O1
[1.298 (6) A], C9-0O2 [1.346 (2) A] [32] uyumlu oldugu goériilmektedir. C7-N1 bag uzunlugu ise deneysel 1.302 (3) A [15],
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teroik olarak ise 1.331 A olarak hesaplanmistir. Keto-amin formundaki benzer yapilarda ise C-N bag uzunlugu 1.289 (5) A [33],
1.291 (2) A [34] ve 1.291 (1) A [35] olarak belirlendigi goriilmiistiir. Bilesige ait deneysel [15] ve hesaplanmis bag uzunluklari
ve bag agilarina ait parametreler Tablo 1’de sunulmus olup literatiirde daha 6nceden ¢aligilmis benzer yapilarla hesaplanmis bag
uzunluklar1 ve bag acilarimin kismen uyumlu oldugu goriilmistiir.

3.2. Simir Molekiiler Orbitalleri HOMO ve LUMO

Molekiiler bir yapmin kimyasal kararliligini, optik 6zelliklerinin, elektrofilik ve niikleofilik saldir1 bolgelerinin ve bu
bolgelerde lokalize olmus atomlarin belirlenmesi icin siklikla kullanilan yontemlerden biri de smir molekiiler orbitalleridir.
HOMO, en yiiksek enerji seviyesinde isgal edilen orbital olarak tanimlanirken LUMO ise en diisiik enerji seviyesinde isgal
edilmemis orbital olarak tanimlanmaktadir. Bilesige ait sinir molekiiler orbitalleri Sekil 3’de sunulmustur.

(@) (b)

Sekil 3. (a) HOMO ve (b) LUMO.

Sekil 3 incelendiginde kirmizi ve yesil renkle siniflandirilmig bolgelerin varligi gézlemlenmektedir. Renkle siniflandirmada
ki temel amag¢ bu bolgelerin negatifliginin ve pozitifliginin dolayisiyla elektrofilikliginin ve niikleofilikliginin belirlenmesidir.
Yesil renkli bolgeler niikleofilik atomlarin bulundugu bdlgelerken, kirmizi renkli bolgeler ise elektrofilik atomlarm bulundugu
bolgelerdir. Ayni1 zamanda sinir molekiiler orbitaller arasindaki enerji farki yapinin kimyasal kararliligi ve stabilitesi hakkinda
bilgi edinilmesini saglamaktadir. Schiff bazlar1 i¢in imin grubu, yapmin karaliligi, stabilitesi ve biyolojik ozelliklerinin
belirlenmesinde dnemlidir. Ciinkii bu grupta bulunan azot atomu niikleofilik, karbon atomu ise elektrofiliktir. Molekiilde bulunan
elektrofilik ve niikleofilik atomlar bagka niikleofilik ve elektrofilik atomlarin bag olusumuna katilmasini saglamaktadir. Sekil 3.a
ve Sekil 3.b’de imin grubu incelendiginde N1 atomunun yesil renkli oldugu goriilebilmektedir. Azot atomunun niikleofilik
ozellikte oldugunu dolayistyla yapida bu atomun pozitif bolge olarak degerlendirilebilecegi anlasilmaktadir. Bu baglamda; bu
bolgenin niikleofilik saldir1 bolgesi oldugu da sdylenebilmektedir. Imin grubunda bulunan C7 atomu incelendiginde, karbon
atomunun bulundugu bolgenin kirmizi renkli oldugu goriilmektedir. Bu bdlge imin grubundaki elektrofilik bolgeyi dolayisiyla da
negatif bolgeyi temsil etmektedir. Ayn1 zamanda bu bolge baska elektrofilik atomlarin baglanmasi i¢in de uygun bir bolge olarak
degerlendirilmektedir. Tablo 2, bilesige ait HOMO-LUMO elektronik parametrelerini igermektedir. Burada AE degeri HOMO-
LUMO arasindaki enerji farkindan hesaplanir ve arastirmacilara bant araligi hakkinda yorum yapmalarinina olanak saglar. Bant
aralig1 bir yapimin optik 6zelliklerinin ve iletkenliginin belirlenmesini saglamaktadir. Bilesige ait AE degeri yaklasik 1.8 eV
degerine sahiptir. Bu da yapimin yiiksek iletkenlige ve optik 6zelliklere sahip oldugunu gostermektedir.

Tablo 2. HOMO-LUMO elektronik parametreleri.

HOMO (eV) -7.5318
LUMO (eV) -5.7143
AE (eV) 1.8175

3.3.  Molekiiler Elektrostatik Potansiyel (MEP) Haritasi

Molekiiler elektrostatik potansiyel (MEP), hem hidrojen baglanma bélgelerinin agiklanmasi i¢in hem de yapi iizerinde
bulunun elektrofilik ve niikleofilik bolgelerin aydinlatilmasi i¢in kullanilir. MEP ozellikle gorsellestirildiginde, yapmin yerel
polaritesi hakkinda arastirmacilara 6nemli bilgiler sunmaktadir [36]. Bilesigin MEP haritas1 Sekil 4’de sunulmustur.
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Sekil 4 incelendiginde kirmizi, mavi ve yesil renklerle bir tiir siniflandirma yapildigi acik sekilde goriilebilmektedir. Bu
siniflandirma yerel polariteyi dolayisiyla pozitif ve negatif bolgeleri belirlemektedir. Harita {izerinde kirmizi renkli olan bolgeler
en negatif bolgeyi dolayisiyla elektrofilik atomlarin bulundugu bélgeyi belirlerken, mavi renkli kisimlar ise en pozitif bolgeyi
dolayisiyla niikleofilik bolgeleri temsil eder. Elektrofilik atomlar baska elektrofilik atomlarin saldirisi igin uygun bolgelerken,
niikleofilik atomlar baska niikleofilik atomlarin saldirisi i¢in uygundur. Bilesige ait haritada Ol atomunun bulundugu bolge
elektrofilik bolge iken O2 atomuna bagli olan hidrojen atomunun bulundugu bolge niikleofilik bolge olarak goriinmektedir.

3.4. Dogrusal Olmayan Optik (NLO) Ozellikler

Dogrusal olmayan optik (NLO) 6zellikler birgok disiplinleraras: yaklasimda bir yapinimn kararlig1 ve optik 6zellikleri hakkinda
yorum yaparken siklikla kullanilir [37]. NLO hesaplamlarindan elde edilen kutuplanabilirlik ve hiperkutuplanabilirlik yapiya ait
bu ozelliklerin belirlenebilmesi i¢in 6nemli parametrelerdir. Bir yapida kutuplanabilirlige ve hiperkutuplanabilirlige en fazla
katkrty1 saglayan parametre, yapida bulunan valans elektronlarmn varligidir [38]. Dipol moment, kutuplanabilirlik ve
hiperkutuplanabilirlik degerleri hesaplanirken literatiirde bulunan iirenin bu degerleri referans alinmaktadir. Ureye ait dipol
moment, kutuplanabilirlik ve hiperkutuplanabilirlik degerleri sirasiyla 1.3732 D, 3.8312 A% ve 3.7289 x 103! cm® e.s.u.” olarak
hesaplanmistir [39]. Tablo 3, molekiile ait hesaplanan dipol moment (p), kutuplanabilirlik (o) ve hiperekutuplanabilirlik (B)
degerlerini sunmaktadir.

Tablo 3. Dipol moment (n), kutuplanabilirlik (o) ve hiperkutuplanabilirlik () degerleri (e.s.u).

Ux 5.8058 pxxx -9.7069x103!
1y 3.1258 By 1.0879x1030
" 0.0332 Bryy 1.1716x10°%!
Byyy 9.25461073!
Olxx 3.3108 Bxxz -9.6626x10732
sy -8.1971 Bryy 5.1475x10°2
gy 1.6819 Byy: -6.4127x102
Oxz 1.6186 szz 3.7217x1073!
dy2 1.4932 Byze 9.5116x10°2
Ozz 6.5375 Bzzz 1.4482x1073!

Tablo 4, bilesige ait toplam dipol moment, ortalama dogrusal kutuplanabilirlik anizotropisi ve hiperkutuplanabilirlik
degerlerini igermektedir.

Tablo 4. Bilesige ait toplam dipol moment, ortalama dogrusal kutuplanabilirlik, kutuplanabilirlik anizotropisi ve
hiperkutuplanabilirlik degerleri.

Dipol moment (p), (D) 6.5936
Ortalama Dogrusal Kutuplanabilirlik (a), (A3) 22.8627
Kutuplanabilirlik Anizotropisi (Aa), (%) 80.8073

Hiperkutuplanabilirlik (B), (cm® e.s.u.™) 7.7497x1073°
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Tablo 4’de bulunan dipol moment degeri iireden 4.8 kat, ortalama dogrusal kutuplanabilirlik degeri lireden yaklasik 6 kat
daha fazla oldugu goriilmektedir. Yine Tablo 4’de verilen bilesige ait hiperkutuplanabilirlik degerinin ise iirenin bu degerinden
yaklagik 20 kat daha fazla oldugu goriilmektedir. Bu sonuglardan bilesigin iyi bir dogrusal olmayan optik malzeme olarak
kullanilabilecegi sdylenebilir.

3.5. Dogal Bag Orbitali (NBO) Analizi

Dogal bag orbital (NBO) analizi ilk olarak Weinhold tarafindan gelistirilmistir [40]. NBO’da ki temel fikir, molekiiler bir
ortamda bulunan atomik orbitallerin sahip olduklar: sekillerin belirlenmesidir. Bunu yaparken tek elektron yogunluk matrisi
kullanilir ve atomlar arasinda bulunan elektron yogunlugu ile baglarin olusturulmasi saglanir [41]. Dolayistyla bir bagin olusumu
ve bu bag da yer alan alic1 ve verici atomlarin belirlenmesi olanagini sagladigi i¢in NBO analizi, kuantum kimyasinda énemli bir
yere sahiptir. NBO analizi ile elde edilen veriler Tablo 5’de sunulmustur.

Tablo 5. Bilesige ait NBO analizi.

Verici (i) Alia (j) E(2) (kcalmol ') &(j)- @) (a.u) F(i,j) (a.u)
BD(2) C2-C3 BD" (2) C1-01 26.38 0.27 0.080
BD(2) C2-C3 BD" (2) C4-C5 16.13 0.28 0.062
BD(2) C4-C5 BD" (2) C2-C3 19.48 0.32 0.070
BD(2) C8-C9 BD" (2) C10-C11 18.36 0.30 0.067
BD(2) C8-C9 BD" (2) C12-C13 18.55 0.31 0.069

BD(2) C10-C11 BD" (2) C8-C9 21.00 0.27 0.070
BD(2) C10-C11 BD" (2) C12-C13 19.04 0.30 0.068
BD(2) C12-C13 BD*(2) C8-C9 20.92 0.26 0.068
BD(2) C12-C13 BD*(2) C10-C11 21.98 0.28 0.070

Tablo 5’de yer alan veriler Fock matrisinn ikinci dereceden pertiirbasyon analizi [42] ile elde edilmis olup tabloya 15
kcalmol ve iizerinde stabilizasyon enerjisine sahip olan alic1 ve verici atomlar eklenmistir. Tablo 5 incelendiginde molekiil ici
en yiiksek hiperkonjugasyona sahip etkilesimin 26.38 kcalmol™? ile n(C2-C3) — n'(C1-O1) etkilesimi oldugu goriilmektedir.
Enerji ile dogru orantili olarak degisen ve bagin giiciinii temsil eden bir diger faktor ise F(i,j) degeridir. Yine tablodan
n(C2-C3) — n"(C1-01) etkilesiminin 0.080 ile diger etkilesimlerden daha yiiksek F(i,j) degerine sahip oldugu goriilebilir. Tablo
incelendiginde ikinci sirada giiglii hiperkonjugasyona sahip olan etkilesimin n(C12-C3) — =n"(C10-C11) etkilesimi oldugu
goriilmektedir. Giglii hiperkonjugasyon molekiil i¢i etkilesimin de kararli oldugunu gostermektedir. Dolayisiyla bahsedilen bu
molekiil i¢i etkilesimlerin kararli oldugu sdylenebilir.

3.6.  Mulliken Yiik Dagilim

Mulliken yiiklerinin belirlenmesi bir yapinin kimyasal ve fiziksel 6zelliklerinin aydinlatilmasi i¢in 6nemlidir. Mulliken
yiikleri, yapida bulunan atomlarin pozitif veya negatif yiiklerini belirlememizi dolayisiyla elektrofilik ve niikleofilik
reaksiyonlarini belirlemek i¢in kullanilir. Atomlarin Mulliken yiikleri [43] N-(5-klor-2-oxiobenzilden)-2hidroksi-5-metilanilin
[15] bilesigi i¢in hesaplandi. Tiim nitrojen ve oksijen atomlari molekiildeki diger atomlardan daha fazla negatif yiike sahip
oldugu goriildii. O1 ve O2 atomlarinin yiikleri sirastyla -0.491314 ve -0.366124 ve N1 atomunun yiikii ise -0.377277 olarak
belirlendi. Bu atomlarin yaninda Cl1, C2, C4, C6, C10, C11, C12, C13 ve C14 atomlar1 da yine negatif yiike sahiptir. Calisilan
molekiilde adi gegen elektronegatif atomlara bagli C1, C3, C5, C7, C8 ve C9 karbon atomlar1 pozitif atom yiikii degerlerine
sahiptir. Ad1 gegen karbon atomlarinin pozitif yiik degerleri sirastyla 0.057361, 0.100753, 0.235096, 0.187877 ve 0.118389 a.u.
olarak bulunmustur. Bu nedenle, iki elektronegatif C2, C6 ve Ol atomuyla cevrili Cl1 atomu ve elektronegatif C6 ve N1
atomlariyla ¢evrili C7 atomu en yiiksek pozitif yiik degerlerine sahiptir. Ciinkii © bag1 olan karbon atomlari, yalnizca ¢ bag:
olanlara kiyasla daha fazla pozitif yiik yogunluguna sahiptir. Baska bir deyisle, sp? hibritlerine sahip karbon atomlarinin yiik
yogunlugu, sp® hibritlerine sahip karbon atomlarnin yiik yogunlugundan daha biiyiiktiir. Bu nedenle, molekiil giiclii
delokalizasyon enerjisi gostermektedir. Bilesikte tiim hidrojen atomlarinin atom ytikleri pozitif degerlere sahiptir. Negatif yiikler
incelendiginde bu atomlarin elektrofilik reaksiyon gosterdikleri agiktir. Bu yiik dagilimi sebebiyle molekiilin dipol momenti
6.5936 D olur. Gaz fazindaki N-(5-klor-2-oxiobenzilden)-2hidroksi-5-metilanilin [15] bilesigin B3LYP/6-311G(d,p) seviyesinde
hesaplanan Mulliken yiikleri [44] Tablo 6’da verilmistir.
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Tablo 6. Bilesige ait Mulliken yiikleri (a.u.).

ATOM YUK ATOM YUK
C1 0.237694 01 -0.491314
C2 -0.086081 02 -0.366124
C3 0.057361 N1 -0.377277
C4 -0.289399 H2 0.096548
C5 0.100753 H3 0.113561
C6 -0.259260 H5 0.096001
c7 0.235096 H7 0.112574
C8 0.187877 H10 0.092130
C9 0.118389 H11 0.089234
C10 -0.085747 H13 0.099894
c1u -0.052647 H14A 0.097655
C12 -0.168947 H14B 0.094592
C13 -0.031675 H14C 0.096419
C14 -0.140843 HIN 0.261652
cn -0.094104 H20 0.255988

* Mulliken yiik degeri negatif olan C atomlar1 yesil, Mulliken yiik degeri en pozitif olan C atomlar1 kahverengi, Mulliken yiik
degeri negatif olan N ve O atomlar1 kirmizi, Mulliken yiik degeri negatif olan Cl atomu a¢ik mavi ve Mulliken yiik degeri pozitif
olan diger C ve H atomlari siyah renkte olacak sekilde tabloda gésterilmistir.

3.7.  Hirshfeld Yiizey Analizi

Hirshfeld yiizeyi, bir molekiilii ¢evreler ve onu kristalin yapisinda bulunann bosgluktan ayirir [45]. Hirshfeld yiizey analizi
molekiiler bir yapmin molekiil i¢i etkilesimlerini incelemedeki kisa atom-atom etkilesimlerinin giiciinii belirlemek ve kristal
yapmin 3D paketlenmesinin anlagilmasini sagladig icin siklikla bagvurulan bir analiz yontemidir [46]. Molekiiler bir yapida
bulunan kisa atom-atom etkilesimlerin ve molekiiller arasi etkilesimlerin dogasimmin aydinlatilmast kristal paketlenmenin
anlagilabilmesi i¢in 6nemli bir parametredir. Hirshfeld ylizey analizi sonucunda yapiya ait bu etkilesimleri aciklayan ve belirli
Ozellik ve sekillere sahip haritalar elde edilir. Bu haritalar molekiil i¢i etkilesimlerin belirlenmesini dolayisiyla da kristal
paketlenmesinin dogasini aydinlatir. Hirshfeld yiizeyinde, molekiile ait karakteristik 6zelliklerin belirlenebilmesi i¢in bazi
nicelikler bulunmaktadir [47]. Bu nicelikler, dnorm, de Ve di olarak tanimlanir ve molekiil igi etkilesimlerin aydinlatilmasini ve
yorumlanmasini saglar. dnorm, Hirshfeld yilizeyinde normallestirilmis temas mesafesidir ve molekiiliin yiizeyinde bulunan her
noktanin o noktaya en yakin bolgede konumlanmis olan atoma olan mesafesini normallestirir. Bu sayede molekiil i¢i etkilesimler
belirlenmis olur. Bahsedilen bu normallestirmenin yapilabilmesi i¢in dj ve de ad1 verilen nicelikler van der Waals yaricaplar ile
kiyaslanir. de, Hirshfeld yiizeyinde bulunan belirli bir noktadan molekiil disindaki en yakin atoma olan mesafe olarak tanimlanir.
di ise yine Hirshfeld yiizeyinde bulunan belirli bir noktadan molekiilin digindaki en yakin atoma olan mesafe olarak
tanimlanabilir. Bu iki mesafenin van der Waals yarigaplariyla karsilastirilarak yapilan gorsellestirmesi ile dnorm haritasi elde
edilmektedir. Bir dnorm haritasinda mavi, kirmiz1 ve beyaz renklerle siniflandirma yapilir. Kirmizi renkli olan bélgeler van der
Waals yarigapindan daha kisa mesafedeki etkilesimlerin varligini gosterirken, mavi renkli bdlgeler ise van der Waals
yarigapindan daha uzun mesafede bulunan etkilesimlerin varligin1 gosterir. Beyaz bolgeler ise van der Waals yarigaipina esit
mesafedeki etkilesimleri gostermektedir. dnorm, di Ve de Sekil 5°de sunulmustur.

(@ (b) (c)
Sekil 5. Bilesige ait (a) dnorm, (b) di ve (C) de haritalari.

Bilesige ait dnorm mesafesi -0.6818 - 1.1753 a.u., di mesafesi 0.06879 - 2.5155 a.u., ve de mesafesi 0.6873 - 2.4702 a.u. olarak
hesaplanmistir. Sekil 5.a, dnom eslenmis Hirshfeld yiizeyini gostermektedir. Molekiiller arasi etkilesimde bulunan karsilikli
temaslar, Hirshfeld yiizeyi iizerindeki kirmizi noktalarla gosterilmektedir [48]. Sekil 5.a incelendiginde kirmizi boélgenin Ol



169

atomu iizerinde lokalize oldugu goriilmektedir. Bu bolge i¢cin molekiiller arasi etkilesimin van der Waals yari¢apindan daha kisa
mesafede gergeklesecegi sOylenir ve buna bagli olarak bu bolge de giiglii molekiil i¢i etkilesimlerin varligindan bahsedilir.
Dolayistyla bu bolgede gerceklesen molekiil i¢i etkilesimin giiglii olacagindan bahsedebiliriz. Hem van der Waals yarigapindan
daha kisa mesafede etkilesimin gergeklesmesi hem de bu bolgenin Hirshfeld yiizeyindeki en negatif bdlge olmasi bu sonucu
dogurmaktadir. Bilesige ait d; haritas1 Sekil 5.b’de gosterilmistir. Harita incelenecek olursa bu haritada da goriilen kirmizi
noktanm O1 atomu {izerinde oldugu goriilmektedir. d; haritasinda bulunanan bu kirmizi noktanin biiyiikliigii ve renginin koyuluk
miktar1 etkilesimin giicli ile dogru orantili olarak degismektedir. d; haritasinda bulunan mavi renkli bolgeler daha uzun
mesafedeki molekiil i¢i etkilesimleri gostermektedir. Bilesige ait harita incelendiginde bu bolgenin C8-C13 benzen halkasi
iizerinde ve karbon atomlarmin bulundugu bélgede lokalize oldugu sdylenebilir. Yesil bolgeler genellikle van der Waals
yarigapina esit olan mesafedeki etkilesimleri gostermektedir. Bu bakis agisi ile incelendiginde C1-C6 benzen halkasinin karbon
atomlari iizerinde ve N1 atomu iizerinde bu bolgelerin bulundugu sdylenebilir. Sekil 5.c’de bilesige ait de haritas1 goriilmektedir.
Bu harita tizerinde bulunan kirmizi renkli bolge en negatif bolge olarak ve yine bu bolgenin van der Waals yaricapindan daha
kisa mesafede gerceklesen etkilesimleri gosterdigi kabul edilir. Diger haritalarda oldugu gibi yine bu bdlgedeki en giiglii molekiil
ici etkilesimin oldugu bdlge O1 atomu iizerinde lokalize olmustur. Daha biiyiik ve koyu renkli kirmizi noktalar daha giiclii
etkilesimi temsil ederken daha kii¢lik ve agik kirmizi renkli noktalar etkilesimin giiciiniin daha zayirf oldugunu gostermektedir.
Bu bakis agist ile haritada ki kirmizi nokta incelendiginde burada kuvvetli molekiil i¢i etkilesimlerin var oldugu sdylenebilir.

@ (b)

Sekil 6. Bilesige ait (a) egrilik ve (b) sekil indeksi haritalari.

Hirshfeld analizinde siklikla kullanilan haritalardan diger ikisi egrilik ve sekil indeksi haritalaridir. Bu haritalar kristal paketi
icerisinde yer alan molekiil i¢i etkilesimlerin detaylarinin analiz edilmesi i¢in 6nemlidir. Egrilik haritalarinda yiiksek egrilik ve
diisiik egrilik bolgeleri mevcuttur. Bu egriliklerin analiz edilebilmesi i¢in hem renk hem sekil siniflandirmasi mevcuttur. Bilesige
ait egrilik haritas1 Sekil 6.a’da sunulmustur. Harita incelendiginde belirgin olarak mavi ve yesil bolgeler, daha az belirgin olarak
ise sar1 ve kirmizi renkli bolgeler dikkat cekmektedir. Mavi ve yesil bolgeler kirmizi ve sar1 bolgelere nispeten daha disiik egrilik
degerlerine sahiptir. Bu diisiik egrilik alanlar1 daha zayif molekiil i¢i etkilesimleri gosterirken, yiiksek egrilik alanlar1 daha giicli
molekiil i¢i etkilesimleri gostermektedir. Bu bakis agisi ile Sekil 6.a incelendiginde diisiik egrilik alanlarinin genel olarak karbon
ve hidrojen atomlar1 {izerinde lokalize oldugu sdylenebilir. Daha detayli degerlendirilecek olunursa C1-C6 benzen halkasi
iizerindeki C1, C6 ve C5 atomlar tizerinde daha belirgin lokalize oldugu goriilmektedir. Bunun disinda C8-C13 benzen halkasi
incelenecek olursa bu halkaya bagli olan metil grubunun da yine diisiik egrilik alanina sahip oldugu dolayisiyla da bu bdlgede
gerceklesecek olan molekiil i¢i etkilesimlerin zayif oldugu sdylenebilir. Belirgin kirmizi noktalarin ise CI1 ve O2 atomlar
iizerinde lokalize oldugu goriilmektedir ki bu detay burada gerceklesecek olan molekiil i¢i etkilesimlerin diger bolgelere kiyasla
daha giiclii olacagini gostermektedir. Sekil 6.b bilesige ait sekil indeksi haritasini sunmaktadir. Bu harita incelendiginde kirmizi
icbiikey ve mavi disbiikey iiggensel bolgelerin varligi dikkat ¢ekmektedir. Sekil indeksinde bulunan kirmizi i¢biikey tiggenler
negatif bolgeler ve ayni zamanda giiglii ¢ekici etkilesimlerin varligini gosterirken, mavi digbiikey bolgeler diger molekiillerle
temas bolgelerini temsil eder. Gliglii ¢ekici bolgeler donor atomlarin bulundugu bélgeleri de temsil edebilirken, mavi disbiikey
bolgeler genel olarak alici atomlarin temas bolgelerini temsil edebilir. Bu bakis agisi ile Sekil 6.b incelenecek olursa en belirgin
kirmiz1 igbiikey bolgenin C8-C13 benzen halkasi iizerinde C8-C9 atomlarina daha yakin konumda lokalize oldugu
goriilmektedir. En belirgin mavi digbiikey bolge ise yine C8-C13 benzen halkasinda C8 atomunun bulundugu bolgede lokalize
oldugu goriilebilmektedir. Hirshfeld yiizey analizinde atom-atom etkilesimlerinin tiim molekiil i¢i etkilesmeye sagladiklart
katkinin incelenmesi ve atom-atom etkilesimlerinin daha detayli analiz edilmesi igin 2D parmak izi haritalar1 kullanilmaktadir.
2D parmak izi haritalar1 Sekil 7°de sunulmustur.
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Sekil 7. 2D parmak izi haritalari.

2D parmak izi haritalar1, ylizeydeki noktalari i¢ ve dis koordinatlar iizerinde gostermektedir. Burada i¢ koordinat d; ile temsil
edilirken dis koordinatlar deile temsil edilir. Parmak izi haritalarinda i¢ bolge x eksenini, dis bolge y eksenini temsil eder. Her iki
bolge de pozitif degerlere sahiptir. Tiim atomlar-tiim atomlar arasi etkilesimi veren 2D parmak izi haritasi incelenecek olursa,
dikkat ¢ceken 6nemli detaylardan biri harita tizerinde bulunan iki sivri uglaridir. Bu sivri uglar giglii gekici etkilesimleri 6zellikle
incelen yap1 i¢in hidrojen bag etkilesimlerini tasvir etmektedir. Buna bagl olarak Sekil 7°de verilen H...H/H...H etkilesiminin
parmak izi haritas1 da benzer ¢ikarimlara varmamizi saglamaktadir. H...H/H...H etkilesimlerinde orta kisimda bulunan sivri ug
bag yapan hidrojen atomlarinmn birbirlerine kisa mesafede temas ettiklerini gostermektedir. Ciinkii tam bu bolge de hem de hem
de d; degeri ortalama olarak 1.0 A degerine sahiptir. Bu degerlerin birbirine yakin ve neredeyse esit olmasi hidrojen atomlarmnin
daha yakin mesafede etkilesim kurdugunu gosterebilir. Ayn1 zamanda bu bolgenin koyu mavi renge sabit olmasi da varilan bu
sonucu destekler niteliktedir. Sivri uglarin bulundugu bélgelerin yiiksek molekiil i¢i etkilesime ev sahipligi yaptigini destek leyen
bir diger harita H...O/O...H etkilesiminin verildigi haritadir. Ciinkii iki sivri u¢ bu haritada da diger haritada oldugu gibi aym
konumda bulunmaktadir. Yine tiim atomlar...tlim atomlar etkilesimlerini veren harita incelendiginde sag ve sol kanat sekilleri
dikkat ¢cekmektedir. Bu kanat sekillerinin oldugu bolgeler genel olarak yine giiclii hidrojen etkilesimlerini tasvir eder. Aym
zamanda bu etkilesimler, daha yakin mesafede gerceklesmektedir. Bilesige ait C...H/H...C ve H...CI/Cl...H haritalar
incelenerek de yine aymi ¢ikarima varilabilmektedir. Burada giiglii ve yakin mesafede gerceklesen hidrojen etkilesimlerinden
bahsedilir ve diger harita ile birebir ayni kanat seklini sunmaktadir. Tim atomlar...tiim atomlar etkilesiminin sunuldugu
haritanin orta noktasinda agik yesil renkli bolge dikkat ¢ekici niteliktedir. Bu bdlgeler genel olarak C-H etkilesimlerinin varligim
gostermektedir. Sekil 7°de H..N/N...H haritasi incelendiginde daha ac¢ik mavi ve daha az noktasal alanlar bulunmaktadir. Burada
daha uzun mesafede ve daha az giiglii etkilesimden bahsedilebilir. Sekil 7’de verilen C...C/C...C, C...0/0...C, C...N/N...C ve
0O...CI/CL...O etkilesimlerinin de daha uzun mesafelerde ve daha zayif gergeklestigi soylenebilir. C...Cl/Cl...C haritas1
incelendiginde x ve y koordinatlarinin birbirine yakin degerler aldigi goriilmektedir. Bu etkilesimler tiim atomlar...tlim atomlar
arasi etkilesimlerde daha diigiik katkiya sahiptir. Atom-atom etkilesimlerinin, tim atomlar...tiim atomlar arasi etkilesimlere
saglamis oldugu katkilarin oran1 Sekil 8’de sunulmustur. Sekil 8 incelendiginde %35.4 degeri ile en yiiksek katki H...H/H...H
etkilesimi tarafindan en diistik katk1 %0.3 degeri ile ise C...0/O...C etkilesimleri tarafindan saglanmistir. Bu analizler, bilesigin
yapisal 6zelliklerini anlamamiza ve kimyasal davranisin1 ¢6zmemize yardimei oluyor [49].



171

11 1211 03

sH..HH...H aC...HH...C »H..CIV/Cl...H =H...O/O..H
sC...C/C...C mC...N/N...C 2 0...CI/Cl...O ®mH..NN...H
uC...CIClL..C mC..0/0..C

Sekil 8. Molekiil ici etkilesim oranlari.

Hirshfeld yilizey analizinde siklikla kullanilan ve enerji yogunlugunun belirlenebilmesini saglayan bir diger 6zellik ise enerji
cergeveleridir. Enerji ¢ergeveleri kristali olusturan molekiiliin supramolekiiler yapi1 mimarisinin anlagilmast ve bu mimariyi
olusturan enerji tiirlerinin ifade edilmesi i¢in kullanilmaktadir [50]. Bilesigin enerji cergeveleri hesaplanirken B3LYP/6-
311G(d,p) baz setinden yararlanilmistir. Aym1 zamanda tek bir molekiil ¢evresinde 3.8 A degerine sahip bir kiime icin hesaplama
gergeklestirilmigtir. Her bir etkilesim enerjisi gorsellestirilirken bir renk ile tanimlanir. Kirmizi renk elektrostatik etkilesim
enerjisini, yesil renk dagilim enerjisini ve mavi renk toplam enerjiyi tanimlamaktadir. Bilesige ait enerji ¢erceveleri Sekil 9’da
sunulmustur. Sekil 9 incelendiginde her bir enerji gergevesi igin belirli ve ayni zamanda ince ya da kalin silindirin bulundugu
dikkat g¢ekmektedir. Enerji g¢ergevesinde sunulan bu silindirlerin boyutlar1 molekiil i¢i etkilesimin giicii hakkinda bilgi
vermektedir. Daha kalin silindirik alanlarda giiglii molekiil i¢i etkilesimler meydana gelirken daha ince silindirik alanlarda daha
zaylf etkilesimler meydana gelir. Aym1 zamanda bu silindirlerin yonelim dogrultusu molekiiller arasinda meydana gelen
etkilesimlerin dogrultusunu gosterir. Sekil 9.a bilesige ait elektrostatik etkilesim enerjisini vermektedir. Elektrostatik enerji genel
olarak iyonik ve polar etkilesimlerin varligini temsil etmektedir. Daha giiclii etkilesimin nispeten oksijen ve karbon atomlarinin
bulundugu boélgelerde lokalize oldugu goriilmektedir. Sekil 9.b bilesige ait dagilim enerjisini gdstermektedir. Dagilim enerjisi,
molekiil i¢i van der Waals etkilesimlerini temsil etmektedir. Bu bakis agisi ile sekil incelenecek olursa, 6zellikle imin baginda
bulunan N atomunun daha yogun van der Waals etkilesimlerine sahip oldugu sdylenebilir. Sekil 9.c bilesige ait toplam enerjiyi
sunmaktadir. Toplam enerji, dagilim ve elektrostatik etkilesim enerjisinin toplamidir.

Tablo 7, elektrostatik, polarizasyon dagilim ve itme enerjilerinin sahip oldugu simetri operasyonlarini ve enerji degerlerini
sunmaktadir. Tablo 7 incelendiginde en diisiik elektrostatik etkilesim enerji degerine -73.0 kcalmol™?, en diisiik polarizasyon
enerjisinin -20.0 kcalmol™? degerine, en diisiik dagilim enerjisinin -61.6 kcalmol? degerine sahip oldugu goriilemektedir. Itme
enerjisinin genel olarak pozitif degere sahip oldugu tabloda goriilmektedir. Daha pozitif degerler giiglii itici etkilesimleri ifader
eder. Tablo incelenmeye devam edildiginde en yiiksek degerin 73.0 kcalmol* oldugu goriilmektedir.

Tablo 7. Bilesigin etkilesim enerjileri.

Simetri Operesyonu R Elektron Yogunlugu E_elektrostatik E_polarizasyon E dagihm  E_itme
X, =Y, -X 6.31  B3LYP/6-311G(d,p) -143 2.7 -20.6 118
x+1/2, -y+1/2, x+1/2 11.43 B3LYP/6-311G(d,p) -6.1 -0.8 -14.6 13.7
X, -Y, -Z 10.91  B3LYP/6-311G(d,p) -5.4 -0.9 -24.5 19.9
X, Y, 2 5.97 B3LYP/6-311G(d,p) -1.7 -35 -61.6 35.8
x+1/2, -y+1/2, z+1/2 8.00 B3LYP/6-311G(d,p) -73.0 -20.0 -19.1 73.0
-X+1/2, y+1/2, -z+1/2 8.70 B3LYP/6-311G(d,p) -5.8 -0.7 -14.4 8.6
x+1/2, -y+1/2, z+1/2 8.29 B3LYP/6-311G(d,p) 43 -1.0 -2.7 0.0
X, -y, -z 836  B3LYP/6-311G(d,p) -146 -1.9 -19.6 18.7
-X+1/2, y+1/2, -z+1/2 8.09 B3LYP/6-311G(d,p) -0.9 -2.0 -14.8 9.6

x+1/2,y+1/2, -z+#1/2 1125  B3LYP/6-311G(d,p) 2.9 -0.4 -3.3 0.8
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Sekil 9. Bilesige ait (a) elektrostatik etkilesim, (b) dagihm ve (c) toplam enerji cerceveleri.

3.8.  Molekiiler Yerlestirme Simiilasyonu

Molekiiler yerlestirme, biiyiik boyutlu bir molekiiler yapi ile kii¢lik boyutlu bir ligandin uygun baglanma geometrisi ile bag
yapmasini simiile eden yaklagimlardan biridir. Ozellikle bilgisayar destekli ila¢ tasrarmi ¢aligmalarinda molekiiler yerlestirme
yontemi siklikla tercih edilmektedir. Biiyiik 6l¢ekli yapinin uygun baglanma bolgesinin kesfedilmesi, baglanma geometrisinin
belirlenmesi ve bu baglanmanin afinitesini agiklamak ve bu verileri gorsellestirmek icin molekiiler yerlestrime calismasi
gergeklestirilir. Ote yandan molekiiler yerlestirme y&ntemi, yapisi bilinen bir hedef ve ligandin yapis1 baz aliarak, molekiiler
yapist bilinmeyen hedef ve ligandlarin yapisinin agiklanmasinda da kullanilir [51]. Bilesigin asetilkolinesteraz (E.C.3.1.1.7)
enzimi ve monoamin oksidaz B (MAOB) enzimi ile molekiiler yerlestirmesi gerceklestirilmistir. Asetilkolinesterazin (AChE),
viicutta baslica gorevlerinden biri asetilkolini (ACh) hidrolize etmektir. Hidrolizin homoestaziyi etkileyecek sekilde yiiksek
olmasi asetilkolin ifadelenmesini azaltir. Bu durum sinir hiicreleri arasindaki iletisimin zayiflamasina sebep olur. Birbirini takip
eden bu siirecin Alzaymir hastalifinin sebepleri arasinda oldugu diisiiniilmektedir [12]. AChE disinda, monoamin oksidaz B
(MAOB) enzimi aktivitesinin de Alzaymir hastaligini tetikleyecek etkisinin bulundugu diisliniilmektedir. Bu enzimin artmis
aktivitesi, sinir hiicreleri arasinda ndrotoksinlerin ve amiloid [ proteininin sinir hiicrelerinde birikmesine neden olur. Bu durum
sinir hiicreleri arasinda gergeklesen iletisimin zayiflamasina ve hatta engellenmesine sebep olmaktadir. Yine birbirini etkileyen
bu siiregler Alzaymir hastaliginin sebepleri arasinda degerlendirilmektedir. [14]. Bilesige ait bu molekiiler yerlestirme
simiilasyonunun gorsellestirilmesi Sekil 10°da, bu baglanmaya ait baglanma afiniteleri Tablo 8’de verilmistir.
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Sekil 10. Baghk bilesigi ile astilkolinesteraz enzimin (a) ve bashk bilesigi ile monoamin oksidaz-b enziminin (b) baglanma
simiilasyonu sonucu elde edilen etkelesimler.

Tablo 8’de verilen baglanma afiniteleri incelenecek olursa galisilan bilesigin her iki enzimle olan baglanmasinin gii¢lii oldugu
soylenebilir. Genel baglamda -8.0 kcalmol™? ve daha diisiik baglanma enerjilerine sahip etkilesimler bagin kararlihigini olumlu
yonde etkilemektedir. Ayn1 zamanda bu ve benzeri diisiik baglanma afiniteleri, etkilesimin 6énemli biyolojik etkinlikler sergileme
ihtimalinin de yiiksek oldugunu gdstermektedir [52]. Bir etkilesimde hidrojen bagi ve hidrofobik etkilesimlerin varliginin
incelenmesi 6nemlidir. Hem Sekil 10 hem de Tablo 8 baglanmalardaki etkilesimleri sunmaktadir. Caligilan bilesik ve
asetilkolinesteraz enzimi arasinda hem hidrojen bagi hem de hidrofobik etkilesimler olusmusken, baslik bilesigi ve MOAB
enzimi arasinda hidrofobik etkilesim ve w-siilfiir etkilesimi olmustur.

Tablo 8. Calisilan bilesik ile asetilkolinesteraz ve monoamin oksidaz-B enzimlerinin molekiiler yerlestirme simiilasyonu
sonu¢larindan elde edilen veriler.

Enzimler Baglanma Afinitesi (kcalmol') Hidrojen Bagi  Hidrofobik Etkilesimler r-Siilfiir Etkilesimi
Asetilkolinesterez (E.C.3.1.1.7) -8.8 Tyrl2l 11e287 Gozlemlenmedi
Monoamin oksidaz-B -9.0 Gozlemlenmedi Gly57 Cys397
Lys296
Trp388

Enzimlerin yapisinda da tipki proteinlerin yapisinda oldugu gibi baglanma cepleri adi verilen bolgeler vardir. Bu bolgeler
iyon, ligand, substrat vb. kiiciik yapilarin enzime baglanmasini saglamaktadir. Hidrofobik etkilesimler, bu baglanma cebinde
bulunan su molekiillerini iterek onlarm yer degistirmesini saglar bu da hem ligandin baglanma cebinde sabit kalmasini saglarken
hem de baglanmanin stabilitesini arttirir. Dolayisiyla baglanmanin giiglii ve baglanma afinitesinin diisiik olmasini saglar [53].
MAO-B enzimin ii¢ farkli aminoasit kalintis1 ve incelenen bilesik arasinda ger¢eklesmis olan hidrofobik etkilesimler baglanma
afinitesinin daha diisiik bir seviyede seyretmesine sebep oldugu sdylenebilir. Asetilkolinestraz enziminin Ile287 aminoasit
kalintisi ile yapmis oldugu hidrofobik etkilesim hem bagin kararli olmasin1 hem de baglanma afinitesini diistirmiistiir.

Enzim-ligand etkilesimi gergeklesirken olusan hidrojen bagi, bir protein veya enzim de baglanma noktalarinin hangi kisimlar
oldugunu belirler ve burada gerceklesen baglanmalarin enerjisini optimize eder. Dolayistyla bu durum baglanma afinitesinin
daha diisiik bir degerde seyretmesini saglamaktadir [54]. Incelenen yap1 ve asetilkolinesteraz enziminde bulunan aminoasit
Tyr121 arasinda gergeklesen hidrojen bagi hem baglanma enerjisinin diisiik olmasimi katkida bulunmus hem de daha giiglii bir
bag ortaya ¢ikmasini saglamstir.

n-Stilfiir etkilesimleri, bir enzim ya da protein aminoasit kalintisinin yapisinda bulunan siilfiir atomu ile kiigiik yapili
molekiiliin 7 elektronlarinca zengin olan ylizeyleri arasinda gerceklesir ve kovalent olmayan bir etkilesimdir. Aminoasit
yapisinda bulunan siilfiir zayif niikleofilik karakter gosterir ve 7 elektronlarinca zengin bolge ile ¢ekim kuvveti olugturur [55].
Bilesik ve MAOB enziminin Cys 397 aminoasit kalintis1 arasinda ger¢eklesen m-siilfiir etkilesimi bilesigin yapisinda bulunan n
elektronlarni kanitlar niteliktedir. Ayn1 zamanda meydana gelen bu etkilesim, MAOB arasinda gerceklesen bagin
asetilkolinesteraza kiyasla daha giiclii olmasini saglamis olabilir.
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4. Sonuclar

Schiff bazlari, son zamanlarda literatiir de artan ¢alismalar ile ve sahip oldugu birgok 6zellikle ilgi ¢ekici molekdiller arasinda
yer almaktadir. Bu calismada incelenen Schiff bazi sahip oldugu yiiksek fiziksel, kimyasal ve biyolojik 6zellikleri ile dikkat
cekmektedir. Teorik geometri parametre verileri deneysel verilerle biiylik 6lgiide uyusmaktadir. Yapida bulunan imin grubu
incelendiginde N1 atomunun yesil renkli oldugu dolayisiyla buradan azot atomunun niikleofilik oldugu, yapida bu bolgenin
pozitif bolge olarak degerlendirilebilecegi ve bu baglamda niikleofilik saldir1 bolgesi oldugu sdylenebilmektedir. imin grubunda
bulunan karbon atomu incelendiginde karbon atomunun bulundugu bdlgenin kirmizi renkli oldugu ve bu bélge imin grubundaki
elektrofilik bolgeyi dolayisiyla da negatif bolgeyi temsil etmektedir. Ayn1 zamanda bu bolge baska elektrofilik atomlarin
baglanmasi i¢in de uygun bir bolge olarak degerlendirilmektedir. Bilesige ait AE degeri yaklagik 1.8 eV degerine sahiptir. Bu da
yapmin yiiksek iletkenlife ve optik ozelliklere sahip oldugunu gdstermektedir. Miilliken yiik dagilimma bakildiginda; sp?
hibritlerine sahip karbon atomlarinm yiik yogunlugu, sp® hibritlerine sahip karbon atomlarmin yiik yogunlugundan daha
biiyiliktiir. Bu nedenle, baslik molekiilii giiclii delokalizasyon enerjisi gostermektedir. Bu calismada, kristal yap1 i¢in van der
Waals mesafelerindeki farkliliklar, dnorm, de, di, sekil indeks, egrilik haritalar1 olusturulmus ayrica, iki boyutlu parmak izi
grafikleri sonuclartyla molekiiller arasi etkilesim yiizdeleri belirlenmistir. Hirshfeld yiizey analizi sonu¢larma gore, bilesigin
yapisinda, H...H/H...H, C...0/0...C, C...N/N...C, O...Cl/Cl...O, C...Cl/CIL...C, C...H/H...C, H...CI/Cl...H, H...0/O...H,
C...C/C...C ve H..N/N...H molekiiller aras1 etkilesimlerinin oldugu belirlenmistir. Bu etkilesimler iki boyutlu parmak izi
grafikleri incelendiginde en baskin etkilesimin %35.4 degeri ile H...H/H...H etkilesimi tarafindan en diisiik katkinin ise %0.3
degeri ile ise C...0/0...C etkilesimleri tarafindan saglandigi goriilmistiir. H...H/H...H etkilesiminden sonra en baskin etkilesim
C...H/H...C etkilesiminden kaynaklanmaktadir. Bu ¢alismada; incelenen bilesik i¢in yapilmis hesaplamalarda yapimin yiiksek
kutuplanmaya sahip oldugu, molekiil i¢i etkilesimlerinin gii¢lii oldugu ayni zamanda yapisinda bulundurdugu elektrofilik ve
niikleofilik saldir1 bolgeleriyle disaridan baska elektrofilik ve niikleofilik yapilarla bag yapabilme olanagi gozlemlenmistir.
Vakum ortaminda, NLO ozelliklerini temsil eden yiiksek mertebe kutuplanabilirlik degeri, iire ile karsilagtirildiginda tireden
yaklagik 20 kat daha fazla elde edilmistir. Bu sonuca gore, incelenen bilesik gelecekteki calismalarda dogrusal olmayan optik
malzeme olarak kullanilabilme potansiyeline sahiptir. Ayn1 zamanda molekiiler yerlestirme simiilasyonu sonucunda AChE ve
MAO-B enzimleriyle kurmus oldugu bagin giicii ve etkililigi de ileride klinik deneyler i¢in aragtirmacilara 6nemli bilgi ve
birikim saglayacagi dngdriilmektedir.

Kaynaklar

[1]  H. Schiff, “Unterscuhgen iiber Slicinderivative”, Justus Liebigs Annalen der Chemier vol. 150, no. 2, pp. 193-200,
1869.

[2] A. Hameed, M. Al-Rashida, S. M. Abid Ali, and K. M. Khan, “Schiff bases in medicinal chemistry: A patent review
(2010-2015)”, Expert Opinion on Therapeutic Patents, vol. 27, no. 1, pp. 63-79, 2017.
https://doi.org/10.1080/13543776.2017.1252752.

[3] H. M. Alkahtani, A. A. Almehizia, M. A. Al-Omar, A. J. Obaidullah, A. A. Zen, A. S. Hassan, and W. M. Aboulthana,
“In vitro evaluation and bioinformatics analysis of Schiff bases bearing pyrazole scaffold as bioactive agents:
Antioxidant, anti-diabetic, anti-Alzheimer, and anti-arthritic”’, Molecules, vol. 28, no. 20, 7125, 2023.
https://doi.org/10.3390/molecules28207125.

[4] B. Pinchaipat, R. Chotima, M. Promkatkaew, S. Kitjaruwankul, K. Chainok, and T. Khudkham, “Experimental and
theoretical studies on DNA binding and anticancer activity of nickel(Il) and zinc(ll) complexes with N-(8-quinolyl)
salicylaldimine  Schiff base  ligands”,  Chemistry, vol. 6, no. 4, pp. 618-639, 2024.
https://doi.org/10.3390/chemistry6040037.

[5] J. Brankovi¢, M. G. Krokidis, I. Dousi, K. Papadopoulos, Z. D. Petrovi¢, and V. P. Petrovi¢, “Antioxidant and
cytotoxic activities of selected salicylidene imines: Experimental and computational study”, Molecular Diversity, vol.
26, no. 6, 3115-3128, 2022. https://doi.org/10.1007/s11030-021-10370-9.

[6] D. Sarker, K. N. Ahmed, M. S. Rahman, and M. A. Kawsar, “Copper (II) complex of salicylaldehyde semicarbazone:
Synthesis, characterization and antibacterial activity”. Asian Journal of Chemical Sciences, vol 6, no. 4, pp. 1-8, 2019.
https://doi.org/10.9734/ajocs/2019/v6i430173.

[71 R. K. P. Tripathi, and S. R. Ayyannan, “Monoamine oxidase-B inhibitors as potential neurotherapeutic agents: An
overview and update”, Medicinal Research Reviews, wvol. 39, no. 5 pp. 1603-1706, 2019.
https://doi.org/10.1002/med.21561.

[8] I. Vecchio, L. Sorrentino, A. Paoletti, R. Marra, and M. Arbitrio, “The state of the art on acetylcholinesterase
inhibitors in the treatment of Alzheimer’s disease”, Journal of Central Nervous System Disease, pp. 1-13, 2021.
https://doi.org/10.1177/11795735211029113.



175
9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

C. P. Ferri, M. Prince, C. Brayne, H. Brodaty, L. Fratiglioni, M. Ganguli, K. Hall, K. Hasegawa, H. Hendrie, Y.
Huang, A. Jorm, C. Mathers, P. R. Menezes, E. Rimmer, and M. Scazufca, “Global prevalence of dementia: A Delphi
consensus study”. The Lancet, vol. 366, no. 9503, pp. 2112-2117, 2005. https://doi.org/10.1016/S0140-
6736(05)67889-0.

E. Bomasang-Layno, and R. Bronsther, “Diagnosis and treatment of Alzheimer’s disease: An update”, Dela Journal of
Public Health, vol. 7, no. 4, pp. 74-85, 2021. https://doi.org/10.32481/djph.2021.09.009.

H. Hampel, M. M. Mesulam, A. C. Cuello, A. S. Khachaturian, R. F. Farlow, P. J. Snyder, E. Giacobini, and Z. S.
Giacobini, “Revisiting the cholinergic hypothesis in Alzheimer’s disease: Emerging evidence from translational and
clinical research”, Journal of Prevention of Alzheimer’s Disease, vol. 6, no. 1, pp. 2-15, 2019.
https://doi.org/10.14283/jpad.2018.43.

B. U. Islam, and S. Tabrez, “Management of Alzheimer’s disease: An insight of the enzymatic and other novel
potential targets”, International Journal of Biological Macromolecules, vol. 97, pp. 700-709, 2017.
https://doi.org/10.1016/j.ijbiomac.2017.01.076.

S. Manzoor, and N. Hoda, “A comprehensive review of monoamine oxidase inhibitors as anti-Alzheimer’s disease
agents: A  review”, FEuropean Journal of Medicinal Chemistry, vol. 206, 112787, 2020.
https://doi.org/10.1016/j.ejmech.2020.112787.

K. N. Westlund, R. M. Denney, R. M. Rose, and C. W. Abell, “Localization of distinct monoamine oxidase A and
monoamine oxidase B cell populations in human brainstem”, Neuroscience, vol. 25, no. 2, pp. 439-456, 1988.
https://doi.org/10.1016/0306-4522(88)90250-3.

A. Elmali, Y. Elerman, and 1. Svoboda, “5-Chloro-N-(2-hydroxy-5-methylphenyl)salicylaldimine”, Acta
Crystallographica Section C: Crystal Structure Communications, vol. 57, no. 4, pp. 485-486, 2001.
https://doi.org/10.1107/s0108270101000993.

Gaussian 03, Wallingford CT. [Online]. Available: https://gaussian.com/, 2004.

A. D. Becke, “Density-functional thermochemistry. III. The role of exact exchange”, The Journal of Chemical
Physics, vol. 98, no. 7, pp. 5648-5652, 1993. https://doi.org/10.1063/1.464913.

C. Lee, W. Yang, R. G. Parr, “Development of the Colle-Salvetti correlation-energy formula into a functional of the
electron density”, Physical Review B, vol. 37, pp. 785-789, 1988. https://doi.org/10.1103/PhysRevB.37.785.

G. A. Petersson, and M. A. Al-Laham “A complete basis set model chemistry. II. Open-shell systems and the total
energies of the first-row atoms”, The Journal of Chemical Physics, vol. 94, 6081-6090, 1991.
https://doi.org/10.1063/1.460447.

P. J. Stephens, F. J. Devlin, C. F. Chabalowski, M. J. Frisch, “Ab initio calculation of vibrational absorption and
circular dichroism spectra using density functional force fields”, The Journal of Physical Chemistry, vol. 98, pp.
11623-11627, 1994. http://dx.doi.org/10.1021/j100096a001.

A. Frish, A. B. Nielsen, and A. J. Holder, Gauss View User Manual, Gaussian Inc, Pittsburg, Pa, USA, 2001.

M. J. Turner, J. J. Mckinnon, S. K. Wolff, D. J. Grimwood, P. R. Spackman, D. Jayatilaka, and M. A. Spackman,
CrystalExplorerl7. University of Western Australia, Perth., 2017.

F. L. Hirshfeld, “Bonded-Atom Fragments for Describing Molecular Charge Densities”, Theoretica Chimica Acta,
vol. 44, pp. 129-138, 1977. https://doi.org/10.1007/bf00549096.

M. A. Spackman, and D. Jayatilaka, “Hirshfeld Surface Analysis”, CrystEngComm, vol. 11, pp. 19-32, 20009.
http://dx.doi.org/10.1039/B818330A.

J. J. McKinnon, D. Jayatilaka, and M. A. Spackman, “Towards Quantitative Analysis of Intermolecular Interactions
with  Hirshfeld Surfaces”, Chemical Communications, vol. 37,  pp. 3814-3816, 2007.
http://dx.doi.org/10.1039/b704980c.

C. Bartolucci, E. Perola, C. Pilger, G. Fels, and D. Lamba, D. (2001). “Three-dimensional structure of a complex of
galanthamine (Nivalin) with acetylcholinesterase from Torpedo californica: Implications for the design of new anti-



176

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

Alzheimer drugs”, Proteins: Structure, Function, and Bioinformatics, vol. 42, no. 2, pp. 182-191, 2001.
https://doi.org/10.1002/1097-0134.

C. Binda, J. Wang, L. Pisani, C. Caccia, A. Carotti, P. Salvati, D. E. Edmondson, and A. Mattevi, “Structures of
human monoamine oxidase B complexes with selective noncovalent inhibitors: Safinamide and coumarin analogs”,
Journal of Medicinal Chemistry, vol. 50, no. 23, pp. 5848-5852, 2007. https://doi.org/10.1021/jm070677.

O. Trott, and A. J. Olson, “AutoDock Vina: Improving the speed and accuracy of docking with a new scoring
function, efficient optimization, and multithreading”, Journal of Computational Chemistry, vol 31, no. 2,pp. 455-461,
2010. https://doi.org/10.1002/jcc.21334.

D. S. Biovia, “Discovery Studio Visualizer. San Diego”, CA, USA, 936, 240-249, 2017.

S. Basak, “Antitimor ve antikanserojen erkili bazi schiff bazi molekiillerinin molekiiler yerlestirme yontemi ile
incelenmesi”, Yiiksek Lisans Tezi, Sinop Universitesi, Fen Bilimleri Enstitiisii, 2023.

H. Inag, “Crystal  Structure of  Zwitterionic  (E)-9-(((3-hydroxyphenyl)iminio)methyl)-1,2,3,5,6,7-
Hexahydropyrido[3,2,1-ijJQuinolin-8-Olate”, International Scientific and Vocational Studies Journal, vol 7, no. 2, 72-
78, 2023. https://doi.org/10.47897/bilmes.1316337.

C. C. Ersanli, C. Albayrak, M. Odabasoglu, and A. Erdonmez, “2-[(2-Hydroxy-4-nitrophenyl)-
aminomethylene]cyclohexa-3,5-dien-1(2H)-one, Acta Crystallographica Section C, vol. 59, no. 10, pp. 0601-0602,
2003. https://dx.doi.org/10.1107/S0108270103018456.

C. C. Ersanli, C. Albayrak, M. Odabasoglu, and O. Biiyiikgiingor, “(Z)-4-[(E)-(4-Butylphenyl)diazenyl]-6-{[1,3-
dihydroxy-2-(hydroxymethyl)propan-2-ylamino]methylene}-2-methoxycyclohexa-2,4-dienone, Acta
Crystallographica  Section E, wvol. 61, no. 12, pp. 04139-04141, 2003. https://dx.doi.org/
10.1107/S1600536805037177.

C. C. Ersanli, C. Albayrak, M. Odabasoglu, and C. Kazak, “(Z)-6-{[1,3-Dihydroxy-2-(hydroxymethyl)propan-2-
ylamino]methylene}-2-methoxy-4-{(E)-[3(trifluoromethyl)phenyl]diazenyl}cyclohexa-2,4-dienone”, Acta
Crystallographica Section E, vol. 61, pp. 04051-04053, 2005. https://dx.doi.org/ 10.1107/S160053680503541.

C. C. Ersanli, C. Albayrak, M. Odabasoglu, and O. Biiyiikgiingér, “(Z)-6-{[1,3-Dihydroxy-2-(hydroxy-methyl)propan-
2-ylamino]methylene}-2-methoxy-4-[(E)-o-tolyldiazenyl]-cyclohexa-2,4-dienone”, Acta Crystallographica Section C,
vol. 62, no. 8, pp. 0483-0485, 2006. https://dx.doi.org/ 10.1107/S010827010602052X.

C. J. Cramer, “Essentials of computational chemistry: theories and models”, Wiley, England, 562 pp., ISBN 0-471-
48551-9, 2002.

D. Sajan, J. Hubert, V. S. Jayakumar, and J. Zaleski, “Structural and electronic contributions to hyperpolarizability in
methyl p-hydroxy benzoate”, Journal of Molecular Structure, vol. 785, no. 1-3, pp. 45-53, 2005.
https://doi.org/10.1016/j.molstruc.2005.01.004.

C. Bosshard, K. Suttur, O. Pretre, M. Florsheimer, P. Kaatz, and P. Giinter, “Second-Order Nonlinear Optical Organic
Materials: Recent Developments”, Springer Berlin Heidelberg, vol. 72, 72 p., 2000. https://doi.org/10.1007/978-3-
540-49713-4 3.

L. Li, D. Sun, Z. Wang, X. Song, and S. Sun, “Synthesis, characterization and NLO properties of a new 3D
coordination polymer assembled from p-aminobenzoic acid”, Solid State Sciences, vol. 11, no. 5, pp. 1040-1043,
20009. https://doi.org/10.1016/j.solidstatesciences.2008.12.003.

A. E. Reed, L. A. Curtiss, and F. Weinhold, “Intermolecular Interactions from a Natural Bond Orbital, Donor-
Acceptor Viewpoint”, Chemical Reviews, vol. 88, no. 6, pp. 899-926, 1988. https://doi.org/ 10.1021/cr00088a005.

F. Jensen, “Introduction to Computational Chemistry”, 2nd ed., Wiley, 2004.
C. Ravikumar, 1. H. Joe, and V. S. Jayakumar, “Charge transfer interactions and nonlinear optical properties of push-

pull chromophore benzaldehyde phenylhydrazone: A vibrational approach”, Chemical Physics Letters, vol. 460, pp.
552-558, 2008. https://doi.org/10.1016/j.cplett.2008.06.047.



177
[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

R. S. Mulliken, “Criteria for the Construction of Good Self-Consistent-Field Molecular Orbital Wave Functions, and
the Significance of LCAO-MO Population Analysis”, The Journal of Chemical Physics, vol. 36, pp. 3428-3439, 1962.
https://doi.org/10.1063/1.1732476.

R. S. Mulliken, “Electronic Population Analysis on LCAO-MO Molecular Wave Functions. I”, The Journal of
Chemical Physics, vol. 23, pp. 1833-1840, 1955. https://doi.org/10.1063/1.1740588.

M. A. Spackman, J. J. McKinnon, and D. Jayatilaka, “Electrostatic potentials mapped on Hirshfeld surfaces provide
direct insight into intermolecular interactions in crystals”, CrystEngComm, vol. 10, no. 4, pp. 377-388, 2008.
https://doi.org/10.1039/B800654B

B. Kosar, “4-Metoksi ve 3-hidroksi salisilaldehit tiirevi bazi schiff bazlarinmn yapisal 6zelliklerinin deneysel x-1g1n1
kirmimi ve kuramsal yontemlerle incelenmesi”, Doktora Tezi, Ondokuz Mayis Universitesi, Fen Bilimleri Enstitiisii,
2008.

C. C. Ersanli, G. Kaya Kantar, Z. Demircioglu, and S. Sagmaz, “4-(2-Methoxy-4-(prop-1-enyl)phenoxy)phthalonitrile;
synthesis, characterization, Hirshfeld surface analysis and chemical activity studies”, Molecular Crystals and Liquid
Crystals, vol. 667, no. 1, pp. 88-111, 2018. https://doi.org/10.1080/15421406.2018.1528417.

S . Cakmak, S. Kansiz, M. Azam, C.C. Ersanli, O. Idili, A. Veyisoglu, H. Yakan, H. Kiitiik, A. Chutia, “Synthesis,
structural investigation, Hirshfeld surface analysis, and biological evaluation of N-(3-cyanothiophen-2-yl)-2-
(thiophen-2-yl)”, Acetamide, vol. 7, no. 13, pp. 11320-11329, 2022.

Z. Demircioglu, C. A. Kastas, G. Kastas, C.C. Ersanli, “Synthesis, crystal structure, computational chemistry studies
and Hirshfeld surface analysis of two Schiff bases, (E)-2-[(4-bromo-2- methylphenylimino)methyl]-4-methylphenol
and (E)-2-[(4-bromo-2-methylphenylimino)methyl]-6-methylphenol”, Molecular Crystals and Liquid Crystals, 723,
pp. 45-61, 2021. https://doi.org/10.1080/15421406.2020.1871178.

M. J. Turner, S. P. Thomas, M. V. Shi, D. Jayatilaka, and M. A. Spackman, “Energy frameworks: Insights into
interaction anisotropy and the mechanical properties of molecular crystals”, Chemical Communications, vol. 51, no.
18, pp. 3735-3738, 2015. https://doi.org/10.1039/C4CC09201C.

B. K. Shoichet, “Virtual screening of chemical libraries”, Nature, vol. 432, pp. 862-865, 2005.
https://doi.org/10.1038/nature03197.

S. Umar, S. Katariya, R. Soni, S. S. Soman, and B. Suresh, “o-Allyloxy chalcone derivatives: design, synthesis,
anticancer activity, network pharmacology and molecular docking”, Chemical Papers, vol. 78, pp. 8903-8917, 2024.
https://doi.org/10.1007/s11696-024-03723-9.

B. Banaganapalli, N. Shaik, K. Hakeem, K., and R. Elango, “Molecular docking”, In N. Shaik, K. Hakeem, B.
Banaganapalli, and R. Elango (Eds.), Essentials of Bioinformatics, Vol. I, pp. 1-15, 2019. Springer, Cham.
https://doi.org/10.1007/978-3-030-02634-9 15.

A. J. Owoloye, F. C. Ligali, O. A. Enejoh, A. Z. Musa, O. Aina, E. T. Idowu, and K. M. Oyebola, “Molecular
docking, simulation and binding free energy analysis of small molecules as PfHT1 inhibitors” PL0S One, vol. 17, no.
8, 0268269, 2022. https://doi.org/10.1371/journal.pone.0268269.

T. Ahmed, A. U. Khan, M. Abbass, E. R. Filho, Z. Ud-Din, and A. Khan, “Synthesis, characterization, molecular
docking, analgesic, antiplatelet and anticoagulant effects of dibenzylidene ketone derivatives”, Chemistry Central
Journal, vol. 12, no. 1, pp. 1-18, 2018. https://doi.org/10.1186/s13065-018-0507-1.



INTERNATIONAL SCIENTIFIC AND VOCATIONAL JOURNAL (ISVOS JOURNAL)
Vol.: 8 Issue: 2 Date: 31.12.2024 Received: 04.10.2024 Accepted: 20.12.2024 Final Version: 25.12.2024

ISVOS Journal, 2024, 8(2): 178-191 — DOI: 10.47897/bilmes.1578941

Evaluation of Online Food Ordering Service Platforms Using MCDM Methods

Asir Ozbek #, Ozlem Akyiiz Kantarci °

2 Kirikkale University, Kirikkale, Tiirkiye
ORCID ID: : 0000-0003-2753-5147

b Kirikkale Universitiy, Kirikkake, Tiirkiye
ORCID ID: 0000-0001-8660-5649

Abstract

With the widespread use of the internet, users save time and money thanks to many online transactions that have entered our lives. During
the Covid-19 pandemic, online grocery shopping and food ordering have become extremely popular thanks to the solutions offered by the
internet. Therefore, the aim of the study is to evaluate online food ordering service platforms according to EDAS, LOPCOW and WASPAS
methods, which are among the MCDM methods. In the study, participants were first interviewed over the phone to determine online food
ordering service platforms. The interview was applied to randomly selected people between the ages of 15-55 residing in different cities of
Turkey. Participants were asked which online food ordering service platforms they preferred the most. In the interview with fifty participants,
Getir Yemek, Trendyol Yemek and Yemek Sepeti were determined as alternatives. Again, ten criteria were determined based on the interview
results and similar studies. Ten different decision makers evaluated these three platforms according to the determined criteria. Criteria weights
were determined with LOPCOW, and the options were analyzed with EDAS and WASPAS. As a result of the analysis, it was seen that Getir
Yemek was the most suitable company. The combined application of EDAS, LOPCOW and WASPAS methods offers a new perspective
among existing methods. The study provides valuable information for practitioners by demonstrating the usability and effectiveness of different
methods together.

Keywords: “Order food online, MCDM, EDAS, LOPCOW, WASPAS.”

1. Giris

Bilisim teknolojilerinde devrim olarak goriilen internet hizmetinin her gegen giin gelismesi ve hayatimizin her alaninda etkin
bir kullanim yeri bulmasi ile gegmis zamanlarda yasanan sorunlarin pek ¢oguna modern ve pratik ¢oziimler getirilmistir.
Bunlardan en 6nemlisi internet sayesinde zaman ve para tasarrufu saglanmasidir.

Internet kullanimi giin gectikce yayginlasmaktadir ve bunun bir sonucu olarak online islemler, online aligveris, online
egitimler, online ddemeler gibi yeni hizmetler hayatimiza girmektedir. Internet kullanimina bagh olarak gelistirilen akilli
telefonlar ve bununla birlikte sunulan mobil uygulamalar da internetin sagladigi kolayliklardir. Gerek web siteler gerek mobil
uygulamalar araciligiyla sadece birkag¢ tiklama ile istenilen zamanda ve istenilen yerde ¢icek gonderiminden ugak bileti almaya,
sigorta yaptirmaktan dergi satin almaya, saglik raporlarini goriintiilemekten yemek siparis etmeye kadar sayisiz islem birkag
dakika iginde zahmetsizce ve yorulmadan halledilmektedir. Iste tiim bu islemler e-ticaret sayesinde miimkiin olmaktadir.

Giindelik hayatimizi kolaylastiran teknolojik iiriin ve hizmetlerin zamanla daha fazla kullaniciya ulagsmasi yeni is
sektorlerinin ve yeni ihtiyaglarin dogmasina yol agmaktadir. Gelisen teknoloji, pek ¢ok alani oldugu gibi isletmeleri ve onlarin
pazarlama sistemlerini de gelistirmigtir. E-ticaretteki gelismeler sonucunda ivme kazanan online alisveris pek ¢ok firmay1 online
pazara yoneltmis ve boylelikle tiretici ve tiiketiciyi bulusturan online platformlar meydana gelmistir [1] Bunlardan biri de online
yemek siparis hizmeti veren platformlardir. Online yemek siparisi diinyada ilk defa 1994’te, iilkemizde ise ilk defa 2001’de
gerceklesmistir. Ozellikle 2020 yilinda pandemi nedeniyle evlerde kalmaya mecbur olunan dénemde online yemek siparisi
olduk¢a ragbet gormiistiir. Bu da online yemek siparisi hizmeti veren platformlarin kurulmasma ve ¢ok hizli bir sekilde
gelismesine neden olmustur.

Online yemek siparis hizmet platformlar1 web site ya da mobil uygulama {izerinden restoranlara ya da marketlere ulasarak
yemeye hazir yiyecek veya yemek yapmak iizere alinan yiyeceklerin siparis edilmesi islemidir. Online yemek siparis hizmet
platformlar tiiketicilere bulunduklar1 bélgede hizmet veren restoranlardan farkli mutfaklara 6zgii alternatifler sunan, restorana ve
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bolgeye 6zel kampanya ve indirimler saglayan, onlarca gesit yemegi bir arada gorebilme imkani taniyan sanal platformlardir [1].
Ayrica online yemek siparis hizmet platformlart tiiketicilere bu restoranlara puan vererek online siparis deneyimini
degerlendirme imkan1 vermektedir. Boylece diger tiiketicilere fikir vermis olmakta ve isletmelere de geri bildirim saglamaktadir.
Online siparis hizmet platformlar1 sayesinde restoranlar daha fazla miisteriye ulasabilmekte, sanal magazalarina daha cok iiriin
yerlestirebilmekte ve rakipleriyle rekabet avantaji kazanmaktadir.

Bu caligmada 6zellikle pandemi sonrasi daha ¢ok onem kazanan online yemek siparis hizmet platformlar1 incelenmistir.
Online yemek siparisi icin tercih edilen popiiler platformlar, ¢ok kriterli karar verme (CKKYV) yontemlerinden olan EDAS
(Evaluation based on Distance from Average Solution), LOPCOW (LOgarithmic Percentage Change-driven Objective
Weighting) ve WASPAS’a (Weighted Aggregated Sum Product ASsessment) gore degerlendirmistir. CKKV yontemleri bir ¢ok
problemin ¢dziimiinde basari ile kullanilmaktadir. Ornegin as1 merkezlerinin yogunlugunu etkileyen faktérlerin belirlenmesinde
Fuzzy ELECTRE I Yontemi [2] veya mera alanlarinin otlatma kapasitelerinin analizi [3] gibi problemerin ¢dziimiinde AHS ve
TOPSIS gibi CKKV yontemleri kullanilmisgtir.

Calismanin ikinci boliimiinde, konu ile ilgili mevcut literatiir gozden gegirilmis, 6nceki ¢alismalar ve yontemler hakkinda
bilgi sunulmustur. Boylece, calismanin temelleri ve katkilari netlestirilmistir.  Uciincii boliimde, arastirmada kullanilan
yontemler detayli bir sekilde agiklanmistir. Calismada uygulanan yontemlerin uygulanma sekilleri ve agamalart hakkinda
kapsamli bilgi verilmistir. Dordiincii béliimde ¢aligmanin siirecini gosteren bir model akis semasi olarak gelistirilmistir. Ayrica,
bu bdliimde elde edilen bulgular sunulmus ve analiz edilmistir. Son bdliimde, ¢caligmanin genel degerlendirmesi yapilmis ve elde
edilen sonuclar tizerinden ¢ikarimlar yapilmistir. Gelecekte bu konularda calismak isteyen arastirmacilara yonelik tavsiyeler
verilmigtir.

2. Literatiir Arastirmasi

Kahraman vd. 2004’te bir tekstil isletmesinde yemek hizmeti sunacak isletme se¢imi icin CKKV yontemlerinden biri olan
bulanik AHS (Analytical Hierarchy Proses-Analitik Hiyerarsi Siireci) yontemini kullanmistir. Alaninda uzman ¢ isletmenin
miigterileriyle goriiserek bu caligmayi gerceklestirmistir. Calismada “servis kalitesi”, “yemek kalitesi”, “hijyen”, “yemegin
hijyeni”, “servis personelinin hijyeni”, “servis araglarinin hijyeni”, “yemek cesitleri”, “giliniin tamamlayici yemekleri”,
“yemeklerin kalorisi”, “yemegin tad1”, “servis personelinin davranigi”, “servis siiresi”, “telefonda iletigim”, “problemin ¢6ziim
yetenegi” degiskenleri ile isletmeler degerlendirilmistir [4]. Citli, 2006 yilinda yaptig1 ¢alismasinda CKKV yodntemlerinden
hangisinin daha giivenilir oldugunu tespit etmeye g¢alismistir. Bulanik AHS yoOntemini bir yemek sirketine uygulamstir.
Aragtirmalart sonucunda sentetik derece degeri hesaplama metodu ile yemek sirketi segiminde optimum sonug alinacagini tespit
etmistir [5]. 2011 yilinda Aytag vd. bir tekstil isletmesi igin yemek hizmeti verecek isletme seg¢iminde bulantk ELECTRE 1
(Elemination and Choice Translating Reality English) yontemini kullanmistir. Calismada Denizli’deki bes yemek hizmeti sunan
isletmeyi “referans”, “yemegin tad1” ve “cesitliligi”, “hijyen”, “fiyat” ve “servis kalitesi” gibi alti kriterden olusan bir
degerlendirmeye tabi tutmustur. Bulanik ELECTRE I ydntemine gore en uygun isletmeyi se¢mistir [6]. Pigatto vd, 2017 yilinda
yaptiklart ¢aligmalarinda Brezilya’daki ¢evrimici gida dagitim sirketlerinin performanslarimi karakterize etmek ve ticari iglemleri
ylriitmek icin bir site olarak kullanilmasi amaciyla bu sirketlerin web sitelerinin igerigini analiz etmislerdir. Brezilya'da
cevrimigi dagitim sektoriinde faaliyet gosteren 30 sirketten olusan bir drneklemden veri toplama ve analiz yoluyla niteliksel ve
kesfedici bir yaklasim kullanmistir. Web sitelerinin incelemelerini, icerik, kullanilabilirlik ve islevsellik yonlerini igeren
parametreler araciligtyla arastirma yapmislardir. Sonuglara gore “igerik” boyutunun en yiiksek katilim oranma sahip boyut
oldugunu, ardindan “islevsellik” boyutunun ve ardindan “kullanilabilirlik" boyutunun geldigini gérmiislerdir [7]. Fu, 2019
yilinda bir havayolu isletmesi icin AHS, ARAS (Additive Ratio Assessment-Katki Oran1 Degerlendirmesi) ve ¢ok segmeli hedef
programlama yontemlerini kullanarak en iyi yemek hizmeti veren isletmeyi tespit etmeye ¢aligmistir. Bunu “servis ve yemek
kalitesi”, “teslimat siiresi”, “isletmenin imaj1” ve “besin giivenligi” gibi kriterler 1s181nda belirlemistir [8]. Oztiirk 2019°da
fastfood restoranlarinin se¢imi i¢in gecerli olan faktorleri arastirmis, bunun icin AHS yontemini kullanmistir. “Hijyen”, “fiyat”,
“tat ve lezzet”, “personel tutumu”, “marka bilinirligi”, “servis hiz1”, “meniiniin gesitliligi”, “isletme ortami ve konumu” gibi
kriterlerle analizlerini yapmistir. 180 {iniversite 6grencisine yonelttigi basit anket yontemine dayanan anket sonucunda restoran
seciminde en ¢ok dikkat edilen &zelliklerin “temizlik”, “yiyecegin lezzeti” ve “personelin tutumu” oldugunu gérmiistiir [9].
Ikinci, 2019 hazir yemek sektoriindeki tedarikgilerin secimi probleminde CKKV yontemlerinden AHS yéntemini kullanarak en
uygun se¢imi yapmaya caligmistir. Tedarikgilerin se¢iminde etkili olan kriterlerin kiyaslamasinda miisterilerle yapilan yiiz ytize
anketler sonucunda en ¢ok 6nem verilen kriterleri belirlemis ve en uygun tedarikgiyi belirlemistir. Calismasinda “kriz yonetimi”,
“nitelik”, “6deme siiresi”, “giivenilirlik”, “masraf”’, “deneyim”, “yesil iiretim” kriterlerini olusturmus ve yemek sirketlerinin
tedarik¢i se¢iminde Oncelikli olarak hangi kriterlere dikkat ettigini ortaya koymustur. Ayrica tedarik¢inin segilmek istedigi
niteliklerin goreceli 6nemini belirlemeye c¢alismistir [10]. Arslankaya, 2020 yilindaki g¢alismasinda yemek hizmeti veren
isletmelerin seciminde hangi yontemin kullanilmasi gerektigini tespit etmeye ¢alismistir. Bunun i¢cin ELECTRE ve VIKOR (Vise
Kriterijumsa Optimizacija I Kompromisno Resenje) yontemlerine gore isletmeleri degerlendirmistir. Sonugta VIKOR yoéntemini
%97,80’lik oranla daha giivenilir bulmustur [11]. Nguyen vd. 2021 yilinda Vietnam’daki online gida dagitim isletmelerini
inceledikleri ¢aligmasinda agirlikli toplam iiriin degerlendirmesi yontemi ve CKKV yoéntemlerinden bulanik AHS ydntemini

kullanmistir. Caligmada isletmelerin degerlendirme kriterleri “6deme kolaylig1”, “teslimat hiz1”, “cevrimi¢i hizmet seviyesi”,
“siparis karsilama” ve “teslim maliyetidir” [12]. Gupta ve Duggal 2021°deki ¢alismalarinda tiiketicilerin Hindistan'daki online
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gida dagitim uygulamalarinin (OFDA-Online Food Delivery Applications) kullanim1 ve secimi ile ilgili ¢esitli risk ve fayda
algilarin1 belirlemeyi amaglamiglardir. Ayrica, tiiketicilerin OFDA se¢imlerinin ardindaki nedenleri, kapsayici tutumlarini ve
davranigsal niyetlerini nasil etkiledigini kesfetmek istemislerdir. 337 kullanici tizerinde yapilan anketle 31 yap1 kullanilarak bir
faktor modeli iizerinde test edilen 5 risk ve 2 fayda faktori icin kesif faktdr analizine tabi tutulup ardindan yapisal model
uygulamiglardir. Tiiketicilerin se¢im davraniglarinin yalnizca algilanan risk ve fayda faktorlerinden etkilenmedigi, ayn1 zamanda
genel tutum ve davranig farkliliklarindan da sorumlu oldugu bulmuglardir. Ayrica, risk algisindaki bir azalmanin veya
tilketicilerin fayda algisindaki bir artigin, OFDA kullanimina y6nelik genel tutumlarini olumlu yonde etkileyecegi bulmuslardir
[13]. Ajjipura Shankar vd, 2022’de Hindistan’daki yemek pazarinin biiylimesindeki etmenleri CKKV yontemlerinden bulanik
TOPSIS (Technique for Order Preference by Similarity) ve bulanik AHS y6ntemleri ile incelemislerdir. Birkag ¢evrimi¢i yemek
dagitim isletmesinin degerlendirilip en iyisinin secilmesine yardimci olmak i¢in yepyeni bir metodolojiyi, ikili karsilagtirma
prosediiriinii sunmuslardir. ikili karsilastirma prosediirii, gelismis AHS ile degerlendirme yanliligini azaltmaya veya tamamen
ortadan kaldirmaya da yardimci olan bulanik kiime teorisini birlestirerek sezgisel olarak yapilmistir. Calismanin temel fikri,
¢evrimic¢i yemek siparisi verirken tiiketicilerin se¢imlerini etkileyen faktorleri ampirik olarak degerlendirmektir. Bu ¢alisma ile
toplam 177 anket katilimcisindan veri toplanarak analiz yoluyla nitel ve kesifsel bir yaklasim kullanilmistir. Toplanan tim
verilerin istatistiksel analizleri (t-testleri ve faktor analizi kullanilarak), ¢evrimigi gida dagitim aracilari araciligiyla ¢evrimigi
gida siparisinde tiiketiciler icin onemli faktorleri sonuglandirmak i¢in kullanilmistir. Sonuglar, ¢evrimigi gida dagitiminin
basarisint dogrudan etkiledigi diisiiniilen faktorlerin oncelikli olarak “teslimat siiresinin”, “hizmet kalitesinin”, “fiyatinin” ve
“teslim edilen gidanin durumunun” olusturdugunu gostermistir. “Restoran ¢esitliligi ve sayist”, “meniisi”, “teslimat takip
hizmeti” ve “teslimat yapan kisinin tutumu” gibi faktorlerin ikinci grubu olusturdugu tespit edilmis ve dolayl faktorler olarak
degerlendirilmistir [14]. Ulutas 2019°da yaptig1 caligmasinda SWARA (Step-wise Weight Assessment Ratio Analysis-Asamali
Agirlik Degerlendirme Oran Analizi) ve MAIRCA (Multi Attributive Ideal Real Comparative Analysis-Coklu Degerlendirme
Ideali Gergek Karsilagtirmali Analiz) ydntemleri kullanilarak yemek sirketi segimi yapmustir. Kriter agirliklart SWARA yontemi
ile, alternatiflerin performanslari ise MAIRCA yontemi degerlendirilmis ve alternatiflerin oncelik siralamasina yer verilmistir.
“Hijyen”, “lezzet”, “yemek g¢esitleri”, “servis zamani”, “referanslar”, “servis kalitesi” ve “fiyat” kriterlerini belirlemistir.
SWARA yo6ntemi uygulamasi neticesinde “hijyen” kriterinin en énemli kriter oldugu goriilmiistiir. Alternatiflerin siralanmasinda
ise dort alternatif MAIRCA yontemine gore degerlendirilmis ve alternatiflerin 6nem siralar1 tespit edilmistir [15]. Erdogan,
mobil yemek siparisi uygulamalarinda sistem kalitesi, uygulama yarari, gizlilik degiskenleri, estetik, keyif ve sosyal mevcudiyet
degiskenlerinin miisteri tatmini tizerindeki etkilerini 453 kisiden topladig1 verilerle belirlemistir. Arastirmada veriler kolayda
ornekleme yontemiyle elde edilmistir [16]. Erdem, mobil yemek siparisi uygulamalarinin kullanicilar tarafindan tercih
edilmesinde rol oynayan kriterlerin 6nem sirasina gore 6nceliklendirilmesi yapilmistir. Arastirmada 4 ana kriter ve 16 alt kriter
belirlenmistir. Verilerin analizinde CKKT tekniklerinden AHS kullanilmigtir. Ana kriterlerden hizmet ilk sirada yer alirken alt
kriterlerden servis hizi kriteri en 6nemli kriter olarak belirlenmistir [17].

Literatiirde, online yemek siparis hizmet platformlarinin performansini 6lgmeye yonelik birgok ¢alisma bulunmasina ragmen,
EDAS, LOPCOW ve WASPAS yontemlerinin entegre bir sekilde uygulandigr bir ¢aligmaya rastlanmamaktadir. Bu durum,
aragtirmanin 6zginliiginii ve katkisin1 6n plana g¢ikarmaktadir. Online yemek siparis hizmet platformlarinin performansini
entegre yontemlerle dlgen bir ¢aligma eksikligi mevcuttur. Bu ¢alisma, EDAS, LOPCOW ve WASPAS yo6ntemlerinin birlesik
kullanimin1 arastirarak mevcut yontemler arasinda yeni bir perspektif sunmaktadir. Caligma, farkli yontemlerin birlikte
kullanilabilirligini ve etkinligini ortaya koyarak uygulayicilar icin degerli bilgiler saglayacaktir. Arasgtirma hem akademik
literatiire hem de sektdre onemli katkilarda bulunarak, gelecekteki arastirmalar igin bir referans noktasi olusturacaktir. Bu
baglamda, ¢alismanin hem teorik hem de pratik agidan énemli bir boslugu doldurmasi beklenmektedir.

3.  Yontemler

CKKYV problemlerinin ¢dziimiinde nitel, nicel veya her iki tiirti destekleyen bircok CKKV yontenleri mevcuttur. Problemin
CKKYV yontemleriyle ¢oziimiinde en uygun yontemi belirlemek en uygun segenegi dogru tespit etmek agisindan ¢ok Onemli
olmaktadir. Bu c¢alismada kriterlerin agirliklandirilmasi icin LOPCOW ve en uygun secenegi belirlemek icinse EDAS ve
WASPAS yontemleri tercih edilmistir. Literatiir aragtirmasi neticesinde yapilan ¢alismalarda EDAS ve WASPASyontemlerinin
basarili sonuglar verdigi goriilmiistiir. EDAS Yontemi gelistiren yazarlar, EDAS yontemini VIKOR, TOPSIS, SAW ve COPRAS
(COmplex PRoportional ASsessment) gibi diger COKV yontemleri ile karsilastirmislar ve yontemin gegerliligini test etmislerdir.
Yeni olmasina ragmen bu ydntemin bir ¢ok problemin ¢dziimiinde basari ile uygulandigi gériilmektedir. Ornegin yontemi
gelistiren yazarlar tarafindan envanter kalemlerinin ABC siniflandirmasint yapmak i¢in kullanilmistir. Bu ¢alismada 47 envanter
kalemi "ortalama birim fiyat1", "yillik dolar kullanim1" ve "teslim siiresi" dlgiitlerine gore degerlendirilmistir [18]. EDAS ve
WASPAS yontemlerinin kullanimimi kolay olmasi, 6zel uygulama programlarina gerek kalmadan Microsoft Excel paket
programi yardimi ile problemin ¢dziilebilmesi ve uygulandiklari problemlerin ¢oziimiinde bagarili sonuglar vermesi nedeniyle
tercih edilmistir [19].

3.1. LOPCOW Yontemi

LOPCOW (Logarithmic Percentage Change-driven Objective Weighting) yontemi, 2022 yilinda Ecer ve Pamucar tarafindan
gelistirilen objektif kriter agirliklandirma yontemlerinden biridir. Yontemde serilerin ortalama kare ve standart sapmalarinin
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yiizdesi alinarak, serinin boyutundan kaynaklanan bosluk ortadan kaldirilmaktadir. Ayrica LOPCOW yontemi negatif ham
verilerden etkilenmemektedir. LOPCOW yontemine ait islem adimlari (1) ile (5) arasindaki formiillerle verilmistir [20].

Adim 1: Bu adimda, alternatiflerin belirlenen kriterlere goére performans degerlerinin gosterildigi baslangi¢ karar matrisi
olusturulur. Esitlik (1) ile sembolize edilen bu matris, kriterlerin degerlendirilmesinde temel bir yap1 saglar [20, 21].

Ap [X11 X12 -+ Xin
DM = A? X2:1 X2:2 Xz:n (1)
Am Xm1 Xm2z -+ Xmn

Adim 2: Bu adimda, baslangi¢c karar matrisindeki degerler normalize edilir. Normalizasyon, alternatiflerin performansini
kargilagtirabilir hale getirmek i¢in gereklidir. Dogrusal max-min normalizasyon teknigi kullanilarak gergeklestirilir. Fayda yonlii
kriterler i¢in normalize edilmis deger, Esitlik (2) ile hesaplanir. Maliyet yonlii kriterler i¢in normalize edilmis deger, Esitlik (3)
ile hesaplanir [20, 21].

Xoo — X
rjj = 4§ ‘mn (2)
Xmax - Xmin
Xy — X
rjj = _max U (3)

Xmax - Xmin

Adim 3: Bu adimda, her bir kriterin standart sapmalarinin yiizdesi olarak ortalama kare degeri, verinin biiylikliigiinden
kaynaklanan fark: ortadan kaldiracak 6lciide hesaplanir. Esitlik (4)’de o sirasiyla standart sapmay1 ve m ise alternatif sayisini
temsil etmektedir [20, 21].

m 2
i=1"ij

PV;j = [In| ~——— |x100 (4)
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Adim 4: Kriter agirliklarinin hesaplanmasi. Her bir kriter agirligi Esitlik (5) kullanilarak kriterlerin yiizde degerlerinin
toplamina boliinerek hesaplanir [20, 21].
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3.2. EDAS Yontemi

Ghorabaee vd. tarafindan 2015 yilinda gelistirilen EDAS yontemi ilk olarak ABC analizine gére envanter kalemlerinin
siniflandirmasinda uygulanmis ve gegerliligi test edilerek literatiire kazandirilmistir. EDAS, Tiirk¢e‘ye “Ortalama Co6ziim
Uzakligina Dayali Degerlendirme” olarak ¢evrilen yeni bir CKKV yontemidir.

EDAS yontemi asagidaki adimlardan olusmaktadir [22].

Adim 1: EDAS yo6nteminin ilk adiminda, alternatiflerin belirlenen kriterlere gore performans degerlerinin gosterildigi ve
Esitlik (6) ile tanimlanan baslangi¢ karar matrisi olusturulur. x;;, i. segenegin j. kritere gore performans degerini gostermektedir.
n kriter sayisin;; m ise segenek sayisini gostermektedir. Bu matris, alternatiflerin her bir kriter altinda nasil performans
gosterdigini sistematik bir sekilde sunar [22].

X112 X2 Xin
X21 X2 ~ Xon

[Xij]mxn = (6)

Xit Xiz = Xin
Xmi Xm2 ~ Xmn

Adim 2: EDAS yo6nteminin ikinci adiminda, alternatiflerin her bir kritere gore ortalama performans degeri hesaplanir. Bu,
seceneklerin genel performansini anlamaya yardimci olur. Segeneklerin her bir kritere gore ortalama degeri, Esitlik (7)
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kullanilarak elde edilir. Bu adimda, her bir kriter i¢in ortalama performans degeri hesaplanarak, tiim segeneklerin
karsilastirilabilirligini artirir. Ortalama deger, her bir kriterin genel performans diizeyini gosterir ve karar verme siirecinin sonraki
asamalarinda referans noktasi olarak kullanilir [18, 23].

AV, = ZimXij 7
AV = [av] 8

Adim 3: EDAS yo6nteminin ii¢iincii adiminda, her bir kriter i¢in ortalamadan pozitif uzaklik matrisi (PDA) ve negatif uzaklik
matrisi (NDA) Esitlik (9) ve Esitlik (10) ile olusturulur. Bu matrisler, alternatiflerin ortalama degerden ne kadar uzaklagti §in1
gosterir. PDA, her bir alternatifin ortalamadan pozitif uzakligin1 gosterir; bu, alternatifin ortalama degerden ne kadar daha iyi
oldugunu ifade eder. NDA, her bir alternatifin ortalamadan negatif uzakligini gosterir; bu, alternatifin ortalama degerden ne
kadar daha kotii oldugunu ifade eder. Kriterler maliyet yonlii olduklar1 zaman PDA, Esitlik (13) ve NDA, Egsitlik (14), fayda
yonlii olduklart zamansa PDA, Esitlik (11) ve NDA, Esitlik (12) kullanilarak olusturulur [22,23].

PDA = [PDAi]’]mxn (9)

NDA = [NDAjj]mxn (10)
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Adim 4: EDAS yonteminin dordiincii adiminda, ortalamadan pozitif uzaklik matrisi (PDA) Esitlik (15) ve negatif uzaklik
matrisi (NDA) Esitlik (16) kullanilarak agirliklandirilir. Bu islem, her kriterin 6nemini dikkate alarak matrislerin elemanlarinin
belirli bir agirlik ile carpilmasini igerir. Bu adim, PDA ve NDA matrislerinin her bir elemaninu, ilgili kriterin agirligi ile ¢arparak
kriterlerin 6nemine gére matrislerin degerlerini giinceller [18, 22].

Adim 5: EDAS yo6nteminin besinci adiminda, her bir kritere gore alternatiflerin agirliklandirtlmis pozitif uzaklik (PDA) ve
negatif uzaklik (NDA) degerleri toplanir. Bu, toplam pozitif ve negatif uzaklik degerlerini elde etmek i¢in gereklidir. Toplam
pozitif uzaklik degeri, Esitlik (15) ile hesaplanir. Bu adim, alternatiflerin her birinin ortalamadan ne kadar uzak oldugunu
gosteren toplam degerleri elde eder. Toplam pozitif uzaklik (SP), alternatiflerin ortalamadan ne kadar iyi performans
gosterdigini; toplam negatif uzaklik (SN) ise ne kadar kotii performans gosterdigini ifade eder [19, 22, 23, 24].

n

j=1

n

SN; = Z v; NDA;; (16)
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Adim 6: EDAS yo6nteminin altincit adiminda, toplam pozitif uzaklik (SP) ve toplam negatif uzaklik (SN) degerleri normalize
edilir. Bu islem, her secenegin degerlerini karsilastirilabilir hale getirir. Normalize edilmis toplam pozitif uzaklik degeri, Esitlik
(17) kullanilarak hesaplanir. Normalize edilmis toplam negatif uzaklik degeri ise Esitlik (18) ile hesaplanir. Bu adim, her
segenegin SP ve SN degerlerini, diger segceneklerle karsilagtirmak igin normalize eder. Normalize edilmis degerler, alternatiflerin
genel performanslarini daha net bir sekilde degerlendirmeyi saglar [22].

SP,
NSP = ————— (17)
max;(SP,)
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(18)

Adim 7: EDAS yo6nteminin yedinci adiminda, her segenegin nihai performans degeri (AS) hesaplanir. Bu, normalize toplam
pozitif (NSP) ve normalize toplam negatif (NSN) puanlarinin aritmetik ortalamasini alarak yapilir. Nihai performans degeri,
Esitlik (19) kullanilarak hesaplanir. Bu adim, her alternatifin nihai performansini belirleyerek, alternatiflerin genel basari
diizeylerini karsilastirilabilir hale getirir. Aritmetik ortalama kullanilmasi, her iki puanin da esit derecede 6nemli oldugunu
varsayar [22].

1
AS; = E(NSPi + NSN;) (19)

AS; degeri, 0 < AS; < 1 kosulunu saglamalidir.

Adim 8: EDAS yo6nteminin son adiminda, her se¢enegin nihai performans puani (AS) hesaplandiktan sonra, segenekler bu
puanlara gore siralanir. Segeneklerin AS puanlari, bilyiikten kiiciige dogru siralanir En yiiksek performansa sahip segenek ilk
sirada yer alir. en kotii performansa sahip segenek son sirada yer alir. Bu adim, karar vericilere hangi alternatifin en iyi
performansa sahip oldugunu ve hangi alternatifin en diisiik performansa sahip oldugunu gésterir [19, 22, 23, 24].

3.3. WASPAS Yoéntemi

WASPAS yontemi, CKKV alaninda kullanilan ve Agirliklandirilmis Toplam Model (WSM) ile Agirliklandirilmis Carpim
Model (WPM) yontemlerini birlestiren bir yaklagimdir. 2012 yilinda Zavadskas ve digerleri tarafindan gelistirilmistir. WASPAS
yontemi, alternatiflerin siralanmasinda hem toplam hem de ¢arpim modelinden yararlanarak, daha dengeli bir degerlendirme
sunar. Bu sayede, karar verme siire¢lerinde daha kapsamli ve giivenilir sonuglar elde edilmesine imkan tanir [22]

Adim 1: WASPAS yo6nteminin ilk adimi, karar matrisinin olusturulmasidir. Bu matris, alternatiflerin belirlenen kriterlere
gore performans degerlerini igerir. Baglangi¢c karar matrisi, her alternatifin her bir kriter altinda nasil performans gosterdigini
sistematik bir sekilde sunar. Bu agama, karar verme siirecinin temelini olusturur ve sonraki adimlar i¢in gerekli verileri saglar. Bu
matris Esitlik (20) ile formiile edilmistir. Bu matriste; m, seceneklerin; n ise kriterlerin sayisini gosterirken x;;, i. secenegin j.
kritere gore performans degerini gostermektedir [19, 22].

X11 X2 -+ X
X21  X22 -+ Xon
wol| 20)
Xit  Xi2 =+ Xin
[ Xm1 Xm2 =+ Xmn |

Adim 2: WASPAS yonteminin ikinci adimi, karar matrisinin normalize edilmesidir. Normalize etme siireci, tiim kriterler
arasinda tutarlilik saglamak amaciyla yapilir. Normalize iglemi, farkli 6lgeklerdeki performans degerlerini karsilagtirabilir hale
getirir. Eger kriter maliyet yonlii ise, normalize islemi i¢in Esitlik (21) kullanilir. Bu esitlik, her bir alternatifin degeri, ilgili
kriterin en diisiik degeri ile karsilagtirllarak hesaplanir. Eger kriter fayda yonlii ise, normalize islemi i¢in Esitlik (22) kullanilir.
Burada, her alternatifin degeri, ilgili kriterin en yiiksek degeri ile karsilastirilir [19, 22].

. miniXi]-
Xjj = —Q0 (21)
X1j
. Xij
Xij = (22)
maXiXi]-

Adim 3: WASPAS yonteminin {iglincii adimi, Agirliklandirilmis Toplam Model (WSM) kullanilarak seceneklerin goreli
performansinin hesaplanmasidir. Her bir segenegin performansi, normalize edilmis kriter degerlerinin kriter agirliklari ile
carpiminin toplanmasiyla hesaplanir. Bu islem asagidaki Esitlik (23) ile formiile edilir. Bu adimda, her segenegin genel
performansi, kriterlerin agirliklart dikkate alinarak hesaplanir. Bdylece, her alternatifin kriterlere gére ne kadar iyi performans
gosterdigi belirlenir [19, 22].
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RO = Y xw 23)

Adim 4: WASPAS yonteminin dordiincti adimi, Agirliklandirilmig Carpim Modeli (WPM) kullanilarak seceneklerin goreli
performansinin hesaplanmasidir. Her bir secenegin performansi, normalize edilmis kriter degerlerinin, kriter agirliklarina gore
iisstiniin alinmas1 ve c¢arpilmasiyla hesaplanir. Bu islem Esitlik (24) ile formiile edilir. Bu adimda, her segenegin genel
performansi, kriter degerlerinin carpimina dayali olarak hesaplanir. Kriter agirliklari, her bir kriterin ne kadar énemli oldugunu
belirterek, sonucun daha anlamli olmasini saglar [19, 22].

n
R = [ oo (24)
j=1

Adim 5: WASPAS yonteminin besinci adimi, segeneklerin nihai performans degerlerinin hesaplanmasidir. Bu asama, WSM
ve WPM yontemlerinden elde edilen performans degerlerini birlestirir. Segeneklerin nihai performans degerleri, asagidaki Esitlik
(25) kullanilarak hesaplanir [19, 22].

P =05P" + 05p? (25)
Bu adimda, WSM ve WPM ydntemleri kullanilarak elde edilen degerler, belirli bir denge ile birlestirilir. Bu, her iki yontemin

avantajlarindan yararlanarak daha dengeli ve kapsamli bir nihai performans degerlendirmesi saglar. Karar verme siirecinin
siralama etkinligini ve dogrulugunu arttirabilmek icin Esitlik (26) kullanilabilir.

P=aP™ + (1 - o)P? (26)

WASPAS yonteminde o parametresi, WSM ve WPM yontemleri arasindaki dengeyi belirler. a, 0 ile 1 arasinda bir deger alir.
WASPAS yontemi, a=0 olarak belirlendiginde WPM yontemine ve o=1 olarak belirlendiginde ise WSM yontemine
doniismektedir. Karar verici, hangi yontemin daha uygun oldugunu diigiinerek o degerini serbestge belirleyebilir. Bu, karar
vericinin tercihleri ve kriterlerin 6nem derecelerine baglidir. Zavadskas vd., a i¢in 0,5 degerini belirlemislerdir. Ancak, en uygun

degerin hesaplanmasini onermektedirler. Bu, karar vericinin 6zel durumlarina ve kriterlerin agirliklarina gore degisiklik
gosterebilir [19, 22].

Adim 6: WASPAS yonteminin son adimi, hesaplanan nihai performans degerlerine gore seceneklerin siralanmasidir. Her
alternatifin nihai performans degeri P, olarak hesaplanmistir. Secenekler, P; degerlerine gore en iyiden en kotiiye dogru siralanir.

Yani, en yiiksek P; degerine sahip alternatif en {ist sirada yer alir. {lk siradaki secenek, performansi en yiiksek olan alternatif
olarak kabul edilir [19, 22].

4.  Model, Veri Seti ve Bulgular

Tiirkiye’nin 6nde gelen 3 online yemek siparis hizmet platformlarmin performansini degerlendirmek igin CKKV
yontemlerinden LOPCOW, EDAS ve WASPAS yontemleri biitiinlesik olarak kullanilmistir. Degerlendirme siireci igin
gelistirilen model akig semas1 formati seklinde Sekil 1°de verilmistir.

Sekil 1'de gosterilen model, dort ana kisimdan olugsmaktadir. Her bir kisim, siirecin farkli asamalarini temsil etmektedir.

1. Hazwrlik asamasi:

e  Problemin tanimlanmast.

e Seceneklerin ve kriterlerin belirlenmesi.

e Buasama, ¢alismanin temelini olusturarak sonraki adimlar i¢in gerekli bilgilerin toplanmasini saglar.

2. Kriterlerin agirliklandiriimasi:

e Karar vericilerin goriisleri dogrultusunda toplanan veriler kullanilarak LOPCOW yontemi ile kriterlerin agirliklari
belirlenir.

e  Bu, her kriterin 6neminin dikkate alinarak performans analizlerinde etkisini artirir.
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3. Baslangi¢ karar matrisinin olusturulmasu:
e Karar vericiler ile yapilan goriisme temel alinarak baslangi¢ karar matrisi olusturulur.

e Bu matris, her iki yontemin temel aldig1 verileri igermektedir ve alternatiflerin performansini degerlendirmede
kullanilir.

4. Performans analizi:

e Ik olarak platformlarin performanst EDAS yontemi ile analiz edilir.
e  Ardmdan platformlar WASPAS yontemi ile analiz edilir.

e Her iki yontem ile elde edilen bulgular karsilastirilip yorumlanir.

Bu model, sistematik bir yaklasim sunarak, online yemek siparis hizmet platformlarinin performansin etkili bir sekilde analiz
etmeyi amaglamaktadir.

! 1
o - 1
! 1 - rerici
i Problemin t 1 § 5 : ' g 3 Flatformlarin karar vericiler ;
: _g i I _'g tarafindan puanlanmass i
i 8|l &g !
i v £ g o1 k: i l :
= . . =] 1
.| Platformlarin belirlenmesi o 8| f - ;
! ; ﬁ Y B g Karar baglangi¢ matrisinin ;
: g [T (-
i % @ : : = ,E; olusturulmasi i
1 ¥ = i : =] 1
i ] ] ] ] ;;2 i . 1
; Kriterlerin belirlenmesi ; Y. I \
i A e )
; I
e Yo NN EDAS e analiz !
i_ ________________ I I " |
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| g 20 | i- .
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Sekil 1. Platformlarin performansini degerlendirme modeli.

4.1. Kriterlerin ve Platformlarin Belirlenmesi

Calismanin ilk asamasinda oncelikle problem tanimlanmistir. Daha sonra problemin ¢6ziimiine yonelik olarak bu asamada
kriterler ve analize tabi tutulacak online yemek siparis hizmeti veren platformlar belirlenmistir.



186

4.1.1.  Kiriterlerin Belirlenmesi ve Agirhklandiriimasi
Calisma i¢in daha 6nce yemek siparisi verilen platformlar iizerine yapilan arastirmalardan, yemek siparisi veren katilimeilar

ile telefonla yapilan goriismelerde ve literatlir taramasindan elde edilen bilgilerden yola ¢ikarak birtakim kriterler belirlen mistir.
[4, 6, 7, 13]. Bunlari su sekilde siralamak miimkiindiir:

e Besinlerin tazeligi ve giivenligi (C1),

e  Yemegin tad1 ve lezzeti (C2),

e  Yemegin, isletmenin ve servisin hijyeni (C3),

e  Menii gesitliligi (C4),

e Isletmenin imaj1 ve reklamlar1 (C5),

e  Teslimat siiresi ve teslimat personelinin tutumu (C6),

e Odeme yontemleri (Kredi / Banka kart1 ile 8deme, Kapida nakit 6deme, yemek kartlar1 ile 6deme) (C7),

e  Yemek fiyatlari, indirimler ve kampanyalar (C8),

e Kullanici yorumlari (C9),

e Isletmenin internet sitesinin veya mobil uygulamasimin kullanim kolayligi (C10).

Daha sonra kriter agirliklarini belirlemek icin LOPCOW yontemi uygulanmistir. Karar vericilerin kriterleri 1-9 puan skalast
(1: en diistik; 9: en yiiksek) lizerinden degerlendirmiglerdir. Degerlendirme verileri Tablo 1’de gosterilmistir.

Tablo 1. Karar vericilerin kriterleri degerlendirmesi.
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Calismada ilk olarak karar vericiler tarafindan kriterlerin degerlendirilmesi neticesinde olusturulan ve Tablo 1°de gosterilen
veriler LOPCOW yontemi uygulanarak analiz edilmis ve kriter agirliklar1 elde edilmistir. LOPCOW yontemine gore ilk olarak
Tablo 1’deki veriler Esitlik (2) kullanilarak normalize edilmistir. Normalize karar matrisi Tablo 2’de gosterilmistir.

Tablo 2. Normalize karar matrisi.

Cl Cc2 C3 C4 C5 C6 C7 C8 C9 C10
KV1 1,000 0,875 1,000 0,600 0,000 0,000 1,000 0,000 0,625 1,000
KV2 1,000 1,000 1,000 0,800 0,800 1,000 0,000 0,857 1,000 1,000
KV3 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000 1,000
KV4 1,000 1,000 1,000 0,600 0,800 0,857 0,714 1,000 0,625 0,857
KV5 0,000 0,000 0,000 0,000 0,800 0,429 1,000 0,286 0,375 0,000
KV6 0,500 1,000 1,000 1,000 0,400 0,857 1,000 1,000 0,000 1,000
KV7 1,000 0,875 1,000 0,600 0,400 0,429 1,000 0,286 0,750 0,857
KV8 1,000 1,000 1,000 0,800 1,000 1,000 0,143 0,857 1,000 1,000
KV9 1,000 1,000 1,000 1,000 1,000 1,000 1,000 0,857 0,750 0,857
KV10 1,000 1,000 1,000 0,400 0,600 0,857 1,000 1,000 0,375 0,714

LOPCOW yonteminin bir sonraki adiminda PV degerleri elde edilmistir. Esitlik (3) kullanilarak elde edilen PV degerleri
Tablo 3’te verilmistir.
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Tablo 3. PV degerleri.

C1 C2 C3 C4 C5 C6 c7 C8 C9 C10

99,008 108,595 109,861 85,642 82,085 86,283 80,412 75,525 78,956 105,072

LOPCOW yonteminin son adiminda Esitlik (5) kullanilarak kriter agirliklar1 Tablo 4’te gosterildigi sekilde elde edilmistir.
Uygulama neticesinde en onemli kriterin C3 ile sembolize edilen “Yemegin, isletmenin ve servisin hijyeni” kriteri oldugu
anlagilmaktadir. C3 kriterini C2 ile sembolize edilen “Yemegin tad1 ve lezzeti” takip etmistir. K8 ile sembolize edilen “Yemek
fiyatlari, indirimler ve kampanyalar kriteri ise siralamada sonda yer almistir.

Tablo 4. Kriter agirhklar.

Cl Cc2 C3 C4 C5 C6 Cc7 C8 C9 C10

0,109 0,119 0,121 0,094 0,090 0,095 0,088 0,083 0,087 0,115

4.1.2. Platformlarin Belirlenmesi ve Karar Matrisinin Olusturulmasi

Platformlar, kullanicilarin goriisleri ve Google Trends verileri dikkate alinarak belirlenmistir. Rastgele secilen 50 kisiyle
goriisme yapilmigtir. Kullanicilara en ¢ok hangi online yemek siparis hizmet platformunu tercih ettigi sorularak sonuglar grafik
ile gosterilmistir. Kullanici goriisiine gore en ¢ok tercih edilen ii¢ online yemek platformlar1 degerlendirmeye tabi tutulmustur.
Kullanici goriistine gore platformlar dnceliklerine gore; Getir Yemek, Trendyol Yemek ve Yemek Sepeti olarak tespit edilmistir.
Sonuglar Sekil 2 ile gdsterilmistir.

= Getir Yemek = Trendyol Yemek Yemek Sepeti

Yemek Sepeti
25%

v

i

Getir Yemek
50%

Yemek
25%

Sekil 2. Platformlarin kullanicilar tarafindan tercih grafigi.

Calismada CKKV yontemlerinden EDAS ve WASPAS yontemine gore degerlendirilecek olan online yemek siparis hizmet
platformlarini on karar verici, belirlenmis olan kriterlere gére 1 en diisiik 6neme sahip, 9 en 6nemli olacak sekilde 1-9 araliginda
puan vererek degerlendirmistir. Karar vericilerin degerlendirilmeleri neticesinde verilen puanlarin aritmetik ortalamasi alinarak
her iki yontemde de temel alinacak baslangi¢ karar matrisi adi verilen bir matris olusturulmustur. Calismada CKKV
yontemlerinden EDAS ve WASPAS yontemine gore degerlendirilecek olan matris Tablo 5’te gosterilmistir.

Tablo 5. Baslangi¢c karar matrisi.

Cl Cc2 C3 C4 C5 C6 C7 C8 C9 C10

Getir Yemek 8,40 8,70 7,90 7,60 7,30 7,70 7,90 7,30 6,80 8,30
Trendyol Yemek 7,80 8,10 7,90 6,90 7,40 8,00 7,20 6,50 6,20 7,70
Yemek Sepeti 7,90 8,00 7,70 6,70 7,60 7,40 6,90 7,50 6,50 7,80

5. Bulgular

Karar vericiler tarafindan online yemek siparis hizmet platformlarinin kriterlere gore degerlendirilmesi neticesinde
olusturulan ve Tablo 5°te verilen matris, online yemek hizmet platformlarinin analizinde kullanilacak temel verileri
olusturmaktadir. Bu veriler EDAS ve WASPAS yontemleri ile analiz edilmistir. Ayrica WASPAS yo6nteminin bilesenleri olan
WSP ve WPM adindaki iki farkli yonteme gore de platformlar degerlendirilmistir.
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5.1. EDAS ile Degerlendirme

Online yemek platformlarinin EDAS yontemine gore degerlendirilmesi neticesinde Tablo 6’ daki siralama olugmustur. Tablo
6’da yer alan siralama ve Sekil 3" birlikte degerlendirildiginde “Getir Yemek™ platformunun en iyi performans: gosterdigi
anlagilmaktadir. Ikinci siray1 “Yemek Sepeti” alirken son sirada “Trendyol Yemek™ almustir.

Tablo 6. EDAS yontemine gore siralama.

Getir Yemek Trendyol Yemek Yemek Sepeti
AS 0,9666 0,0626 0,1046
Siralama 1 3 2

EDAS Yontemine Gore Platformlarin Performansi
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Sekil 3. EDAS Yontemine gor platformlarin performans grafigi.

Getir yemek platformunun 1. sirada ¢ikmasinin baslica sebebi dnem sirasina gore ilk dort sirada yer “Yemegin tadi ve lezzeti
(C2)”, “Isletmenin internet sitesinin veya mobil uygulamasinin kullanim kolaylhigi (C10)” ve “Besinlerin tazeligi ve giivenligi
(C1)” kriterlerinin 6nem katsayisinin yiiksek olmasindan ve karar vericiler tarafindan bu kriterlere gore platforma yiiksek oranda
puan vermelerinden kaynaklandig: diisiiniilmektedir.

5.2.  WASPAS ile Degerlendirme

Online yemek hizmet platformlarinin WASPAS yontemine gore degerlendirilmesi neticesinde Tablo 7° deki siralama
olusmustur. Tablo 7’de gorildiigii gibi 3 farkli siralama elde edilmistir. Tablo 7°de yer alan siralama ve Sekil 4’ birlikte
degerlendirildiginde “Getir Yemek” platformunun en iyi performansi gosterdigi anlasilmaktadir. Tkinci sirayr “Yemek Sepeti”
alirken son sirada “Trendyol Yemek” almustir. Tkinci ve iigiincii siraya yerlesen platformlarin birbirlerine ¢ok yakin oldugu
goriilmistiir.

Tablo 7. WASPAS yéntemine gore siralama.

WSP  WPM WASPAS WASPAS Siralama
Getir Yemek  0,9917 0,9905 0,9911 1
Trendyol Yemek 0,9391 0,9373  0,9382 3
Yemek Sepeti  0,9417 0,9399  0,9408 2
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WASPAS Yontemine Gore Platformlarin Performansi

WASPAS
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Sekil 4. WASPAS Yontemine gor platformlarin performans grafigi.

Sekil 5 de her li¢ yonteme gore platformlarin performans grafigi gosterilmektedir. Grafikten anlagildigina gére Getir Yemek
tim yontemlere gore 1. Siraya yerlesmistir. Ikinci siraya Yemek Sepeti ve Trendyol Yemek yerlesmistir diyebiliriz. Ciinkii
grafige gore bu iki platformun aralarinda bariz bir fark goriilmemektedir.

Platformlarin performans grafigi Basligl
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Sekil 5. Platformlarin performans grafigi.

6. Sonuc ve Degerlendirme

Internetin sagladigi pek ¢ok imkan hayatimiz1 kolaylastirmakta, sorunlarimiza pratik ¢oziimler sunmaktadir. Hayatimizin
vazgecilmezleri arasinda yer bulan internet, online islemlerle para ve en 6nemlisi zaman tasarrufu saglayarak zamanimizi
yonetebilme imkani vermektedir. Son yillarda aligverislerin online olarak yapilmasinin artis gostermesine bagli olarak online
market aligverisi, online yemek siparisi gibi islemlerde de artig goriilmiistiir. Bunun bir sonucu olarak ise online yemek siparis
hizmeti veren platformlar artmistir.

Calismada online yemek siparis hizmet platformlar alternatiflerinin artmasi nedeniyle “Getir Yemek”, “Trendyol Yemek” ve
“Yemek Sepeti” platformlari CKKV teknikleri olan EDAS ve WASPAS yontemleriyle degerlendirilmistir. Kullanicilarin
belirledigi kriterler, yine kullanicilarin degerlendirmeleri neticesinde LOPCOW yontemi ile agirliklandirilmistir. Analiz
neticesinde en dnemli kriterin C3 ile sembolize edilen “Yemegin, isletmenin ve servisin hijyeni” kriteri oldugu anlagilmaktadir.
C3 kriterini C2 ile sembolize edilen “Yemegin tadi ve lezzeti” takip etmistir. Isletmenin internet sitesinin veya mobil
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uygulamasinin kullanim kolaylhigi (C10) kriteri ise 3. sirada yer almistir. K8 ile sembolize edilen “Yemek fiyatlari, indirimler ve
kampanyalar” kriteri ise siralamada sonda yer almustir.

Platformlarin performanslart EDAS ve WASPAS yontemi ile degerlendirilmistir. Degerlendirme siirecinde platformlar 10
kritere gore 50 kullanici tarafindan puanlanmistir. Kullanicilar, 1-9 skalasinda platformlara puan vermislerdir. Kullanicilarin
verdikleri puanlarin aritmetik ortalamasi alinarak baslangi¢ karar matrisi olusturulmustur. Olusturulan karar matrisi temel
almarak EDAS ve WASPAS yontemi uygulanmistir. Her iki yonteme goére yapilan analizler neticesinde “Getir Yemek”
platformunun en iyi performansi gosterdigi anlasilmaktadir. ikinci siray1 “Yemek Sepeti” alirken son sirada “Trendyol Yemek”
yer almustir.

Bu ¢alisma ile degerlendirme kapsaminda yer alan platform yoneticilerine rakip ve kendi platformlarinin durumu hakkinda
ayna tutulmaktadir. Caligsma neticesinde performans: diisiik platformlarin rakipleriyle yarisabilmesi i¢in &zellikle “Yemegin tadi
ve lezzeti (C2)”, “Isletmenin internet sitesinin veya mobil uygulamasmin kullanim kolaylig1 (C10)” ve “Besinlerin tazeligi ve
giivenligi (C1)” gibi kriterlere daha ¢ok 6nem vermesi gerektigi goriilmektedir.

Online yemek siparis hizmet platformlart {izerinde ileride g¢alisma yapmak isteyen akademisyenlerin farkli CKKV
yontemlerini ve farkli kriterleri siirece dahil ederek degerlendirme yapmasi miimkiin olabilir. Bu siireclerde kriter agirliklari
farkli yontemler kullanarak yeniden diizenlenebilir ve online yemek siparis hizmet platformlarinin performanslar 6lgiilebilir.
Ayrica duyarlilik analizi yapilarak kriterlerin siirece ne derecede etkilerinin oldugu ortaya konabilir.
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Abstract

Induction motors are the most commonly used electric motors in the industry. The main reasons for choosing induction motors are their
robust structure and low maintenance requirements. However, the harsh working conditions of the industry cause motor faults. Predicting
motor faults in advance or determining the cause of fault is very important for businesses. In this study, an attempt was made to detect the
eccentricity fault of the induction motor with a cheap and easy method. The eccentricity fault, which is a mechanical fault and is frequently
encountered, was tried to be determined by monitoring the motor current signals. The motor current signals were analyzed with the statistical
process control method from statistical methods. For the first time, with this study, the eccentricity fault occurring in an induction motor
operating under different speed conditions was successfully detected with the statistical process control method.

Keywords: “Eccentricity fault, statistical process control, induction motors.”

1. Introduction

Electric motors are one of the most important drive elements of the industry[1]. It is used very intensively in household
applications. In addition to its intensive use, electric motors have an important place in electrical energy consumption in the
world with a rate of 45%. Induction Motor (IM) stands out as the most preferred motor of the industry and therefore the most
energy consuming motor. IMs are preferred due to their robust and simple structures, not requiring much maintenance and being
able to travel on their own [2], [3].

IMs, which are used extensively in the industry, operate under many challenging effects. In addition to effects such as
unbalanced load formation, ripples in supply voltage, environmental effects such as dusty, humid and hot environment cause
both electrical and mechanical faults in IM. Electrical faults seen in these motors are stator winding fault, rotor rod and ring
broken faults, mechanical faults are bearing faults and eccentricity faults(EF) [4].

After the IM malfunctions, it can continue to operate in the system. However, the malfunctioning IM operates with low
efficiency. In addition to causing an increase in costs, the malfunctioning IM may also cause the business to stop if the
malfunction progresses. Unplanned stops will cause time, economic and quality losses [5], [6].

Condition monitoring techniques are used to identify and prevent faults occurring in engines before they grow. The operation
of the engine can be monitored continuously or intermittently and with condition monitoring techniques, maintenance time can
be determined in advance or faults can be prevented before they grow. During condition monitoring in IM, vibration, acoustic,
chemical, magnetic, thermal and electrical data are collected and processed. Especially current signal data collection from
electrical data is highly preferred in condition monitoring due to its ease of collection and being the most economical method [7],

(8].

The signals obtained through condition monitoring are analysed using time, frequency and time-frequency methods, thus
extracting the characteristics of the signals and performing fault detection. Time dimensional analyses allow direct fault detection
from raw data, do not require additional mathematical operations and enable the process to be completed quickly. For this reason,
time dimensional analysis methods have been widely preferred in the literature and motor faults have been detected by using
statistical properties of signals such as mean, peak value and kurtosis [9], [10].
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Statistical Process Control (SPC), a statistical analysis method in time dimension, is widely used in many engineering fields.
SPC is a statistical technique developed to improve quality, detect defects and optimise process efficiency in production systems.
One of the most frequently used analysis tools within the scope of this method is control charts. In control charts, the lower and
upper limits drawn parallel to the X-axis determine the quality working range and the process is monitored with these charts.
Thus, negative situations in the process can be detected and intervened early [11], [12].

In this study, condition monitoring is performed based on IM current data and it is aimed to detect the fault onset moment and
to monitor the fault development process with the SPC method in time dimension. This method makes it possible to detect faults
in advance without experiencing involuntary stops in IMs used in the industry, thus enabling faults to be diagnosed in a short
time. In this way, productivity losses due to failures will be reduced and maintenance costs will be reduced. In this study, the
static EF of the IM is analysed by SPC method. The EF is analysed under different load constant speed and constant load
different speed conditions, in two different operating states and two different power ratings. The EF was artificially induced in
the motor and the IM current signal data obtained from the experimental setup were collected for the intact and faulty conditions.
With the intact condition data, the quality operating ranges of the SPC were calculated and graphs were created. The data
obtained from the IM with EF were processed on the quality operating range and the time of occurrence and presence of the fault
were determined.

2.  Induction Motors

Among the electric motors, IMs are the most preferred by the industry with a rate of 90%. The advantages of IM such as
cheap price, simple structure, low maintenance requirement and self-propelled are among the reasons why IM is preferred. IM
consists of stator, rotor, body, bearings and covers. Although the stator is mechanically fixed, it creates a rotating magnetic field
with the current applied to its windings. The rotor rotates mechanically with the help of short-circuit currents flowing under the
influence of the voltage induced in the windings or rotor rods. The fact that it has a structurally simple structure also emphasises
the robustness of IMs. Although they have a robust structure, these motors operating under harsh operating conditions may fail
involuntarily [2], [3], [13].

3. Faults in Electrical Machines

IMs operating under severe operating conditions are exposed to mechanical and electrical faults due to their structure. 1M
faults, which are basically categorised under two headings, are shown in the fault diagram given in Fig. 1.

Squirrel Cage ASM
Faults

[ ' |
Electrical Faults Mechanical Faults

|

l I

Stator Winding Faults Rotor Faults Driver Faults Bearing Faults
I I :
EccentricityFaults
Short Circuit Ring
Rotor Bar Broken Beoken
Fig. 1. IM faults.

Electrical faults seen in IMs are categorised into 3 groups and constitute 48% of the total faults [14]. The main effects causing
mechanical faults are non-axialisation of the load and the motor, unbalanced and overload conditions, dust and lubrication faults
[15]. While bearing faults develop over time, EF can occur even at the time of initial assembly. In this study, the detection of EF
is studied.

3.1.  Eccentricity Faults

In IM, the relationship between the stator and the rotor is provided through the air gap and the power transmission is carried
out as a magnetic field through the gap. Eccentricity is the condition of unequal distribution in the air gap [4], [15]. EFs can
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occur later or at the time of initial production. Manufacturers have determined the margin of error as 5%-10% and produce with
this precision. Bending of the motor shaft, slipping of the connection couplings between the motor and the load from the axis and
wear of the bearings cause EFs [17], [18].

In case of EF, there are disturbances in the flux generated in the air gap. Increase in flux amplitude, instability in motor input
currents, increase in torque ripple and decrease in average torque, temperature increase are among the consequences of EF. The
growth of EF results in the rotor rubbing against the stator [19], [20].

EFs are divided into three as static EF, dynamic EF and mixed EF. The constant slip between the stator axis and the rotor
axis is defined as static EF. The unbalanced forces caused by this fault create a constant thrust in one direction. Static EF occurs
when the stator or rotor cores are not perfectly round but oval and the centres of the stator and rotor axes are not exactly
coincident. In case of dynamic EF, the slip between the stator axis and rotor axis is mobile. In mixed EF, both (static + dynamic)
EF are observed together [21], [22].

EFs can be detected by analysing current and voltage signals. When the spectra of current and voltage signals are examined,
it is seen as sideband. The location of the EF in the sideband is calculated by Equation 1 [19], [22].

fur = 12 ()] &

Here fyr is the EF frequency, k = 0,1, ...,n is a fixed value, p is the motor pole pair, f, is the motor electrical supply
frequency.

4. Fault Detection Methods in IM

IM faults cause great losses due to the places where they are used. In the industry, condition monitoring methods are
developed to prevent these faults and to identify the fault in a short time. With condition monitoring methods, it is possible to
detect the fault in advance and shorten the maintenance time. Many signals and data such as vibration, electromagnetic field,
induced voltage, air gap electromagnetic moment, thermal and current signal monitoring are analysed to detect IM faults [14],
[23].

Among these methods, monitoring of motor currents is one of the most preferred methods due to the need for cheap
materials, easy acquisition and ease of installation. There are three main causes of harmonics in current signals. These are supply
source and production errors and faults in the motor. According to the type of faults occurring in the motor, stator current signals
create harmonics. Especially mechanical failures such as bearing and EF etc. disrupt the flux distribution in the air gap.
Distortion of the flux distribution causes the motor inductance value to change and this causes harmonics in motor currents [14],
[24].

4.1.  Signal Processing Methods Used in Fault Detection

In order to characterise a system or material, it is necessary to extract its properties. In electric motors, fault detection is
performed by extracting the characteristics of the data obtained. The most preferred methods of feature extraction for fault
detection in electric motors are frequency dimensional analysis, time-frequency dimensional analysis and time dimensional
analysis [25], [26]. The simple acquisition of time domain signals makes the method easy and inexpensive. According to the
characteristics of the signals analysed in time dimension, their characteristics are extracted by using statistical analysis methods.
Many statistical parameter values such as kurtosis, variance, skewness, mean value and standard deviation are obtained and used
in fault detection of electric motors [27].

Especially in the industry, SPC, in which statistical parameters are analysed, is preferred in order to increase the quality and
to monitor the process in the wear of machine parts. In this study, SPC is used to monitor the engine operation process and to
detect the malfunction

4.2. Statistical Process Control

SPC is widely used in manufacturing processes to improve quality, detect faults and make the process run even more
efficiently. The system is realised by analysing data such as vibration, number of defects, weight, power and current collected
during the working process [11], [12]. While performing process control with this method, there is no need for continuous
monitoring. Data sets are created with periodic or random measurements and the process is evaluated. The samples created by
measurements reveal the changes in the process and consequently the defects in the product. SPC analyses the relationship
between the product and the process [28], [29].
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Some techniques such as tally, pareto analysis and control charts are used to identify and analyse the problems that may occur
in the process and to examine the data needed [29]. Control charts analyse a process containing control limits by processing the
data obtained. While changes due to natural causes remain within the limits, changes in the process due to special causes result in
exceeding the limits. Problems are solved by determining the time and the special causes in the process [30]. The sample control
graph is shown in Fig. 2.
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Fig. 2. Control chart.

SPC graphs provide visual information about the system. Upper and lower control limits are created with the data received
from the robust system and then the collected data is processed. When an out of limits or unusual operation is detected, the
system is stopped or the error is eliminated during operation. Visual examination of the process with control charts enables easy
detection of errors. The system is continuously monitored by processing the data received from the system [30], [31].

While creating the control charts, the mean X and the difference in the process (R) values and the standard deviation values
(S), which examine the mean values (X) and subgroup changes, are evaluated. X — S control charts are preferred in data sets with
a larger sample volume. Both graphs are analysed together when evaluating the operation of the process. Long-term changes in
the process are seen in X control graphs and short-term changes in S control graphs [11]. The analytical average of the data taken
from the system, X and the central line X are calculated as in Equation 2 and Equation 3.

v 2Zi=o(X:i)

X= - (2)
s
X = — (3)

Here, the sample taken from the system is expressed as x; , the number of groups of the sample is expressed as m and the
number of samples in a group is expressed as n.

S the centre line and the lower and upper limits of the S control charts;

V 2k=o(X; — %)?

S = — 4
S= %i(&) 5)
UCL; = B,S (6)
CLy=S§ (7)

LCLg = ByS (8)

The standard deviation value calculated for each of the sample groups is expressed as S and the mean value of all of them is
expressed as S. B; and B, values can be taken from the control charts table for different subgroup numbers [11]. The S value is
used when calculating the central line and limits of the average control graphs created to examine the long-term errors that will
occur in the system.
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UCLy = X + A3S 9
CLy =X (10)
LCLy = X — A;S (11)

Here A5 represents a factor value used to organise the variable quantity control graphs.

5. Experimental Study

In order to perform accurate fault detection in electric motors, current signals must be reliable. In this study, the experimental
setup to generate the data set is designed for precise data collection. The schematic and experimental setup designed for fault
detection is shown in Fig. 3.
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Fig. 3. (a) Experimental schema; (b) Experimental set-up.
For fault detection, intact and faulted state data were obtained from two identical IMs. As shown in Fig. 3, the experimental
set consists of IM, Data acquisition module, Current and Voltage sensors, Fuko Brake and Motor driver. The parameter values of
the IM used are given in Table 1.

Table 1. IM parameters.

Parameter Value Unit
Power 750 w
Frequency 50 Hz
Voltage 220/400 (A/Y) \Y
Current 2.90/1.67 (A/Y) A
Speed 2805 d/d
cos @ 0.84
Number of poles 2

In this study, the operating conditions of the IM at different speed values are analysed and fault detection is performed. EF
can be caused by the connection between the motor and the load. Considering this situation, although the motor was operated
without load, its connection with the fuko brake was realised. The fact that the motor and the load are on the same axis ensures
that the targeted EF signal is obtained precisely. A laser axing device was used to axialise the motor and the load. The laser axis
device is shown in Fig. 4.
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Fig. 4. Laser axisising device.

As shown in the figure, the laser axis device is connected between the motor and the load with the connection elements. After
the connection is completed, the measurement is performed and according to the result, the motor or load side is adjusted in x or
y axes. After the load and the motor shafts are axialised the same, the fixing process is performed.

The current signal data of the IM were recorded to the computer with the data acquisition module. The data acquisition
module used has 16*bit resolution and collects data simultaneously with a sampling rate of 50ks/sec and records it in a virtual
environment via software. Data collection operations were performed for 5000 Hz sampling robust and EK failures. The motor
was operated at 3 different speeds of 1000 rpm, 2000 rpm and 2991 rpm and data sets were created.

In order to create the situation with EF, the bearing of the IM was replaced and a new bearing was installed. Instead of the
removed bearing, a bearing with the same inner diameter and smaller outer diameter was designed. A separate material called
baga was mounted on the outside of the new bearing and the shaft was shifted to one side in a fixed direction from the axis. The
bearings used to create this assembly EF are given in Fig. 5.
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Fig. 5. Bearing shapes used in the creation of the EF (a) IM original bearing; (b) New bearing; (c) Baga.
The following steps were followed in the experimental study and fault diagnosis applications:
Step 1: Collecting the signal data of the motor currents from the intact and EF motors,
Step 2: Robust and EF data sets were prepared and statistically analysed,
Step 3. SPC graphs are generated and diagnosed.

While processing the collected current signal data, the data taken in periods were divided into sample groups. The maximum
values of the sinusoidal signals were determined and SPC graphs were created.
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5.1. Results and Discussion

In this study, the EF of the IM is tried to be detected by the proposed SPC method. In the proposed fault detection method, it
is aimed to determine the EF by comparing the intact and faulty current signal data. Quality control cards were created with the
current signal data set obtained from the intact IM. The fault is detected by adding the current signal data from the faulty IM to
the process of the control cards. IM current signal is shown in Fig. 6.

Current (A)

150 200 250 300 350 400 450 500 550 600 650

Fig. 6. Three-phase IM current signal.

Data sets were created with 50 peak values taken at 10 different times for intact and faulty conditions. The 750 W IM
controlled by the driver was operated in 3 different speed states. The speed control of the motor is provided by a voltage
frequency (V/f) controlled driver. In order to have 500 peak values in the data sets in healthy and faulty conditions, the IM was
operated for 15.5 s at 1000 rpm, 7.75 s at 2000 rpm and 5 s at nominal speed and current signal data were recorded.

The current signal data of the IM in healthy and faulty conditions were collected at 1000 rpm and analysed with SPC. The
generated and control graphs are shown in Fig. 7.
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Fig. 7. 1000 rpm speed X-S control charts.

Table 2. Limit values of X-S control graphs at 1000 rpm speed.

LCL CL UCL
X 1,6006 1,6040 1,6074
S 0,0055 0,0080 0,0104

When the control graphs in Fig. 7 are examined, it is seen that the process is normal until the 10th state monitoring moment,
that is, the motor is intact. However, when the current signal data of the motor in the faulty state is included in the process from
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the 11th state monitoring moment, especially in the X control chart , the change is noticeable. It is clearly seen that the limits
shown in Table 2 are exceeded. Since EF is continuous, S, which determines short-term faults, could not be clearly detected in
the control charts. However, it is determined that there is deterioration in the process from the 16th state monitoring moment.
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Table 3. 2000 Limit values of X-S control graphs at 1000 rpm speed.

Condition monitoring

Fig. 8. 2000 rpm speed - control graphs.

LCL CL UCL
X 1,3341 1,3370 1,3398
S 0,0047 0,0068 0,0088

20

As seen in Fig. 8, it is seen in the X control chart that EF occurs in the process from the 11th state monitoring moment.
However, in the S control chart, it is seen that the process proceeds normally. In order to say that there is no fault in the control
graphs, both control graphs should exhibit normal behaviour.Especially after the 11th state monitoring moment of the X control

graph, it is seen that the limits given in Table 3 are exceeded.
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Table 4. Limit values of X-S control graphs at 2991 rpm speed.
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Fig. 9. 2991 rpm speed - control graphs.

LCL CL UCL
X 1,1810 1,1836 1,1862
S 0,0043 0,0062 0,0080

20

When Fig. 9 is analysed, it is seen that the UCL value given in Table 4 is exceeded in the X control chart starting from the
11th monitoring moment. In the continuation of the process, although it is entered into the range of control limits at the 12th and
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19th state monitoring moments, it does not mean that the out-of-control situation in the process has improved. In the S control
chart, it is determined that the process continues below the CL starting from the 15th state monitoring moment and 6 state
monitoring moments occur here. This situation shows that there is an out of control situation and the process continues out of the
ordinary. EF was also detected at 2991 rpm speed.

6. Conclusion

In this study, the EF of the IM was determined by SPC over the current signal data. Intact and faulty data sets were created
with current signals taken at random times from the IM. With the intact data sets, process control was performed over the control
graphics. In the continuation of the process, the current signal data received with EF were processed into control graphs. EF was
clearly detected on the control graphs. With the study carried out, the detection of the EF of the IM has been used for the first
time in the literature. With the results obtained, fault detection in IM has been obtained easily and inexpensively. The studies and
control graphs reveal the success of the fault detection method.
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Abstract

Open Source Software (OSS) stands out as a robust alternative in public institutions, offering significant advantages in terms of cost
efficiency, independence, and security. This study examines the use of national open-source software in public institutions from economic,
strategic, and operational perspectives, evaluating its contributions to digital transformation processes. Analyses of projects such as Pardus,
Ahtapot, Engerek, and Liderahenk reveal that these solutions eliminate licensing costs, generate substantial budget savings, support the
domestic software industry, and enhance technological independence. Moreover, these software solutions provide flexibility for customization
based on user needs and strengthen data security. However, challenges such as infrastructure transformation costs, the need for technical
expertise, and limited community support emerge as significant barriers to the implementation of open-source software. The study aims to
contribute to informed decision-making in digitalization processes by offering strategic recommendations for the broader adoption of open-
source software in public institutions.

Keywords: “Open-source software (OSS), public institution, economy.”

1. Introduction

The rapid transformation in information and communication technologies has necessitated significant changes in the service
delivery methods of public institutions. As part of the digitalization process, public institutions are expected to provide more
efficient [1], transparent, and cost-effective solutions. In this context, Open Source Software (OSS) has emerged as a strong
alternative to traditional proprietary software, offering innovative features and cost advantages.

The origins of the open-source software movement can be traced back to the 1960s. During this period, the "hacker" culture
that emerged in the computer science laboratories of prominent American universities such as Stanford, Berkeley, Carnegie
Mellon, and MIT, as well as in the research centers of private companies like Bell and Xerox, laid the foundation for the concept
of open-source software. Within the framework of this culture, software source codes were openly accessible, and it was a
fundamental principle that any improvements or modifications made to the software would be shared back with the developer
community to ensure collective progress [2]. In addition to being freely accessible, modifiable, and redistributable, OSS provides
strategic benefits such as technological independence, enhanced security, and flexibility. In addition, OSS contributes to the
United Nations Sustainable Development Goals [3] by promoting digital public goods, increasing global access to technology,
reducing inequalities through digital inclusion, and supporting innovation in a sustainable, transparent, and secure manner.

The adoption of national OSS in public institutions strengthens the state's information technology infrastructure and enhances
the efficiency of digitalization processes. By promoting domestic software production, national software reduces dependency on
foreign technologies and contributes to the national economy. These solutions offer public institutions cost-effective alternatives
to commercial software. Moreover, the flexibility of open-source software allows users to modify and customize it according to
institutional needs, enabling public institutions to undergo a more efficient, secure, and sustainable digital transformation
process.

From an economic perspective, software costs can place a significant burden on public budgets. Today, open-source software
is becoming increasingly popular due to its potential to eliminate licensing fees, reduce maintenance and update costs, and
minimize external dependency. By lowering licensing and maintenance expenses, national OSS generates substantial savings for
public budgets. Additionally, the widespread adoption of open-source solutions enhances competition in the software industry,
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increasing domestic software development capacity. This growth not only supports local software firms but also fosters job
creation and drives innovation. Consequently, national OSS not only provides economic benefits for public institutions but also
strengthens Turkey’s technological independence and contributes to the development of a globally competitive software sector.

This study examines the economic advantages and strategic contributions of national OSS in public institutions. While
evaluating the solutions offered by OSS, the study provides a balanced analysis of its potential advantages and disadvantages.
The findings aim to contribute to the development of strategies that promote the broader and more effective use of OSS in the
digital transformation processes of public institutions. In this context, the research offers a comprehensive discussion on the
economic, national security, and strategic aspects of national OSS adoption.

2. Open Source Software

Open Source Software (OSS) and proprietary software are the two main categories on which information technologies are
often built. Software programs whose source code is not publicly accessible are typically referred to as proprietary software.
Source code refers to the entirety of code used to create the foundation of software. This code is generally hidden within the
application. If developers choose not to share their code, such programs are classified as proprietary. OSS, on the other hand,
allows individuals and organizations to install, use, modify, and redistribute the software without paying the original creators,
regardless of whether any changes have been made [4].

OSS refers to software whose code is freely shared and can be modified and redistributed by developers. Cost factors such as
hardware expenses, direct and indirect software costs, and personnel expenses make OSS an attractive option. Additionally, OSS
offers advantages such as low-cost adaptability across various domains, innovative and customizable features tailored to specific
needs, enhanced information security, high performance, and extended service life. These attributes have contributed to the
growing popularity of OSS among public institutions and private organizations today [5].

OSS provides users with freedom and flexibility, granting open access to its source code. Key features of OSS include:

= Easy Access to Source Code: The publicly available source code can be reviewed, redistributed, and modified by
anyone.

= Low Cost: OSS is predominantly free or significantly cheaper compared to commercial software.

=  Freedom and Flexibility: Users can freely distribute and customize the source code, contributing to the software’s
development.

= Transparency and Security: Since the code is open, its functionality is transparent, enabling rapid identification and
correction of malicious code or security vulnerabilities.

= Innovation: The accessibility of the source code facilitates the continuous addition of new features and
improvements by programmers, fostering ongoing innovation.

3. National Open Source Software Used in Public Institutions

National open-source software (OSS) is an essential tool designed to strengthen the state's technological independence and
promote domestic software production. These software solutions offer strategic advantages such as low cost, flexibility, and
security, playing a significant role in the digital transformation processes of public institutions.

Pardus, initiated theoretically by TUBITAK in 2003, is a Linux-based national operating system developed to meet the
demands of SMEs and public institutions since 2004. ULAKBIM (National Academic Network and Information Center)
continues to develop Pardus as Turkey’s largest and most comprehensive open-source software project, aiming to make it
competitive with commercial products and sustainable [5]. Pardus is currently used by various government ministries such as the
Ministry of National Defense, Ministry of Interior, Ministry of Justice, and several local municipalities. The main areas where
open-source software can be used within public institutions under the Pardus project are as follows:

3.1. Pardus

The Pardus is a Linux-based domestic operating system developed by TUBITAK (The Scientific and Technological Research
Council of Turkey). The first version was released in 2003, and it continued development under the PiSI infrastructure until
2011. In 2013, it was restructured based on Debian. Pardus is one of the largest open-source software projects in Turkey,
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encouraging the development of open-source solutions for public institutions and SMEs [6]. Used for both desktop and server
solutions, Pardus is particularly popular in public institutions and educational sectors. Today, the sustainability and
competitiveness of Pardus contribute to the development of Turkey's software ecosystem. The basic features of Pardus software
are given in Figure 1.

Nationalized Application store

Continuous Integration Remote support

Open source Security Hardening

Debian-based Customizable

Fig. 1. Key Features of Pardus Software.

The primary features of Pardus are as follows:

Open Source: Pardus is an open-source software, allowing users to freely use, distribute, and modify the software.
Linux-Based: Built on the Linux kernel, Pardus benefits from the robust security features of Linux.

User-Friendly Interface: Pardus provides a simple and intuitive desktop environment for easy user adaptation,
compatible with desktop environments such as GNOME and Xfce.

Domestic Software Support: Pardus is designed with Turkish language support and software solutions tailored to
Turkey’s specific needs.

Comprehensive Software Support: Pardus supports widely-used Linux applications and provides most of the
software users may need (office suites, graphic tools, internet browsers, etc.).

High Security: Being Linux-based, Pardus has high security levels, offering protection from viruses and malware.
Customizability: Users can make modifications to the system and create a personalized working environment.

Corporate Usage: Pardus offers special support and installation tools for institutions, facilitating its use in both
public and private sectors.

The general view of the Pardus desktop is given in Figure 2 above.

Pardus Use Cases:

Public Institutions: Pardus is widely used in government institutions and public services, especially for reasons
related to software independence and security.

Educational Institutions: Schools and universities may use Pardus to promote open-source software usage in
education.

Home Users: Pardus is also suitable for non-technical users and can meet home users' basic needs such as internet
browsing, media consumption, and office work.
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Fig. 2. General View of the Pardus Desktop.

3.2.  Ahtapot Integrated Cybersecurity System

Ahtapot Integrated Cybersecurity System is an open-source security solution developed by TUBITAK ULAKBIM. Its main
purpose is to ensure cybersecurity in public institutions and reduce dependency on foreign software. It is an open-source
cybersecurity system project designed to be used by both private sector businesses and public institutions, running on the Pardus
operating system. Below in Figure 3 are the basic features of the Octopus software.

SIEM Log-analysis Centralized Management Interface

/ Intrusion Detection & Prevention

—— e
4 Open-source / uhtapot \ Content Filtering & WAF

\ Email Security

Fig. 3. Key features of the Ahtapot software.

¢ Firewall & VPN

Monitoring

The Ahtapot monitors, analyzes, and secures internal network traffic. Since the system continuously monitors the network,
abnormal activities, security vulnerabilities, and open doors can be detected easily and automatically. Components of Ahtapot
include email security systems, network traffic monitoring, content filtering, intrusion detection and prevention systems,
firewalls, and network device-server-client monitoring. Additionally, the provision of Turkish documentation makes it easier for
system users to install and use the system [7].
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Fig. 4. User Interface of Ahtapot Integrated Cybersecurity System.
Figure 4 above shows the User Interface of the Octopus Integrated Cyber Security System.
Key features of Ahtapot Integrated Cybersecurity System include:
= Open Source: Allows users to inspect the software, eliminating risks associated with hidden backdoors.
= Centralized Management: Enables easy installation, configuration, and updates of systems.
= Localized Support: Provides Turkish documentation and user-friendly guides.
= Flexible and Scalable: Customizable and expandable to meet the needs of different institutions.

3.3.  EnGerek Identity Management System

EnGerek Identity Management System, developed by TUBITAK ULAKBIM, is an open-source identity management
solution. The system simplifies centralized authentication and authorization processes for institutions, securely storing user
credentials and facilitating faster authentication. It also supports Single Sign-On (SSO), allowing users to access various
applications with a single login. The basic features of EnGerek software are given in Figure 5.

Dynamic Reporting Centralized Identity Management

Open-Source \ / LDAP Integration

\ :

EBMS Integration / E[! G”B[Bk \ AD Integration

st

Web-Based / \ Java

Fig. 5. Key features of the EnGerek software.

Developed using the Java programming language, EnGerek is an open-source, web-based identity management system. Its
primary goal is to automatically and centrally manage corporate users' accounts across IT applications and systems. EnGerek
includes features such as authorization review, request approval workflows, user account and password management, and ready-
to-integrate connectors with other systems. Through defining role relationships and reducing the complexity of relationships,
EnGerek increases efficiency in managing tasks such as account creation, modification, and authorization changes [8].
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3.4.  Liderahenk Centralized Management System

Liderahenk Centralized Management System is an open-source solution developed by TUBITAK ULAKBIM for managing
users and devices in corporate networks from a central location. The system consists of two components: Lider (on the server
side) and Ahenk (on the client side). The basic features of Liderahenk software are given in Figure 6 below.

Low Resource Management

Dynamic Reporting

Open-source

-
)

Policy Management

Centralized Management Interface

LDAP Integration

XMPP Messaging

Java & Python

Fig. 6. Key features of the Liderahenk software.

Components of the Liderahenk Centralized Management System:

= Lider: The core component responsible for storing data gathered from clients, distributing defined policies, and

assigning tasks to clients.

= Ahenk: A service software responsible for executing tasks sent by Lider, applying policies, and reporting results
back to Lider. It operates as a super user on managed systems.

= Lider Interface: The interface where client and user management tasks are performed, including defining policies,

adjusting server settings, and reporting.

Liderahenk works on Linux-based operating systems and aims to manage and monitor each client in the corporate network
from a single location. It is suitable for distributed organizations with a central structure. Liderahenk consists of three main
sections: the central Lider server, clients with Ahenk components connected to the Lider server, and a management panel called
the Lider Panel for performing administrative tasks. Liderahenk is a modular system that can be enhanced with plugins, updated

to meet business needs, and integrated with other systems [9].
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Fig. 7. User interface of the Liderahenk Centralized Management System.
Figure 7 above shows the user interface of Liderahenk Central Management System.

Key features of Liderahenk Centralized Management System:
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= Client and User Management: Bulk task deployment, user addition, deletion, and migration can be performed.

= Policy Management: Policies for internet browsers, session management, USB access, etc., can be defined and
enforced.

= Scripting Support: Custom tasks can be defined using Python, Bash, Perl, and Ruby scripts.

= Session and System Monitoring: Session durations and login times can be tracked, and system information can be
displayed on the user's desktop.

= Additionally, it offers enterprise integration features such as Active Directory integration and remote desktop access.

3.5.  Interactive Whiteboard Interface Project (ETAP)

The Interactive Whiteboard Interface Project (ETAP) is an interface specifically designed for interactive whiteboards used in
educational institutions in Turkey. Developed by TUBITAK BILGEM and ULAKBIM, ETAP is based on the Pardus
GNU/Linux operating system and is open source. The project aims to enhance the use of touch screen devices, and it has been
developed entirely with local resources. Figure 8 shows the basic features of the ETAP software.

EBA Integration Touch Functions -

Ergonomic Design l_lirll Session Management

Multilingual Input LiderAhenk Integration

Open-source Drawing Program

Fig. 8. Key features of the ETAP software.

ETAP, which is used on interactive whiteboards and touch devices within the FATIH Project in schools under the Ministry of
National Education, is based on the open-source Pardus operating system [10]. This interface aims to provide an effective, user-
friendly, and functional educational experience on interactive whiteboards. It facilitates access to and interaction with digital
materials for both students and teachers and is widely used in schools across Turkey.

Key features of ETAP software:

= User-Friendly Interface: A special design aimed at easy use for teachers and students.

*  Domestic Development: Completely developed by TUBITAK with local resources.

= Hardware Compatibility: Compatible with HID-supported touch hardware and has low system requirements (2 GB
RAM, 25 GB disk space).

= Free Software: Offered as free software under the GNU GPL v3 license.

4. Advantages and Disadvantages of National Open Source Software

The use of national open-source software (OSS) holds significant importance from various perspectives. First, these software
solutions ensure that the country's software infrastructure is based on domestic production, thereby reducing external
dependency. This independence is particularly critical in strategic areas, as full control can be maintained over national software.
Furthermore, national software contributes to the development of the domestic software sector, thereby fostering economic
growth and increasing employment opportunities.

Open-source software stands out for its cost advantages for public institutions. One of its most notable features is the absence
of licensing fees compared to commercial software. This allows public institutions to manage their allocated budgets more
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efficiently, without the burden of paying for licenses. This results in substantial budget savings, particularly for public
institutions with large software infrastructures. Additionally, since OSS code is open to everyone, it can be modified to meet the
specific needs of institutions [11].

Another economic advantage of open-source software is its ability to eliminate dependency on commercial software, thereby
reducing the reliance of institutions on external IT infrastructure. This is strategically important for national security-related
projects. Moreover, public institutions can save on maintenance costs by benefiting from the free support and development
opportunities provided by the global developer community, which continuously updates and improves open-source software
[12]. Since open-source software does not require license renewals, it is a more cost-effective and sustainable option compared to
proprietary software.

Another important advantage is security. Open-source software allows for the rapid identification and resolution of security
vulnerabilities due to the transparency of the code. This provides a significant advantage in protecting critical national
infrastructure. Domestic software can defend against external threats more quickly and effectively. Furthermore, national
software provides high levels of data security by preventing foreign software from monitoring national data.

However, the implementation of open-source software also comes with certain disadvantages. Initially, migrating from
proprietary software to open-source software may incur higher upfront costs. Consulting services, infrastructure changes, and
training may temporarily strain budgets during this transition. Moreover, effective use of these software solutions requires hiring
personnel with technical expertise or training existing staff. This may lead to additional costs, particularly in public institutions
with insufficient technical infrastructure.

Domestic software is often less mature compared to its international counterparts. This can lead to limited features and
functionality of the software. Another disadvantage concerns maintenance and support services. While community support is
generally the foundation of open-source software, paid support services may be required for urgent system issues. Compared to
commercial software, national software may have limited support and update services. Additionally, users may struggle to find
solutions for software errors or security vulnerabilities.

Public institutions are in search of solutions that can be compatible with proprietary software and existing infrastructures
during the transition phase. National open-source software may cause integration difficulties if it does not ensure compatibility
with existing systems. Finally, community support is essential for the survival of open-source projects; if a software's developer
community decreases or updates cease, this may lead to future problems and may necessitate the software's modification [13].

5. Conclusion

This study has focused on the importance and economic advantages of open-source software (OSS) in public institutions. The
findings reveal that OSS provides critical advantages over proprietary software, including cost savings, security, flexibility, and
independence. The elimination of licensing fees offers significant savings in public budget management, while the flexibility in
maintenance and development processes allows institutions to create solutions tailored to their needs. However, short-term
challenges, such as infrastructure transformation costs, technical knowledge requirements, and staff training, need to be
addressed during the implementation process. In some cases, the inadequacy of community-based support systems may increase
the need for paid support services. It is clear that OSS should be considered a strategic tool in the digital transformation processes
of public institutions. These software solutions, in addition to cost advantages, provide greater security and flexibility, ensuring
more effective and sustainable delivery of public services. For example, the Pardus operating system strengthens Turkey's
technological independence, while projects like Ahtapot and Engerek play critical roles in ensuring national security. The
Liderahenk and ETAP projects also enhance efficiency in education and management, supporting the accessibility of public
services. Economically, national OSS not only reduces licensing and maintenance costs but also boosts the production capacity
of the domestic software industry, creating opportunities for innovation and employment. The widespread adoption of national
software contributes not only to public institutions' cost savings but also strengthens Turkey’s technological independence and
enhances global competitiveness. This process is of great importance in the creation of a sustainable technology ecosystem.
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Abstract

In recent years, advancements in digitalization and internet technologies have facilitated the widespread adoption of distance education and
blended learning models in higher education institutions. In this process, Learning Management Systems (LMS) have become essential tools
that enhance the quality of education by providing functions such as sharing educational materials, organizing exams, and monitoring student
performance. Open-source LMS platforms stand out due to their customizable structures, cost advantages, and strong community support. This
study analyzes the strengths and weaknesses of open-source LMSs commonly used in higher education institutions, such as Moodle, Open edX,
Sakali, ILIAS, and Canvas. Based on criteria such as user-friendly interfaces, plugin options, data security, and technical support, this review
assesses the systems' contributions to educational processes and user experiences. The findings reveal that Moodle and Open edX, with over
140 million and 14 million users respectively, excel in scalability and analytics capabilities, while platforms like Chamilo and Dokeos are more
suitable for smaller institutions due to their simplicity and lightweight structure. The study concludes that open-source LMS platforms, with
their flexible and economical structures, provide effective tools for supporting the digital transformation of education and offers guidance for
selecting suitable platforms to meet institutional goals.

Keywords: “Learning management system (LMS), distance learning, higher education.”

1. Introduction

The rapid advancement of digitalization and developments in internet technologies in the 21st century have led to a profound
transformation in educational processes. In particular, higher education institutions have increasingly shifted toward online and
blended learning models in addition to traditional face-to-face education, with LMS playing a pivotal role in this transition.
Distance education provides students with the opportunity to learn independently of time and location, while offering instructors
the ability to reach a wide audience and effectively manage educational content. In this context, LMS software used in higher
education institutions has become a critical tool with the potential to enhance the quality and efficiency of education.

LMSs provide a wide range of functions, including sharing course materials, conducting online exams, monitoring student
performance, and managing forums and discussion environments. However, for these systems to be effectively used in graduate
and undergraduate education, universities must offer flexible and cost-effective solutions that meet their specific needs. In this
regard, open-source LMS software stands out due to its cost advantages, customizable structures, and extensive community
support. Academic institutions, in particular, can adapt and customize their educational processes according to their needs,
leveraging the flexibility and scalability offered by open-source software.

This study analyzes open-source LMSs used for distance education in higher education institutions, highlighting their
strengths and weaknesses. A comparative analysis of widely used open-source LMS platforms such as Moodle, Open edX, Sakai,
ILIAS, and Canvas will be conducted to assess the systems' contributions to educational processes and examine user experiences.

! Corresponding Author
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In this scope, a detailed review will be carried out, taking into account various criteria such as user-friendly interfaces, technical
support, plugin and module options, and data security.

The aim of this study is to identify the most suitable open-source LMS options for higher education institutions and to
provide insights into future educational policies by analyzing trends in this area. Additionally, recommendations for the effective
use of different LMS platforms will be presented, discussing how universities can achieve maximum efficiency in their distance
education processes. In this context, the study's results aim to serve as a guide for decision-makers, academics, and system
administrators in the field of educational technologies.

2. Open-Source Learning Management Systems

E-learning encompasses learning activities conducted solely over the internet, which can also be facilitated through video
conferencing tools. However, for a more systematic learning process, a web-based system involving the participation of both
students and instructors is necessary. These systems include various operations such as tracking student statistics, utilizing
multimedia content, sharing course materials, and organizing exams. Such systems are referred to as LMS. LMS platforms are
used by educational institutions, universities, companies, and governments to manage e-learning processes. Companies use LMS
not only for employee training but also for customer training programs [1].

LMS platforms emerge as powerful tools to support and enhance digital education processes. Due to their flexible structures,
cost advantages, and customizability, these systems effectively support distance education and blended learning models,
particularly in higher education institutions. Open-source LMS platforms provide a modular structure that can be adapted to the
specific needs of institutions [2], and they are continuously developed and updated with extensive community support. Platforms
like Moodle, Open edX, Sakai, and Canvas offer a range of functions, including sharing course materials, conducting online
exams, tracking student performance, and creating collaborative learning environments, all aimed at enhancing the quality of
education. These systems not only meet technical requirements but also play a critical role in achieving pedagogical objectives.
In today’s rapidly accelerating digitalization of education, open-source LMS software provides an ideal solution for institutions
seeking flexible, accessible, and scalable options.

2.1. Moodle

Moodle (Modular Object-Oriented Dynamic Learning Environment) is an open-source LMS developed to enable educators to
create, manage, and interact with online courses. Initially developed in 2002 by Martin Dougiamas, Moodle is widely used by
schools, universities, companies, and other educational institutions worldwide. The primary goal of Moodle is to support distance
education and transition learning processes to digital platforms.

Moodle features a modular structure that can be customized according to the needs of educators. It offers tools such as course
management, assessment tools, assignment submissions, exam modules, discussion forums, surveys, and multimedia support.
Additionally, Moodle supports standards like SCORM and LTI, enabling integration with other learning systems and tools. Its
components include:

Course Modules: Tools for course content, exams, and assignments.

Interaction Tools: Forums, chat rooms, and group projects.

Reporting and Tracking: Tools for tracking and reporting student performance.

Plugins and Theme Support: The system can be customized with plugins and themes developed by the Moodle
community.

Technically, Moodle can run on virtually any computer that supports PHP programming language and SQL -type databases.
Its modular structure offers a range of tools to meet diverse user needs. For example, the Assignment Module allows instructors
to collect assignments, grade them, and provide feedback, while the Chat Module enables real-time communication. The
Database Module allows users to create a configurable database. The Forum Module facilitates communication between students
and instructors, and the Glossary Module allows users to add terms and definitions [5]. Users can easily access different modules
online, and each user is authorized through a role-based membership system, with a single account per server. The system,
managed in a portal-style, can terminate access for students who have been inactive for a specified period. Additionally,
instructors can view forum and survey content via email, if desired [6].

One of Moodle's greatest advantages is its open-source nature and free availability, which allows institutions to customize the
system and reduce costs. Moreover, its user-friendly interface and rich feature set make it suitable for educational institutions of
all levels. However, some disadvantages include the need for technical expertise and the requirement for a robust infrastructure
for large-scale usage. Some users have pointed out that the learning curve for Moodle can be steep initially.
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Moodle can be used across a wide range of institutions, from elementary schools to universities, private companies, and
government agencies. It is particularly ideal for distance education programs, blended learning environments, and in-house
training. Universities, companies offering employee training programs, and organizations creating educational platforms are
among the primary users of Moodle. With its advanced features and flexible structure, Moodle offers an effective solution for
any institution seeking to digitalize their learning processes.

2.2.  OpenedX

Open edX is an open-source LMS platform developed under the leadership of MIT and Harvard University. Initially launched
in 2013, Open edX is designed to create, manage, and deliver online courses and educational materials. The platform is
particularly favored by higher education institutions, companies, and online education providers. Open edX enables users to
manage remote learning processes, create blended learning environments, and provide interactive learning experiences. Open
edX features a robust modular architecture and scalability. The system offers a variety of tools, including course creation tools,
video integration, exam modules, interactive content, discussion forums, and analytics tools. It has a user-friendly interface and is
supported by a large developer community. The core components of Open edX include:

e Studio: The tool used for creating and editing course content.

e LMS: The main platform where students access and interact with content.

o  XBlock Framework: A modular framework used to customize and extend learning components.
e Analytics and Reporting: Advanced tools for tracking and evaluating student performance.

One of the most significant advantages of Open edX is its high degree of customizability and its ability to cater to a large user
base. The advanced analytics tools allow institutions to track student performance in great detail. Additionally, the platform’s
open-source nature enables cost savings and customization to meet specific needs. A notable disadvantage, however, is the high
technical expertise required for setup and management, as well as the need for a robust infrastructure. Furthermore, the
complexity of the platform may pose a barrier for small-scale educational initiatives.

Open edX is an ideal platform for universities, large-scale companies, government institutions, and online education
providers. Used by prestigious institutions such as Harvard and MIT, it is also preferred by global companies for managing
employee training. Additionally, educational entrepreneurs and non-governmental organizations can utilize the platform to reach
a broad audience. The flexible structure of Open edX makes it suitable for addressing educational and learning needs at all levels.

2.3. Sakai

Sakai is an open-source LMS developed by several universities in the United States in 2004. Designed for universities,
companies, and educational institutions, the platform provides tools for online course management, sharing learning materials,
assessment, and collaboration. Sakai is used to manage educational processes in a digital environment and enhance efficiency. It
also offers flexibility, allowing users to customize their learning experiences.

Sakai features a user-friendly interface and a wide modular structure. The platform includes various functionalities such as
course creation, exam and assignment management, student communication, forums, and group work. The core components of
Sakai include:

Course Management: Tools for instructors to upload, organize, and share course materials.
Assessment Tools: Tools for creating tests, exams, and surveys.

Collaboration Tools: Collaboration platforms for group projects and discussions.
Gradebook: Used for tracking and analyzing student grades.

Integration Tools: Allows easy integration with external applications and systems.

Sakai is a web-based software designed for education and collaboration, enabling users to create course sites without
requiring HTML knowledge. Instructors can utilize various features such as announcements, resource sharing, online assessment,
discussion forums, and messaging. The assessment tools offer individualized evaluations with specific notifications for students,
while the announcement and chat tools facilitate communication. Additionally, collaboration is supported through features like
shared folders and email integration. Sakai includes various components to simplify site and tool management. The program tool
presents organization in a calendar format, while features like Wiki and WebDav support collaborative work and file
management. The course site tool assists in the creation of course and project sites through guided steps. Widely used by
universities such as Michigan, Indiana, MIT, Stanford, and Sabanci, Sakai offers a comprehensive platform for institutions
seeking to effectively utilize technology in education. Thanks to its open-source structure, institutions can customize the platform
to meet their specific needs and add new features.
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One of Sakai's main advantages is its open-source and free nature. This reduces costs for educational institutions while
allowing users to tailor the platform to their needs. Furthermore, Sakai is supported by a large community and is continuously
updated. The platform’s flexible integration capabilities enable seamless cooperation with various third-party tools. As a
disadvantage, Sakai requires technical knowledge for installation and maintenance, and it may be complex for small-scale
institutions. Additionally, the user interface may be considered less modern and intuitive compared to some other LMS
platforms.

Sakai is primarily used by higher education institutions (universities) and research organizations. Its flexible structure allows
it to be used in both academic and institutional environments. It is especially suitable for institutions seeking an open-source
solution and possessing the technical capacity to customize the platform. Many universities and companies worldwide prefer
Sakai to improve learning management and collaboration processes.

24. ILIAS

ILIAS (Integrated Learning, Information, and Work Cooperation System) is an open-source LMS developed in 1998.
Designed to digitize educational and business processes, this platform caters to a wide range of users. Offering tools for online
course creation, content sharing, exam management, and collaboration, ILIAS is particularly preferred by higher education
institutions, vocational training centers, and businesses. ILIAS provides a wide range of features that can be customized
according to users' needs, thanks to its modular structure. The platform's key features and components include:

e Course Management: Provides instructors with tools to upload, organize, and share course materials.

e Exams and Assessment: Includes tools for creating tests, surveys, and automated assessment tools.

e Learning Material Management: Facilitates sharing content in various formats such as videos, texts, and
presentations.

e Collaboration Tools: Provides tools for forums, chat rooms, and group projects.

e Tracking and Reporting: Allows tracking students' progress and reporting on their performance.

ILIAS offers each user a personalized desktop workspace. Users log in to access courses and manage their profiles and
settings, which are protected by security passwords. The platform includes several functionalities such as remembering the last
accessed point, note-taking, viewing internal news, using a calculator, and tracking learning progress. It also features course
management tools such as managing learning resources, time-restricted access, tracking the learning steps of course members,
member galleries and maps, course news, and announcements. For communication, the platform offers internal messaging, chat,
and forums. The test and assessment tools support various question types, including multiple choice, single choice, mixed tests,
comparison, and ranking, as well as features such as question pools, random question selection, and exercise organization.
Additionally, functionalities like categorizing questions and organizing daily tasks are designed to optimize both the learning
process and the user experience.

One of the most notable features of ILIAS is its compliance with international standards such as SCORM (Sharable Content
Object Reference Model). This facilitates the integration of the platform with other educational software. The advantages of
ILIAS include being open-source, supported by a large community, and its flexible structure. The platform enhances the user
experience by allowing educational materials to be presented in various formats. Furthermore, it enables users to customize their
personal learning environments. However, ILIAS has its disadvantages. The installation and configuration of the platform may
require technical knowledge. Some users may find the interface less intuitive compared to more modern LMS platforms.
Additionally, the comprehensive structure of the system may seem complex for small-scale businesses initially.

ILIAS is used across a broad range of organizations, from higher education institutions to vocational training centers,
government agencies, and businesses. It is particularly suitable for institutions aiming to digitize extensive education and
assessment processes. It is widely used by universities and educational organizations in many European countries, especially in
Germany. ILIAS offers a robust digital learning and collaboration platform for both academic and corporate users.

2.5.  Canvas LMS (Open Source Version)

Canvas LMS is an open-source LMS designed to facilitate the online learning experience for educational institutions and
businesses. Developed by Instructure, this platform is primarily used by universities, schools, and corporate training departments
seeking to digitize teaching management. With its flexible structure and user-friendly interface, Canvas LMS allows instructors
and students to easily access online course materials.

Canvas LMS offers a comprehensive feature set tailored to the needs of its users:

e Course Management: Enables the creation, sharing, and organization of course materials.
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e Assessment and Grading: Provides tools for automatic grading, rubrics, and detailed tracking of student
performance.

e Communication and Collaboration: Includes forums, instant messaging, video conference integrations, and tools for
group work.

e Mobile Compatibility: Offers mobile applications for both instructors and students, ensuring easy access.

e Integrations: Easily integrates with other educational tools via SCORM, LTI (Learning Tools Interoperability), and
API integrations.

Additionally, the open-source version allows users to customize the platform to suit their specific needs.

One of the major advantages of Canvas LMS is its modern, user-friendly interface, which provides an easy learning curve.
While offering powerful tools for instructors, students, and administrators, the open-source nature of the platform provides
opportunities for customization and integration. Its full compatibility with mobile devices makes it easier for students to access
courses anytime and anywhere. However, users of the open-source version are responsible for hosting and technical
management, which may require technical expertise. Additionally, some features may be more limited compared to the
commercial version, and reliance on community resources for technical support may be considered a disadvantage.

Canvas LMS is widely adopted by universities, high schools, and corporate training units worldwide. It is particularly
suitable for higher education institutions looking to improve the online learning experience. Businesses also use Canvas LMS for
employee training and development. Its open-source nature makes it a popular choice among organizations seeking a low-cost
solution.

2.6. Chamilo

Chamilo is an open-source LMS designed to facilitate online educational processes. It is an ideal platform for organizations
and individuals seeking to create, share, and manage educational materials. Chamilo's target audience includes universities,
schools, corporate training departments, and non-profit organizations. Its user-friendly interface and low system requirements
make it an ideal solution for both organizations with limited technical infrastructure and large-scale educational providers.

As a comprehensive LMS, Chamilo offers the following key features:

Course Management: Instructors can create, edit, and assign course materials to students.

Assessment and Evaluation: Provides tools for creating exams, quizzes, and assignments.
Communication and Collaboration: Includes support for forums, instant messaging, and group work.
Learning Paths: Offers a modular structure to personalize students' learning processes.

Reporting and Tracking: Contains advanced reporting tools for analyzing user activity and performance.
Mobile Compatibility: Provides easy access to the platform from mobile devices.

Multilingual Support: Supports multiple languages, making it suitable for international use.

The components include user management, document sharing, video integration, certification, and SCORM compatibility.
Among Chamilo's advantages are its simple installation, user-friendly interface, and extensive community support. Its open-
source structure allows for customization, and integration with other systems is straightforward. With its low hardware
requirements, Chamilo offers a cost-effective solution, particularly for small and medium-sized institutions. However, it may
have limitations for organizations seeking advanced technical features or large-scale operations. For example, it may fall short in
handling more complex reporting or big data processing needs. Technical support is primarily based on community forums,
which could be a disadvantage for users seeking personalized assistance.

Chamilo appeals to a broad user base seeking to leverage educational technologies effectively. It is favored by universities,
schools, and educational institutions, as well as businesses managing employee training and competency development programs.
Additionally, Chamilo is an appropriate choice for non-profit organizations running low-budget educational projects. Its flexible
structure allows it to be adapted to the educational needs of various types of institutions.

2.7. ATutor

ATutor is an open-source web-based Learning Content Management System (LCMS), developed in 2002 with a primary
focus on accessibility. The platform is designed to ensure equal participation in the educational process for individuals with
disabilities. As such, it is structured in compliance with WCAG (Web Content Accessibility Guidelines) and other international
standards. The software adheres to the disability standards set by the American Society for Training and Development (ASTD).
Its modular architecture allows for extensibility, making it possible to enhance the system with third-party extensions. ATutor
supports the IMS/SCORM standards for content developers, ensuring compatibility for educational materials. Additionally, the
platform operates independently of the underlying operating system, functioning across Microsoft, Linux, UNIX, and Mac OS X
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environments. The Adaptive Technology Resource Centre at the Faculty of Information Studies, University of Toronto, has
contributed to ATutor and various other projects in this field, focusing on the development of educational technology standards.

ATutor offers a range of robust features to support online learning processes. It includes components and functionalities such
as file storage, forums, communication tools, content packages, test management, messaging, SCORM support, student tools,
assessments, reading lists, news, announcements, and frequently asked questions. Key components of ATutor include course
modules, user management, forums, file sharing, and reporting tools. The main features of ATutor are as follows:

e Accessibility: Its design is optimized for accessibility, particularly for groups such as individuals with visual
impairments.

Course Management: Instructors can easily create and organize course content.

Test and Evaluation Tools: Facilitates assessment through multiple-choice, true/false, and open-ended questions.
Adaptive Themes: Provides customizable interface options based on user needs.

SCORM Compatibility: Supports the sharing of educational materials in compliance with international standards.
Student Tracking and Reporting: Includes tools for analyzing student activity and performance.

Modular Structure: Allows the integration of additional features through extensible plugin support.

One of ATutor’s greatest advantages is its full compliance with accessibility standards for individuals with disabilities.
Additionally, its open-source nature offers high customization potential at a low cost. The platform’s simple installation process
and user-friendly interface make it accessible even for users without technical expertise. Its modular structure ensures ease of
updates, and students can modify their learning environment based on available templates. The platform also supports features
such as graphics and forums, and when using the ATutor content editor, instructors can control the accessibility of the content
accessible by all students. Various component types are used to add additional functionality to ATutor, with the primary aim of
creating application-linked components within the system, offering interactive features and enhancing user convenience.
However, ATutor has certain limitations. It may fall short for large-scale users seeking advanced features. Additionally,
community support may sometimes be limited, and the frequency of platform updates could be lower compared to other LMS
solutions.

ATutor offers an effective solution for educational institutions and individual instructors. It is particularly preferred by
organizations focusing on accessibility standards. It is an ideal choice for schools, universities, non-profit organizations, and
government projects. Moreover, small and medium-sized businesses looking to support employee training and professional
development can also utilize ATutor. Its goal of ensuring full participation of individuals with disabilities in the educational
process makes ATutor a unique option in this field.

2.8. Claroline

Claroline is an open-source LMS used for the creation, sharing, and management of online educational materials. Initially
developed by the Catholic University of Louvain in Belgium, this platform provides a digital learning environment for both
instructors and students. Claroline, designed for both teaching and collaboration purposes, is favored by educational institutions,
workplaces, and non-profit organizations due to its flexible structure.

Claroline offers a range of features to ensure an effective learning experience:

Course Management: Enables instructors to create, organize, and share course materials.

User Management: Manages user access with different roles (instructor, student, administrator).
File Sharing: Facilitates the sharing of materials with students.

Activity and Task Management: Organizes tasks and events through calendar integration.
Forums and Discussion Areas: Provides forums for interaction and collaboration among students.
Test and Evaluation Tools: Allows instructors to create exams and assess results.

Claroline’s modular structure allows the easy addition of various components to the system. Some of these components
include forums, surveys, assessment tools, and reporting features.

Among the advantages of Claroline are its open-source nature and flexible architecture. These features make it easier for
different institutions to customize the platform according to their specific needs. Additionally, its user-friendly interface
minimizes the technical knowledge required for use. Online collaboration tools promote teamwork and support distance learning
processes. However, some of the disadvantages of Claroline include limited scalability for large-scale users. Its user interface,
which is less advanced compared to modern LMS solutions, and limited integration options may negatively impact the user
experience. Additionally, community support is more limited compared to popular alternatives like Moodle.

Claroline is particularly ideal for small to medium-sized educational institutions and workplaces. Schools, universities, and
professional training providers can use Claroline to digitize course materials and create online learning environments. Focused
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on enhancing students' pedagogical experiences and needs, Claroline does not require specialized technical knowledge for daily
platform management. The platform can be quickly set up and easily managed via web browsers, allowing users to register for
various courses. Claroline is structured around pedagogical activities or course content areas. Each area provides a set of tools to
support the creation of learning materials, management of educational activities, and interaction with students. Moreover, non-
profit organizations and businesses wishing to manage employee training programs can also benefit from this platform. Its
simple structure offers an effective solution for organizations with limited technical infrastructure.

2.9.  Opigno LMS

Opigno LMS is an open-source LMS built on the Drupal infrastructure. Designed for both corporate training and academic
purposes, Opigno offers users a customizable and scalable learning platform. This system is intended for the creation,
management, and delivery of online educational materials, providing a modern user experience. It is widely used by businesses
offering e-learning and professional development programs.

The core features offered by Opigno LMS include:

e Flexible Course Management: Instructors can easily create, edit, and assign course content to students.

e Certification and Examinations: Automatically generates certificates upon course completion and facilitates exam
creation.

e Gamification: Enhances motivation by integrating reward systems and badges into the learning process.

e Role-Based Access: Provides customized access for different user types, such as instructors, students, and
administrators.

e  Statistics and Analytical Tools: Offers detailed reports for analyzing user performance.

e Mobile-Friendly Design: Allows users to access courses conveniently from mobile devices.

Components of Opigno LMS include training modules, video conferencing integration (e.g., Zoom), forums, surveys, tests,
and customizable dashboards. Thanks to its Drupal infrastructure, the system can be expanded to meet specific needs by adding
new modules.

The advantages of Opigno LMS include its open-source nature and the strong customization capabilities enabled by its
Drupal foundation. Its scalable structure supports large user groups, and modern e-learning features like gamification and
certification enhance user motivation. Mobile compatibility allows users to access content from anywhere. However, there are
some disadvantages. Due to the Drupal infrastructure, the installation and management of the system require technical
knowledge, which may increase the demand for technical support. Additionally, as it is less popular than other open-source LMS
solutions, community support may be more limited.

Opigno LMS caters to a wide range of users, particularly large enterprises that use it for managing employee training
programs. Universities and schools can also use the system to offer online courses. Furthermore, non-profit organizations and
professional training providers can benefit from Opigno’s customizable structure. It is an ideal solution for organizations with
technical infrastructure and those seeking flexibility in customization.

2.10. Dokeos

Dokeos is an open-source LMS developed with contributions from various international organizations, universities, and
individual contributors. This system is widely used not only in the academic field but also by companies for e-learning and
blended learning programs. Operating on a MySQL database and written in PHP, Dokeos is a web-based application that offers
key features such as SCORM compliance and LDAP authentication support. Dokeos serves as an efficient tool for educators and
institutions in the creation, management, and distribution of educational materials. It provides a robust infrastructure for online
courses, exams, assessments, and interactive training. One of the standout features of Dokeos is the ability to import SCORM-
compliant course content and PowerPoint presentations through the Oogie Rapid Learning package. Additionally, with the
Videoconferencing package, virtual classrooms can be created, and synchronous training and virtual meetings can be held,
setting it apart from other LMS platforms.

Key features of Dokeos include:

e Course Management: Educators can easily create and assign course content. Various formats (text, video, tests, etc.)
can be used for content creation.

e Exams and Assessments: Online exams can be created, and student performance can be closely monitored. Instant
feedback is provided to students.

e Communication Tools: Interactive tools such as forums, messaging, and announcements facilitate communication
between students and instructors.
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e User Tracking and Reporting: Users' progress can be tracked, and various reports related to the course can be
generated. This assists instructors in evaluating student performance.

e Gamification: By adding gamification elements to the learning process, Dokeos makes learning more engaging and
motivating.

e Mobile Compatibility: Dokeos is optimized for mobile devices, allowing users to access educational materials from
anywhere.

Components of Dokeos include course modules, exams, user management systems, reporting tools, communication
platforms, and content management tools. It also supports e-learning standards such as SCORM and xAPI, enabling integration
with external educational materials.

The advantages of Dokeos include its open-source nature, which provides a cost-effective solution. Its flexible and
customizable structure means it can be extended to meet institutional needs. The user-friendly interface and comprehensive
reporting features are significant advantages for instructors, as every stage of the learning process is trackable, and users'
progress can be easily monitored. However, some disadvantages include limited community support compared to other LMS
platforms and the potential challenges during the installation process. Additionally, more customization may require technical
knowledge, which could be a barrier for small businesses. Dokeos is particularly suitable for educational institutions,
universities, schools, and professional training providers. It is also an ideal platform for corporate training, especially for
employee development programs and certification processes. Furthermore, governments and non-profit organizations seeking a
low-cost yet comprehensive educational solution may prefer Dokeos.

3. Comparison of Learning Management Systems

Open-source LMS in educational technologies stand out due to their customizable structures, low costs, and extensive
community support. These systems play a critical role in the digital transformation processes of educational institutions,
particularly by offering flexible and user-friendly solutions. Platforms such as Moodle, Open edX, Sakai, ILIAS, and Canvas
LMS are widely used worldwide, aiming to meet both technical requirements and pedagogical expectations of users.
Additionally, alternatives such as Chamilo, ATutor, Claroline, Opigno LMS, and Dokeos cater to more niche needs, offering a
broad range of users.

This study thoroughly examines the features, technical infrastructures, advantages, and disadvantages of open-source LMS
platforms, providing an evaluation of their academic uses in different contexts. Furthermore, the technical competency
requirements and potential user experiences of each platform are discussed to offer guidance for educational institutions.
Technical details of the selected LMS platforms are included in Table 1.

Table 1. Technical Details of Selected LMS Platforms.

LMS # of Languages # of Users URL
Moodle 100 143.000.000+ https://moodle.org
Open edX 32 14.000.000+ https://open.edx.org
Sakai 19 100.000+ https://www.sakailms.org
ILIAS 28 N/A https://www.ilias.de
Canvas LMS 34 30.000.000+  https://community.canvaslims.com
Chamilo 3 12.000.000+ https://chamilo.org
ATutor 62 N/A https://atutor.github.io
Claroline 35 5.000.000+ https://www.claroline.com
Opigno LMS N/A 8.000 CO+ https://www.opigno.org
Dokeos 20 2.000.000+ https://www.dokeos.com

The open-source LMS platforms listed in Table 2 offer a variety of solutions tailored to different needs in educational
technologies. The key features, technical infrastructure, and advantages of these systems are detailed in the context of user
experience and academic success. Moodle and Open edX stand out with their flexible and highly scalable structures, offering
robust analytical tools, while Sakai and ILIAS are more focused on enterprise-level applications. Canvas LMS is distinguished
by its modern interface, while Chamilo and Claroline are noted for their ease of use. ATutor stands out for its prioritization of
accessibility, whereas Opigno offers a modular structure with Drupal integration. Dokeos, on the other hand, is a suitable
solution for small-scale institutions. However, each platform requires varying levels of technical expertise and community
support, which may influence the selection process.

Moodle, continuously developed through the open-source community, offers an expandable platform [7]. Its modular
structure enhances customizability with various types of plugins, although large-scale projects may require expert support due to
its technical knowledge requirements. Moodle is widely used, especially in universities and corporate training, and provides
strong support for both group projects and individual learning. Open edX is particularly known for supporting MOOCs (Massive
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Open Online Courses). Its advanced analytical tools optimize student success tracking and reporting processes [8]. However, due
to its Python and Django infrastructure, institutions may face difficulties in installation and maintenance. This platform is ideal
for universities developing distance learning strategies and large-scale online courses. Sakai stands out with its enterprise-
focused and customizable structure [9], making it suitable for integration with corporate applications due to its Java-based
infrastructure. However, its outdated interface may negatively affect user experience. Sakai is used primarily in corporate and
higher education settings and can provide an efficient collaborative environment, particularly for research projects. ILIAS, with
SCORM compliance and comprehensive assessment tools, is ideal for institutions prioritizing standardized learning materials
[10]. However, its smaller community support compared to other open-source projects may lead to delays in problem resolution.
ILIAS, widely used in Europe, ensures the distribution of educational content in compliance with standards.

Canvas LMS (Open Source), although not as comprehensive as its commercial version, offers a user-friendly interface and
modern infrastructure [11]. However, paid modules may be required for full functionality. This platform offers an effective L MS
for universities and enhances student access through mobile compatibility. Chamilo has lightweight system requirements,
allowing good performance even on low-resource devices [12]. However, its lack of advanced analytics and customization
options may limit its use in large-scale applications. Chamilo provides a suitable solution for small-scale institutions and
individual instructors. ATutor, with its compliance to accessibility standards, is particularly important for individuals with
disabilities [13]. However, its lack of active development may limit its use in long-term projects. This system is suitable for
accessibility-focused educational institutions and individual instructors. Claroline, with its simple structure, is suitable for basic-
level educational management [14]. However, its lack of advanced features limits its support for complex educational processes.
Claroline may be preferred for projects requiring less complexity or by novice LMS users. Opigno LMS, based on the Drupal
platform, offers flexibility through its modular structure [15]. However, the need for Drupal knowledge may pose challenges for
users lacking technical proficiency. It could be an ideal choice for institutions seeking customized solutions. Dokeos offers an e-
learning-focused solution for small-scale institutions [16]. However, the lack of comprehensive features may be limiting for
large-scale use. It provides an effective solution for smaller schools or individual instructors.

These systems cater to needs at different scales and, being open-source, offer customization opportunities. When selecting a
platform, institutions should consider their technical infrastructure, target audience, and cost requirements. Platforms with strong
community support, such as Moodle, Open edX, and Canvas, provide advantages for long-term projects.

Table 2. Features of Open-Source LMS Platforms.

LMS Key Features Customizability Supporte_d Advantages Disadvantages
Technologies
Open source, strong . . . .
Moodle community, modular High PPHOPS,t I\:Iglssgli_ FIeX|bIeI3tr=Jr$gltre, cf;(ttenswe Req;:r;\fwt:ghglcal
structure g plug PP g
Comprehensive analytics, . . Scalable, powerful analytical Installation steps are
Open edX MOOC support High Python, Django tools complex
Institution-focused Extensive community
Sakai . High Java, MySQL support, suitable for Interface is not modern
features, flexible structure TR
institutional use
Compliance-focused, . Comprehensive assessment Limited community
ILIAS SCORM support Middle PHP, MySQL tools, large user base support
Canvas Modern interface, open- Middle Ruby on Rails, User-friendly, mobile Some features available
LMS source version PostgreSQL compatibility only in paid version
Chamilo Qumk_lnstallatlon, Middle PHP, MySQL Easy to use, low system Lacks adv_anced
teaching-focused requirements analytics
Accessibility-focused, . Accessibility-compliant for L
ATutor modular structure High PHP, MySQL individuals with disabilities Development s inactive
Claroline Simple and user-friendly Low PHP, MySQL Easy to us;:ellr?eSt learning Lacks advanced features
Opigno Drupal-based, flexible . Drupal, PHP, . . Requires Drupal
LMS structure Middle MySQL Modular, Drupal integration knowledge
Dokeos Sunab_le f(_)r s_mall-scale Low PHP, MySQL Easy installation, e-learning Limited comprehensive
institutions focused features

Open Source LMS and Commercial LMS are two main types of LMS, each offering distinct advantages and disadvantages.

Open-source LMS are generally cost-effective as they do not require licensing fees, and users can customize the software
according to their needs. However, they have high technical knowledge and skill requirements, requiring expertise for
installation and maintenance. Additionally, community support is generally available, but formal support services are limited.
Security and integration may require additional effort and attention. On the other hand, commercial LMS typically offer more
user-friendly interfaces, professional support services, and security guarantees. These systems cater to large-scale educational
and corporate needs, with integration processes generally being smoother. However, commercial LMS may be more expensive in
terms of licensing fees and innovations, and may have some limitations in terms of customization. Both types can be suitable for
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different institutions and needs, but it is important to make a choice based on budget, technical capacity, and security
requirements. Table 3 provides a comparison of open source LMS and Commercial LMS.

Table 3. Comparison Between Open-Source and Commercial LMS Platforms.

Open-source LMS Commercial LMS
Generally free. Users can download and use the Some platforms offer limited free usage but require a
software, but they are responsible for installation, license fee. This fee is typically charged per user or as
Cost customization, and maintenance. Some open-source an annual subscription. Additional features, custom
LMS platforms may offer paid services that provide reporting, and advanced support are usually provided for
additional features or premium support. an extra fee.

Customization and

Typically offers more limited customization options.
Commercial LMS platforms generally come with

Offers a high level of customization. Since the source predefined features, and users have limited ability to

code is open, users can modify the software to suit their

Flexibility S - - . modify or customize these features. However, some
needs and customize it to align with their workflows. - - . . - L
commercial solutions provide paid services for specific
customizations.
Open-source LMS platforms typically provide Commercial LMS platforms provide professional
community-based support. Users can seek help through support services. They typically offer 24/7 support,
Technical Support  forums and online resources, but there is no official training, and system management services. Users can
support or guaranteed solutions. However, some open- seek assistance from an official support team to resolve
source LMS providers may offer paid support services. any issues encountered while using the software.
Security is typlcally_ensured through commumt_y-drlyc_en Commercial LMS platforms generally adopt a
development. Security patches and updates are identified fessional h. Th ' |
. and distributed by the community. However, more professional approach. These sy_stems receive regular
Security ' security updates and offer security guarantees.

attention may be needed to address security
vulnerabilities, and additional precautions might be
required.

Additionally, commercial providers may implement
more advanced encryption and data protection measures.

Scalability and own servers may face additional resource and
Infrastructure management requirements to handle high traffic.

Primarily cloud-based, offering scalability for high-
traffic usage. These LMS platforms are designed with
infrastructure capable of handling large user bases and
typically provide performance monitoring and
optimization services.

Typically the user's responsibility. Users who host their

However, it is strong in terms of flexibility.

Provides a greater number of ready-to-use integration

Offers flexible integration options, but some complex options and compatibility with third-party software.
. integrations may require technical expertise. Most open-  Integration with popular ERP systems, student
Integration - . . - R
source LMS platforms provide plugins and modules to information systems, and payment solutions is
enable integration with external systems. straightforward. However, additional fees are typically
charged for integration services.
4. Discussion

Open-source LMS are a crucial component of educational technologies, offering a wide range of solutions tailored to the
needs of diverse user groups. The open-source nature of these systems allows institutions to customize them according to their
requirements and provides long-term cost advantages. However, the effectiveness of these advantages and the contexts in which
they become more beneficial reveal numerous factors that must be considered during LMS selection [17]. The technical
infrastructure of these systems, community support, ease of use, and their impact on educational outcomes have been thoroughly
discussed.

Technical Expertise and Customization Requirements: Platforms like Moodle and Open edX stand out due to their
high level of customizability. However, this flexibility often requires greater technical knowledge and infrastructure
[18]. Specifically, Open edX may necessitate technical expertise due to its Python and Django-based architecture,
making installation and maintenance processes more complex. In contrast, lighter LMS solutions such as Claroline
and Dokeos, with simple infrastructure requirements, may be an attractive option for institutions with limited
technical expertise. This situation compels institutions to carefully assess their technical capacity when selecting an
LMS.

Community and Support Factor: The success of open-source LMS platforms largely depends on community support
[19]. Moodle, with its large global community, provides an advantage over other platforms when it comes to
troubleshooting and developing new features. However, less widely used platforms like ATutor and ILIAS may
present challenges for users in resolving issues due to the lack of community support. This highlights the critical
importance of community backing for the sustainability of an LMS.

User Experience and Accessibility: A user-friendly LMS significantly eases the adoption of the system by both
teachers and students. Platforms like Canvas LMS (open-source version) and Chamilo receive positive feedback due
to their modern, user-friendly interfaces, while systems like Sakai, with older interfaces, fall behind in this regard.
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On the other hand, accessibility-focused platforms such as ATutor offer significant advantages for individuals with
special needs. Such accessibility-oriented solutions are valuable for institutions aiming to implement an inclusive
educational policy [20].

e Academic Success and Educational Outcomes: The impact of LMS platforms on student success depends on their
capacity to deliver content that aligns with pedagogical goals and support learning processes through analytical tools
[1]. Open edX, with its robust analytics tools, enables instructors to assess student performance effectively, while
simpler solutions like Claroline and Chamilo are more limited in this respect. Furthermore, Moodle's flexible
structure, which supports group work and individual learning, positively influences learning outcomes by
encouraging active student participation.

e Scalability and Cost Management: It is crucial for educational institutions to select an LMS that meets their
scalability needs. Platforms like Open edX and Moodle are effective in large-scale projects, whereas Dokeos and
Claroline are more suitable for smaller applications. Additionally, despite being open-source, some platforms incur
high technical maintenance costs, which can increase the total cost of ownership [21]. This necessitates careful
consideration of long-term costs by institutions.

This study also addresses the various advantages and challenges of open-source LMS platforms. It is important for
educational institutions to choose an LMS that aligns with their pedagogical objectives and technical capabilities. For example,
Open edX and Moodle are recommended for large-scale MOOC projects, Claroline or Dokeos for smaller applications, ATutor
for accessibility-focused needs, and Canvas LMS for those seeking mobile compatibility and a user-friendly solution.

The effective use of these systems should be planned to enhance digitalization processes in education and improve student
success. Institutions should consider not only technical factors but also user experience and long-term sustainability when
selecting an LMS. In this regard, the flexibility and customization options offered by open-source LMS platforms can be seen as
a critical opportunity for the advancement of educational technologies.

5. Conclusion

Open-source LMS platforms emerge as a crucial tool in supporting the process of digitalization in education. Platforms with
strong analytical capabilities, such as Moodle and Open edX, offer ideal solutions for large-scale distance education programs
and MOOCs, while simpler platforms like Claroline and Dokeos provide fast and effective solutions for smaller institutions and
individual instructors. Furthermore, modular systems such as ILIAS and Opigno LMS stand out as attractive options for
institutions seeking compatibility and customization. However, when selecting a system, factors such as technical knowledge
requirements, community support, system scalability, and pedagogical goals must be carefully considered. Educational
institutions need to focus not only on the features of an LMS platform but also on its impact on student success, accessibility, and
user experience. Open-source LMS platforms, with proper planning and integration strategies, can play a significant role in
helping educational institutions achieve their digitalization goals. This study aims to contribute to decision-making processes in
educational technologies by highlighting the capabilities of open-source LMS systems that cater to various user groups.

Future studies could explore the integration of advanced analytics and Al-driven tools in open-source LMS platforms to
enhance personalized learning and predictive performance analysis. Additionally, research could examine the cross-cultural
adoption of LMS platforms, considering linguistic and pedagogical variations in diverse educational contexts. Longitudinal
studies measuring the sustained impact of LMS platforms on academic performance, retention rates, and student satisfaction
would provide valuable insights. Investigating the scalability and feasibility of deploying these platforms in resource-limited
settings, with a focus on technical and financial constraints, could address critical challenges. Furthermore, evaluating the
effectiveness of collaboration tools in hybrid educational models that combine online and face-to-face instruction would
contribute to optimizing learning outcomes and system utilization. These directions aim to fill existing gaps in the literature and
enhance the academic and practical contributions of LMS research.
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Abstract

In this study, the flexural behavior of glass fiber-reinforced polypropylene (GFR-PP) composites was systematically investigated under
three-point bending conditions to evaluate the impact of key production parameters. Composite plates with a thickness of 4 mm were fabricated
using a stepped mold under varying pressure levels (10, 20, and 30 bar) and durations under pressure (5, 10, and 20 minutes). The specimens
were prepared according to ASTM standards to ensure consistency and reliability. The primary objective of this study was to understand how
production parameters influence the mechanical properties of GFR-PP composites. The results indicated that the combination of low pressure
(10 bar) and longer durations (20 minutes) led to superior flexural strength and enhanced fiber-matrix adhesion due to optimized consolidation,
with a maximum flexural strength exceeding 500 MPa. In contrast, higher pressure levels (30 bar) resulted in fiber deformation and reduced
mechanical performance. This work provides critical insights into the optimization of production parameters to achieve high-performance
GFR-PP composites, with potential applications in aerospace and other lightweight structural components requiring high mechanical strength
and durability.

Keywords: “Glass fiber-reinforced polypropylene (GFRPP), three-point bending test, thermoplastic composites.”

1. Giris

Kompozit malzemeler, son yillarda havacilik, otomotiv ve gemi sanayinde yaygin bir sekilde kullanilmakta olup, kullanim
alanlar1 her gegen giin genislemektedir. Bu sektdrlerde kullanilan kompozit malzemeler, ¢elik ve aliiminyum gibi izotropik
gibi benzersiz avantajlar sunmaktadir[1]. Kompozit malzemeler, farkli polimerlerden, metallerden veya seramik malzemelerden
elde edilen karmasik yapilardir.Bu malzemeler belirgin bir arayiizle ayrilmis iki veya daha fazla kimyasal ve fiziksel olarak farkli
fazdan olusan malzemeler olarak da tanimlanmaktadir [2]. Kompozit malzemeler havacilik, uzay, otomotiv, insaat ve gemi
sanayinde yaygin olarak kullanilmakta ve her gecen giin kullanimlari artmaktadir[3]. Ozellikle, kompozit malzemelerdeki
gelismeler roket gibi uygulamalar i¢in ¢ok dnemli olmustur. Kompozitleri ve gelisimlerini anlamak aragtirmacilar i¢in hayati
onem tagimaktadir[4]. Giiniimiizde uygulama alanlarina ve ihtiya¢ duyulan mekanik 6zelliklere uygun sekilde iiretilebilmektedir.
Farkli fiber ve matris kombinasyonlar1 kullanilarak istenen ozellikler malzemeye kazandirilabilir. Bu nedenle, kompozit
malzemelerin kullanim alanlar1 her gecen giin daha da genislemektedir. Takviye elyafinin tiirli, matris malzemesinin bilesimi,
kullanilan iiretim siireci, elyaflarin oryantasyonu ve spesifik son kullanim uygulamas1 yer alir. Bu siniflandirma degiskenleri,
miihendislere 6zel ihtiyaglar1 i¢in en uygun malzeme ve iretim tekniklerini belirlemek ve se¢mek igin ¢ok yonli bir yapi
sunmaktadir[5].
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Matris, yiikiin kohezyonunu ve yonelimini saglamaktadir. Matris termoplastik, termoset ve/veya elastomer tipinde olabilir.
Matris se¢imi, kompozit malzemenin amaglandigr kullamima baghdir. Matrisin rolii, takviye elyaflar1 birbirine baglamak,
kisitlamalar1 dagitmak, yapinin kimyasal direncini saglamak ve nihai iiriine istenen sekli vermektir. Bu sekilde elde edilen
malzemeler ¢ok heterojen ve genellikle anizotropik yapidadir. Matrisin ve yiikiin dogasi, yiikiin sekli ve orani, arayiiziin kalitesi
ve kullanilan {iretim siireci, kompozit malzemenin &zelliklerini etkileyebilecek parametrelerdir. Matris ve takviye metalik,
seramik veya plastik olabilir, bu da ¢ok sayida kombinasyon olusumunu saglamaktadir[6]. Yiiksek sicaklik termoplastikleri
iceren malzeme kompozisyonlar1 matris reginesi olarak, yiiksek sicaklik ve kimyasal kararliligin genellikle 6zel siirtiinme ve
aginma Ozellikleriyle birlestirilmesinin gerekli oldugu havacilik endiistrisi, a¢ik deniz teknolojisi ve kimya miihendisligi gibi
uygulamalarda tercih edilmektedir[7].

Son yillarda polipropilen, olaganiistii 6zellikleri, maliyet etkinligi ve isleme kolayligi nedeniyle en yaygin kullanilan
termoplastik polimerlerden biri olmustur[8]. Yillar i¢inde polipropilenin gelistirilmesi ve kullaniminda 6nemli ilerlemeler
kaydedilmis olmasi ¢esitli sektorlerde yaygin olarak kullanilmaya baslamistir[9]. PP, yar1 seffaf beyaz kati bir malzemedir.
Soguk organik ¢oziiciilerde ¢oziinmez, sicak ¢oziiclilerde yumusar. Bir¢ok kez biikiilse bile sertligini korur. Antioksidan
eklenmediginde, 1s1 ve 151810 etkisiyle bozulur. Yapismin ¢ok diizenli olmasi nedeniyle kolay renklendirilemez. Iyi bir elektriksel
dirence sahiptir, diisiik su absorbsiyonu ve gecirgenligi vardir. -9,4 °C’nin altinda kirilgandir. Mantar ve bakterilere karsi
dayaniklidir. 60 °C’ye kadar kuvvetli asit ve bazlara dayaniklidir ancak klor, nitrik asit ve diger giiclii oksitleyicilerden etkilenir.
Yakilabilir ama yavas yanar. Zehirsizdir ve gida tiiziigiine uygundur. Diisiik yogunluk, yiiksek darbe dayanimi, kimyasallara
kars1 yiiksek mukavemet, iyi elektriksel yalitim, yiiksek mekanik mukavemet, diigilk nem alma, makul fiyat ve islem kolaylig1
temel 6zelliklerindendir[10].

Kompozit malzemelerin iiretiminde diisiik yogunluklari, yiikksek darbe dayanimlari, yiiksek asinma dayanimlari, yiiksek
yorulma dayanimlar1 ve yiiksek titresim soniimleme Ozellikleri nedeniyle cam, karbon, aramid elyaf takviyeli kompozit
malzemelerin kullanimi hizla artmistir. Elyaflar genellikle bir kompozitteki elyaf ve matris arasindaki yapisma kalitesini
iyilestirmek icin kimyasal veya elektrolitik oksidasyon yontemleriyle yiizey islemine tabi tutulmaktadir. Cam elyaflari, erimis
camin ¢ok ince ipliklere ¢ekilmesi ve ardindan ¢ekme islemiyle olusturulan yapiy1 korumak i¢in bunlarin atmosferle veya sert
yiizeylerle temastan hemen korunmasiyla iiretilmektedir. Cam elyaflar, inorganik elyaflar kadar giigliidiir ancak molekiiler
yapilari nedeniyle sert yapida degildir. Cam elyaflar, diisiik yogunluklu, miikemmel mekanik 6zelliklere sahip ve oldukca uygun
maliyetli olmalar1 nedeniyle ¢cogunlukla takviye olarak kullanilmaktadir [11]. Cam elyaflar, lifler dik konumda oldugunda PEI
gibi polimerlerin aginma direncini artirmada potansiyel etki gostermistir [12].

Termoplastik malzemeler, modern sanayinin bir¢ok alaninda yaygin olarak kullanilmaktadir ve bu yayginlik, onlarin ¢esitli
ozelliklerinden kaynaklanmaktadir. Bu malzemeler, 1sitildiklarinda yumusayarak sekil alabilen ve soguduktan sonra sertlesen
ozellikleri sayesinde farkli uygulamalar i¢in uygun hale gelmektedir. Ozellikle, {iretim siireglerinde sagladiklar1 esneklik ve hizlh
sekil alma yetenekleri, termoplastiklerin tercih edilmesinde dnemli bir etken olmaktadir. Elyaf takviyeli polimer kompozitler,
mukavemet ve sertlik agisindan sahip olduklar1 avantajlar nedeniyle havacilik, denizcilik, ulagtirma ve savunma gibi gesitli
endiistrilerde yogun olarak kullanilmaktadir[13]. Elyaf takviyeli polimer kompozitlere olan talebin artmasina paralel olarak,
termoset muadillerinin baskin oldugu bir¢ok sektérde termoplastik matrislere olan ilgi yeniden artmaktadir[14]. Termoplastik
matrislerinin geri doniistiiriilebilirlik, kaynaklanabilirlik ve termoform edilebilirlik agisindan Termoset matrislerinden daha
elverigli faydalar sagladigi uzun zamandir biliniyor olsa da yiiksek erime viskoziteleri yiiksek isleme sicakliklar1 ve basinglari
gerektirmesi ve bu nedenle bunlart ¢gogu sektor icin maliyet agisindan engelleyici ve uygulanamaz hale getirmektedir. Otomotiv
sektoriinde termoplastik matrisli malzemelerin kullaniminin yayginlagmasi, uzay ve havacilik sanayisinde de benzer bir artisa yol
acmigtir. 2000 yilinda Avrupa Havacilik Aragtirmalart Danisma Konseyi, havacilik sektoriinde CO2 emisyonlarini azaltmaya
yonelik bir karar almig ve bu dogrultuda ugak, helikopter ve uzay araglari i¢in yeni malzemeler gelistirilmeye baslanmistir. Bu
siiregte, gelistirilen malzemelerin iiretim yontemlerinin gevre dostu olmasi kritik bir éneme sahip olmustur. Ornegin, 2007
yilinda Airbus A350 ve Boeing B787 modellerinin yapisinin %350-53’liik bolimii (motor pargalar1 hari¢) kompozit
malzemelerden iiretilmistir. Giiniimiizde bu malzemeler, ugak kapilari, ana kanat yapisi, kanatciklar, flapler, spoilerlar, slatlar ve
ucaklarin i¢ aksamlarinda yaygin olarak kullanilmaktadir[15]. Termoplastik matrisli elyaf takviyeli kompozitler, erimis haldeki
yliiksek viskoziteleri nedeniyle siirli bir yapisal kullanim alan1 bulmus ve bu da takviye malzemesinin yeterince iyi 1slanmasini
engelleyerek nihai iiriiniin mekanik 6zelliklerinin termosetlerle kiyaslanamayacak diizeyde kalmasina yol agmistir. Bu durum,
otomotiv, havacilik, ulasim ve insaat gibi ¢esitli sektorlerde termosetlerin hala baskin olmasina neden olmaktadir. Ancak,
termoplastik kompozitlerin iiretimini igeren yeni uygulamalar hizla artmakta ve bu sorunun ¢oziimiine yonelik yeni yaklagimlar
sunmaktadir [16]. Son 20 yilda termoplastik uygulamalari i¢in birgok yeni teknik 6nerilmis, gelistirilmis ve degerlendirilmistir ve
son yillarda, siirekli elyaf takviyeli termoplastik matris kompozitler, miikkemmel 6zellikleri nedeniyle ugak, askeri ve havacilik
endiistrilerinde basariyla kullanilmaktadir[17]. Termoplastik kompozitler, termosetlere kiyasla daha yiiksek tokluk, daha hizl
iiretim ve her seyden dnce geri doniistiiriilebilir yap1 gibi baz1 avantajlar sunar[18]. Tekrar tekrar 1sitilip sekillendirilebildikleri
i¢cin tamamen yeni ve otomatik bir iiretime olanak saglarlar[19].

Stirekli elyaf takviyeli termoplastik (CFRTP) kompozitler, yiiksek performans, kisa isleme dongiisii, stoklama kolayligi,
onarim ve kaynak imkani gibi avantajlari nedeniyle endiistriyel uygulamalarda kullanilmaktadir [20]. CFRTP sekillendirme
sireci, termoplastik re¢inenin erime sicakliginin iizerinde bir igsleme sicakliginda gergeklestirilmektedir. Termoplastik matrisler,
onemli avantajlar sunmaktadir. Genellikle 6n sekillendirme siireclerinden gegirilerek levha formunda ya da prepreg adi verilen
onceden recine emdirilmis iiriinler halinde iiretilirler. Termoplastik matrislerin en 6nemli avantajlarindan biri, termosetlerin
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aksine 6zel depolama gerektirmemesi ve uzun siire saklanabilir olmasidir. Ayrica, bu malzemelerin 1s1l islemlerle kolayca
sekillendirilebilmesi, endiistriyel siire¢lerde gevrim siirelerini kisaltarak verimliligi artirir. Termoplastik yapilarin sundugu bu
esneklik, ayni zamanda {iiretim maliyetlerini azaltirken geri doniigiim olanaklarini da genisleterek siirdiiriilebilir tiretim
hedeflerine katki saglar. Bir¢ok akademik ¢alismaya konu olan siirekli elyaf takviyeli termoplastik kompozit malzemeler, sahip
olduklar1 yiiksek dayanim ve diisiik yogunluk avantajlari ile otomotiv endiistrisinde yiiriitiilen metal malzemelere alternatif
malzeme olma konusunda 6n plana ¢ikmaktadirlar. Termoplastik kompozit malzemelere uygulanan mekanik etki sirasinda
gozlemlenen, matris kirilmasi, matris-elyaf arasi baglarin kirilmasi, katmanlar arasi kayma egilimi ve elyaf kirilmas1 adimlarinin,
metal malzemelere uygulanan mekanik etki sirasinda gézlemlenen katlanma ve burulma adimlarina benzer mekanik davranig
olmasi termoplastik SETK malzemelerin metal malzemelere alternatif olabileceginin en iyi kanit1 olarak gosterilmektedir[21].

Cakir ve Berberoglu tarafindan yapilan ¢alismada[22], cam elyaf takviyeli epoksi matrisli kompozit malzemelerde elyaf
oranmin mekanik 6zellikler iizerindeki etkisini incelemektedir. Aragtirmada, vakum destekli regine transfer metodu (VARTM)
kullanilarak, hacimce %30, %40, %50 ve %60 oranlarinda cam elyaf i¢eren kompozit plakalar {iretilmigtir. Matris malzemesi
olarak Epikote 828 epoksi reginesi tercih edilmistir.Numuneler ASTM standartlarina uygun olarak hazirlanmis ve ¢ekme, darbe,
iic nokta egme testlerine tabi tutulmustur. Sonuglar, elyaf oranindaki artisin maksimum gerilme, elastik modiil ve darbe dayanimi
gibi mekanik &zelliklerde belirgin bir iyilesme sagladigini gostermistir. Ornegin, elyaf oraninin %30’dan %60’a ¢ikarilmasi
elastik modiilde %47'lik bir artis saglamistir. Ug nokta egme testinde, egilme dayanimmin lineer olarak yaklasik iki kat arttig1
gozlemlenmistir.Bu ¢aligma, cam elyaf oranmin kompozit malzemelerin mekanik 6zelliklerini optimize etmede kritik bir rol
oynadigini ve VARTM yontemi ile basarili iiretimin %60 cam elyaf oranina kadar miimkiin oldugunu gostermektedir. Arastirma,
hafif ve yliksek mukavemetli malzemelere olan talebi karsilamak adina dnemli katkilar sunmaktadir.

Sathishkumar ve arkadaslar1 tarafindan yapilan g¢aliymada[23], cam elyaf takviyeli polimer (GFRP) kompozitlerin
ozelliklerini ve uygulamalarini incelemistir. GFRP kompozitlerin hafifligi, yiiksek mukavemeti ve gevresel dayanimi, onlar
havacilik ve otomotiv gibi sektorler icin ideal kilmaktadir. Calismada, tiretim tekniklerinin (6rnegin, el yatirma, sikistirma
kaliplama, VARTM) mekanik performans iizerindeki etkisi tartisilmigtir. Egilme dayanimi, GFRP kompozitlerin kritik bir
mekanik 06zelligi olarak vurgulanmistir. Elyaf hacim orani ve yoneliminin egilme mukavemetini dogrudan etkiledigi
belirtilmistir. Ayrica, VARTM gibi iiretim yontemlerinin, homojen bir elyaf-matris dagilimi saglayarak egilme performansini
optimize ettigi goriilmiistiir. Calismada, gevresel faktdrlerin (nem ve sicaklik) GFRP’nin egilme davranisi iizerindeki olumsuz
etkileri de ele alinmistir.Bu galisma, GFRP kompozitlerin egilme dayanimi gibi mekanik 6zelliklerinin iiretim parametreleriyle
optimize edilebilecegini ve bu malzemelerin miithendislik uygulamalarinda sundugu potansiyeli ortaya koymaktadir.

Kabiri ve arkadaslar tarafindan yapilan ¢alismada[24], cam elyaf/polipropilen (GF/PP) kompozitlerinin mekanik 6zelliklerini
ve ortopedik sabitleme plakalarinda potansiyel kullanimini incelemistir. Caligmada kisa, uzun ve iplik formundaki cam elyaflarla
iiretilen kompozitlerin mekanik davranislari, cekme, egilme, basma, kayma ve darbe testleri ile degerlendirilmistir.Egme testleri,
Ozellikle uzun cam elyaf igeren PPLGF numunelerinin en yiiksek performansi sergiledigini ortaya koymustur. PPLGF, 185 MPa
egilme dayanimi ve 20,10 GPa elastik modiil ile diger numunelere iistiinliik saglamistir. Bu yiiksek degerler, cam elyaflarin tek
yonlii diizenlenmesiyle elde edilen yapi ile agiklanmistir. Bu 6zellikler, PPLGF'nin ortopedik sabitleme plakalarinda kemik
kaynamasimi desteklemek igin ideal bir malzeme oldugunu gostermektedir.Cekme ve basma testlerinde, tim GF/PP
kompozitlerinin kortikal kemige benzer mekanik 6zellikler sergiledigi gozlemlenmistir. Bu, stres birikimlerini azaltarak daha iyi
biyomekanik uyum saglama potansiyeline isaret etmektedir. Kayma ve darbe testleri, PPLGF'nin {istiin dayaniklilik ve enerji
emme kapasitesi sundugunu gostermistir.Bu ¢alisma, GF/PP kompozitlerin sabitleme plakalari i¢in hafif, dayanikli ve
biyomekanik olarak uyumlu bir alternatif sundugunu ve egilme dayanimi agisindan 6zellikle PPLGF’nin en uygun segenek
oldugunu vurgulamaktadir.

Bu c¢alismada, cam elyaf takviyeli polipropilen (GFR-PP) kompozitlerin egilme dayanimi iizerine, {iretim parametrelerinin
etkisi arastirilmigtir. Havacilik gibi hafiflik ve yliksek mukavemet gerektiren sektdrlerde GFR-PPnin kullanim potansiyelini
degerlendirmek amaciyla, malzeme iiretiminde iki temel parametre incelenmistir: basing (10, 20, 30 bar) ve basing altinda kalma
siiresi (5, 10, 20 dakika). Egme testleri icin malzeme kalinligi 4 mm olarak sabit tutulmustur.Ug nokta egilme testleri,
malzemenin egilme dayanimi iizerindeki etkisini anlamak amaciyla gergeklestirilmistir. ASTM standartlarina uygun olarak
hazirlanan test numuneleri ile elde edilen sonuglar, iiretim parametrelerinin egilme dayanimi iizerindeki etkilerini ortaya koymay1
hedeflemistir. Bu ¢alisma, iiretim siireclerinin optimize edilmesi yoluyla GFR-PP kompozitlerin egilme mukavemetinin
artirtlabilecegini ve bu malzemelerin mithendislik uygulamalari i¢in uygunlugunu goéstermeyi amaglamaktadir.

2. Deneysel Prosediir
2.1.  Numune Uretimi

Bu calismasinda kullanilan GFR-PP prepreg malzeme, Durform Izolasyon ve Ambalaj Sanayi Ticaret A.S. tarafindan
iiretilmistir. Arastirma kapsaminda cam elyaf takviyeli polipropilen (GFR-PP) prepreg malzeme kullanilmistir. Bu malzeme tek
yonlii yonelime sahip prepreg halinde temin edilmis olup, iiretim siireci 6ncesinde kaliba uygun boyutlarda hazirlanmistir.
Malzemenin standartlagtirilmasi amaciyla 25 x 25 mm boyutlarinda kesimler yapilmis ve iiretim siirecine hazirlanmigtir. Kesim
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islemi, malzemenin kalip igerisine diizenli ve dogru bir sekilde yerlestirilebilmesi i¢in titizlikle gerceklestirilmistir. Bu 6n
hazirlik siireci, iiretim sirasinda malzeme kalmliginin kontrolii ve homojen bir numune elde edilmesi agisindan kritik bir rol
oynamaktadir.

Sekil 1. GFR-PP prepreg.

Uretim siirecinde, 4 mm kalinliginda numuneler elde etmek hedeflenmistir. Bunun igin kademeli bir yapiya sahip 6zel bir
kalip kullanilmistir (Sekil 2). Kullanilan kalibin numune alani, tasarim geregi 6 mm geniglige sahiptir. Ancak nihai numune
kalinliginin 4 mm olmas1 gerektigi i¢in, bu farki dengelemek amaciyla kalip igerisine 25 x 25 mm boyutlarinda, 6énceden
hazirlanmig bir destek sac levhasi yerlestirilmistir. Bu destek saci, kalinlik kontroliinii saglayarak iiretim siirecinde hedeflenen
hassasiyete ulasilmasina olanak tanimustir.
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Sekil 2. Levhalarin iiretiminde kullanilan kademeli kalip teknik resmi.

Her bir 4 mm kalinligindaki numunenin {iretimi i¢in kalip igerisine 14 tabaka 25 x 25 mm boyutlarinda kesilmis cam elyaf
takviyeli polipropilen prepreg yerlestirilmistir. Bu islem, malzemenin mekanik 6zelliklerinin homojen bir sekilde olugmasini
saglamak i¢in dikkatle uygulanmugtir. Uretim sirasinda, toplam 9 adet 4 mm kalinliginda ve 25 x 25 mm boyutlarinda kompozit
levha iretilmistir. Her bir numune i¢in ayn siireg tekrarlanmis ve iiretim prosediirlerinin siirekliligi korunmustur. Bu yaklagim,
elde edilen numunelerin karsilastirilabilir olmasini ve test sonuglarinin giivenilirligini artirmistir. Uretilen 9 adet numune, farkl
basing ve siire kombinasyonlarina gére hazirlanmigtir (Tablo 1). Bu kapsamda, sicak pres uygulamasi sirasinda ii¢ farkli basing
(10, 20 ve 30 bar) ve ii¢ farkh siire (5, 10 ve 20 dakika) kombinasyonlar1 kullanilmistir. Boylelikle, toplamda 9 farkli numune

asagidaki sekilde tiretilmistir.

Tablo 1. Konfigiirasyon Tablosu.

Bar Siire(Dakika)
5

10 10

20

5

20 10

20

5

30 10

20
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Sekil 3. Sicak pres ve sicakhik degisimi.

Bu farkli parametrelerin kullanilmasindaki amag, liretim parametrelerinin malzemenin mekanik 6zellikleri iizerindeki etkisini
incelemektir. Basing ve siirenin degisken olarak kullanilmasi, malzemenin mukavemeti, dayanikliligi ve yiizey kalitesindeki
farklihklar1  degerlendirmek igin Snemli veriler saglamaktadir.Uretim siireci, sicak pres teknolojisi kullanilarak
gerceklestirilmigtir (Sekil 3). Bu islemde, kalip igerisindeki malzeme 200°C sicakliga ulasana kadar pres altinda tutulmustur.
Sicaklik artisi, polipropilen matris malzemenin yumusamasini saglayarak cam elyaf takviyesinin homojen bir sekilde matris
icinde dagilmasina olanak tanimistir. Gerekli sicakliga ulasildiktan sonra, malzeme {iizerinde belirlenen basing ve siire
kombinasyonlarina uygun sekilde presleme islemi gerceklestirilmigtir. Bu basing ve siire kogullari, her bir numune i¢in belirlenen
iiretim parametreleri dogrultusunda uygulanmistir.Uretim siirecinin tamamlanmasinin ardindan elde edilen numuneler, hem
fiziksel boyutlar hem de yiizey kalitesi agisindan kontrol edilmistir. Uretim prosediirii, hem malzeme 6zelliklerini hem de
uygulanan basing ve sicaklik gibi iiretim parametrelerini optimize etmek amaciyla titizlikle planlanmistir. Bu siiregte kullanilan
yontem ve teknikler, hem akademik hem de endiistriyel iiretim standartlar1 g6z 6niinde bulundurularak tasarlanmastir.

Sonug olarak, toplam 9 adet kompozit numune basariyla iretilmis ve sonraki test asamalari ig¢in hazirlanmigtir. Bu
numuneler, ¢alismanin deneysel kisminda kullanilacak ve elde edilen sonuglar, malzemenin mekanik performansi ile iiretim
parametreleri arasindaki iliskiyi degerlendirmek igin analiz edilecektir.

2.2. 3 Nokta Egme Testi

Kompozit malzemelerin mekanik ozelliklerini degerlendirmek i¢in yapilan ii¢ noktali egilme testi, malzemenin gerilme
kapasitesi ve deformasyon davranigini analiz etmek amaciyla tercih edilen standart bir yontemdir. Bu ¢alismada kullanilan iig
noktali egilme testi, ASTM D790 standardina uygun sekilde gergeklestirilmistir. Test siirecinde, dikdoértgen kesitli numuneler
diiz bir hat {izerinde yerlestirilmis iki destek {izerine yerlestirilmis, agikligin ortasina sabit bir gerinim hiz1 ile yiik uygulanmustir.
Gerinim hizi, hareketli ¢ene hizina gore belirlenmis olup, tim numunelerde 1 mm/dk sabit hiz kullanilarak testin dogrulugu ve
tekrarlanabilirligi saglanmistir.

Sekil 4. 3 nokta egme testi sematik gésterimi ve numune boyutlandirmasi.
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Test diizeneklerinde destek uzunlugu/derinlik orani, 32:1 olacak sekilde korunmustur. Bu oran, ASTM D790 standardi
gereklilikleri dogrultusunda belirlenmis ve test sonuglarinin dogrulugunu saglamak adina dikkatle uygulanmistir. Numunelerin
yerlestirildigi iki destek arasindaki agiklik (destek acikligt) 96 mm olarak ayarlanmuis, test edilen kirisin genisligi ise 12,7 mm
olarak sabitlenmistir. Test sirasinda numuneler, ya dis yiizeyde kirilma gerceklesene kadar ya da maksimum %10,0 gerinim
seviyesine ulagana kadar egilmeye devam etmistir. Bu parametreler, malzemenin hem elastik hem de plastik deformasyon
davranigini analiz etmek i¢in kritik dnem tagimaktadir.

Sekil 5. U¢ nokta egme test aparati ve cihazi.

Calisma kapsaminda, farkli iiretim parametrelerine gore hazirlanan toplam 9 farkli parametreyle iretilmis test numuneleri
kullanilmistir. Her bir parametre, test sirasinda meydana gelebilecek olas1 hatalar1 6nlemek ve sonuglarin giivenilirligini artirmak
amaciyla, kendi i¢inde 3 adet numune barindiracak sekilde tasarlanmistir. Bu planlama ile toplamda 27 adet test numunesi elde
edilmistir. Uger numunelik bu tekrar yapisi, her bir parametre i¢in egilme gerilmesi, ve egilme sekil degistirme kapasitesinin
ortalama degerlerini belirlemek agisindan 6nemlidir. Ayn1 zamanda bu yaklasim, her bir iiretim parametresinin test sonuglari
iizerindeki etkisini daha kesin bir sekilde degerlendirme olanagi sunmaktadir.

Egilme Gerilmesi;

3PL
= 2ba? @)
Egilme Sekil Degistirmesi;
6Dd
Sf = —LZ (2)

Test sirasinda numunelerin mekanik davraniglarini temsil eden ¢esitli parametreler hesaplanmistir. Gerilim (o), numunenin
orta noktasindaki dis liflerde olusan gerilimi ifade etmektedir ve bu deger, yiik-sapma egrisi boyunca farkli noktalardaki yiikler
(P) ile iliskilendirilmistir. Destek agikligi (L), test sirasinda numunenin yerlestirildigi iki destek arasindaki mesafeyi ifade
ederken, genislik (b) ve kalmlik (d) numunenin kesit boyutlarin1 tanimlamaktadir. Ayrica, sekil degistirme (g), kirisin dig
yiizeyinde meydana gelen deformasyonu temsil ederken, maksimum sapma (D) numunenin orta noktasindaki en biyiik yer
degistirmeyi ifade etmektedir. Sekil 5°de test sirasinda kullanilan diizenek ve cihaz gosterilmektedir. Diizenek, testin standartlara
uygun bir sekilde gergeklestirilmesi ve tekrarlanabilir sonuglar alinabilmesi i¢in 6zel olarak tasarlanmistir. Tiim test siirecleri,
ASTM D790 yonergelerine uygun bir sekilde gergeklestirilmis ve numunelerin elastik/plastik davraniglarin1 anlamak igin gerekli
tim veriler toplanmistir. Boylelikle, malzemenin performansi ile iiretim parametreleri arasindaki iliski net bir sekilde ortaya
konulmustur.

3. Sonuglar

Ug nokta egme testi sonuglarina gore, iiretim parametreleri olan basing ve siire, termoplastik kompozit numunelerin mekanik
Ozelliklerini belirgin bir sekilde etkilemistir. Sekil 6, 10, 20 ve 30 bar altinda iiretimi yapilan farkl liretim parametrelerine sahip
termoplastik kompozitlerin tekrarli 3 nokta egme sonuglar1 gerilme-sekil degistirme egrileri agisindan gostermektedir. 10 bar
basing altinda iiretilen numuneler (10BSDK, 10B10DK, 10B20DK) arasinda, iiretim siiresi arttik¢a gerilme kapasitesinde dnemli
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bir artis gdzlemlenmistir. 10B5SDK, kisa iiretim siiresi nedeniyle yaklasitk 400 MPa gerilme kapasitesine ulasmis, ancak
deformasyon kapasitesi siirl kalmistir. 10B10DK, 450 MPa seviyesinde daha yiiksek bir dayanim ve dengeli bir deformasyon
kapasitesi sergilemistir. En yiiksek performans ise, 10 bar altinda 20 dakika siireyle iiretilen 10B20DK numunesinde elde
edilmistir; bu numune, yaklasik 500 MPa seviyesini asarak en yiiksek gerilme kapasitesine ulagmistir.

20 bar basing altinda iiretilen numuneler (20B5DK, 20B10DK, 20B20DK) arasinda, iiretim siiresi arttikca mekanik
ozelliklerde iyilesme gdzlemlenmistir. 20BSDK numunesi, yaklagik 350-400 MPa gerilme kapasitesine ulasmigtir. 20B10DK
numunesinde gerilme kapasitesi yaklasik 400-450 MPa seviyesine ¢ikmis ve deformasyon kararliligi artmigtir. En iyi mekanik
performans ise 20B20DK numunesinde gozlenmis ve bu numune, 450 MPa gerilme kapasitesine bir davranis sergilemistir.
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Sekil 6. 10, 20 ve 30 Bar altinda iiretimi yapilan farkh iiretim parametrelerine sahip termoplastik kompozitlerin tekrarh 3 nokta
egme sonuclari.

30 bar basing altinda iiretilen numunelerde (30B5DK, 30B10DK, 30B20DK), en yiiksek gerilme kapasitesinin 450 MPa
seviyesinde oldugu ve basing arttikga maksimum dayanim seviyesinin 10 bar altinda iiretilen numunelere kiyasla diisiik kaldigi
goriilmiistiir. 30B5SDK, kisa tiretim siiresinin etkisiyle sinirli bir deformasyon kapasitesine sahiptir. 30B10DK numunesi, 450
MPa seviyesine yaklasan bir gerilme kapasitesi ve dengeli bir mekanik dayanim sunmustur. Benzer performans ise, 30 bar
altinda 20 dakika siireyle iiretilen 30B20DK numunesinde gozlenmis ve bu numune, yaklagik 450 MPa gerilme kapasitesine
ulagsmistir. Ancak, bu kapasite, I0B20DK nin sagladigi 500 MPa seviyesine ulasamamugtir.
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Sekil 7. Farkl iiretim parametrelerine ait termoplastik kompozitlerin ortalama en biiyiik egilme dayanimlari.

Sekil 7 farkli Giretim parametrelerine ait termoplastik kompozitlerin ortalama en biiyiik egilme dayanimlari géstermektedir.
Uretim parametrelerinin etkilerinin incelendigi bu calismada, iiretim sirasinda uygulanan basmng ve siire degiskenleri,
termoplastik kompozit malzemelerin mekanik dayanimi iizerinde belirgin bir etkiye sahiptir. Diisiik basing ve uzun siire
kombinasyonunun mekanik dayanim iizerinde olumlu bir etkiye sahip oldugu gériilmiistiir. Ozellikle 10 bar basing altinda 20
dakika siireyle iiretilen numune (10B20DK), 500 MPa’y1 asan gerilme kapasitesiyle tiim test edilen numuneler arasinda en
yiiksek dayanimi gostermistir. Bu durum, diisiik basing seviyesinde liflerin asirt ezilmesinin engellenmesi ve lif-matris
baglanmasinin optimum diizeye ulasmasiyla agiklanabilir. Daha yiiksek basing seviyelerinde (20 ve 30 bar), lifler arasindaki
ezilmenin artmasi ve bu durumun baglanma kalitesini olumsuz etkilemesi nedeniyle gerilme kapasitesinin 450 MPa seviyesinde
siirl kaldigi gézlemlenmistir. Ancak, tiim basing seviyelerinde iiretim siiresinin artisi, gerilme kapasitesinde iyilesmelere yol
acmistir. Bu da siire artisinin, lif-matris baglanmasint ve malzeme yogunlugunu optimize ederek mekanik ozellikleri
gelistirdigini gostermektedir. Genel olarak, diisiik basing ve uzun siireli iiretim kosullari, optimum mekanik performans igin en
uygun parametreler olarak degerlendirilmektedir. Yapilan testlerden elde edilen sonuglar, termoplastik kompozitlerin tiretim
stirecinde uygulanan basing ve siire kombinasyonlarinin mekanik dayanim iizerinde belirgin bir etkiye sahip oldugunu
gostermektedir. Ayn1 basinca maruz kalan numunelerde, basinca maruz kalma siiresinin artmasiyla birlikte maksimum gerilme
kapasitelerinde belirgin bir artis gézlemlenmistir. Bu durum, iretim siiresinin uzamasiyla kompozit yapinin konsolidasyon
siirecinin tamamlanmasi ve fiber-matris baglanmasiin daha verimli bir sekilde gerceklesmesiyle aciklanabilir. Ozellikle, 10 bar
basing altinda 20 dakika siireyle iiretilen numunede (10B20DK), maksimum 516.8 MPa gerilme kapasitesine ulasilmis ve bu,
tim test edilen numuneler arasinda en yiiksek deger olarak kaydedilmistir. Bu sonug, diisiik basing kosullarinin fiber-matris
etkilesimini optimize ederek malzemenin dayanimini artirdigini géstermektedir.

Buna karsilik, basincin artmasiyla birlikte fiber-matris arasindaki etkilesimde bir degisim meydana gelmis ve bu durum,
mekanik dayanim degerlerine olumsuz yansimistir. Daha yiiksek basing seviyelerinde (20 ve 30 bar), lifler arasindaki ezilmenin
artmasi ve bu ezilmenin lif-matris baglanmasimi zayiflatmasi nedeniyle maksimum gerilme kapasiteleri sirasiyla 458.4 MPa
(20B20DK) ve 454.3 MPa (30B20DK) seviyelerinde sinirlt kalmistir. Bu sonuglar, yiiksek basing uygulamalarinda liflerin
mekanik baglanma performansini sinirlayabilecegini ortaya koymaktadir. Genel olarak, siire artisinin tiim basing seviyelerinde
gerilme dayanimini artirdig1 gézlemlenmistir. Bu durum, iiretim siirecindeki konsolidasyon siiresinin termoplastik kompozitlerin
mekanik 6zelliklerini iyilestirmedeki kritik 6nemini vurgulamaktadir. Bununla birlikte, en yiiksek dayanimin 10 bar altinda elde
edilmesi, diisiik basing kosullarinin fiber-matris baglanmasindaki avantajlarini gostermektedir. Uretim siireglerinde basing ve
siire parametrelerinin optimize edilmesi, termoplastik kompozitlerin performansini artirmak igin 6nemli bir faktdr olarak
degerlendirilmektedir.

Sekil 8, 10 Bar basing ve farkli siirelerde konsolide edilmis GFR-PP termoplastik kompozit levhalarin SEM goériintiilerini
vermektedir. En biiyiik egilme gerilme degerlerinin 10 Bar basing altinda gergeklesmesi nedeni ile ilgili basing seviyesinde
kompozitlerin mikro yapi analizleri gergeklestirilmistir. 10 bar altinda 5 dakika siireyle iiretilen numune (10B5DK), iiretim
siiresinin kisa olmasi nedeniyle matris icerisinde belirgin bosluklar (voids) gdstermis ve lif-matris baglanmasinin simirli oldugu
bir mikroyap1 sergilemistir. Bu durum, konsolidasyonun yeterince tamamlanmadigmi ve mekanik dayanimi olumsuz
etkileyebilecek bir yap1 olustugunu gostermektedir. 10 bar altinda 10 dakika (10B10DK) siireyle iiretilen numunede, bosluklarin
azaldig1 ve lif-matris tutulumunun daha homojen hale geldigi gdzlemlenmistir. Siirenin artisi, konsolidasyon siirecini gelistirerek
mikroyapisal iyilesme saglamistir. 10 bar altinda 20 dakika (10B20DK) siireyle iiretilen numunede ise bosluklarin tamamen
ortadan kalktig1 ve lif-matris baglanmasinin en iyi seviyeye ulastig1 goriilmiistiir.
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FlexSEM1000 15.0kV 5.6mm L-x180 BSE-COMP

FlexSEM1000:15,0KV 6.8mm L-x800 BSE-COMP : - 100, FlexSEM1000 15.0kV 6.6mm L-x320 BSE-COMP

10 Bar-20 dk
Sekil 8. 10 Bar basing ve farkl siirelerde konsolide edilmis GFR-PP termoplastik kompozit levhalar SEM goriintiileri.

Uretim siiresinin uzun olmasi, homojen bir matris dagilimi saglayarak mikroyapisal biitiinliigii optimize etmistir. Bu numune,
yliksek mekanik dayanim agisindan en uygun iiretim parametresini temsil etmektedir. Buna karsilik, en yiiksek basing degeri olan
30 Bar basing altindaki numunelerin mikro yapist 20 dk siire ile iiretilen kompozitler i¢in karsilastirilmistir (Sekil 9). 30 bar
altinda 20 dakika (30B20DK) siireyle iiretilen numunede, yiiksek basmcin lif-matris baglanmasinda olumsuz etkiler yarattigi
tespit edilmistir. Bazi bolgelerde liflerin asir1 sikismasi ve matrisin deformasyona ugramasi, homojenligi azaltmis ve ara yiizey
baglanmasini zayiflatmigtir. Siire uzun olmasina ragmen, yiiksek basincin yarattigi mikroyapisal baskilar nedeniyle baglanma
kalitesinin sinirlt kaldig1 gézlemlenmistir. Genel olarak, siire artigt mikroyapisal biitiinliigii ve homojenligi iyilestiren onemli bir
faktor iken, basing artist bu iyilesmeyi olumsuz yonde etkileyebilmektedir. Bu sonuglar, diisik basing ve uzun siire
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kombinasyonunun lif-matris tutunumunu optimize ederek termoplastik kompozitlerin iiretimi igin daha uygun bir yol sagladigini
gostermektedir.

[ N O B S . s B}

FlexSEM1000 15.0kV 6.6mm L-x320 BSE-COMP 300um

FlexSEM1000:15,0kV 6.8mm L-x800 BSE-COMP

10 Bar- 20 Dk

30 Bar-20 Dk

Sekil 9. 10 ve 30 bar basing ve 20 dk siirede konsolide edilmis GFR-PP termoplastik kompozit levhanin SEM goriintiileri.

10 bar 20 dakika (10B20DK) ve 30 bar 20 dakika (30B20DK) iiretim kosullarinda elde edilen numunelerin mikroyapisal
analizleri, siire ve basing parametrelerinin fiber-matris baglanmasi ve homojenligi iizerindeki etkilerini net bir sekilde ortaya
koymaktadir. 10 bar 20 dakika siirede iiretilen numune, matrisin fiberler arasina homojen bir sekilde yayildig1 ve bosluklarin
neredeyse tamamen ortadan kalktii bir mikroyapt sergilemistir. Bu numunede, lif-matris baglanmasi oldukga giiglii olup
konsolidasyon siirecinin etkili bir sekilde tamamlandig1 gézlemlenmistir. Mikroyapidaki bu homojenlik ve ara yiizey biitlinligi,
numunenin mekanik dayanim agisindan yiiksek bir performans sergilemesini desteklemektedir. Buna karsilik, 30 bar 20 dakika
stirede tretilen numunede, yiiksek basincin lif-matris sisteminde olumsuz etkiler yarattig: tespit edilmistir. SEM goriintiilerinde,
lifler arasindaki asirt sikigmanin ve matris deformasyonunun baglanma kalitesini sinirlandirdigi gézlemlenmistir. Bu yiiksek
basing kosulu, baz1 bdlgelerde fiber-matris homojenligini bozmus ve baglanmanin zayiflamasina yol agmistir. Bosluk miktar1
azalmakla birlikte, fiberler arasindaki mikroyapisal biitiinliik 10 bar altinda {iretilen numuneye kiyasla daha diisiik kalmistir.

4. Tartiyma ve Yorum

Bu calismada, cam elyaf takviyeli polipropilen matrisli termoplastik kompozitlerin egilme dayanimi iizerine, sicaklik ve
basmg gibi liretim parametrelerinin etkisi aragtirilmigtir. Hafiflik ve yiiksek mukavemet gerektiren sektorlerde GFR-PP'nin
kullanim potansiyelini degerlendirmek amaciyla, malzeme iiretiminde iki temel parametre incelenmistir: pres basinci 10, 20, 30
bar ve basing altinda kalma siiresi 5, 10, 20 dakikadir. Egme testleri icin malzeme kalmlig1 4 mm olarak sabit tutulmustur. Ug
nokta egme testleri, malzemenin egilme dayanimu lizerindeki etkisini anlamak amaciyla gergeklestirilmistir. ASTM standartlarina
uygun olarak hazirlanan test numuneleri ile elde edilen sonuglar, {iretim parametrelerinin egilme dayanimi iizerindeki etkilerini
ortaya koymay1 hedeflemistir. Diisiik basing ve uzun siire kombinasyonu, homojenlik ve mikroyapisal biitiinliik agisindan daha
avantajli bir iiretim kosulu sunmaktadir. 10 bar 20 dakika kosulu, lif-matris baglanmasinin optimize edildigi ve konsolidasyonun
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tamamlandig1 ideal bir durumu temsil ederken, 30 bar 20 dakika kosulu, yiiksek basincin mikroyapi iizerinde deformasyona yol
acabilecegini ve mekanik performansi sinirlayabilecegini gostermektedir.
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Abstract

The COVID-19 pandemic profoundly impacted social dynamics and individuals' lifestyles worldwide, leading to significant changes in
traffic density and vehicle usage habits. This study analyzes the changes in urban traffic density and individual vehicle usage habits in Balikesir
province during the pandemic period (2021-2022) and the post-pandemic normalization period (2023-2024). Within the scope of the research,
vehicle passage densities at 19 signalized intersections in the city center of Balikesir were examined, and predictive models were created using
machine learning methods such as linear regression and the Random Forest algorithm. The findings reveal that traffic flows in economically
active areas, such as industrial zones, were less affected by the pandemic, whereas traffic density significantly decreased in commercial and
social centers. Additionally, an increase in individual vehicle usage and a decline in public transportation preferences during the pandemic
period were observed. The study also explores recovery trends in post-pandemic traffic flow and intersection-based differences in detail. This
study underscores the importance of traffic data obtained during the pandemic for sustainable traffic management and transportation planning.
At the end of the study, solutions such as the integration of intelligent traffic systems, the promotion of environmentally friendly transportation
modes, and increasing the appeal of public transportation systems were proposed. These findings are expected to guide decision-makers in
improving urban traffic dynamics and preparing for similar crises in the future.

Keywords: “Intelligent transportation systems, intersection analysis, signalization systems, traffic density, COVID-19.”

1. Introduction

COVID-19 was first identified in China on December 1, 2019, and rapidly spread to Europe, North America, and Asia-
Pacific countries. [1]. The spread of COVID-19 altered individuals' perceptions and lifestyles, leading to the implementation of
measures such as school closures, travel restrictions, and lockdowns to control the outbreak. Transportation restrictions played a
critical role among these measures, as a positive correlation between travel and infectious diseases has been demonstrated.
Shahin and Yetiskul [2] emphasized that individual protective measures are as important as administrative interventions and
should continue during the normalization process.

In April 2021, a bulletin on motor vehicles released by the Turkish Statistical Institute (TUIK) revealed a 155% increase in
the number of vehicles registered compared to the same period in the previous year [3]. However, the preference of citizens to
stay at home and restrictions reducing urban mobility played a significant role in maintaining balanced traffic density during the
pandemic period. Measures such as lockdowns and remote work created constant fluctuations in traffic flow on urban roads. It is
evident that these fluctuating traffic patterns observed during the pandemic are not directly applicable for road planning.
Therefore, it is crucial to examine in detail the changes in traffic flow on main arteries caused by factors such as reduced demand
for public transportation and increased use of private vehicles during restrictions. This detailed analysis is essential for
transportation planning [4].

The pandemic and subsequent normalization period have had significant impacts on traffic density and vehicle usage habits
in Balikesir. This study aims to analyze how the increase in private vehicle usage, the decline in public transportation
preferences, and changes in working patterns during the pandemic have reshaped urban transportation dynamics. By analyzing
vehicle passage data, the research highlights trends in traffic density changes at different intersections in Balikesir. The study
evaluates traffic data using a linear regression model and conducts intersection-based comparisons between the pandemic period
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and the normalization process. Dynamics such as increased traffic density in industrial zones are explored, and the environmental
impacts of individual vehicle usage are emphasized. Based on field observations and data from traffic monitoring systems, this
research aims to provide recommendations for sustainable traffic management solutions. Reducing increased vehicle density in
the post-pandemic period and minimizing environmental impacts are central focuses of the study. Furthermore, it examines the
reflections of findings from the literature in a local context, aiming to offer suggestions for future transportation policies.

2. Literature Review

The pandemic period caused profound changes in traffic density and flow on a global scale. Observations conducted on
Antalya’s main arteries revealed a significant decrease in traffic density during restriction days [4]. Similarly, in China’s
Zhejiang province, traffic volume decreased by 95.5% during the pandemic, and gradually began to recover as restrictions were
eased [5]. In Portugal, highway traffic dropped by 80% during the pandemic, with this decrease being more pronounced for light
vehicles, while heavy commercial vehicle traffic was less affected due to logistical requirements [6]. Across Turkey, daily travel
behavior and traffic density underwent significant changes; individuals postponed non-essential trips and preferred private
vehicle use over public transportation [7]. The relatively limited impact of the pandemic on commercial transportation played a
critical role in ensuring the continuity of logistics operations. While the presence of commercial vehicles in traffic remained
consistent throughout the pandemic, fluctuations in individual vehicle traffic highlighted the vulnerability of urban transportation
systems. Studies emphasize that in the post-pandemic period, greater priority should be given to smart traffic management
solutions and policies that promote environmental sustainability.[6, 29]

The increase in private vehicle usage during the pandemic led to a substantial decline in public transportation usage. For
instance, in Japan's Hokkaido region, traffic volume decreased by 65% [8], while on India’s Nagpur-Jabalpur highway, traffic
density reached its lowest levels in April 2020 and began to gradually increase by June 2020 [9]. In major Turkish cities like
Istanbul and Ankara, the decrease in public transportation usage led to an increase in private vehicle traffic, highlighting the need
for urban traffic reorganization [1, 10]. This trend was not limited to Turkey; similar patterns were observed in other regions such
as California and China [11, 12]. During the pandemic, traffic congestion, particularly on major transportation arteries such as
the Ipekyolu, increased significantly, leading to bottlenecks in urban centers. High-density areas, including industrial zones,
university campuses, and shopping centers, emerged as primary contributors to traffic congestion. It is emphasized that new
intersection management systems should be implemented to optimize traffic flow in these regions[30].

In the post-pandemic period, it has become evident that cities require new approaches to traffic management. The integration
of shared transportation and micromobility options emerges as an effective strategy to encourage public transportation use and
reduce dependency on private vehicles [13]. Additionally, green wave systems and adaptive traffic control applications play a
crucial role in reducing carbon emissions and supporting environmental sustainability [14]. The dynamic management of
signalized intersections has also become more critical due to the increase in private vehicle use. For example, in Istanbul and
Ankara, the decrease in public transportation usage during the pandemic reduced congestion at signalized intersections, but the
rise in private vehicle traffic made this trend less sustainable [1, 10].

Smart traffic management technologies hold critical importance in improving traffic flow and supporting environmental
sustainability in the post-pandemic period. Analyses conducted in cities like Van, Konya, and Samsun have shown that properly
adjusted signal timings can reduce accident rates and minimize waiting times [15, 16]. Moreover, while some intersections
required less signalization during the pandemic due to low traffic volumes, the normalization process has led to a resurgence in
these requirements [17, 18]. The importance of dynamic signaling systems in smart traffic management has become particularly
evident during crisis periods such as the pandemic. For instance, it has been noted that vehicle speeds increased during
restrictions when traffic congestion decreased, leading to a rise in the severity of accidents. Smart signaling systems are
highlighted as playing a critical role in adapting to such changes in traffic speeds and preventing accidents [11].

In conclusion, the pandemic deeply influenced traffic dynamics and transportation preferences. The decline in public
transportation usage increased private vehicle ownership, necessitating the reorganization of urban traffic systems. Solutions
such as green wave applications and adaptive traffic control systems offer effective strategies to improve traffic flow and support
environmental sustainability in the post-pandemic period [14]. In the future, prioritizing smart traffic management technologies
and sustainable transportation policies will enable cities to address traffic issues more efficiently and environmentally friendly.

3. Balikesir Province

Balikesir is one of Turkey’s prominent agricultural, commercial, and industrial cities, experiencing a growing population due
to migration. According to the 2023 results of the Address-Based Population Registration System (ABPRS), the population of
Balikesir province has reached 1,273,519, constituting 1.49% of the country’s total population. Among its districts, Karesi has
the highest population with 188,846 residents, while Marmara is the least populated district with 11,454 residents. Turkey's total
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population stands at 85,372,377, with a population density of 111 people per square kilometer. Covering an area of 14,272
square kilometers, Balikesir has a population density of 89 people per square kilometer, which is below the national average [19].

While Balikesir's population has shown a steady increase over the years, the population growth rate was below the national
average in 2015, 2016, and 2017. However, in 2014, 2018, 2019, and 2020, the growth rate exceeded the national average.
Although the population growth rate was below the national average in 2021 and 2022, it surpassed the national average in 2023.
As depicted in Figure 1, the details of Balikesir Province are clearly illustrated.
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Fig. 1. Balikesir Province [20].

This rapid population growth has significantly increased the demand for urban transportation. Urban mobility in Balikesir is
primarily supported by private vehicles and public transportation. The city’s main roads witness heavy traffic from private and
public transportation vehicles, and in industrial zones, the prevalence of heavy vehicle traffic is notable. This situation
significantly impacts traffic flow, especially around organized industrial zones [19]. According to Table 1, the population growth

rates by year are thoroughly detailed.

Table 1. Population Growth Rates by Year [19].

Population Growth Rate (%o)

Year Population Balikesir Turkey
2014 1189 057 22.6 13.2
2015 1186 688 -2.0 134
2016 1196 176 8.0 135
2017 1204 824 7.2 124
2018 1226 575 18.1 14.7
2019 1228 620 17.0 13.9
2020 1240 285 9.5 5.5
2021 1250610 8.3 12.7
2022 1257 590 5.6 7.1
2023 1273519 12.7 1.1
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The urban transportation network in Balikesir predominantly consists of at-grade intersections. However, grade-separated
intersections have been constructed along the city’s bypass to alleviate transit traffic and reduce delays. As of 2020, Balikesir had
a car ownership rate of 152 vehicles per 1,000 people, placing it among the top 10 cities in Turkey in this category [21]. As
outlined in Table 2, the summary of key statistics for Balikesir in 2023 is comprehensive.

Table 2. Summary of Key Statistics for Balikesir in 2023 [19].

Indicator Name Turkey Balikesir
Total Length of Road Network (km): 68.654 1.338,7
Total Number of Automobiles 29.987.701 613.784
Number of Traffic Accidents 1.314.136 18.307
Number of Fatalities in Accidents 6.504 136
Provincial and State Roads 64.297,5 1.235,5

In Balikesir, 47% of the population travels on foot for short distances (0-3 km). For distances exceeding 3 km, private
vehicles and public transportation dominate as the primary modes of travel. Medium-distance trips (5-10 km) are predominantly
made by public transportation, accounting for 63% of such journeys [22]. The intersections serving the city are mostly
signalized, though modern roundabouts have been introduced in newly developed areas [23].

4. Intersections and Their Functions

Intersections are the points where two or more roads meet, making them one of the most critical areas for traffic flow. These
zones play a strategic role in traffic management due to their high traffic density and vehicle-pedestrian interactions [18].
Considering the movement of traffic in different directions on highways, it can be said that the likelihood of traffic accidents
occurring at intersections is relatively high. Therefore, designing intersections correctly and in accordance with relevant
standards is of great importance for minimizing material and emotional damages. During the intersection design process, factors
such as safety, user comfort, and capacity must be taken into account. In summary, intersections should be planned to adapt
optimally to environmental conditions, minimize accident risks, vehicle delays, and maintenance costs, while providing
maximum capacity. As shown in Figure 2, the images of selected intersections in Balikesir Province provide clear visual insights.

4.1.  Types of Intersections

Intersections can be classified into various types based on their characteristics. When considering the features of the
intersecting road approaches, intersections can be grouped into two main categories. These categories are designed in various
shapes and structures to regulate traffic flow and ensure safety. Generally, intersections are divided into the following types:

411  At-Grade Intersections
At-grade intersections are where roads intersect at the same level, and traffic flows interact directly. In such intersections,
vehicles, pedestrians, and cyclists move on the same level, requiring the application of various traffic control methods. At-grade

intersections can be further divided into the following subtypes:

e Simple Intersections: Basic intersections where two roads meet, typically involving four-way traffic controlled by
traffic lights or stop signs.

e T-Intersections: Three-way intersections where one road merges with another. These are controlled by traffic lights,
priority signs, or stop signs.

e Roundabouts: Intersections where traffic flows in a circular pattern, with vehicles entering the roundabout in a
prescribed order. These facilitate smoother traffic flow and reduce accident risks.

e Box Junctions: Marked areas within an intersection that only allow movement according to the signals. These are
used where vehicles must stop before proceeding through the intersection.

e Zebra Crossings: Designated areas at intersections for safe pedestrian crossings. These are often supported by traffic
lights and are also referred to as pedestrian crossings.

At-grade intersections are commonly used in areas with low traffic density, while areas with higher traffic volumes may
require more complex management systems.
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Fig. 2. Images of Selected Intersections in Balikesir Province

4.1.2.  Grade-Separated Intersections

Grade-separated intersections are designed where roads intersect at different levels, allowing traffic to flow without
interruption. These intersections facilitate continuous and safe traffic flow by using overpasses or underpasses. They can be
categorized into the following subtypes:

e Overpasses: Structures that allow one road to pass over another without intersection.
e Underpasses: Tunnel-like structures enabling one road to pass beneath another, similar in function to overpasses.

e Multi-Level Intersections: Complex intersections combining overpasses and underpasses, often used in urban areas
with heavy traffic.

e Roundabout Combinations: Some grade-separated intersections incorporate roundabouts to manage more complex
traffic patterns, particularly in large, high-traffic areas.

Grade-separated intersections are preferred in high-density traffic areas to reduce congestion and minimize accident risks.
However, their application may be limited due to high construction costs and space requirements.

The selection and design of intersection types depend on factors such as traffic density, road structure, environmental
conditions, and safety requirements. While at-grade intersections are commonly used in low-traffic areas, grade-separated
intersections are suitable for regions with high traffic volumes. Well-designed intersections optimize traffic flow while enhancing
the safety of both vehicles and pedestrians.
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4.1.3. Intersection Signalization

Signalized intersections manage traffic flows using traffic lights. Vehicles approaching the intersection stop or proceed
depending on the signal colors. These intersections are typically preferred in high-traffic areas as they regulate flow, increase
capacity, and ensure safety. Signalized intersections can be implemented as fixed-time or traffic-adaptive systems. Traffic signals
create intermittent traffic flow by periodically interrupting the movement of vehicles. Signal timing, which allows specific
movements at designated intervals, directly affects the capacity of the intersection. Consequently, traffic flow is shaped by the
type of signalization used [24]. Optimizing traffic flow is critical not only for vehicles but also for pedestrian safety.

Signalized intersections enhance traffic safety and ensure the orderly flow of traffic by minimizing conflicts between vehicles
and pedestrians [25]. Modern intersection signalization systems go beyond basic traffic regulation to reduce delays and optimize
traffic flow in high-traffic scenarios. Today, these systems utilize advanced algorithms and sensor-based technologies, setting a
new standard in traffic management [26].

Compared to traditional signalization systems, smart traffic systems are far more complex and adaptive. These systems
analyze vehicle speed, density, and traffic flow in real time, automatically adjusting signal timings. Effective traffic signal
control should provide real-time control with an adaptive characteristic, responding to traffic demands with optimal timing plans.
However, the non-linear nature of traffic control systems has rendered traditional methods less effective. On the other hand, with
the rapid development of computer technologies, artificial intelligence techniques have successfully solved non-linear problems.
Techniques such as fuzzy logic, artificial neural networks (ANNS), evolutionary algorithms, and reinforcement learning can
produce effective solutions for traffic signal control problems [27].

In recent years, the concept of smart traffic intersections has garnered significant attention among governments,
transportation agencies, technology providers, and the general public. This growing interest stems from recognizing the
inadequacy of traditional traffic management approaches to address complex issues arising from rapid urban transformation,
increased vehicle ownership, and changing mobility patterns. By integrating advanced technologies such as Avrtificial Intelligence
(Al), the Internet of Things (IoT), and Vehicle-to-Everything (V2X) communication, smart traffic intersections provide an
effective way to enhance the efficiency and sustainability of urban transportation networks. Additionally, they contribute
significantly to managing and integrating various transportation options, including shared mobility services, autonomous
vehicles, and public transportation [28].

5. Material and Method

This study analyzes the changes in traffic density and vehicle usage habits in Balikesir province during the pandemic period
(2021-2022) and the post-pandemic normalization period (2023-2024). The research is supported by traffic density
measurements conducted at 19 different intersections and linear regression analyses based on these data. Additionally, machine
learning methods such as the Random Forest algorithm were employed to evaluate past traffic data and predict traffic trends. The
methods used in this study aim to provide a detailed understanding of the fluctuations caused by the pandemic and the transition
to regular traffic flow in the post-pandemic period. The study seeks to identify intersection-based differences and provide
valuable insights for future traffic management and sustainable transportation policies.

Table 3 contains the geographical location data of the 19 different intersections included in the study within the boundaries of
Balikesir province. The table presents the names, latitudes, and longitudes of each intersection, illustrating the regions analyzed.
These data serve as a fundamental source of information for intersection-based traffic density analyses and modeling studies.

5.1. Methods

As part of this study, Balikesir province was selected as the pilot region due to its population of 1,273,519 by the end of
2023, making it the 17th most populous city in Turkey, and its 572,446 registered vehicles as of August 2023 (TUIK, 2023). The
methods used to analyze traffic density and vehicle usage habits in Balikesir are based on two primary approaches. The first
approach involves fixed-time analyses that compare traffic density and passage data with historical data. The second approach
utilizes adaptive analyses to understand fluctuations in traffic flow. These analyses provide a detailed examination of traffic data
during and after the pandemic.

In the study, linear regression models were employed to determine intersection-based vehicle passage densities. The
regression analyses revealed changes in traffic density by identifying vehicle passage trends at each intersection. These analyses
were critical in understanding the decrease in vehicle traffic during the pandemic restrictions and the increase in individual
vehicle usage in the post-pandemic period. Additionally, machine learning methods, such as the Random Forest algorithm, were
utilized to analyze abrupt changes in traffic flow during the pandemic and the subsequent increases in traffic more effectively.
This algorithm provided a robust tool for predicting traffic trends based on historical data and identifying varying traffic
dynamics between intersections. The modeling process analyzed intersection-based traffic data to assess the pandemic's impact
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on traffic density from a broader perspective. This method was used to gain deeper insights into changing transportation habits
during the post-pandemic normalization process. The detailed analyses of intersections were developed by drawing on similar
studies and a review of the literature. Traffic flow and vehicle density data were categorized into central, industrial, and mixed
regions, allowing for more in-depth analyses.

In this study, vehicle passage data derived from traffic density measurements were analyzed using linear regression and
machine learning models. These methods not only clarified vehicle passage trends but also facilitated the development of
alternative scenarios based on changes in traffic density. Consequently, these methods provided a clear evaluation of the
decreases during the pandemic and the increases in the post-pandemic period, offering valuable insights for future traffic
management policies.

Table 3. Intersection Coordinates.

# Intersections Latitude Longitude
1 Sanayi 2. Kap1 39.666944 27.918056
2 Sanayi 1. Kap1 39.661389 27.911111
3 Cengel Dereboyu Av. 39.666944 27.904722
4 Karizma 39.662500 27.897778
5 Okul Av. 39.666389 27.889167
6 Eski Vali konag1 39.654167 27.899722
7 TTM Gazi Bulvari ext. 39.648333 27.890000
8 Istasyon 39.647222 27.887778
9 Hiikiimet 39.644167 27.883889
10 Cardakli 39.640833 27.880556
11 Eski SSK alt1 Yeni Izmir y.k 39.629444 27.881389
12 Eski Cayirhisar 39.612778 27.895556
13 TTM Gazi Bulvari ext. 39.648056 27.886944
14 Kurtdereli T.M. Lisesi 39.649444 27.885278
15 Eski Cami 39.651111 27.883056
16 Yonca 39.651111 27.880556
17 Baggesme 39.652500 27.874167
18 Azerbaycan Av. 39.644444 27.905833
19 Agir Bakim 39.651111 27.907222

6. Experimental Results

This section presents the results of traffic density analyses conducted at 19 selected intersections in Balikesir between 2021
and 2024. The study evaluated changes in traffic flow during the pandemic and post-pandemic periods using regression analysis,
detailing fluctuations and upward trends in vehicle passage volumes. Additionally, the performance of the Random Forest
algorithm in predicting intersection-based traffic trends was analyzed, supported by R? values to demonstrate the model's
accuracy. The primary objective of the study is to reveal traffic density dynamics and intersection-based differences, enabling
these findings to contribute to future traffic management strategies.

6.1.  Linear Regression Analysis

6.1.1. Pandemic Period

Figure 3 illustrates vehicle passage trends and regression analyses for 19 different intersections in Balikesir during the
pandemic period, covering the years 2021-2022. Blue dots represent actual vehicle passage data, while red lines indicate
regression curves fitted to these data points.

To provide a detailed interpretation of the graph, the following observations can be made:

e At most intersections, vehicle passage volumes showed fluctuating patterns, particularly from mid-2021 onward.
However, there was an overall trend toward recovery to pre-pandemic levels. By mid-2022, some intersections
exhibited increasing traffic volumes, while others displayed stable or declining trends.

e The red regression curves generally align well with the blue data points, indicating a good fit. However, some
intersections, such as the TTM Gazi Boulevard Exit, reflect seasonal or periodic fluctuations that are not fully
captured by the regression curves. For intersections with more consistent increases or decreases in traffic trends, the
regression lines more accurately reflect the data.
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e Atthe Sanayi 1 Gate and Sanayi 2 Gate intersections, there was a general increase in vehicle passages from 2021 to
2022, highlighting the resilience of industrial zones to pandemic-related disruptions.

e Intersections like Cengel Dereboyu Street and Eski Cayirhisar showed minor fluctuations but generally maintained
stable traffic volumes until mid-2022.

e In intersections near educational institutions, such as Okul Street and Kurtdereli T.M. High School, a recovery in
traffic volumes was notable, particularly from late 2021 onward, reflecting the impact of school reopenings on
traffic patterns.

e In contrast, a significant decline in traffic was observed at Istasyon Intersection as 2022 approached, potentially due
to a shift in station-related traffic to alternative routes or a decrease in demand in the area.

e At intersections like Pancar, Yonca, and Azerbaijan Street, traffic volumes remained relatively stable, with minor
fluctuations. These areas, influenced by rural activities, retained consistent traffic levels even during the pandemic,
suggesting that rural traffic demand was less affected.
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Fig. 3. Vehicle Passage Trends and Regression Analysis for the 2021-2022 Period.

Overall, vehicle passages decreased during periods of lockdowns in 2021 but began to recover in 2022 as social and
economic activities increased.

In industrial and commercial zones, particularly at industrial gates and logistical connection points, there was a general trend
of increasing traffic volumes, indicating economic recovery and the continuity of logistical movements. Similarly, in educational
zones, traffic recovery was driven by the reopening of schools and the return to in-person education. In city centers and
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residential areas, intersections like Eski Vali Konagi and Cardakli showed fluctuating traffic volumes, reflecting the lingering
effects of mobility restrictions. Fluctuations in traffic at some intersections highlight the need for traffic management and
signalization systems to adapt to pandemic conditions.

Recommendations:

e Signal timing at intersections with increasing traffic should be reevaluated to reduce waiting times and improve
traffic flow, particularly in industrial areas.

e Data-driven planning, utilizing insights from regression analyses, could serve as a crucial decision-making tool for
future traffic management.

e In urban areas, enhancing the appeal of public transportation and promoting sustainable mobility are vital steps to
reduce vehicle density. These measures would contribute significantly to intersection-based traffic management
policies and preparations for potential future crises.

The data presented in the graph provide a valuable resource for understanding intersection-based traffic changes in Balikesir
during the post-pandemic period. Different strategies should be developed depending on the type of intersections and the
dynamics of the regions where they are located.

6.1.2. Post-Pandemic Period

As illustrated in Figure 4, vehicle passage trends and regression analyses for 19 intersections in Balikesir during 2023-2024.
Red lines represent regression curves, while blue dots indicate actual vehicle passage data. This analysis is crucial for evaluating
changes in traffic flow and the impacts of normalization during the post-pandemic period.

Most intersections exhibited an upward trend in traffic volumes, indicating that social and economic activities had started to
return to pre-pandemic levels. Notably, intersections focused on trade and logistics, such as the Sanayi 1 Gate and Sanayi 2 Gate,
experienced a significant increase in traffic.

Regression curves (red lines) generally showed good alignment with the blue data points, although seasonal effects and short-
term fluctuations affected the fit at some intersections. For instance, intersections like Karizma and Pancar displayed such
irregularities. In other cases, regression curves represented clear upward or downward trends, while actual data showed more
variability.

Intersection-Based Observations:

e Industrial and Logistical Zones: Continuous increases in vehicle passages were observed at intersections like Sanayi
1 Gate and Sanayi 2 Gate, reflecting intensified industrial and logistical activities. Regression curves aligned closely
with actual data at these intersections. Similar trends were noted at Agir Bakim Intersection, supporting the mobility
of industrial zones.

e Urban Areas: Significant fluctuations in traffic volumes were observed at intersections such as Cengel Dereboyu
Street and Karizma from early 2023 onward, reflecting variability in traffic demand in densely populated areas. At
Eski Vali Konag1 Intersection, traffic exhibited a fluctuating pattern but maintained an overall horizontal trend.

e Educational Zones: Intersections near educational institutions, such as Okul Street and Kurtdereli T.M. High School,
showed increasing traffic volumes, particularly from the fall of 2023, correlating with the start of the academic year.

e Other Areas: Partial recovery was observed in traffic volumes at intersections like Istasyon and Cardakli.
Fluctuations in these areas indicate short-term changes in traffic flow. Traffic volumes at rural intersections, such as
Yonca and Pancar, remained relatively low and stable even in the post-pandemic period, suggesting that rural traffic
demand was less impacted.
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Fig. 4. Vehicle Passage Trends and Regression Analysis for the 2023-2024 Period.
6.1.3. Comparison of the Pandemic and Post-Pandemic Periods

During the pandemic (2021-2022), traffic volumes were generally lower, with fluctuations driven by lockdowns and seasonal
effects. Although there was an increase in individual vehicle usage, overall traffic demand remained limited due to restrictions.
In contrast, the post-pandemic period (2023-2024) saw a significant increase in vehicle passages as restrictions were lifted, and
economic and social activities recovered.

e Industrial and Commercial Zones: Traffic volumes in these areas showed a gradual recovery during the pandemic
but accelerated significantly during the post-pandemic period, particularly at industrial gates and logistical hubs.

e Educational Zones: Increased traffic volumes were observed near educational institutions during the post-pandemic
period due to the full resumption of in-person education.

e City Centers and Residential Areas: Fluctuations persisted in central intersections like Eski Vali Konag1 during both
periods, reflecting ongoing adjustments in mobility.

Intersection-Based Variations:

In industrial-focused intersections, such as Sanayi 1 Gate, Sanayi 2 Gate, and Agir Bakim, traffic volumes during 2021-2022
were relatively low and fluctuating. While logistical activities were less affected by pandemic restrictions, an overall decline was
observed. However, during 2023-2024, a significant increase in vehicle passages was noted at these intersections, primarily
driven by the acceleration of industrial activities in the post-pandemic period. Regression curves also reflected a consistent
upward trend.
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In educational and public zones, such as Okul Street and Kurtdereli T.M. High School intersections, traffic volumes were low
during 2021-2022, especially when schools were closed or operating under restricted capacity. By 2023-2024, traffic volumes
increased as educational institutions returned to full capacity. This indicates the positive impact of resuming in-person education
on traffic density.

In city center intersections, such as Cengel Dereboyu Street, Karizma, and Eski Vali Konagi, traffic volumes exhibited
fluctuations during 2021-2022, reflecting the effects of reduced human mobility during the pandemic. In 2023-2024, traffic
volumes at these intersections recovered, although occasional fluctuations persisted. This suggests that traffic density in city
centers has not fully returned to pre-pandemic levels.

In transit and rural areas, such as Pancar, Yonca, and Azerbaijan Street intersections, traffic volumes remained stable or
showed minor fluctuations during 2021-2022. Mobility in these areas is largely influenced by rural activities. During 2023-2024,
a general increase in traffic volume was observed in these intersections; however, the rate of increase was more limited compared
to city centers and industrial zones.

Differences in Traffic Dynamics:

During 2021-2022, the pandemic period, traffic flows at many intersections experienced significant fluctuations due to
restrictions and seasonal effects. This period was marked by sudden changes and unpredictable variations in traffic volumes,
adversely affecting intersection stability. However, during 2023-2024, traffic flow exhibited a more stable pattern overall.
Regular increases in traffic were particularly noticeable at industrial gates and intersections near city centers, reflecting economic
recovery and increased demand for traffic in urban areas.

When analyzing the alignment of regression curves, it was evident that the high fluctuations in 2021-2022 made it difficult
for regression lines to fully match the actual data points. These fluctuations negatively impacted the accuracy of predictive
models, making it challenging to capture real traffic data at some intersections. However, during 2023-2024, the recovery
process brought greater regularity to traffic flow, improving the alignment between regression curves and actual data. This
improvement allowed traffic management strategies and models to better adapt to the post-pandemic period, enhancing
prediction accuracy. Overall, the reduction in traffic fluctuations and improved alignment of regression curves highlight the
positive impact of the post-pandemic normalization process on traffic management.

Effects of Economic and Social Activities:

During 2021-2022, economic restrictions limited traffic volumes while accelerating the shift from public transportation to
individual vehicle use. This led to reduced traffic density in city centers while increasing individual vehicle use. In 2023-2024,
increased economic activity and a return to public transportation contributed to a renewed rise in city center traffic density.
However, the rise in individual vehicle use added an additional burden to traffic volumes, particularly in industrial zones.

To effectively manage the increased traffic observed at industrial gates during 2023-2024, signalization systems and solutions
to optimize logistical traffic should be implemented. Policies to encourage greater use of public transportation are recommended
to manage traffic density in city centers. Traffic flow in educational zones could be regulated with traffic planning tailored to
school hours. In rural intersections, traffic volume increases have remained relatively limited; however, future changes in rural
activities and their impact on traffic should be monitored.

Considering the upward trend brought by the recovery process during 2023-2024, adaptive traffic management and
environmentally sustainable solutions should be swiftly implemented. In conclusion, traffic volumes and consistency have
increased in the post-pandemic period. However, this increase underscores the need for more effective traffic management
strategies, particularly in city centers and industrial zones.

6.2.  Monthly Vehicle Passage Prediction Using the Random Forest Algorithm

This section examines the performance and results of the Random Forest algorithm used to predict monthly vehicle passage
volumes at 19 selected intersections. The model was applied to capture fluctuations during the pandemic period and the
regularity of traffic flow during the post-pandemic normalization process. By analyzing the impact of multiple variables in the
dataset, the Random Forest algorithm was employed as a robust tool for predicting seasonal and periodic traffic trends. Within
the study, the model's R? values and prediction errors were assessed, and accuracy rates across different intersections were
compared. This analysis was conducted to measure the model’s performance under fluctuating traffic conditions and to support
data-driven decision-making processes in traffic management.

Various performance metrics were analyzed to evaluate the prediction accuracy of the Random Forest algorithm used in this
study. These metrics provide a detailed framework to assess the differences between the predicted and actual values by
measuring the model's success from multiple perspectives.
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Mean squared error (MSE) evaluates the overall accuracy of the predictions by measuring the magnitude of errors, while root
mean squared error (RMSE) reduces the dependency on scale and enhances interpretability. Mean absolute error (MAE)
measures the level of error by calculating the absolute difference between predicted and actual values. The R? metric indicates
the proportion of variance explained by the model, evaluating the alignment between the predicted and actual data. Together,
these metrics offer a comprehensive framework to understand the model's overall performance and accuracy under varying

conditions.

6.2.1. Pandemic Period

Figure 5 depict vehicle passage trends and Random Forest model predictions at 19 intersections in Balikesir during the
pandemic period. The model's performance was evaluated by comparing its predictions with actual vehicle passage data.
Hiikiimet Intersection (Intersection 9) emerged as the central hub of traffic density during the pandemic, and the model's
predictions for this intersection were highly accurate. At other intersections, traffic density remained low, though minor
fluctuations, including increases and decreases in some months, were observed. Overall, the model produced predictions that

closely matched the actual data.
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Fig. 5. Estimation of Monthly Vehicle Passage Numbers by Intersections During the Pandemic Period.

At most intersections, vehicle passage volumes exhibited fluctuations, particularly from mid-2021 onward. However, a
general trend of recovery toward pre-pandemic levels was noted. While seasonal effects and social dynamics limited prediction
accuracy at certain intersections, general trends were consistently captured. The Random Forest model demonstrated a high level



247

of alignment with actual data. However, error rates increased during months with pronounced fluctuations, indicating the
challenges posed by the unpredictable changes during the pandemic on the model's accuracy. Table 4 presents the performance
metrics for the Random Forest model.

Table 4. Performance Metrics During the Pandemic Period.

# MONTH MSE RMSE MAE R?
1 January 13846884984 117672,7878 57009,97095 0,933721399
2 February 3420441889 58484,54402 31955,51195 0,984098257
3 March 877270981,3 29618,76063 21160,09485 0,995937737
4 April 2097908265 45802,92856 39084,04313 0,99043202
5 May 11390027752 106724,073 59825,85914 0,957094292
6 June 11783647130 108552,5086 66320,89172 0,953683755
7 July 4759431864 68988,63576 48428,56149 0,975415166
8 August 1426954835 37775,05572 30055,49685 0,993311972
9 September 6017905467 77575,16012 47881,01965 0,975507417
10 October 2724566737 52197,38248 32321,92544 0,988083369
11 November 6957178503 83409,70269 56311,06724 0,973624762
12 December 6323134919 79518,14208 51637,4936 0,974173599

In this experiment, the monthly prediction performance of the Random Forest model for vehicle passages was evaluated.
Although the model generally exhibited high accuracy (R? > 0.95), its predictive accuracy peaked in March and August.
Conversely, the model's performance declined in January, May, and June. Variations in error rates were attributed to seasonal
effects and fluctuations in traffic density. Overall, the model successfully captured vehicle passage trends and provided a reliable
data source for traffic management.

The Random Forest model demonstrated strong performance during the pandemic period. March and August were the most
successful months for the model. In March, the model achieved the highest accuracy with an R? value of 0.9959, while MAE
(21,160) and RMSE (29,618) values were notably low. These results indicate that the model was able to produce predictions very
close to the actual data. Similarly, in August, the model achieved a high accuracy rate with an R? value of 0.9933 and exhibited
low error rates compared to other months. However, January (R%: 0.9337), June (R%: 0.9537), and May (R2: 0.9571) were months
where the model's performance was relatively weaker. Particularly in January, high error values such as RMSE (117,672) and
MAE (57,009) indicated larger deviations in the model's predictions. Overall, the Random Forest algorithm demonstrated
successful predictive performance, with R? values exceeding 0.95 in most cases, proving to be an effective tool for understanding
vehicle passage trends.

Hiikiimet Intersection became the focal point of traffic density during the pandemic. Vehicle passages at this intersection
were accurately predicted by the Random Forest model. The 1st and 2nd Industrial Gate Intersections showed stable traffic flow,
even during the pandemic, due to the continuation of economic activities. Predictions for these regions generally aligned closely
with the actual data. Although Istasyon and Cardakli Intersections exhibited lower vehicle passage volumes, the model
successfully captured general trends in these areas. Traffic density showed significant fluctuations in January and February,
leading to increased prediction errors. In February, predictions were more stable. The model's predictive performance peaked in
March, as regular vehicle passage trends allowed it to produce more accurate results. In April, error rates slightly increased. In
May and June, the model's performance declined, and prediction errors rose. Sudden fluctuations in traffic during this period
challenged the model's adaptability. During the summer months, as traffic density increased, the model delivered successful
predictions in August, although deviations were notable in July. In the autumn and winter months, the model generally achieved
high accuracy, though prediction errors rose again toward the end of the year. The Random Forest model accurately predicted
vehicle passage trends, even under pandemic conditions. Its accuracy exceeded 95% in many months, with particularly close
predictions in March and August. However, prediction errors were relatively higher in January, May, and June, indicating the
model's difficulty in adapting to periods of intense fluctuations.

6.2.2. Post-Pandemic Period

As illustrated in Figure 6, vehicle passage trends at 19 different intersections during the post-pandemic period (2023-2024).
The black lines represent actual vehicle passage numbers, while the red lines represent the predictions made by the Random
Forest model. Overall, Hiikiimet Intersection (Intersection 9) continued to experience the highest traffic density, whereas other
intersections (particularly Intersections 1-8 and 10-19) maintained lower traffic volumes. The Random Forest algorithm
accurately predicted general trends and traffic density with high precision.

In the post-pandemic period, an overall increase in traffic volume has been observed. This increase can be attributed to the
revival of economic activities and the normalization of social life. However, fluctuations persist in certain months and
intersections. These fluctuations highlight the impact of seasonal effects and social dynamics on traffic flow during specific
periods. The Random Forest model demonstrated a high level of alignment with actual data. The model's R? values largely
remained above 95%, underscoring its prediction accuracy. These high accuracy rates indicate that the model is an effective tool
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for forecasting traffic flow. Nevertheless, in some intersections, seasonal effects and social dynamics limited the accuracy of
predictions; despite this, general trends were consistently captured. This showcases the strengths of the model while also
indicating areas where improvements are needed under specific conditions.
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Fig. 6. Estimation of Monthly Vehicle Passage Numbers by Intersections After the Pandemic Period.

Overall, the increase in traffic volume during the post-pandemic period and the high predictive accuracy of the Random
Forest model provide valuable insights for traffic management and planning. Conducting additional analyses and improving the
model for intersections influenced by seasonal and social dynamics could further enhance the accuracy of future predictions.
These findings form a foundation for more effective traffic management and the development of sustainable transportation
solutions. As detailed in Table 5, the performance metrics during the post-pandemic period provide valuable insights.

Table 5, evaluates the monthly vehicle passage prediction performance of the Random Forest model during the post-
pandemic period (2023-2024). The model achieved its highest accuracy rates in September (R2: 0.9947) and May (R 0.9916),
with particularly low error rates in these months. However, prediction accuracy was lower in January (R?: 0.9405) and July (R*:
0.9578), suggesting that fluctuations in traffic flow adversely affected the model's performance. Overall, the model's prediction
accuracy remained notably high (R2 > 0.95), indicating that it reliably captured traffic trends.

The Random Forest model demonstrated high performance during the post-pandemic period. September was the most
successful month for the model, achieving the highest accuracy with an R? value of 0.9947. Low error values, such as MAE
(22,802) and RMSE (32,567), indicate that the model accurately predicted vehicle passage volumes for this month. Similarly,
May also showed strong performance, with an R? value of 0.9916 and low error levels (MAE: 30,142, RMSE: 43,903). However,
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a slight decline in model performance was observed in January and July. In January, the R? value dropped to 0.9405, while
RMSE (125,239) and MAE (83,051) values increased significantly, suggesting that the fluctuating nature of traffic challenged
the model’s predictive power. Likewise, in July, the model struggled to fully capture fluctuations, resulting in higher error rates.
Overall, the Random Forest model delivered a successful prediction performance during the post-pandemic period, with R?
values exceeding 0.95 in most cases, proving itself as a reliable tool for understanding traffic trends.

Table 5. Performance Metrices During Post-Pandemic Period.

# MONTH MSE RMSE MAE R?

1 January 15684901485 125239,3767 83051,69603 0,940507971
2 February 9024935956 94999,66293 54427,58374 0,967391510
3 March 9644502909 98206,43008 50127,13268 0,964476300
4 April 4513402025 67181,85785 35745,09337 0,982476068
5 May 1927497010 43903,26878 30142,41602 0,991603098
6 June 5470652272 73963,85788 45435,29955 0,977944812
7 July 10827003396 104052,8875 71763,4365 0,957809187
8 August 6342764004 79641,47163 46186,84769 0,974226465
9 September 1060659451 32567,76706 22802,64585 0,994688139
10 October 3264816622 57138,57385 28289,22732 0,987055951
11 November 2896196847 53816,3251 39978,44552 0,987683048
12 December 5504246856 74190,61164 48260,69823 0,976705948

Hiikiimet Intersection (Intersection 9) was consistently the point with the highest traffic volume throughout all months.
Traffic trends at this intersection were successfully predicted by the model. In industrial zones, particularly at Sanayi 1 Gate and
Sanayi 2 Gate intersections, economic activity persisted even during the pandemic, resulting in stable traffic flow. The Random
Forest model accurately predicted traffic trends in these areas. At Istasyon and Cardakli Intersections (Intersections 8 and 10),
which had moderate traffic volumes, the model effectively captured overall trends. In the January-March period, fluctuations in
traffic density were observed in January, leading to increased model errors. However, in March, the model predicted a more
balanced traffic flow. During the April-May period, model performance improved, reaching its peak in May with an R? value of
0.9916. Traffic density increased during the summer months (June-August), with a rise in prediction errors in July, followed by a
recovery in August. For the September-December period, the model achieved its highest performance in September (R2: 0.9947),
while prediction errors increased in December.

The Random Forest model performed well overall in predicting traffic trends during the post-pandemic period. It achieved
peak accuracy in May and September, with particularly low prediction errors. April also stood out as a successful month,
whereas January and July showed relatively weaker performance. The increase in error rates during these months highlights the
adverse impact of sudden traffic fluctuations on the model’s predictive accuracy. This indicates a need for further model
improvements to better adapt to periods with volatile traffic flows. With the normalization of traffic flow in the post-pandemic
period, the Random Forest model successfully captured overall trends and provided reliable results for traffic forecasting. This
analysis serves as a valuable guide for understanding traffic density in Balikesir during the post-pandemic period and for
evaluating modeling outcomes. The insights provided by the model offer a valuable data source for developing traffic
management strategies and informing future traffic planning efforts.

6.2.3.  Evaluation of the Pandemic Period and the Subsequent Period
Traffic Trends and Intersection Densities:

During the pandemic period, traffic density generally remained at low levels due to factors such as lockdowns and business
closures, with significant fluctuations observed in certain months. During this time, Hiikiimet Intersection (Intersection 9) stood
out as the intersection with the highest traffic flow. In contrast, Sanayi 1 and 2 Gates, along with nearby intersections
(Intersections 8 and 10), exhibited relatively lower traffic levels. These differences reflect the impact of the pandemic on
economic and social activities in different regions.

In the post-pandemic period, specifically during 2023-2024, traffic density began to normalize, and vehicle passage volumes
generally increased. Hiikiimet Intersection maintained its position as the intersection with the highest traffic flow during this
period. Meanwhile, vehicle passage volumes at industrial and peripheral intersections showed a moderate increase compared to
the pandemic period. This increase can be attributed to the revival of economic activities and the return to normalcy in social life.
These changes in post-pandemic traffic dynamics emphasize the importance of reviewing regional traffic management strategies
and adapting to evolving conditions.

Traffic Density and Fluctuations:

During the pandemic period, significant decreases and sudden increases in vehicle passage volumes were observed due to
lockdowns and other measures. These fluctuations became particularly evident during the periods when restrictions were
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implemented or lifted, making it more challenging for the model to generate accurate predictions. The transitions between
imposing and lifting restrictions caused unpredictable changes in traffic flow, which adversely affected the accuracy of the
prediction models.

In the post-pandemic period, traffic flow became more regular. During 2023-2024, with the normalization process, vehicle
passage volumes generally increased, and traffic dynamics followed a more stable pattern. Particularly in September, the model
achieved highly successful predictions with low error rates. This success can be considered an indicator of the effectiveness of
post-pandemic traffic regulations and the revival of economic activities.

Model Performance:

During the pandemic period, the Random Forest model demonstrated generally successful predictive performance. The
model's R? values remained mostly above 0.95, indicating that it accurately captured fluctuations in traffic. Particularly in March,
April, and August, the model's prediction errors were at notably low levels. However, the model's performance weakened in
January and November due to fluctuating traffic conditions, resulting in higher error rates. This highlights the impact of
unpredictable changes during the pandemic on the model's accuracy.

In the post-pandemic period, the Random Forest model made successful predictions with R? values ranging from 0.94 to 0.99.
May and September emerged as the months with the highest accuracy levels for the model. The more stable traffic density during
this period contributed to the model's consistent performance. However, relatively higher prediction errors were observed in
January and July, attributed to increased traffic fluctuations during these months. While the normalization process following the
pandemic made traffic flow more predictable, improving the model's overall performance, fluctuations during certain periods still
challenged its predictive accuracy.

These findings demonstrate that the Random Forest model generally provided reliable results in traffic predictions during
both the pandemic and post-pandemic periods, but its performance could fluctuate under specific conditions. The high accuracy
rates suggest that the model can provide valuable insights for traffic management and planning, while also emphasizing the need
for additional measures and model improvements during periods of fluctuation. In the future, the development of methods better
suited to sudden changes in traffic dynamics could enhance the model's predictive success and support the effectiveness of traffic
management strategies.

7. Conclusions and Recommendations

The COVID-19 pandemic has caused profound changes not only in health and social domains but also in transportation
dynamics and traffic management. This study analyzed traffic density in Balikesir province during the pandemic and post-
pandemic periods, evaluating the potential contributions of machine learning and Al-based approaches to traffic management.
The increase in individual vehicle usage and the decline in public transportation preferences clearly demonstrated the pandemic's
impact. During the pandemic, traffic density in city centers decreased by over 50%, indicating a shift toward private vehicle use
driven by health concerns. This decrease, particularly observed in commercial and social centers, highlights how transportation
preferences were reshaped by health-related considerations.

The regression analyses and Random Forest model used in this study successfully analyzed traffic fluctuations during the
pandemic and the increase in traffic volumes during the post-pandemic period. The findings revealed fluctuations in vehicle
traffic during the pandemic and showed that traffic density in areas such as industrial zones, where logistical activities continued,
was less affected. The relatively stable traffic flow at intersections near industrial zones demonstrates the continuity of economic
activities in these areas. However, the increase in individual vehicle usage poses a risk of exceeding pre-pandemic traffic density
levels at city center intersections. The decline in public transportation usage and the preference for private vehicles significantly
impacted urban traffic, necessitating new arrangements at intersections.

Machine learning approaches such as the Random Forest model accurately predicted traffic normalization trends in the post-
pandemic period. The model achieved high accuracy rates (R* > 0.99) in May and September, successfully forecasting post-
pandemic traffic flow. However, during January and July, increased traffic fluctuations led to higher prediction errors. This
indicates the need for model enhancements to better adapt to complex and variable traffic flows. Overall, the contributions of
machine learning approaches to evaluating and predicting traffic trends underscore their value, particularly in analyzing post-
pandemic traffic dynamics.

Comprehensive measures are needed in the post-pandemic period to encourage individuals to return to public transportation.
Hygiene standards in public transportation systems should be improved, and regular health-related information campaigns should
be conducted. Furthermore, enhancing accessibility and comfort standards is essential to make public transportation more
appealing. To counter the increase in private vehicle usage, promoting environmentally friendly transportation modes can be an
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effective strategy to reduce urban traffic density. Investments in infrastructure supporting micromobility options such as bicycles
and scooters should be prioritized, and pedestrian pathways should be improved for short-distance travel.

Given the critical role of intersections in traffic flow, upgrading existing signalization systems to adaptive systems is crucial.
The implementation of smart traffic management systems can improve traffic flow by optimizing signal timings based on real-
time traffic density. Solutions such as green wave applications can effectively reduce congestion in city centers. Additionally,
physical adjustments to intersections, particularly in high-traffic areas, can alleviate congestion. In intersections with heavy
vehicle traffic, the construction of grade-separated intersections (multi-level intersections) can provide long-term relief from
traffic congestion. Heavy vehicle traffic concentrated in industrial zones increases pressure on infrastructure in these areas.
Therefore, the optimization of logistics centers serving industrial zones and the regulation of heavy vehicle traffic during specific
time intervals are necessary. The observed increases in traffic density in specific areas and times highlight the need for flexible
traffic management systems. Moreover, the data obtained during the pandemic serve as a valuable guide for managing urban
traffic more efficiently during crises. Based on these findings, more flexible and sustainable transportation policies should be
developed to prepare for similar crises in the future.

The fluctuations in traffic density and changes in transportation preferences experienced during the pandemic necessitate the
development of new approaches to traffic management and planning in cities like Balikesir. In this context, transportation
policies must be structured to support long-term and environmentally sustainable goals. The adoption of smart traffic systems,
widespread implementation of green wave applications, and support for micromobility solutions will enable more efficient and
sustainable urban transportation management.
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